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EXECUTIVE SUMMARY

Introduction
Study Purpose, Audience, and Intended Use

This study was undertaken to help the U.S. Agency for International Development (USAID) determine
the extent to which its evaluations are being used and what guidance, tools, or Agency practices might
be improved to enhance evaluation utilization. It was commissioned by USAID’s Bureau for Policy,
Planning, and Learning’s Office of Learning, Evaluation, and Research (PPL/LER). Internal and external
audiences for this study include USAID management, program, technical, and regional staff whose work
can be informed by evaluations, as well the Department of State and other U.S. Government (USG)
colleagues on country teams; Congress; the Office of Management and Budget (OMB); partner country
governments; and other donors with whom USAID collaborates overseas.

Study Questions
Four study questions guided the work of the study team:

I. How and when in the Program Cycle are evaluations used or not used?

2. What changes/decisions are made because of evaluations?

3. To what degree and under what conditions does learning occur from evaluation findings that were
not anticipated by the intended purpose of the evaluation?

4. What particular business processes or enabling conditions appear to encourage or discourage the
utilization of evaluations?

Study Methods

The design for this study included a thorough document review, a survey of USAID staff knowledgeable
about specific evaluations, and group interviews with USAID staff in 24 Agency Operating Units (OUs) in
Washington and overseas, in which 250 individuals participated. Interviews were also conducted with
key informants in USAID and nine partner organizations that conduct evaluation for USAID directly or
under USAID-funded activities. A survey that complemented this range of interviews yielded | 18
responses on a sample of 206 out of the 609 evaluations in the study universe for 2011-2014, or a 57
percent response rate. To help ensure that survey findings were representative of the study universe, in
light of this response rate, survey findings are reported on a weighted basis. This combination of data
sources includes both self-reported descriptions of evaluation utilization from Agency staff and, where
possible, confirming data from other sources, with the most extensive set of documents of this type
being 30 USAID country strategies that cited evaluation findings. Stories about the effect of actions
taken based on evaluations on broader development outcomes were also collected, and for a portion of
these stories, further research provided confirming data from other sources. All of these data sources
provided descriptive information on evaluation utilization that was used to answer Questions |-3. These
data were then analyzed further, under Question 4, to explore relationships between evaluation
characteristics, including characteristics of USAID processes, and evaluation utilization outcomes,
including learning, actions taken by USAID and partner staff and, to some extent, the effects of such
actions on broader development outcomes.

Study Limitations

Limitations of this study include the self-reported nature of survey and interview data, a survey response
rate below the ideal level, and the extraction of information about utilization from documents that were
not designed for that purpose.
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Study Findings

QUESTION |: HOW AND WHEN IN THE PROGRAM CYCLE ARE EVALUATIONS USED
OR NOT?

Study findings showed that for 93 percent of a sample of USAID commissioned evaluations, survey
respondents indicated that the specific evaluations with which they were familiar had stimulated learning
in USAID and, to a degree, among its partners as well. Ninety percent of these evaluations were
reported to have resulted in decisions being made and actions being taken at appropriate stages in
USAID’s Program Cycle. Group interviews with USAID OU staff yielded qualitative findings along these
same lines.

Project Design and Implementation Study data from interview and survey responses indicated that
the Project Design and Implementation stage of the Program Cycle is where evaluation utilization occurs
most frequently. Findings showed that 71 percent of the evaluations on which survey responses
reported had been used to design or modify a USAID activity or project, and 47 percent were used
exclusively for project or activity design purposes, while | | percent were used exclusively for project or
activity modification, and |3 percent were used for both of these purposes. Other study data sources
confirmed survey findings.

Strategy and Policy Formulation In the USAID Program Cycle, an important step is the
development of a multiyear Country Development Cooperation Strategy (CDCS). The study team’s
review of 5| approved CDCSs showed that 30 (59%) cited completed USAID evaluations. Eighty-two
percent of the evaluations on which these CDCSs drew were evaluations undertaken at the project or
activity level, while 41 (7% of the universe of 609) were undertaken at the sector level or for multiple
activities or projects in a single Mission.

USAID evaluations rarely focus on the policy level, and Agency requirements for drawing on evaluation
evidence do not apply to policy formulation. At this level, USAID evidence-based policy papers drawn
on syntheses of state-of-the art research and Agency experience consolidated through evidence and
experience summits it organizes. Not surprisingly, the study team did not find either relevant evaluations
at the policy level or their active use in 19 topical policy papers it reviewed.

QUESTION 2: WHAT CHANGES/DECISIONS ARE MADE BECAUSE OF EVALUATIONS?

Reporting on evaluation utilization, survey respondents indicated that evaluation results were used for
new project and activity design at least twice as often as they were used to modify existing activities,
projects, and strategies, while a somewhat higher level of evaluation use to refocus existing projects and
activities was documented in Annual Performance Plan and Reports (PPRs). Other common changes
include revising delivery mechanism work plans, extending activity timelines, or expanding activity
geographic areas. Survey responses also showed that USAID staff noted that their implementing
partners’ actions complemented USAID post-evaluation decisions and changes in connection with 19
percent of the sampled evaluations. Eight percent of |18 surveyed evaluations indicated that country
government strategies and/or policies had changed to reflect learning from the evaluation in question.

When survey respondents reported that action was taken based on evaluation findings and
recommendations, they also, in some instances, reported on the results of this action. For 27 percent of
the evaluations on which surveys reported, respondents indicated that the effectiveness of the
programs, projects, and activities increased. Survey results also showed that evaluation findings informed
the development of new strategies for 20 percent of the | 18 evaluations on which the survey reported.
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In addition, action taken as a result of evaluation findings reportedly enhanced sustainability for 20
percent of this set of evaluations, and improved cost-effectiveness for programs associated with 7
percent of these evaluations. In the course of this study, the team also collected 58 stories about the
effects of evaluation utilization. For 10 of these stories which the studies followed up on through online
research, Evaluation Utilization Briefers are presented under Question 2 in the report and in Annex 7.

QUESTION 3: TO WHAT DEGREE AND UNDER WHAT CONDITIONS DOES LEARNING
OCCUR FROM EVALUATION FINDINGS THAT WAS NOT ANTICIPATED BY THE
INTENDED PURPOSE OF THE EVALUATION?

Evidence of learning is difficult to capture directly in the absence of some type of “before” and “after”
comparison. Nevertheless, responses to survey questions provided an indication of what USAID staff
learns from the evaluations to which they are exposed. Notably, their responses showed that while
most learning from evaluations occurs within the first three months after an evaluation is completed, in
some cases the learning period has been up to two years. With respect to what survey respondents
learned about specific programs, projects, or activities as a result of evaluations, 52 percent indicated
that these evaluations affected their opinions on the merits of the project or activities evaluated, and 54
percent said evaluations provided insights about the soundness or adequacy of the activity design. Still
other respondents said that they learned about how to make projects more effective in the future, or
why objectives had not been achieved. Study data, including discussions in group interviews, also
indicated that much of what USAID staff learned from evaluations confirmed what they felt they already
knew (74% of the survey responses). New information that contributed to learning was also reported by
respondents to be present in evaluation reports (52% of the evaluations covered by survey responses),
which participants in group interviews indicated was generally useful, even when it revealed problems
USAID was not aware of.

As the foregoing suggests, most of what USAID staff reported they learned from evaluations did not
surprise them. Where the study team did detect unanticipated learning was from answers USAID staff
provided to questions about what they had learned about evaluation processes and purposes from being
involved in the planning, implementation, or review of the evaluation. Among respondents, 77%
indicated that participation in the evaluation had improved their understanding of the purpose and role
of evaluation in the USAID Program Cycle; 70% indicated that they had a better understanding of
evaluation types and methods, and 76% noted that they felt better prepared to critique evaluation
products.

QUESTION 4: WHAT PARTICULAR BUSINESS PROCESSES OR ENABLING CONDITIONS
APPEAR TO ENCOURAGE OR DISCOURAGE THE UTILIZATION OF EVALUATIONS?

The study team examined a range of business practices and evaluation characteristics to determine
which ones appeared to encourage or discourage the utilization of evaluations. On the business process
side, two sets of practices recommended by USAID guidance received considerable attention, namely:

e USAID’s dissemination of its evaluation results. USAID’s dissemination of evaluation results through
briefings, report dissemination, and other events was reported to be strong to USAID staff (97% of
the survey responses), but weaker in reaching USAID implementing partners (76% of responses
reported this type of dissemination) and country partners (43% reportedly disseminated to country
partners). Notably, dissemination to country partners was found to be statistically significant in
relation evaluation utilization by those partners. The study also found that simply delivering
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evaluation reports to USAID’s online library, the Development Experience Clearinghouse (DEC),
was not statistically linked to utilization by USAID or its partners.

e Post-evaluation action planning meetings. Fifty-three percent of respondents indicated that post-
evaluation action planning meetings were held. Furthermore, 46 percent of these designated who
was to take action on specific findings or recommendations, and 33 percent reported that timelines
were established for implementing those actions. Proactive post-evaluation action planning meetings
were found to be statistically significant in relation to study evidence of evaluation utilization.

Other factors that were found to be statistically associated with evaluation utilization included whether
evaluation reports were considered to be timely for decision making, a finding supported by group
interviews with USAID staff. The study also found a significant relationship between evaluation utilization
and average evaluation report quality scores at the OU level (calculated using a method developed for
an earlier evaluation quality study commissioned by PPL/LER, as described in the study methods annex),
although evaluation report quality scores for individual evaluation reports, one at a time, were not found
to be significant in relation to evaluation use.

Conclusions
Broad conclusions reached by the study team include:

e USAID evaluation utilization practices are already strong and compare well to those of other USG
agencies examined in parallel studies conducted by the GAO.

e Broad responses indicating an overall high rate of evaluation use in USAID are notable, but
somewhat mask the fact that there has been only partial uptake by OUs of USAID business
processes designed to foster evaluation utilization, including both evaluation dissemination and post-
evaluation reviews and action planning. Study findings also suggest that USAID staff are more
knowledgeable about evaluation results and their effects than USAID’s annul PPR Evaluation Registry
statements suggest. Survey responses and stories shared in interviews demonstrate the range of this
knowledge, and compare favorably to the 12 percent of PPRs that claim some form of utilization.
Staff knowledge about evaluation utilization that is not currently captured in PPRs is potentially
valuable for communicating USAID’s achievements.

e Important opportunities for improving evaluation utilization exist where recommended practices are
not yet fully implemented (see Figure 13 in the body of the report), and where findings show a
statistically significant relationship between evaluation utilization and specific practices or evaluation
characteristics.

e  With respect to taking actions to improve evaluation utilization, the study team found that USAID
OUs that commission evaluations are the prime intended users of USAID evaluations and are thus
best positioned to make needed changes to enhance evaluation use. Technical and Regional Bureaus
in the Agency, along with PPL/LER, have important roles in supporting improvement initiatives.

Recommendations

The following recommendations are organized by, and addressed to, specific USAID units the study
team feels are best suited to take action. By taking the recommended actions, USAID and its partners
can enhance evaluation utilization to improve program performance and positive development
outcomes.

It is recommended that USAID Operating Units (OUs) (Field Missions and Washington Offices
that directly administer the delivery of foreign assistance through projects, activities, or other
mechanisms):

I. Conduct a brief, collaborative, OU-level internal assessment, next quarter, of the current level of
evaluation use within the OU.
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2.

Create and obtain OU management approval for an OU-specific plan for enhancing the utilization of
USAID evaluations, including by OU partners and staff.

It is recommended that USAID Technical Bureaus:

3.

Inventory what compendiums, syntheses, or meta-analyses already exist for USAID evaluations in
technical fields that Bureaus support. Ensure that existing analyses of evaluation results are available
to Missions, Regional Bureaus and to other USAID staff working in relevant technical areas.

Collaborate with PPL/LER to develop more comprehensive and improved approaches for ensuring
that evidence from future USAID evaluations are widely available to Agency staff. Technical Bureaus
should work with Regional Bureaus to ensure that evaluation evidence products accurately reflect
geographic considerations.

It is recommended that USAID Regional Bureaus:

5.

Review with their Missions, and other Washington-based Offices delivering foreign assistance in
their regions, the adequacy of their M&E staffing and budget resources relative their needs and
evaluation commitments made in CDCSs, Project Appraisal Documents (PADs), and PPRs. Such
reviews should ensure that no Mission or Office is unduly disadvantaged in its ability to access and
utilize evaluation results based on its size, geographic location, or the nature of its portfolio.

Further develop, implement, and share information Agency-wide about regionally appropriate
mechanisms for collaboratively drawing on existing M&E resources. Arrangements should built on
productive experiences such as the peer exchanges—which help Missions in need expand their
capacity to take on a short-term evaluation tasks—or the Regional Mission evaluation hub model
that is emerging in the Asia Bureau, through which evaluation services are provided to smaller
Missions and Country Offices.

It is recommended that PPL/LER:

7.

Minimally refine official Agency guidance, in line with findings from this study, to draw attention to
and enhance evaluation utilization. Exhibit | includes a list of illustrative modifications to this end.

Continue to develop “How-To” guides and “Technical Notes,” or expand its Evaluation Toolkit, in
response to expressed needs. Consider USAID staff suggestions with respect to the development of
new “How-To” guidance on (a) writing good evaluation questions, (b) dissemination planning, and
(c) well-constructed evaluation recommendations. Incorporate into this last topic a recommended
range for number of evaluation recommendations, akin to the Agency’s recommendation on the
number of evaluation questions.

Examine very short evaluation summaries or briefers used by other development agencies that
USAID might adopt over time and reduce its reliance on complete evaluation reports as the primary
means of disseminating information about findings and evidence. Such products include, for example,
standalone evaluation briefs (1-2 pages) or abstracts (300-500 words), which more succinctly convey
evaluation findings and evidence for future programming.

. Improve USAID’s ongoing monitoring of evaluation utilization through existing reporting

mechanisms if possible, or create a new reporting mechanism if existing mechanisms cannot be
improved. More specifically, consider ways in which the PPR reporting mechanism could be modified
to permit more comprehensive reporting and consider adopting the use of post-evaluation Action
Plan tracking systems being piloted in some Missions. Encourage OUs to quantify their performance
in this regard by calculating the percent fully implemented across all evaluations as an OU
performance measure, and after piloting this indicator, test the value of its use for reporting at the
Agency level.
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INTRODUCTION

Study Purpose, Audience, and Intended Use

The U.S. Agency for International Development’s (USAID) Bureau for Policy, Planning, and Learning’s
Office of Learning, Evaluation, and Research (PPL/LER) commissioned this study to help USAID
determine the extent to which its evaluations are being used and what guidance, tools, or Agency
practices might be improved to enhance evaluation utilization. Evidence from this study is expected to
help Agency leadership and staff foster and support evaluation utilization. The study’s internal audience
includes USAID evaluation points of contact (POCs) and staff responsible for monitoring and evaluation
(M&E) functions within strategy teams, in the United States and overseas, as well as program, technical,
and regional office staff whose work can be informed by evaluations. Beyond USAID, key stakeholders
for this study include the Department of State and other U.S. Government (USG) colleagues on country
teams; Congress; the Office of Management and Budget (OMB); partner country governments; and
other donors with whom USAID collaborates overseas. A Statement of Work (SOW) for this study is
available in Annex I.

Defining Evaluation Success

“In the end, the measure of our success will not be predicated on the number of evaluations done, or stored
within a database, or even solely upon the quality of the findings. We’ll be successful if and when the evaluation
work of USAID contributes to greater development effectiveness.” —USAID Evaluation Policy

Study Questions

Four study questions guided the work
of the study team:

I. How and when in the Program Cycle

are evaluations used or not used?

2. What changes/decisions are made
because of evaluations?

3. To what degree and under what
conditions does learning occur from
evaluation findings that were not
anticipated by the intended purpose
of the evaluation?

4. What particular business processes
or enabling conditions appear to

en.c‘ourjage or dISCOl{rage the FTS Evaluation Techniques Presentation at USAID 2014
utilization of evaluations?

The USAID Program Cycle, referenced in Question [, is the Agency’s conceptual framework for
strengthening its policy, planning, and evaluation capacities in line with priorities established in the 2010
Presidential Directive on Global Development and in USAID Forward, the Agency’s internal reform
agenda. The Program Cycle establishes a common set of practices through which these reforms are
being implemented. It encompasses Agency policy formulation and the development of multi-year
Country Development Cooperation Strategies (CDCSs) under which projects and the activities are
implemented. Monitoring and evaluation are integrated into all stages of this cycle. These Program Cycle
elements are, in turn, linked to and supported by learning and adaptive management practices, and
strategic and evidence-based budgetary resources.

Evaluation Utilization at USAID |




Figure |. Timeline of Recent Evaluation Policy-related Events

Study Background

USAID’s 201 | Evaluation Policy builds on the Agency’s long history of conducting evaluations to support
its program management processes and challenges its staff and partners to enhance the quality and
utilization of the evaluations they undertake. The Evaluation Policy was introduced after a period of
decline in the number of USAID evaluations and external studies had raised questions about the quality
of evidence presented in evaluations undertaken in the international development.! USAID’s Evaluation
Policy addressed these challenges. It raised expectations concerning both the range and quality of
evaluations USAID intended to undertake, and it stimulated the development of supporting guidance
materials and training programs to reinforce this policy, as Figure | illustrates. Consistent with its policy
and oversight role in the Agency’s evaluation process, PPL/LER provides support and quality assurance
for evaluation design, quality, dissemination, and synthesis of evaluation system products. It also
occasionally organizes external technical audits of the quality and utilization of evaluation results.
PPL/LER’s 2013 meta-evaluation of evaluation report quality (2009-2012) responded to this mandate, as
does this study of evaluation utilization.2

Study Methods and Limitations

This section describes the study design, methods, limitations, and characteristics of study populations.

! Figure 2 documents the decline in USAID evaluations; external challenges focused on the quality of evidence
gathered in USAID and other donor evaluations included the Center for Global Development’s 2006 report
entitled: When Will We Ever Learn? (2006), and a second report that examined the quality of a sample of USAID
evaluations in the democracy/governance portfolio (Bollen, Kenneth, et. al. Assessing International Evaluations: An
Example From USAID’s Democracy and Governance Program (2005).

2 The meta-evaluation that PPL/LER commissioned, entitled Meta-Evaluation of Quality and Coverage of USAID
Evaluations (2009-2012), was conducted by Management Systems International (MSI).
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Study Design and Methods

This study was structured around the four questions provided in USAID’s SOW. Because the first three
questions similarly sought descriptive information on evaluation uses, the design and methods used to
answer them were relatively similar. The design focused on a thorough document review, a survey of
USAID staff knowledgeable about particular evaluations, and group interviews with USAID staff and
partners. Question 4 sought information about the linkages between USAID businesses processes and
conditions, and the resulting utilization outcomes. This different type of question required a different
approach. As explained further below and in Annex 2, the study team’s approach to Question 4 began
with a review of the literature on evaluation utilization. This review identified factors that other studies,
including U.S. Government Accountability Office (GAO) reviews, indicated either encourage or
discourage evaluation use.3 The factors identified through this process are summarized in Table I.

Table |. Utilization Literature-based Factors that May Affect Evaluation Utilization

Factors Associated in Literature with Evaluation Processes & Utilization

Need for, or purpose of, the evaluation Sponsor organization’s quality control practices
Country or regional context Relevance to client; client ability to act on results
Commissioning organization evaluation culture Timeliness (in time for decisions; on schedule)
Credibility and relevant knowledge of evaluators Presence of new information

Participation of stakeholders in the evaluation Recommendations (specific, actionable, practical)
Quality (methods, data, analysis) Post-evaluation dissemination

Quality (overall credibility for learning & action) Post-evaluation review, action planning, & tracking

Data collection and analysis for all four study questions used a mix of methods, as summarized in the
text box below and described in greater detail in Annex 2.

Both the survey and group interviews involved self-reporting by USAID staff. In this sense, the study
methods somewhat resembles the GAO’s model for evaluation utilization reviews of U.S. federal
agencies. This study, however, went beyond the GAO norm by drawing on other data sources to
confirm or contest self-reported answers, and by comparing the answers obtained from the survey to
other forms of self-reporting by Agency staff, i.e., group interviews and PPRs. Findings from PPRs used
to make these comparisons are described in Annex 4.2: Sub-Study |.

Data sources that supplemented self-reported data, and facilitated team efforts to triangulate data from
several sources when responding to the study questions, were generally linked to the Program Cycle.
They included (a) USAID country strategies, which the study team examined extensively and reports on
in Annex 4.2, Sub-Study 2; (b) Project Appraisal Documents, which USAID itself is examining for this
same purpose; (c) recent policy papers and Evidence Summit records, all of which the study team
examined, as reported in Annex 4.2: Sub-Study 3; and (d) solicitations (RFPs and RFAs) that indicate
evaluation use, which are difficult to locate, even though they are in the public domain. The evidence
chain for utilization in one such solicitation is described in this study.

GAO. “Program Evaluation: Strategies to Facilitate Agencies’ Use of Evaluation in Program Management and Policy

Making.” United States Government Accountability Office, Report to Congressional Committees, GAO-13-570
(June 201 3). Accessed June 9, 2015. http://www.gao.gov/products/ GAO-13-570.
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Summary of Data Collection and Analysis Methods

I. Group interviews with USAID Operating Units (OUs) were used to address all study
questions; a list of interviewees is provided in Annex 3.

e OUs were selected considering the number of evaluations they undertook, size of their portfolio,
and geographic distribution. The 24 OUs interviewed represent all six regional and four
Technical Bureaus in Washington, 12 Country Missions and two Regional Missions based on
size, numbers of evaluations, and geographic distribution.

e Two interviews were held per selected OU, with mid- and senior-level staff. Additionally two
individual key informant interviews were conducted with PPL staff. Interviews were also conducted
with staff from six firms and three nongovernmental organizations (NGOs) that conduct evaluations
of USAID activities. In total, more than 250 individuals participated in study interviews.

2. A survey of a sample from the study universe of 609 evaluations completed between 201 | and 2014

was used gather information on all study questions.

e The sampling procedure involved categorizing evaluations by scope and timing and then sampling
them within each cluster based on random sampling principles. For the largest cluster along the
scope dimension, which consisted of 503 single country/single project or activity evaluations, a
simple random sample was drawn after a discussion of options with USAID; this discussion also
considered stratifying evaluations in this cluster by region and sector, but stratification was not
selected by USAID which favored the clarity and simplicity of a simple random sample for this large
cluster. For smaller clusters by scope, ranging from |0 to 43 evaluations, a quota of |10 evaluations
was established, and specific evaluations up to the quota were randomly sampled; for the smallest
clusters, i.e., nine or fewer, a census of all the evaluations was included in the sample used to solicit
responses to the study survey.

e Out of 206 surveys sent, | 18 surveys were returned yielding a 57% response rate.

e To ensure that reporting for the | 18 completed survey responses accurately represents tendencies
among the evaluation that made up the study universe, given this relatively low response rate and
the multiple sampling techniques used to create the survey sample, the study’s survey findings are
reported as weighted percentages in the body of this report. Annex 4.1 provides a full set of
responses on both a weighted and unweighted basis.

3. Desk Reviews covering USAID CDCSs, PPRs, Mission Orders, Policy Papers, and Evidence Summits
were also conducted; all sub-study reports can be found in Annex 4.2. In addition, stories about the
effects of actions taken based on evaluations were collected from a range of sources, as discussed in
Annex 7, which includes eight Evaluation Utilization Briefers; another two can be found under
Question 2 in the body of the report.

4. Data Analysis used qualitative techniques for open-ended questions (content and pattern
analyses) and quantitative techniques for close-ended questions (including frequency distributions,
averages, ranges, chi squares, and logistical regressions); Annex 4.3 provides a detailed description of
the logistical regression analysis.

Other data sources included USAID evaluation Mission Orders, some of which include guidance that
goes beyond USAID’s policy and Agency-wide Automated Directives System (ADS) guidance, as
described in Annex 4.2, Sub-Study 7, and data on evaluation purpose statements, questions, and
recommendations, drawn from evaluation report quality rating exercises for 45 evaluations from the
study universe of 609 and analyzed before the survey was underway, as described in Annex 4.2, Sub-
Studies 5&6. In addition, the study team collected USAID’s own compilation of stories about the effects
of evaluation utilization on broader development outcomes. To validate a portion of these stories the
team also sought information from non-USAID sources through online searches, as illustrated in the 10
Evaluation Utilization Briefers in this volume under Question 2 in the report and in Annex 7. In general,
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these various efforts confirmed the self-reported evidence of USAID staff. A final set of sources focused
on how other donor agencies monitor evaluation utilization. These sources and findings are summarized
in Annex 4.2, Sub-Study 8.

Data collection instruments used in this study are provided in Annex 5. The logistical regression that
supports the response to Question 4 is included in Annex 4.3, as noted in the text box above, and the
study’s bibliography is in Annex 6.

USAID Evaluations in the Study Sample

Since 1993, USAID, MSI, and others in the evaluation community have monitored the number of
evaluations USAID has funded on an annual basis. All documents entered into USAID’s Development
Experience Clearinghouse (DEC) are periodically examined to determine which of are actual
evaluations, as opposed to being audit reports or other kinds of analyses. Figure 2 displays the count of
evaluations in the DEC for each year through 2014, as of July 2015.4

Figure 2. Documents Coded and Verified as Evaluations in the DEC, by Year

To construct the utilization study universe, the study team used a list provided by the DEC in February
2015 that contained 758 evaluations (83 fewer than were in the July 2015 list used to create Figure 2).
From these 758, the team removed duplicates, reports in languages other than English, and partner self-
evaluations funded by USAID, which resulted in a study universe of 609 evaluations carried out by teams
led by external team leaders. Among these 609 evaluations, 503 focused on single projects or activities
in a single country while the remaining 106 represented several other focus clusters. Table 2 shows how
evaluations were selected for the study survey using a simple random sample for the large cluster and a
selection process that involved either a census of all evaluations for very small clusters or a quota
sample, with randomized selection, for the other clusters. Procedures ensured that all of the ex-post
and impact evaluations were included in the set to which surveys were sent, as Annex 2 explains. The
survey return rate was 57 percent with |18 survey responses received. To better understand this
response rate, MS| explored non-response patterns in relation to such possibly explanatory factors as
year, sector, region, and evaluation type and scope. In all instances, non-response patterns were
reasonably similar to the sample distributions along these variables, meaning that there were no unusual
non-response patterns detected to explain why surveys linked to specific evaluations were or were not
returned. The results of the team’s non-response analysis are included in Annex 2.5

* Annex 2 includes a more detailed version of this graph.
5 There is one notable exception to these conclusions. Early in the survey process the study team received a
communication from one USAID Mission, which it shared with PPL/LER, indicating that the Mission in question
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Table 3 shows how these | I8 evaluations were distributed by type of USAID evaluation, performance
or impact, evaluation timing (mid-term, final, or ex-post), region, and sector. Of the | 18 evaluations for
which the study team received survey data, 97 percent were performance evaluations with the
remaining being impact or ex-post evaluations. In describing why these evaluations were undertaken, 44
percent were cited as being required while another 44 percent were described as being elective. Among
the elective evaluations, 23 percent were undertaken to support forward programming; 10 percent
were to support key decisions about ongoing activities; and 8 percent were undertaken in response to
questions that came up in performance reviews. As Table 3 shows, the study universe was skewed with
respect to some variables, including region and sector, with Africa region and Global Health having the
largest share, respectively. During the study’s design stage, the team provided USAID with two options
for sampling the large cluster of single country/single project or activity evaluations. One was a simple
random sample of the universe of 609 evaluations and the other was a stratified sampling option that
would have involved samples from 30 cells of a matrix that divided the universe by region and sector.
USAID selected the first of these options. Thus chance largely determined how many evaluations
represented each region and sector at the point where surveys were sent out, and non-response rates
further modified the numbers of evaluations on which data were obtained.

Table 2. Summary Statistics for the Survey of Completed Evaluations

Universe Sample Response

2011-2014 Surveys Sent Surveys Returned Sampling Method

Single Activity, 503 155 94 Simple Random Sample
Single Country

Other Smaller Clusters 106 51 24 Quota, Randomly Selected
Total 609 206 118

Table 3. Distribution of Evaluation Survey Returns by Type, Timing, Region, and Sector

Evaluation Type and Timing Region Sector
Africa 37 Economic Growth 35
Performance (Mid-Term) 55 Europe and Eurasia 23 Democracy/Governance 32
Performance (Final) 52 Asia 21 Global Health 29
Performance (Ex-Post) 8 Latin America/Caribbean 14 Education 12
Impact 3 Af/Pak 12 Agriculture 9
Middle East 6 Multi-Sector I
Global 5

As indicated in the summary table on study methods, survey response findings are presented on a
weighted basis in the body of this report, while Annex 4 presents responses on each survey question on
both a weighted and non-weighted basis. The purpose of weighting is to ensure that reported results are
as representative as possible of the underlying population, or study universe of 609 evaluations, given
the sampling procedures used and the relatively low overall response rate of 57 percent. The effect of
weighting was tested on roughly half a dozen survey questions that USAID identified before it was
applied to the full survey. That test did not identify differences between weighted and unweighted
responses in percentage terms. Nevertheless, USAID requested that weighted percentages be reported
in this study, and that is what was done. As noted elsewhere, readers will find both weighted and
unweighted percentages presented in Annex 4.1.

declined to participate in the utilization study. As this situation only involved two survey responses, it did not stand
out in MSI’s non-response pattern analysis.
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Evaluation Focus on USAID Projects and Activities

In the Program Cycle, USAID makes a clear distinction between projects, which are designed and
managed by USAID’s staff, and supporting activities, funded through mechanisms such as contracts and
grants. In the evaluation reports that this study examined, USAID’s distinction between projects and
activities was not always honored. In practice, 83 percent of the evaluations examined focused on a
single effort implemented by one partner, though whether these were called projects or activities varied.
Therefore, this study refers to evaluations using the phrase “project or activity.”

Survey Respondent Characteristics

Of the USAID staff that provided survey data on the |18 evaluations, 86 percent were based overseas in
46 country and Regional Missions, while 14 percent worked in four Technical Bureaus in USAID’s
Washington headquarters. The majority (73%) have worked for USAID for more than five years. Just
under one-quarter (23%) have worked for the Agency between two and five years, and 4 percent have
been with USAID for a year or less. All of these individuals were preselected with the assistance of
USAID M&E POCs because of their awareness of specific evaluations selected, randomly or as part of a
census, for examination.

Operating Unit Group Interviews

Over 250 individuals participated in group interviews conducted with 24 USAID OUs overseas and in
Washington. Interviews were carried out in split sessions; one involved mid-level staff managing USAID
assistance projects and activities, and the other involved the OU’s management team. All Regional and
Technical Bureaus in Washington were represented as were two Regional Missions and 12 Bilateral
Missions. The process for selecting Missions is further explained in Annex 2.

Study Limitations

Limitations of this study include the self-reported nature of survey and interview data, a survey response
rate below the ideal level, and the extraction of information about utilization from documents that were
not designed for that purpose. A more detailed statement of study limitatio