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Foreword

This is a roelbook.

It can be used either as a text or a reference by people
studying or doing such things as project analysis.

In principle, analysis is the mother of rationality. The
word analysis labels a large array of orderly efforts to
transform the impenderable into the manageable. Peopie
try through analysis 1o identify the key properties of
problematical situations. o contrive promising solutions.
and to frame these solutions in convincing ways.

Three things affect the success of such efforts—rhe
nature of the “reality” being examined., the power of the
analysis tools that are used, and the decisional arrange-
menis o which analysis contributes, What is out there and
our interest in it set the basic requizements of analysis. The
tools and their use determine what we sce and influence
what we then try to do. This volume focuses upon tools
and their uses. It indicates how they can be applied to
study various kinds of realities, or to imposing a sense of
order upon real-world concerns. It does not address the
third {aci=~ which affects the success of analysis efforrs—
the decisicn-maling settings in which the tcols are
applied.

The trend of our times is to demand more and better
analysis tools in order to try o solve increasingly compli-
cated problems through planned, managed action. The
solutions often breed new problems. The expanding pres-
sure to dizgnose and rescive outruns ovr ability to re-
spond. One American sociologist speculates that the uiti-
mate outcome of this dynamic imbalance might be the
collapse of societies in “the stupidity death,” as the needs
to interpret and manage fatally exceed the capacity to do
so.

No single book will solve that problem. This one
may make some incremental contributions to the intelli-
gent use of analysis in sensible problem-definition and
informed solution-seeking. For example, it presents a wide
range of analytical tools—about forty—and it classifies
them into nine functional categories, frcm methods of
generating ideas to techniques for controlling and evalu-
ating results. There is an important implicarion here: there
are many kinds of aralysis which can be used for avariery
of purpeses.

Why does this matter? Partly because the formal anal-
ysis strategies of social and economic change organizations
are usually quite selective. They are usuaily skewed in
favor of certain kinds of issues and techniques. The pat-
tern of this book at least shows that there are significant
categories of analysis beyond the economic and financial,
and beyond determinate systems techniques for plansing

implemenzation. This is important because some of the
bestestablished. moest conventional techniques of anal-
vsis, used undiscerningly, make it possible to design un-
workable programs and projects.

This book reflects another important idea: analysis is
not solely the province of insulated experts with listie
respunsipility for entreprencurship or implementation.
Some of the techniques presented here are as vseful to
“operators” as to ““analysts.” All of them can profitably
be underszood by people primarily concerned with pro-
moting and executing projects.

In practice, the interplay of analvsis and action is quite
complicated. How it works depends chiefly upon the third
factor mentioned at the beginning of chis brief essay: the
decisional amrangements to which analysis contributes.

In most organizations which rely upon analysis as an
important input into decisions about programs and proi-
ects, systematic analysis and decisional action tend to ke
rather loosely linked.

A good part of this looseness is necessary and desirable.
Studving things and doing things are frequently very dif-
ferent kinds of activity engaged in by different kinds of
people. Even so, decision makers and people with discre-
tonary responsibility for execuring decisions had berter
understand the nature—axd che mitations—of the ana-
lvtic techniques upoen which cheir decisions and their man-
dares may be based: just as analysis specialists wil! be wise
to perceive the pracrical usefuiness of their products and
the limirs thereof,

Various kinds of analyses produce knowledge for use in
designing, reviewing, deciding, and executing programs
and projects. Such amalysis. coupled with criteria about
goals and standards, helps produce decisional frameworks
and programmatic targets. It also helps produce decisions
about particuiar plans or propasals: Do they tit within the
frameworks® Are they likely ro achieve acceptable tar-
gets? By helping answer these questions, the analysis may
reduce the encertainty of efforts to shape the future and
lessen the need to rely upon hope and intuition. Even
when uncertainty defies dissipation, the authorirative use
of systematic analysis techniques imposes a degree of
erder and fccus upon decision making,

Order is a much valued quality in circumstances where
uncertainty abounds. It is also a limited, potendally per-
verse quality, The quest for order sometimes buries real
uncertainties beneath exhaustive analvses. These analyses
tools apply technigueswhich look ke fummulas or recipes
for calculating, deciding, and plaaning. They are often
treated as if they are formulas or recipes. But they are not
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decisional recipes. Analysis techniques only produce
ingredints for cooking in decision-making pots. and for
envidoning the future. With sufficient skiil and judgment
these ingredients - the products of analysis-can b used in
cooking ap programs and prujects. But they are readily
miswsed too,

The wendency toward misuse is encouraged by the lop-
sided. unbalunced quality of our aggregation of tools, The
maore ugrinsically deterndnate the toels, the more atvrac-
tive they are. Economic andyses and financial analyses.
and schemes for “mapping™ formalized plans of action
(which are actually sechniques for hopefully idealizing
what is intended ., are attractive, Quantitative analyses of
costs and bencfits, of cash flows, of sensitivities, and so
forth, produce determinate answers, even if important
data must often be stipulated. Projected maps of furure
scquences of cvents have the sppeal of apparent certitude,
even if they do not 1ell us Aow chese sequences are going wo
be cuused and controlled, or how plausible they are.

To say these things is not 1o reject the merit of quanti-
tative analyses and precise-looking maps of furure courses
of action. Both can be valuable, just as both are dangerous
in the hands of those who wke the prodects as “true.™
Unforzunately, these intrinsically determinare technigues
are not marched and balanced by methods for analyzing
How Dest ro organize the activity . fione to determine sumie-
"gg-ridj TOSORT uer‘-zis :md ways e Il I&‘M‘.‘m. IZ.MBM-’ T
specify the incentives which will increase the probability
of success, and how 10 meswre the full renge of effects.
Our tools for doing these lorter things are at best rather
messy and Lmprecise. So decisiors rend 1o twrm more upen
the findings and projections of the neater techniques: and
endless effort goes into refining and applving them,

This general observation is reflected in the contents of
this book. Iz does present heuristic techniques for address-
ing some of the rroublesome problems of destgn—gener-
ating ideas, pinning down objectives, and rying to map
complex relationships. for example. Bat, understandably,

much of its bulk presents relatively dererminate compurta-
tional tools. Because these are the tools we have.

A longer essay on the interplay of analysis and action
would address other important aspects of the subject, such
as the use of analysis to manipulate consent and accep-
tance and the manipulation of analysis to secure accep-
tance for for proposals. The function of amalysis in the
decisional processes of development agendies is not
limited to the uncontaminated gencration of unassailable
objective premises, nor can it ever be so lisnited.

But the ultimate justification of analysis as a kind of
activity is its conuribution to better knowledge, better
understanding. better decisions—to the reduction of ervor
and the endargement of human capacities for auspicious
action. it is to these aims that this roolbook is dedicated.

The boek irself is the eventual product of a question
put 1o two voung industrial engincers at che University of
Wisconsin a few vears ago: *What sorts of tools and tech-
nigues do you people use in defirmg problems and shaping
solutions which might be transferrable to the field of eco-
nomic and social development?™ Here are the answers pro-
vided by Professors Delp and Thesen and their associates.

These answers are meither exhaustive nor definitive;
there is litede limiz to the full aray of tools that might be
cited. Many of the individual tocls offered here are them-
sclves subjects of more than one book. But this work is a
valuzble inroducrion and overview. Each tool is presented
in a way which facilitates intelligent judgment abour &ts
use. The tocl descriptions are buttressed by citations
which enable the reader 1o pursue topics of special inter-
est.

1f this book should somehow cause one consequential
error to be svoided, in the desigr or implementation of a
single project significantly affecting the lives and well-
being of some people. the enterprise which has produced it
will stand justified. Given the limits of our ability 0 ana-
Ivze certain Kinds of cause-effect relations we shall never
know.

Wiliiam [. Siffin
Director
IDE/PASITAM
June 1977



Preface

The word "tool.™ in irs strictest sense, refers to an im-
plement, a means for effecting some purpose. When we
started the project which led to this volume. we used tech-
niques. methodologies. and tools synonymously to de-
scribe various means for planning. On reflection. perhaps
the stricter definition is also inappropriate. for this collec-
tion represents a set of Implements—teols for implemevs-
ing a systems approach to planning.

Systems, system models. and the systems approac]h
tend to blur together into a conceprual mass whose zan-
gible aspects are represented as tools. We've called them
“*system tools,” not because they are necessarily derived
from systems concepts or systems enginecring, burt be-
cause they are tools which facilitate a svstems approach to
planning. A systems analyst uses techniques which shape
plans from a systems perspective. The whalistic, furure-
oriented, inter-relazedness of systems thinking models the
situation facing development planners—sitmations filled
with myriad inzerdependencies. uncertain futures, an ili-
defined present, and a data-deficiont past. The alzernatives
10 2 systems approach tend to produce fragmented. incre-
mentally effective {if not counterproductive} develop-
ment efforts.

Action-oriented development activities are imple-
mented as policies, programs, OF projects. We have used
the project concept ¢ represent both programs and poli-
cies in the sense that one or more prejects are specific ac-
tivities in order vo implement a program or pelicy of ac-
tion. The distinction between a project and a system ismot
always clear.

Often the system tools describe technigues for plan-
ning 2 project or asystem. For exuple. cost-effectiveness
analysis is n.ed to evaluate 1) alternative components ofa
system, 2} alternative systems, or 3} alternative projects
{which may involve many intevacting systems}. In many
cases. techniques for project design and technigues for
svstem design are indistinguishable.

Planning, as we have used the term. encompasses the
entire range of activities associated with achieving devel-
opment ends. Planning a project requires that all aspects of
the project be designed or specified. This includes identi
fying objectives, sub-objectives. and crireria for evalnating
the achievement of objectives. It inchides specifying the
essentials of implementation—those messy details of get-
ting from an idea to a project. A systems approach to plan-
ning requires that the requisites of management be incor-

porated into the design and that the essentials of evabue.
ation be censidered in the planning process. Short-term
feedback systems to provide management information are
designed ro complement long-term feedback of projct
impact in order to infurm development planners. This
broad view of planning and its intimate connecticn to -
plementation has guided our selection of rechniques und
their descriptions.

One aspect of the description which aceds elaborating
is our distinction between decision makers and analyses.
Certain rechniques require special skills for successiul im-
plementation c.g. Surveys. Cost-Benefit Analvsis’. An
analyst. possessing these needed skills. riay also be the de-
cision maker. In some techniques the two roles are distinet
‘Delphi. Program Planning Method:. while in others the
scparation of roles is not important. A decision maker has
discretionary control over resources including those re-
quired for analysis. Therefore, be views the problems of
projece planning from a different perspective from the
analyst and usally a different degree of accountability.
This reflects nor only the way techniques are employed.
but the decision to emplov a particular tool. The classic
case is an analyst who needs information recommendinga
sample survey, and the decision maker reconsidering this
approach because of polirical sensitivities. We have in-
ciuded this distinction where relative to the application of
the technique.

While we have sought to be com prehcnsive in our cover-
age of svstems rools for planning. we recognize the omis
sion of a great body of planning rechniques developed in
suck felds as econometrics. business, and operations re-
search. Linear programming, input-output models. or ma-
trix algebra are usefu! planning rools, but they representa
level of sophistication. a rigidiry of models. and a Jepend
ency on accurate dara and computer implementarion
which seem inappropriate for the intended audience of
this volume.

This collection of technigues and methodelogies is in-
tended for practitioners in the many diverse ficlds in
which development touches both the peoples” lives and
livelihood. Our examples are drawn from agricultore. edu-
cation. heaith, family planning. employment. and re-
source management to underscore our belief in the univer-
sal uzility of these tocls in planning. We have focussed on
project design and implementarion as the acdon interface
of planned development.

Peter Delp
Nairobi. 1977
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Introduction

Designing development projects requires serme form of
“systems” approach. If any plan is to succeed, the facrors
that will probably determinc the outcome must be identi-
fied. and their relaticnships must be established. There
will always be surprises as implementation proceeds, for
our ability to predict and control the future islimited. The
object of planning and design is to keep those surprisesara
minimum. A svsiems approach. properly used. can serve
this aim.

There is another jewtification for a svstematic approach
to project planning and design: Even the simplest interven-
tions have secondary effects—consequences which are
easily overlocked because they are incidental oreven irrel-
evant to the project itself. An irrigation project. designed
o raise farmer income through increased productivity.
may threaten established social and economic relation-
ships. It may introduce warter-borne disease vecrors. It
may have other unintended consequences which. in some
cases, are more important than the direct impact of the
project.

In the West, the word “systems™ has acquired. for some
people, a certain magical quality. The term isused promis-
cuously, vaguely, and enthustastically. The problem lies
not in the meaning of that term, but in the way in which it

isapplied.

Conceptually. a system is simply a set of interactive ele-
ments. In conventional usage. the term refers to a set of
factors which are known {or assumed) to be necessary and
sufficient to some purpose or effect. Systems thinkers

often work backward. beginning with a desired objective
and then determining what facrors are needed to accom-
plish that objective and how those factors must be relared.
The success of this approach to design depends noton the
use of the term “system.” but on the ability of the design-
ers to truly know what Is necessary to the desired effect.

There are many areas where such knowiedge exists. for
example, in designing an electric motor. an automobile. an
airplane. a computerized data processing program. or a
water control svstem. In these and similar examples. the
system can be thought of. for all practical purposes. as
“closed.” It s a tidy system. There is relatively perfcct
knowledge of its parts. and of their reladon to a desired
effect. And the essential relarionships between the system
and its environzment can be known and controlled.

Problems arise when this alluring idea of “system™ is
transferred from the fields of determinate design into the
messy world of “open systems.” These are loose and not
necessarily stable arrangemenis in which the environment
Of ann actioﬂ S}'Stem Such as a go‘-’fmment Prograrn. an
enterprise. or a farming venture, is always affecting the
working of that system.

In the language of systems, the “environment”™ consists
of the factors which affect the system’s working but which
are not subject to full control from within the system. The
weather is 2n important environmental factor in agricul-
mral systems. “‘Politics™ constantly affects the behavior
and potental of a bureaucratic program system. In short.
Open syste!ns are not HEEIE"V S0 &etemﬁnate Or 30 Capable
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of precise specification as the more closed syszems of in-
sulated cagineering, There are two potential dangers in ap-
plying the idea of a system to desigring development proj-
ects.

The first is the danger of fadling to identify essenziai ele-
ments of an open system, or to cffectively judge their
probable working. A systems perspective cannot guar-
antee against this danger. It cannot tell you ahead of time
what the factors are or how they will work. It can, how-
ever, make you aware that they exist and that you had bet-
ter try to find and assess them.

The second danger might be labeled “undue narrow-
ness,” the danger rhat “incidental” effects may be ignored
or undervalued. This can result from systems znalyses
which, as noted above. start with some desired aim or geal
and then work backward toidentify the necessary and suf-
ficient factors for meeting the goal withouralso consider-
ing the orher effects which those factors will have.

It is possible 10 examine and analyze the larger array of
effects produced by any system. Some systems ap-
proaches fail to address this vital matter. but only a broad
systems perspective can consider these effects in a reason-
ably orderly way. Therefore, the systems approaches re-
flected in this collection of tools and technigues are com-
prehensive. The aim is to help people search systematically
for the broad implications of planned change. The ap-
proaches supported by these tecliniques are future-
oriented. They offer help in trying to forecast immediate
and longer-term effects in open systems designs. The ap-
proaches supported by the following tocls are essentially
pragmatic. They address the realities of the socio-political
environment of any of the kinds of systems likely to con-
cernus.

In these approaches. the systems analyst attempts 1o
deal with unbounded complexity by identifying a set of
salient variables which describe the problem. The organiz-
ing concept is the notion of a system, defined notas a
static but as a dynamic entity. The values of descriptive
variables and the status of relationships are projectedinto
the future in order to look at the conscquences of planned
interventions. The systems designer recognizes both the
{imitations of deterministic anaivsis and the realities of
power as it invariably affects the best laid plans. Conse-
quently, a hallmark of a systems approach is pre-planned
adaptability. Adaptive systems are better equipped to deal
with uncertain futures, the vagaries of power. and the real-
ities of complex political, soctal. and technical interac-
tions.

Engineers have long straddled both hard and soft ap-
proaches to problems. In true engineering fashion. he/she
uses whatever technique fits the task or promises insights
intc solutions. For the non-technical aspects of problems.
the systems engineer must turn to other disciplines.

APPLYING A SYSTEMS APPROACH

Tackling complex problems requires a variety of tech-
niques. Flowcharts {FLW, page 107\ a diagramming tech-
nique which flourishes in the computer sciences, show the
logic and sequence of complex computer programs. Not
much imagination is required to adapt the technique o0
the complex decisicn processes confrenting development
planners. The aim for design remains the same: using the
technique to understand the determinants of decision and
action.

This adapration of systems technology {software} to
the complex realm of humarn behavior is a two-way street.
Behavioral scientists have developed systems oriented
techniques which have been readily adopted by project de-
signers. Brainstorming {BSG, page 3} and Nominal Group
Technique {NGT. page 14) emergzd from a marriage of
small group theory and empirical creative process analysis.
System designers utilize the techniques because of their
demonstrated power in generating ideas and innovative
solutions.

Criteria used for selecring {or excluding; techniques
from the volume wcre based on the needs of the intended
audicnce. Many sophisticated techniques utilizing optimi-
zaticn theory and computer technology fill the systems
lirerature an. seem inappropriate for meeting the needs of
a project planner in the field. Consequently, linear pro-
gramming techniques, quening and game theory, inpue-
output models, and crossimpact matrices have not been
included. By and large nothing more sophisticared than a
pocket calcularor is required for any of the tools. The ex-
ception is Computer Simulation Models {CSM, page 120},
which was judged sufficiently important that a summary
description was included. Complex mathematical formu-
fations have been avoided, except where a step-by-step
procedure can be described {see Regression Forecasting,
RSF. page 160. and Discounting, DIS, page 184).

TOOQL BESCRIPTIONS

Each tool describes what the project planner needs to
know in order 1o 1} selecta teol. 2] urilize the tool, and 3)
understand its implications and underlying theory.

To aid selection, each ool begins with a brief statement
of purpose and a summary of uses. A short description fol-
lows {supplemented by key definidons} and is augmented
by a listing of advantages and limitations. The dacision
maker is thus given a brief overview of the tool to help him
decide if the technigue is a candidate for addressing a
problem. To this end, a section on required resources (ef-
fore, skills. time) conclides the first part of each tool de-
scription.

Iz order to use a tocl. a derailed description is needed,
beginning with required inputs, expected outputs, and im-



portant assumptions. Moving from inputs o outputs in-
volves a procedure, which is described for the tools at fif
fering levels of detail. An example illustrates the proce-
dure.

Finally. a brief scction on the underlying theory and a
bibliography conclude the tool description. Toge ther with
the listing of assumptions and limitations. these attempt
to give each ool a theoretical base. while leading the
reader to additional sources.

Ideally, each tool description should be self-sufficient,
but in order to save space and provide essential continuity,
the prerequisites of each ool precede the deseription. Feor
example, the description of cost-benefit analysis {CBA.
page 212) takes the form of a summary linking prerequi-
site tool descriptions comprehensively. In some cases. a
common example iscarried through severa tools.

The examples draw on a broad range of problems and
situations confronting project planners in the develop-
ment fields, ranging from education and health to agricul-
ture and economic policy. Most of the examples refer to
the developing country of Temasek which {for conven-
ience) has a widely varying climate and diverse ecolegical
zones. The population is mostly agrarian. The examples
are drawn from Lst-hand experiences, hypothetical situa-
tions, or the Hterature,

USING THE SYSTEM TOOLS HANDBOOK

The tools included in this volume fall into a number of
categories: generating ideas; assessing qualitative factors;
defining objectives; describing complex relationships; ana-
lyzing complex processes; accounting for alternative our-
comes; forecast and prediction: analyzing projects; and
planning, controlling. and evaluating projects. Clearly,
many techniques could be included in more than one caze-
gory. For example, computer simulation models {CSM,
page 120} conld be vsed for the last six purposes fisted. I
is presented in analyzing complex processes because that is
the most basic use of computer simulation.

Each ool is designed to stand alone as a source of infor-
mation for a decision maker, as an aid to the analyst, and
as a catalyst for multidisciplinary design teams. The tool
description {together with any prerequisite tools) provides
a basis for action andlor the evalvation of actions by
others {e.g., permitting a decision maker tc interpret the

models used by analysts).

DEVELOPING SYSTEM MODELS

Three tools are paramount to the descripdon of any
system: Tree Diagrams {TRI}, page 74), Oval Diagram-
ming {OVD, page 81}, and Interaction Masrix Dlagram-
ming {IMD, page 92). Each describes the complex relation-
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ships of a system and defines a sysicm as distinet from its
CTVIromment.

One possible sequence for using the toods is given in
figure 1a. The analyst uses a tree dlagram {more specific-
ally, an influence trec} to develop the relationships which
prescribe systera behavior. This leads to a specification of
system variables and environmental factors which influ-
cnce variables within the system. Ar some point. the tree
diagram is redrawn as an oval diagram to show the feed-
back relationships and multiple interactions of system vaz-
iables. If the oval diagram becomes too unwicldy. dhe ana-
lyst may turn to a matrix descripeion. This has the distinet
advantage of systematically pinpointing every possible in-
teraction among svstem and environmental vasiables
while refining the oval diagram:.

The analyst may wish to begin with an interaction ma
trix diagram rather than 2 tree diagram fsee figure 1ht.
This approach appeals to those who are more comfortable
separating the identificazion of variables from she specifi-
cation of relarionships. A tree diagram or an oval diagram
is then used to interpret the interaction matrix in a form
which permits tracing the sequence of cause andeffect. An
interaction matrix diagram is parricularly useful inbreak-
ing down information-gathering and amalysis tzsks into
distinct groups, chus facilitating task assignments.

The oval diagram constitutes a first attesnpt at a causal
model of the system: it presents an explicit statement
abour key variables us well as hypotheses about cause and

FIGURE 1a
TRD

OV D =i 1M D

FIGURE 1b
IMD

OvD
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effect relationships. Thew hypotheses may be tested by
regression anaiysis see RGF. page 160; and then quantite
tively modcled. The oval diagram is then used in various
ways Lo gain greater understanding of syszem behavior {sec
figure 2). For example. a compurer stimulatior model
iCSM. page 120; can be constructed in order to predict the
consequence of changes in the system. A scenaric {SCN.
page 164; may be developed using the oval diagram as a
basis for describing the base state and the kinds of changes
expected in the future.

FIGURE 2
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GENERATING AND ANALYZING ALTERNATIVE
PLANS OF ACTION

Tree diagrams in the form of ends-means $agrams [see
TRD. page 74} are uscful for breaking a system into com-
ponents or an objective into alternative means. This begins
2 sequence using several rechniques to analyze alzernative
plans {see figure 3}. The cenmal tocl in this process is the
Decision Tree {DTR. page 141). Branches of a decision
tree map alternative actions and probabilistic outcomes.
The alternatives may be identified by the tree diagram
branching process or the marrix format of morphclogical
anzlysis {MPA, page 10). The probabilities of various cut-
comes are often subjectively assessed {SPA. page 1537,
Closelv related to the decision tree. contingency analysis

FiGURE 3
)
TRI /RTS
MCU
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‘CGA. page 147} tabulates aliernaive plans against the
various possible states of mature which affecz the our-
comes.

Cutcomes for both techniques are expressed either =<
monetary units {costs and benefits} or as utilities, using a
concept which translates preferences for 2n outcome into
a dimension on an interval scale {sec RTS. page 29}. Utili-
tics assessed for various criteria are combined in Mulziple
Criteria Utility Assessment {MCU. page 32}.

In short. these possible sequences of tools { figure 3} de-
scribe a process of analysis which begins with generating
alternatives and reselts in an evaluation of alwernative oue-
comes. The end use may be emploved for a cost-benefit
analvsis or for the selection of plan elements.

CO-OPTING CLIENTS. RESOURCE CONTROLLERS,
AND EXPERTS INTO THE PLANNING PROCESS

There is a set of technigues which claim their greatest
strength in their ability 10 generate cooperation among
various actors on the planning stage. The central tool is the
Program Planning Methoed {PPM. page 227} Supporting
this toe! are a number of techniques, each of which is pow-
erful when used alone and pote nrially more so when incor-
porated into a strategy {see figure 4:. The Nominal Group
Technique {NGT. page 14] permits maximum cfficiency
in generating ideas. It is particularty effective when used
by diversely comgposed groups.

A companion technique is the Delphi process (DLP.
page 168! to which experts and decisior. makers contri-
bute without face-to-face confrontation. This znonymiry
is often necessary if the pursuir of ideas and constructive
problem expleration is not to be hindered by social and
bureaucratic sanctions. The Delphi utilizes repeated
rounds of questionnaires {QTN, page 19}.

The Program Planning Method combines these tech-
niques to produce plans which co-opr clents, resource
controllers. and experts in a carefully orchestrared plan-

ning process,

ANORMATIVE APPROACH TO PLANNING

One planning strategy begins with 2 normative concept
of the ideal system. rather than analvzing what could be

FIGURE 4
NGT
N /,.\
DLP QTN
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wrong with the existing one. This strategy is embodizd in
the IDEALS Strategy {(IDL, page 231). Two cther tech-
niques support this approach {see figure 5).

Function expansion (FEX. _.uge 45) forces the system
designer to think in terms of the purpose of the system
desired—whar the system should be doing, Thisleads toa
specification of the “ideal system target” which becomes
the basis for designing 2 feasible system, using essentially
the system design strategy. The form of the specification is
the system definition matrix {SDM, page 67), which is the
output of the IDEALS process.

Focusing on function rather than on problems gezs peo-
ple involved in a constructive assessment of what sheuld
be, rather than what's wrong and whe's to blame. There
are sound arg.ments for both approaches. The IDEALS
Strategy often comes under attack because its emphasis on
normative specification may possibly ignore experiences
gained from problems with the existing system. If the ideal
system rarget proposes a radical change, where only incre-
mental changes are acceptable, normative prescriptions
may be counterproductive. Still, there is an inguitive ap-
peal to any process that encourages minds to explore an
unlimited problem-solution space, unbounded by existing
system descriptions.

USING SAMPLE SURVEYS TO GATHER
INFORMATION

A sequence of rechniquesis particularly useful for gath-
ering information across a broad spectrum. The principal
technigue is the sample survey (SVY. page 36). which be-
gins the design of the survey questionnaire {see figure 6).
Where subjective assessments are to be quantified and ag-
gregated, the questionnaire may incorporate rating scales
{see RTS, page 25).

The questionnaire {QTN, page 19) must be pretested
and refined so that the objectives of the survey may be re-
alized. The means for obtaining the desired information
may vary greatdly, but one useful technique is the direct
interview {see IVW, page 23). This is usually the Preferreé
appreach in pretesting the survey because it requires less
time and gives more design information than mailed ques-
tionnaires. The latter technique. however, is widely used

LS RTH
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when a large sample is o be covered by the survey. even
though a high return is seldom possible.

The survey resulrs are quantified and aggregated. often
in the form of histograms from which statistics may be
cemputed /HIS. page 131}. These results are then used to
formuiaze policies, to specify system design ‘see System
Definition Matrix, SDM. page 67'. to quantify costs and
benefits {CBA. page 212). and to evaluate programs {sec
Logical Framework. LGF, page 2601.

PROJECT FINANCIAL ANALYSIS

The financial analysis of projects is a sequential process
which begins by identifying costs and benefit cime streams
{Cash Flow Analysis. CFA. page 177} and culminates in
the presentation of recommendarions {and assumptions!
ta decision makers {see figure 7). Many techniques sup-
port this analysis at each stage. A survey may be necessary
to gather financial and production data. The various im-
pacts of a project may be tabulated across directly and in-
directly affected groups in an impact-incidence matrix
{IPX, page 207). This technicue attempts not only 1o
quantify all impacts of a project, but nonmonetary im-
pacts of a project using rating scales { RTS. page 29}.

The time streams of costs and berefits are discounted
to give their present value in order to compare project al-
ternatives {see Discounting, DIS. page 184;. The criterion
for comparison may be net present worth (NPW, page
188}, benefit-cost ratio {BCR, page 194). internal rate of
return {IRR. page 200}, or a combination of these.

The cash flow analysis, the evaluation criteria, and the
impact-incidence analysis are brought togetier in cost-
benefit analysis (CBA, page 212). The end result may take
the form of a single go-no go decision onany ons project,
or a ranking of alternative projects for funding.
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FIGURE 7
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THE “CONVENTIONAL ™ SYSTEMS APPROACH

Systems analysis begins with iden:ifying objectives,
specifying alternative means. specifying the criteria for se-
lecting ameng the alternatives, and then synthesizing a
system or plan from the choices. A sequence of rechniques
for applying the systems analysis strategy begins withOb-
jective Trees (OBT, page 49) and/or Intent Strucmures
(INS, page 53] {see figure 8). Brainstorming, Nominal
Grouy: Technique, or morphological analysis may be used
to specity aiternative means (see also Tree Diagrams. TRD,
page ). The alternatives are analyzed using either deci-
slon trees or contingency analysis 1o develop the project
plan, Costcffective aralysis, multiple criteria utility
assessment, or both are used as criteria for evaluating alter-
natives. The plan may be specified as a System Definition
Matrix, Logical Framework, or as an operating Planning,
Programming, and Budgering system {PPB, page 236}.
This strategy is not altcgether different from the IDEALS
appreach; however, the starting point of the latzer is the
function of the system rather than objectives for a project.

PLANNING PROJECT ACTIVITIES FOR
IMPLEMENTATION AND CONTROL

Two complementary techniques which specifically ad-
dress the scheduling of project activities are the Critical
Path Method {CPM, page 241} and Gantr Charts {GNT,
page 252). The techniques may be incorporated into a
strategy which plans and facilitates the implementation of
a project.

Critical path techniques begin with a list of projectac-
tivides essential o the achievemen: of project goals {see
figure 9). The list may be generated using rechniques
such as brainstorming or, more formally, from a system
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specification {see System Definition Matrix}. From the
critical path network, a Ganet (bar) Chart may be pre-
pared. enabling a planner or manager to schedule activities
and resources. He may wish te present the activities and
officers respensible in an interaction matrix (IMD, page
92} in order to empkasize both the interrelatedness of
tasks and the muldple staff responsibilities. A Logical



Framework may also be used to sharpen the idenzification
of objectively identifiable indicators of progress. These
milestones are shown as vertical lines on specific dates of
the Gantt Chart and written on the Critical Path Method
network at the appropriate nodes.

Alrogether, the techniques serve to ease the manager's
job by breaking down a complex project into finite tasks
with planned start and end dates. Progress monitoring per-
mits effective use of staff which is essential to successful
project implementation.

ANALYSIS ANDPROGRAMMING OF
DECISION PROCESSES

A decision-making system exists for a specific purpese.
The first step in any analvsis is a function expansion to
specify that purpose {FEX, page 45} {see figure 10). The
aim is to specify the key decision points and the condi-
tions which lead to particuiar actions, ie., the decision-
making policies. Two processes may be used to obzain this
information. If the system exists, decision makers may be
interviewed {IVW, page 23). If the task is o design a sys-
tem, then idea generating technigues {¢.g,. Brainstorming,
BSG. page 3) are used.

FIGURE 10
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The results of this analysis are presented in the form of
flowcharts {FLW, page 107) or decision tables {DTB, page
113). The flowchart uses different symbols to display and
analyze complex processes. The decision table presents
the decision as a preprogrammed process by specifying the
conditions which precede—and the action which fol-
lows—a decision. Both technigues are usefully employed
in management training as well as in diagnosis of potential

problems in implementation.

QUALITATIVE FORECASTING

A scenario draws on a variety of expertise ro producea
map of the future states of a system {SCN, page 164).1¢is

INTRODUCTION | xxv
the resulr of a strategy which incorporates intvition and
judgments inzo a coherent framework \see figure 1.

FIGURE 11
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The Delphi techrique {DLP. page 168) begins by
direcring questionnaizes to a selected group of prognosti-
cators. The results of each round are summarized for the
Delphi group, often in the form of a hisrogram which
aggregates the individual judgments. Rating scales attempt
to quantify prioritics and opinions. The Delphirounds are
then used to produce the successive state descriptions of
the scenario, The desired result is a clearer understanding
of the forces and constraines which are involved in planned
change.

PROBLEM ANAI YSIS STRATEGIES

Problems in systems { whether ongoing organizarions or
newly designed projects} may be analyzed by usinga num-
ber of techniques, none of whick guarantees a solution.
Rarther, they promise z greater understanding of the di-
mensions of the problem. Two technigues are central to
the analysis of problematic behavior: Oval Diagramming
iOVD, page 81) and Organizationcl Climate Analysis
{OCA, page 40; {see figure 125

FIGURE 12
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Problems are first identified using a technique such as
Intent Structures {INS, page 55; to specify conflicting ob-
jectives and competing interest groups. The Nominal
Group Technique (NGT, page 14) or brainstorming {BSG,
page 3} may also be used. The problems lists may be em-
ployved to guide the information-gathering, the interview-
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ing necessary for an analysis of organizational climate, or
the tackling of identified problems by a Synectic prob-
lem-solving team (SYN, page 6. The very least 10 be ex-
pected from a Synectics group isa better definition of the
problem and a creative attempt ata solution.

One highly reccommended technique for combining all
these analyses is an oval diagram which describes the sys-
tem or organization. Most problematic behavior stems
from pootly designed feedback of information within a
system, and poor understanding of the far-reaching effects
of actions.

The analyst may nltimately wish to test the problem
analysis by using managemest games {sec Gaming, GAM,
page 124) which are carefully designed to identify

problems which arise from simulated interaction among
system and organizational components.

CONCLUSIONS

This volume is a collection of technigues drawn froma
variety of disciplinesand presentedina standard format in
order to bring rogezher various means to 2 common end—
betrer development project design. The organizing theme
is a systems approach to project planning. The rechniques
are means to developing project designs which are compre-
hensive. future-oriented, and pragmatically shaped by the
realities of power and uncertainty. While no single rech-
nique is the systems engineer’s unigue consribution, afl
should contribute to better project design.
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Generating Ideas

Brainstorming
Synectics
Morpholcgical Analysis
Nominal Group Technigue
Questionnaires

Interviews

Technigues for generating ideas and gathering information are essential for project plan-
ning. Eliciting information from clients, experts, and decision makers in order ro generare
innovative alternarives is a crucial step in a systems approach. The selected technigues strue-
ture group “creativity” {Brainstorming, Nominal Group Technique, and Synectics}. pro-
mote systemnatic synthesis of alternatives {Morphological Analysis) and formalize interper-
sonal communication {Interviews and Questionnaires). Two of the techmiques gain dheir
strength through interacting group processes { Brainstorming and Synectics}) in contrast to
carefully structured group interaction (Norminal Group Technique).



Brainstorming

PREREQUISITE TOOLS

None.

USAGE

PURPOSE

Brainstorming is a group creztive process used to gener-
ate alternative ideas and suggestions in response o a stated
queston or problem.

USES
Brainstorming is used to:

1} Generate many alternative solutions to a problem.

2) Generate alternative ways of locking at a problem.

3) ldentify experts who will 2id in different problem-
solving phases,

SHORT DESCRIPTION

Brainstorming is a group process where the members,
usually from different backgrounds, respoind to a central
guestion or theme. Emphasis is placed on generating a
large number of ideas while deferring eriticism and evalua-
tion. Brainstorming is especizally useful for attacking new
problems or for identifying new ways of looking at old
problems.

ADVANTAGES

1} Original and innovative ideas may be generated if
pr.mature critictsm is not allowed to inhibit spontancity.

2} Cross-fertilization of ideas occurs, especially when
the group is composed of experts from different fields.

3) The relatively unstructured narure of brainstorming
is somerimes preferred over methods like the Neminal
Group Technisue {NGT, page 14}.

LIMITATIONS

1} Brainstorming may be unproductive if rhe grovp
members are meeting each other for the first time during
the session. The effectiveress of a brainstorming session is
greatly enhanced when the members know each other be-
fore the session and when they are mortivated to solve the

« problem under consideration (Bouchard, 1971;.

2} Superor-subordinate relationships outside the ses-
sion mav affect the free interchange of ideas within the
session.

3) A brainstorming session often involves misdirected
discussion which may be vnproductdve and a waste of
time.

4) Discussion may be dominated by one or two mem-
bers, and may stifle the parricipation of other members.
This is in contrast with Nominat Group Technique (NGT,
page 14}
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REQUIREDNDRESOURCES

LEVELGF EFFORT

For bradnstonuing sessivms 1o be effective. all partici
pants shonld contribute to the discussion in order to factfi-
tate the cross fertilization of ideas. [T may require some
eftort by group members o defer thelr natural tendency

tor criticize or otherwise eviluate the ideas presented.

SKILLLEVEL

N spedial skills are required. Some practice may be
ficcessary botore brainstorming sessions are productive.
Generally, members will bring expert skills. but they must
be able to vatrapolate beyond thair owsn experience. The
proup leader will be more effective if he has some trainiing
of CApUTiCice i vonduciing Dramstonming sessions, par-
ticularly i1 order 10 recogoize when the group breoties

misdirected.

TIME REQUIRED

YHrainstorming sessions which last longer than an fiour
are vsually vuproductive. The thme span is proportivnal o
the mumber of participants. {t abo dz:pv:nﬂs om the novelts
of the guestion under comideranon,

SPECIAL REQUIREMENTS

Blackbuard and chalk. or « flip chart and marking peas.

: . : reod idens. Wrin S reTials |
are used 1o record all suggested ideas. Writing matenais tor
cach member are nevded. A tape recorder may be used to

5
revord the sesston.

DESCRIPTION OF TOOL

REQUIRED iNPUTS

1) A statement of the problem, usually in the form of 4
question, fucuses participants’ ideas, ¢.g., “How can The
increase in Temascek's population be stopped?™

2} Participants may be exXperts. Consuimers. clienzs. or

practifioners. Contributions, however. may be made by

experts or creative people from unrelated tields.

TOOL OUTPUT

The principal result of a brainstorming session is a large
number of ideas whichk may serve as possible answers to
the question. For example. brainstormed answers 1o the
problem of slowing population increase may be:

Educate on family planning
Make contraceptives free
Shoot people regularly
Szerilize men or wotnem

House men and women u:pamwiy

These answers are not ualified or evalvated. The evale-
ation i dene by using technigues hike Decision Trees
DTR. page 141; or Cost-Benefic Analysis (CBA, page
2123, Seemingly outlindish ideas are not immediately
rejected: they may generate more pracical alternatives.

IMPORTANT ASSUMPTIONS

1  The brainstorming technigue assumes ther the
{FOUP Provess of gemerating ideas wiltl be more cttective
than independent efiorts (it aot in total number of ideas.,
then in quality of idvas gencrated. .

20 1n is assumed that participants will overcome their
inhibitions and discuss ideas Freely.

METHODOF USE

GENERAL PROCEDURE

Tie procedure is sddressed 1o the person who wilk

conduct the brainsiorming seesion.

1. Urganizze the group.

1.1 Idensify puotential participants. keeping in mind
the naiure of e problem. For example, i che
problem concemns population control. potential
purticipants are a physician, a psvchelogist, a
government officil. u heulth care administrator,
community workers. potential clients. cte. The or-
ganizers of a breinstorming session mayv use the
technigue o generate the list of potential partici-
pants for tuture problem-solving groups.

.., - -
1.2 Limit the group size To seven to ren. Somerimes

lurger groups are used. though thev tend ro de-
crease the msetulness of the sessions.

2. Instrece the participants.
2.1 Explain the four guiding principles of brain-

storming:

a; There are me comrect or incorrect ideas. All
ideas are accepted on equal ground.

b: Novel and creative ideas are encauraged regard-
iess of how foolish they may seem. Crticism s
not allowed.

¢} Emphasis is an generating a large number of
ideas in order to get “all arcund ™ the problem.



di Combinations and extensions of ideas are en-
couraged.

2.2 State the question or problem under consideration
and discuss it briefly in order to clear up misunder-
standings. Let the participants think abour the
problem for a few minutes. indicate that they can
make noies, but discourage any outbursts ke,

g

*1™ve got the sclution!

3. Conduct the session.

3.1 Ask a participant 1o respond to the question and
o briefly explain it. Participants may take wuras,
giving onc idea at a time. or the process may be
spontancous. in both cases. an idea suggested by
one mermnber often triggers an idea from anothes.
This is referred 10 as “leap-frogging.™ Encourage
“leap-frogging™ in the group. since one aitm is the
gencration of a large number of ideas. However,
the leader should exercise his judgmentin heeping
order in the session.

(W3}
%]

If necessary. remind members abount the rules of
brainstorming during the session. Sometimes
mombers need 2 new direction. or they may be
tactfully asked 1o curtail extrancous discussion.
An atmosphere of cordiality and free expression
must be maintained az a1l rimes, The session leader
must exercise careful judgment.

'_.,)
(V)

Sometimes it is usefizl to present a mock problem
to the group to familiarize members with the
method. An ¢xercise where members generate all
possible uses of a machine or rechrigue is helpful.
A problem exampie might be “list conventional
and unconventicnal uses for 2 bicyele.™ Such an
exercise might relax the members and make the
main session more effective.

3.4 Have all ideas recorded as they are generated. A
tape recorder may be used o provide arecord, but
this method doesn’t allow for immediate reference
to previcus responses. When no more ideas are
generazed, end the session.
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EXAMPLE

Consider « »ituation where the help and authority of s
local governmeat official is needed to implement wbealth
care project. The problem is how o obtain the coopers
tion of this person in & reasonably shor: dme. Com
mandeering burcaucratic support from kis higher authorns.
ties can often be a kengthy and uncertdn process.

A branstorming session is organiced. Participants in
clude the project leader. 2 local person attiliated with the
project. @ troubleshovter in an dection campaign. ere.
Some brainstormed suggestionsare given below.

1; Appeal te the local official. ermphasiving the mpor
zance of the project.

2: Bribe the local official.

3, Bribe the higher auchorty | tripgered trom fdea 20,

4+, Disregard authority and de without focat help.

3 Move o another arca where the local ofticiad
MOre Cooperative.

6; Use the medis to apply politica pressure on the
authoritics,

7, Convince the local clite of the importunce ot the

project and work through peer pressure.

THEORY

One principle in the theory of creativiey is that evalu-
ating or ranking an idea stitles the generation of further
ideas. Therefore, generation should be separated trom
svaiiation. Anotiier principle states that group processes
may be more effective than individual etforts in generating
idras. largely because of cross-tertilization. See Bouchard
11971 and Osborn 11963} for a more detailed discussion
of the theoretical bases of brainstorming,
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Synectics

PREREQUISITE TOOLS

None.

USAGE
PURPOSE

Synectics is an interacting group process for generating
creative ideas in response to a problem.

USES

Synectics is used to:

1) identify possible solutions o a given problem,

2} Infuse novel thinking inte one technology or disci-
pline by transferring knowledge and expertise from
another technology.

SHORT DESCRIPTION

A group effort is directed to problem definition and
creative problem solving. The group discussion relies on
two basic concepts: “making the stzange familiar™ and
“making the familar strange™ (Gordon, 1961 ).

Synectics depends, first of all, on fading analogies toa
strange or novel situation {in the problem context} in

order to make it familiar {inaking the strange famniliar}_ In

contrast, “making the familiar strange™ means to enhance
the possibility of new solutions by looking at something
familiar from a different viewpoint.

Different kinds of znalogy are used during a Synectics
session to draw out these ideas, ¢.g.. comparing paralicl
situations in different fields. The group’s ideas may then
be explored and developed into possible solutions, often
by z technical staff member who sits in on the session.

ADVANTAGES

1} Solutions generated by the Synectics method may
be quite novel and mnovative. The technique draws out
the creative expression of participants.

2) Different analogies used in Synectics provide cre-
ative insights into the preblem.

3) Afrer participating in repeated Synectics sessions, a
trained team is available for artacking new problems.

4} Regular participation in Synectics sessions may im-
prove a member’s creative thinking outside of the sessions,

LIMITATIONS

1) Synectics requires that the members communicate
freely and often impersonare inanimate objects or abstract
ideas. Some people may be irhibited and may not pasti-
cipate actively in the group sessions. Also, superior-
subordinate relationships outside the sessions may limit




discussion. If suck problems are anticipated, Nominal
Group Technique (NGT. page i4) may be a better method
to employ.

2% Initial use of the Synectics method may not be pro-
ductive. However. experience with trial problems in-
creases the effectiveness of the method.

REQUIRED RESOURCES

LEVEL OF EFFORT

A Synecctics session includes eight to twelve members.
T}icy must meet and be organizcd mio a group session.
Participants must be made familiar with the technique. It
is often possible in organizations to arrange 2 pool of po-
tential members for Synectics sessions. This will minimize

the effort required to arrange any one Synectics meeting.

SKILLLEVEL

A Synectics group usuaily includes one or two tech-
nical experts in the problem arca. Other members should
be able to fantasize. empathize. and role play. The group
leader needs » thorough understanding of the zechnigue.
as well us some training as a session leader.

TIME REQUIRED

Most problems require only one session lasting at most
four hours. The novelty of the problem situarion and the
varicty in the background of the members affect the
length of the session. Progress is also affected if group
members arc inexperienced or overly inhibived.

DESCRIPTION OF TOOL

DEFINITIONS

1} Personal analogy is used in Synectics sessions where
a group member identifies with an element of the problem
and loo! s at it as though he were that element. For ex-
ample, if the problcm is to develop Inexpensive ways fo
dry and store grain in a wet climare, a2 member identities
with a single grain in a storage bin.

2) Direcr analogy compares the problem being faced
to a parallel siznation in another ficld, rechnology, or dis-
cipline. For example. the grain storage problem may be
compared to a bacterial colony whose propagation is to be
controlled against disturbances in moisture and airflow.

3) Symbolic analogy describes the probiem by objec-

tive and impersonal titles. These titles are used to idendify
other problems which may be described by the same title.
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They are generally expressed in two words, usaaliv de
scribing two contlicting attributes of the problem. Fur ex
ample, the grain storage problem may use “Crowded Sepa
ration”” 1o deseribe the facets of the problem that of
pached storage and that of sufficient grain separation o
alfow tor airtlow.

4: Fangasy analogy bs the participant™s wishitui think.
ing that the problem may sobve irsclf or cease to exnist. For
example, in the graim storage problemu one fantasy s
afogy may be that “Grains do not germinate. even i stored
maoist.” This leads to the idea of irradiating the graian in
order to cease germination.

REQUIRED INPUTS

1: A statement of the problem is necessary. For ox
ample. “Grains must be dried and stored economically 14
poor region where the climate is wee.™

2i Participants in a Synectics session are . xperts con-
cernied with the problem. along with six to cight other

members preferably from a varicty of disciplines.

TOOL OUTPUT

1% A restatement of the probiem definition cun beex-
pected. In the grain storage problem, the restatement may
be. It is required o store grain so that it does notspotl.”™

2} A Svnectics session results in a number of possible
solutions to the problem. o.g.. “irradiate grain and store in

anv ordinary place.” “store with bags of chemicals thas
absorb moisture.” or “plant crop so that the harvest s o
drv season.” The merits of each solurion may then be

evaluated for feasibility.

IMPORTANT ASSUMPTIONS

People vary greatly in their ability to urilize analogies.
and censequently, their contribution t a Synectics group
will differ markedly. The assumpton behind Synectics ts
that cross-fertilization ot ideas will lead to innovation and
creative responscs.

METHOD OF USE

GENERAL PROCEDURE

A Synectics session has basicaily two pheses. The first
phase is to introduce the problem to the grotp and obtain
a redefinition of the problem. The second phase urilizes
four analogy merhods ro gencrate possible solutions. [tis
sometimes necessary to identify new and related problems
that must be solved before the original problem solurion
can be attempted.
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The tollowing s a guide for the Synectics leader.

i. Detine the problem.
Present the problem to the goup. Have a technicai
expert or the dedsion maker briefly explain and

analyze the problem,

2. Purge ideas and criticisma.
2.1 Ask that the mombers stiggest any solutions or
tdvas immediazely aiter the presentation of the

problem.

I

2 Have thie TAperis dﬁbtﬂ:h the i-t';i:sibill-ll}‘ Jllé suit
abifity of these 1deas as they are suggested. This
gives partlpants a betwer and deeper under-

- C ol
standing of the problem.

3. Restate the problem.
5.1 Ask the participanis o propose restalemenis of
the problen,
3.2 Sclect one definition that scems most accepl

able to parnicipants.

4. Uscedrect analogies.
4.0 Ak evocative questions to generate a number
of direer analogies by drawing tfrom simnilar
problems in other ficlds.

4.2 Choose one analopy for {further exploration.

5. Use personal analogics.

5.1 Reguest some merbers of the group 1o play the
roles of some vlements of the problem. The ele-
ments av be animate or Munimate. £or exam-
ple. participants might be asked to be treesand
examine the problem of preventing forest fires.
ldeas and teelings expressed by parricipants
may trigger sohutions 1o the problem.

1t may be necessary 1o ask guestions of partici-

o
b

punts to yenerate further insight into the prob-

lem,

6. Usesymbolic analogies.

6.1 Ask parricipants to generate svmbolic titdes tor
the probicm. Such titles should be expressed in
rwo words. usually describing rwo contlicting
attributes of the problem.

6.2 Select one analogy and have meembers explore
it.

7. Use fantasy analogies.
7.1 Suggest some physical or theoretical impossi-
bilities related to the problem thar may elimi-
nate or simplify the problem.

7.2 Let participanis suggest otiser tantasy ..m;lﬂ‘ogics,
These ideas often generate possible scmtions.

8. Force it some analogics.
5.1 M the analogies do not direcely atd in :“-uiving the
original problem then “torce ™ an analogy.
8.2 Stare some wspecs of the problem and dhen
apply it directly to the analogy to provide
greater insght into the constraines and circum:-
stances of the prablem situation. For example,
stored grudn germiinetes B B ogets wet. What
would happen to s bacrerta coliure Hovee 13t te

direet anadogy 2

1. Repeal necessary steps,

9.1 Generate anafogies [steps -7 In any conveni-
vor order. It may be accessary o use one or
oy of these analogies during the discussion,

9.2 Prregs the group into using these wnalogies i

combinativn or to belp the members force fir
an winalozy,

1¢. Redefine the problem or present the solucions.
0.1 Dietermine it the results of the session se satis
factory. B not. It may be necessary o go baca
o step 3 und redefine the problem. Semetimes
other related problems may be identified which
should first be solved,

10.2 Present the sammiarised resuits to the group and

) a -,
vall the session toan end.

EXAMPLE

The following cxample gives some excerpts from the
discussion in a Svnectics session. The steps are identified

- 1oe
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Morphological Analysis

PREREQUISITETOOLS

None,

USAGE

PURPOSE

Morpholegical analysis generates a large number of
clement combinations for further cxamination.

USES
Morphelogical analysis can be used to:
1} Analyzea problem systemarically.
2) Develop alternative projects and programs.
3) Idendity + number of possible future states in a

problem situation.

KEY DEFINITIONS

1} An element is a part of a problem description. e.g..
population. land use. and climate may be some of the
clements in an agricultural policy program.

2) An atmribute of a system includes the elements or

components of the system and their relationships.

SHORT DESCRIPTION

Morphological analysis involves decomposing a prob-
lem: into its elements, identifying 2 number of alternative

ateributes for cach element, and svnthesiziag alternative
solutions by combining the attributes in different ways.
The attributes are written in the form of a matrix to sim-
plify the processisee figure 1. The clements may describe
a furturs environment. in which case the combinations will
be different tutures.

ADVANTAGES

1; A large number of possible solutions are generated.

2, The method's exhaustive nature decreases the likeli-
hood of overicoking possible solutions. It ofsen idendfies
sojurions that may have been overlooked i other
methods. such as Nominal Group Technique {NGT. page

13}, were used.

3} Becanse the process of synthesizing alternative solu-
tions in morphological analysis ts systemartic. the biases
and prejudices held by the person using the tool are
avoided while generating ideas.

LIMITATIONS

) Large problems lead to a large number of clements
and atuributes. in such cases, morphological analysis leads
to so many possible solutions that evalvation becomes un-
wieldy.

2} If any significant element in a problem is over-
looked, the morphological analysis suffers accordingly.
This is the major limiration of the technique: it does not
ensure that all elements are specified. The systems defini-
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FIGURE 1

Atwibutes for an Energy Policy Situation

tion matrix (SDM, page 67, or Tree Diagrams. TRD. puge
74} may be useful in this regard.

REQUIRED RESOURCES

SKILL LEVEL

Knowledge relating to the problem arca and the skill to
decompose the problem into its elements are essential to
use this approach effectively. The aralyst requires the
ability to recognize potentially interesting combinations.

TIME REQUIRED

The time required depends on the complexity of the
problem and the number of elements identified. A simple
problem may need less than a day. The time required in-
creases very rapidly as more elements are identified.

DESCRIPTION OF TOOL

REQUIRED INPUTS

A statement of the problem is necessary. such as “Give
possible descriptions of the energy situation in Temasek™
or “‘A primary health care program needs to be de-
veloped.”

ELEMENTS ATTRIBUTES
Encrgy Low High
Demand Demand Demand
Growth Zere Slow Rapid
Rate Growth Increase Increase
Primary
Source Oil Gas Solar Nuelear Fuel Celt
of Energy
Primary
Use of fndustrial Household Transportation
Energy
TOOLOUTPLT

Morpholugical analysis resuls in o mumber of alrerna-
tive solutions o the problem szavement synehesired 7 o
combinations of attributes for the ditferent clermenis
identified as part of the problem sitwation. For example. a
table with sis elements znd four ateribures can have (4% =
1096 possible combinations. However, many of these
combinations may be physically it not theoretically in-
possible or meuningless. The remaining frasible combina-
rions represent the product of & morphological analysis.
However, even illogical combinations may wrigger feasible
alternative sclutions.

IMPORTANT ASSUMPTIONS

A problem or task is divisible into discrete elements.
cach of which hus one or more alternative attributes. This
is not a limiting assumprion since the apalysts may always
define 4 problem in such a way that decomposition Iy
feasible.

METHOD OF USE
GENERAL PROCEDURE

1. Identify elements and their atrributes.
1.1 Consider the problem as stated and think of the
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clements thut are part of the problem sitzation.
Manv clements can be identified direczly from che
problom statement. For example. clements T
crype of catde”” “method of raising” and
wcale of indostry™ follow directly from it is
regquired 1o develop a meat packing industy.”
Eac of thest odements may be deseribed by
difterent wtrributes.

1.2 Generate as many atiributes as possible. An at-
tribute often comes o mind before the element.
For example. the attribute “governiment subsidy™
muy lead 1o the clement “source of revenue,”
Other attributes for the clement are then identi-

tied, ¢z private donations™ or Tlotery tickers.”

2. Develop the table of atiributes,

2.1 Organize the elements and sttributes inte 4 tabular
torm (see figure 1

2.2 List one clentent per row with its attributes, The
table will have as many rows as there are clements
identified. Often, the process of filling in the able
will sugeest new clements or attributes. Include

them in the table.
3. Svnthesize alternatives.
3.1 Select one attribute from cach clement row fsee

Jashed e figure 2.

3.2 Combine the attributes to describe a particular al-
wrnative.

3.3 Throw out combinations which are unfeasible or

ilfogical.

Examine the remaining combinarions for possible

problem solutions or feasible altermatives.,

EXAMPLE

Ia order to develop an energy policy. a government de-
cides o use contingency amalvsis {CGA. page 1475 A
number of possible futore states need ro be identfied.
Morphologica] analysis was used as follows:

Some ot the elements are discovered immediately. c.g..
~enerey demandund “source of energy " Other elements
fike “use of encray ” and “rate of growth of economy ™ fol-
fow. A table tor these ateributes is given in figure 1. Alger-
native future states are sy athesized from the table:

I: A situation of high energy Jdemand with u rapid eco-
nomic mrowth: the bargest source of eperzy s oil used pri-
marily in fransportation -shown in Syure 2),

2, A sere growth cconomy with low energy demand
using sular energy primarily for houschold consumption.
Bighty-cight other combinations were possible. though
only a tew were used In the contingency analysis.

FIGURE2
Oae Combination of Aurributes Indicated im a Morphological Chart
ELEMENTS ATTRIBUTES
i
[
Eneugy Low High
Demand Demand Demand
i
| I SN,
Growth Zero Slow Rapid
Rate Growth Increase increase
1
t
. PRGNS F Y S |
Primary ;_
s ouree il Gas Solar Nuclear Fuel Cell
ot E‘ncrgy 1
i
1
Primary 1’
Use of indusirial Houschold Transportation
Energy }




THEORY

Morphological analysis was developed by Zwicky
{1969) and used extensively in a variety of contexts rang:
ing from new preduct development to problem solving.
Wissema (1976 reports an irteresting application of the
technigue in technological forecasting, particularly em-
phasizing that morphological analysis could be used 10
construct scenarios (SCN. page 164) and Delphi guestion-
naires (DLP. page 168).

Kaufman (1968 deals with the problem of ranking the
combinations of artribuzes to facilitaze the selection of
feasible alrernatives. He explores the implications for deci-
sion theory. The paraliel berween the morpholegical bea
representation of a problem and interacrion mawrix dia-
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vrams should be clear from examining the tormar of the
products of cach techuique see IMER page 920
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Nominal Group Technique

PREREQUISITE TOOLS

None.

USAGE

PURPOSE

The Nominal Group Fechnique (NGT) is a group pro-
cess for eliciting opinions and aggregating judgments 0
increase ratiomality and creativity when faced with an

unstructured problem situation.

USES

NGT may be used to:

1) identify the elements of a problem. especally
where there are political, secial. and culwral elements.

2} ldentify and rank goals or pricrities,

3) Identify experts whose expericnces or skills may be
usctul in other decision-making rechnigques.

4) iavolve personnel at all levels in the decision-
making process in order to promote the acceptability of
the final deciston.

REY DEFINITIONS

1} A nominal group is a group process in which the
members work independentdy but in each other’s pre-
sence.

2 An interacring group permits discussion between
participants {¢.g.. Brainstorming, BSG, page 3. is an inter-
acring group process;.

3) Rumk-crdering is the process of weighing one item
against others and then ordering the items by weightona
scale such as importance or priority.

SHORT DESCRIPTION

The Nominal Group Techaique is a structured process
which taps the experiences, skills, or feelings of partici-
pants. A question is posed to the group. Each member
writes down as many responses as possible. The group
ieader asks cach member in turn to state an idea from his
or her list and writes it an  flip chart placed before the
group. No discussion is permitted uneil ali ideas have
been liszed. Fach jtem is thea briefly discussed in an
imreracting group format. The participants indicate cheir
preference for important items by rark-ordering, a
process which may be repeated with intervening discus-
sion and argument.

The curcome of the process is the mathematical
aggregation of each member’s preferences to give the
group's ranking of responses to the question.

ADVANTAGES

1) Dominance by high-stamms, aggressive, or articulare
members is reduced since each has an equal opporrunicty
to participate.




o

2} The group remains problem-conscious: and prema-
tre evaluation. criticism. or focusing on ideas i
avoided.

3) The silent gencration of ideas minimizes the
interruprions in cach person’s thought processes.

4) A written record increases the group’s ability o
deal with a large number of ideas. Iz also avoids the loss
of ideas.

5) Discussion only to clarify items helps climinate
misunderstanding, without reducing the group’s cfiici-
ency.

6) Some studies have shown that, compared o
interacting group processes. .g.. Brainstorming {BSG.
page 3), the Neminal Group Technique {NGT enhances
the conditions for ereativity when generating information
on a problem. It avoids rambling discourse and otaer de-
ficiencies found in group processes,

LIMITATIONS

1) Cross-fertilization of iceas is diminished due to
the structure imposed by the NGT.

2) The NGT may reduce flexibiity. ¢.g.. some group
members may feel that the purpose of the mecting or
the question posed is irrelevant or misieading, but they
have no opportunity e change it.

3) Bringing group members together may be cost-
prohibirive.

REQUIRED RESOURCES

LEVEL OF EFFORT

Some administrative efforr is required to derermine
the purpose of the meeting and 1o suucrure the
proposed question. Potential group members need to be
identified, notified, and assembled.

SKILL 1LEVEL

The leader of the nominal group should not bias the
gronp toward his view: ver he must control unwanted
group behavior without alienating people.

TIME REQUIRED
Iz a study quoted by Delbecqg, et al. {1975), the total

administrazive man-hours 1o prepare, conduct, and fol-
low through for ome group required an average of 4.4
hours for NGT, 4.2 hours for interacting processes, and

7.1 hours for the Delphi process (DLP, page 168}.
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SPECIAL REQUIREMENTS

A flip charr and markiag pens are aceded for cach
group. [ndex cards {or similar small cards}. approximately
six per participant, fzcilitate the voting process.

The seating arrangement must allow all members to
casily focus on the ideas listed on che flip chart. Some
means of displaying the completed chart pages &
necessary (e.g.. tacks or masking tape o afix them to the

walls!.

DESCRIPTICN OF TOOL

SUPPLEMENTAL DEFINITION

Round-robin is a process for serially recording ideas
where cach participant provides an idea in wurn, No
discussion wccurs. although the leader may ask for a
show of hands on how many participants had a similar
idea. ;This is noted next to the item on the fist.) Those
responding then eliminate thar idea from their respective
lists. The process may continue in a circular fashion unuf
all participarts lists are exhausted.

REQUIRED INPUTS

The nominal group generally includes five to nine
members, Less than five members may not aliow for the
quality and diversicy of opinions required. Large groups
produce more interpersonal differences, which lengthens
the process without a substantial increase in the quality
of output. If more than ten persons must participate, it
is better to divide the group for the round-robin and
combine them for final discussion and voting.

The group leader may be directly involved in gener-
ating and discussing ideas. The composition of the group
may be homogeneous or heterogencous. Studies have
shown that heterogeneous groups exhibit more creativity
iDelbecg. 1973). But interpersonal differences and
communicaticn problems may increase for such groups.

The NGT question provides the basis for generaring
the ideas. [r showvld be worded to prevent misunder-
standing and should be stated as objectively as possible.

TOOL OUTPUT

The NGT produces a list of ideas and a rank-ordering
of their importance. The group leader may wish to
combine overlapping ideas under 2 common headizg.

METHOD OF USE

GENERAL PROCEDURE

The general procedure for the Nomiral Group Tech-
nique is straightforward. But because it rens counter to
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the experience of most people in leading groups or
patticipating in wommiitee work. the steps wust be
tollowed dosely, With this i smind. the guidelines
preseribed by the otiginators of the Nominal Group
Technigue have been reproduced below Drefbeey. et al.,
1975, figare 3.7, page 67-6%27

1, Sihent genceration of ideas in writing.

1.1 Present the nomingd question to the group in
wiiting.

1.2 Verbally read the question.

1.3 {lastrate Jeved of abstraction and scope desired
with cxzmple which docs not distort dead)
‘gT‘UU!? TL':SP'{?HT’L’ﬁ.

1.4 Avoid other requests Tor clarification.

1.5  Charpe the group 1o write ideas in brict phrases
T SLaeinen s,

16 Ask group members o work silently and
independently.

1.7 Model good group behavior,

18 Suncrion disruption of the silent, independent
activity by comuents addressed to group as a
whele.

Bonetita:

1) Provides sdeguare time for thinking,

2} Facilitates hard work by the model of other group
mwembers retlecting and writing.

3} Avoids interruption of zack other’s thinking.

4 Avoids premarure focusing on single ideas.

5) Eliminates dominance by high-status or agaressive
members in idea generation.

6) Keops the group problem-—centered.

2. Round-robin recording of ideas on a flip pad.

2.1 Indicate objective of the step is to map the
gronp’s thinking.
e

Explain need 10 present ideas in brief words or

phrases.

2.3 Explain process of taking one idea scuially from

each member.

2.4 Explain group members must decide if irems

are Juplicates.

Explain that an individual may “pass™ when he

nas no Farther items, but may “reenter” lazer.

26 Express the desirebility of hitchhiking and
sdding new ideas evenm if they are not on
individual nominal worksheets.

.7 Explain inappropriateness of discussion prier to

completion of Hsting.

it

*From Growp Treclsdgues for Program Ploming by Andrd L.
Dielbecy, Andrew Van de Ven and Lavid H. Gustafsen. Copyright
) 1975 by Scoit, Foresman snd Company. Reprinzed by per-

TSSO

2.8 Record ideas as rupidly as possible.

1G9 Record ideas in the words used by group
members.

2,10 Provide assistanee in abbreviating only in spe-
cial situations.

211 Mske the entive Bst visible by tearing off
completed sheets and taping them on ap arca
visiblc 1o wil group members.

2,12 Sanction group as a whole if individuals engage in
side comversations or attempt to discuss items
prior o completing the fisting.

Bencfits:

1, Egualizes opportunity to present ideas.
2 Assists in seporating ideas from persomalitics.
3} Provides a written record and guide:
) lucreases group’s ability to deal with a larger
numsber of ideas.
b Avoids loss of ideas.
¢, Confronts the group with an array of clues.
d: Encoureges hitchhiking.
4 Places conflicting ideas comfortably in frome of
goup,
57 Forces the group te fully explors the problem:.

3. Serial discussion for clarification.

31 Verbully define the parpose of the step:
&) To clarify the meaning of itoms.
b; Ta explin reasoms for agreement or dis-
agrc—cmcnt.

3.2 Indicate that final judgments will be expressed
by voling, so ArgUmenis are UNNCCCSSAry .

3.3 Pace the group se thar all ideas receive suffici-
ent time for clarification.

32  Avoid forcing the member who originally liszs
the idea to be sclely responsible for clarifying
the frem.

Benefizs:

I} Avoids having discussiorn focus unduly on amy
particular idea or subser of ideas.

25 Helps climinate misunderstanding.

3) Provides opportunity fo express the logic behind
ttems.

41 Allows members to disagree withour argumenta-
don.

4. Preliminary vote on irem importance.
4.1 Ask the goup to select from the entire list a
specific number {7 £ 2} of pricrity {Important)
mwems. ™

=Five 1o nine items are all that can be effectively ranked on one
dimension of discrimination (see Rating Scales, RTS, page 29).



FIGURE 1
Index Card Ilustrating
Rank-Order Voring Process

Number 15
from
originagl
group
. Brief descriptzon
list . -
of item =13
{
Number indicating
rank-order
4.2 Place cach priority item on a separate 3 x 3
card orrating form {see figore 1.
4.3 Rank-order or rate the selected priority irems.
4.4 Collecr the cards or ruting forms and shufile
them to retain anonymity,
4.5 Tally the vote and recerd the results on the flip
chart in front of the group.
Benefits:

1} Obtaining mdependent judgmients in wrising helps
J £ P Juagn g Help
climinate social pressures.

3) Expressing judpgments mathematically by rank-

) bxp g jucy y o3

ordering or rating increases accuracy of judgments.

3; Displaying the array of mdividual vores cleary high-
lights areas needing ferther clarification or discussion.

5. Discussion of the preliminary vote.
5.1 Define the role of the s.ep as clurification. not
pressure toward artificial consensus,

5.2 Keep the discussios brief.

5.3 Cantion group members to think carefuliv abour
any changes they make in their voring,

Benefizs:

1) Provides group members a final opportunity to
clarify their positions.

2) Ensures rhat “spread” votes really reflected dif-
ferences in judgment, not unegual information or mis-
understanding.

6. Final vote.

6.1 Repeatstep 4.
6.2  Closure 10 the meeting.
Benefits:

Accurate aggregation of group judgments and error re-
duction.
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EXAMPLE

The steps of the Nominal Group Vechnique have been
presented in a straightiorward procedure which retleces o
structured group process, The following example high
lights some of the hev points iz this process and silsorates
typical intermediste products generated by the tech:
nigue.”

The Ministry of Health for the government of Temach
wanted to analyre the szate of the bealth delivery service.
The evaluation stail clected to wse the Nominad Group
Techwigque and brought together o diverse group of physi
cians, rural bealth technicians, public health personned,
ficld personrel. and u crosssection of clients . trom dit

ferent income and sociad chasses” .

Silenit Generation of Idvas in Writing

The assembled participants were brohen inte groups of
nine by randomiv selecting purticipants representing sefe
Yun oCCUPaTions,

Atfter the opening welcomse and 2 brief explanutron of
the Nomimal Grovp Technigque and the ebjectives for the
afternoon, cach participant was given 2 single shect headed
with the following question:

WHAT ARE THE BARRILRS TO RECLIVING
ADEQUATE HEALTH CARE INOQUR COUNTRY?

The participants wore allowed 15 minutes o list re-

SpOnses frum their own Viewpoints.

Recording of Ideas on 2 Flip Pad
The leader for cach growp {a menber of the evaluation
stafl trained in NGT} acted as the recorder to serially list
the ideas. Some of the ideas g

cn«:ratrd b‘-’ CREC TOUD m-
= h 2
Cllﬂdﬁi‘df

1: Nomoney to pay tor services
2; Lack of adeyuate facilities
3; Toomany doctors in che cities
4 Nerenough wained personmnd
3% Qwer reliance on truditional remedies
6} Notenough doctors
Note thar this list contains some contradictions. The

feader deferred discussion until the next step. However,
whe item & was vor sed, someone asked whether this was
the same as tem 4 since doctors are included in trained
personnel. The leader asked the participant if he thought
irem 6 shouvld be dropped. The reply was negative. and the
round-robin recording continved. All of the gzroups
generated 15 or more items.

*This exaraple 15 adapred from an exercise conducted by wne of
the authors at 2 workshop o enable couaty health agencics to plan
for the weatment of alcoholics.
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Serial Hscussion for Clarification
During the discusston of cach item, the participants
Clarified their responses. v.g.. since wained personndd can
seplace muny fundtions of the physician, items 4 and 6
deserved separate consideration. 1tem 3 included going to
atraditionad villuge healer instead of the nearest clinic.

Preliminary Vote on ltem Importance
facl purticipant was ashed to rank (from the list; the
five mosi significant barriers 1o receiving adequate health
care, The tally of the vote was recorded on the flip char.
using the numbers from the items. A vote of five meant
that e participant viewed that izem as the most signiii-

want barrier. The votes for the first $ix items were:

ftem Number Votes Total
1; 4.1 5
2 3.4 9
3; 22,4 8
4) 3.5.3 il
3; i 1
6} 35 8

Discussion and Final Voie

During the discossion tollowing the first vote, the parti-
cipant who had presenzed item 5 expressed his amazement
that the other members had not found the interference of
superstitions and twaditional healers to be 4 barrier. Other
participants were not swayed by his arguments. and the
{inal vote on the item was unchanged. Totaling the indi-
vidual ranhings for ecach of the above items gave ftem 4 the
most weight (11) followed by irem 2 (9) and item 6 {8).
Note that this example is incomplete since the rest of the
Tist has not been presented. but the essential idea remains
the same. A group with rather large status ditferences was
able to use the Nominal Group Techpigue to identify and
rank problems i receiving health care.

sl

THEORY

The Nominal Group Technique is the result of analysis
and experimentation with group processes for effective
planning and decision making. and is credited to Van de
Ven and Delbecy (Delbecg. et al.. 19755 The creativity of
a group is an important determinant of its success. Types
of group processes and leadership techmigues for allowing
creativity have been discussed widely (Mater. 1970z
Osborn., 1957:Collins and Guetziow, 1964 .

The Nominal Group Technigue utilizes the mathemari-
cal aggregation of goup judgments to come to agroup de-
ciion. The theory is discussed by Huber and Delbecy
1972, The advantages over conventional mears for com-
ing 10 a group decision {c.g.. coNSeNSUS O majority rule}
are described by Delbecy, eral- {1973
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Questionnaires

PREREQUISITE TOOLS

Nene.

USAGE
PURPOSE

Questionnaires generate ideas. opinlons, or informa-
tion from a selected target population.

USES

Questionnaires are used 1o:

1) Structure the content of an interview {Interviews.
IVW, page 23).

2} Obtain responses for a sample survey (Surveys.
SVY, page 36).

3) Provide the format for communicating with Delphi
participants {Delphi, DLP, page 168;.

KEY DEFINITIONS

1) Open questions permit the respondent to answer as
he or she chooses.

2) Closed guestions reguire the respondent to limit
Tesponses to prespecified categories, e.g. Yes{No,Option
AL B.

3) Frequency distributions. or histograms. plot the
frequency of different categories of response {se¢ Histo-
grams, HIS, page 131).

SHORT DESCRIPTION

Questionnaire design is an art with scientfic elements
determined by the purpose of the questionnaire. the twpe
of responses desired. the characteristics of the respondent.
and the method of distribution. Questionnaires may be
distributed by mail. by phone. or directly, The responses
may be obtained from a direct mterview or by a self-
administered uestionnaire which is then collecred teg..
by return mail}. The length and formart of the question-
naire are crucial factors affecting the return rate, the
validity of responses. and vnintentional blases or distor-

tion.

ADVANTAGES

1) Seli-administered questionnaires allow the partici-
pant time to ponder the guestions.

2} Mailed questionnaires may be distribuzed to a popu-
larion at less cost than interviews.

3) Phone questionnaires involve minimum cost and
maximum speed of response.

4} The anonymity of the respondents may be ensured.

LIMITATIONS

1} The return rate for mailed questionnatres is usually
very low.

2} Those who do return the questionnaire may share a
common interest that biases the sazaple.
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3, Distribution by mail & often impractical because of
relabibioy and time constramts,

3, Self administered guestionnaires are rigid and ia-
flonible  confusion and ambiguitics cunnet be dariticd by
HH ITUIVICWer .

3; Self udministered guestiomnaires can 't be emploved
for illiterate or semiditerate populations, and may lesd to
erronewis responses for lierate but mined-culture targer

;'T(]l] P'\..

REGUIRED RESOURCES
LEVELOFEFFORT

3v far the greatest offort must go into designing and
testing the tormat ot the questionnaire. Other tasks. such
as distribution and analysis. are proportional to the
uumiber of respondents. the number of vpen-ended gues-

tions. and the length of the questionnaire.

SKILLLEVEL

Questionnaire design requires skills which are only
gained by eaperience. It s impossible 1o andcipate the
misinterpretations and personal logic n responses: there-

fure, pretesting the questionnadre is nportant 1o success.

TIME REQUIRED

A comprehensive guestionnaire design might take
several davs, Time must be sllowed for pretesting, dis
tributing the questionnuires [or interviewing:. and an-
slvzing resuits. Allowing time to encourage returns of
mailed questionnaires is essential ¥ the return rate is 1o be

reasonably high.

SPECIAL REQUIREMENTS

The necessity to duplicate and assemble the guestion-
naire copies must not be ignored. Manual analvsis of re-
sponses can be redious, and clectronic compuration equip-
ment {mclading speelally programmed digital compuzrers;
is a mreat relief. Where such means are costefiective, the
response format should be designed with computer coding
in mind.

DESCRIPTION OF TOOL

REQUIRED INPUTS

Questionnaire design begins with the purpose and
target population clearly identified {sce Surveys. SVY.
page 36},

Mail facitizivs and self-addressed szamped envelopes are
essential for maited questionnaires. Include 2 cover lester
describing the purpose and details of the questionnaire.
even if the target population has been previously in-
formed. Forzaam ple. Delphi participanss are involvedina
serics of guestionnaites which are returnced in a two-wav

communication [sec {elphi. DLP. page 168 .

TOOL OUTPUT

individual guestionnaires are not the vnd producr of
guestionnaire design the agoregated responses of the
parzicipants bs desired. Comequently. an complete or
mutilated guestionnaize that is returned bs valid informa-
tion tor the analyst.

Decision mabers demand insormation i an casily di-
gested form. This includes summarics of typical responses
as wedl as indications of the pattern of respomses, ot &
graph of the frequency of categorical responses | see Hiszo-
grams. HiS, page 131 .

Usually the guestionraire results will be an inter-
mediare product in further analysis whick may or may not
be rrensmitred to decision makers. But most of the time it
will be appended to s final report (sce Survevs, SVY  page

36, and Deiphi. DLP. page 168:. )

IMPORK FANT ASSUMPTIONS

A questionnaire 18 a measuring instrument. fris a trans-
mitter of information from a selected individual zo anan-
alvst. Tie responses must be accepred at face value in the
absence of anv other information. Therefore, the analyse
assumes that responses were given by the sclected indi-
vidual. that the responses were freelv given, thar the re-
spondent was nor just rving to please him. etc. Some of
these necessary assumprions mav be validared by ran-
domly spor-checking returned questionnaires, c.g.. by di-
rectinterview or phone.

METHOP OF USE

GENERAL PROCEDURE

1. Specify the purpose of the questionnaire.

1.1 identify the topics to be covered —keep the num-

ber 1o 2 minimum.

1.2 idenzify the target population and any special cul-
wral or educational characteristics it might have.
Determine the means of distribution and collec-
tion of the questionnaire.

Specify an acceprtable return rate and adjust the
sample number of questionnaires accordingly. A
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return rate for mailed questionnaires mav be any-
where from 15% to 907%. depending on the motiva-
tion of the respondents and the topics selected.

Design the questionnaire {Phillips. 19663,

2.1 Start with basic information about the respon-
dent: consider only that informuation essential for
analyzing the results. Ensure anonymity if desired.

-2 On any topic. begin with general questions. Then
get more specific.

[

b
[#V]

Arrange the questions logically and avoid abrupt
transitions,

2.4 Examine the order for questions which may exert
2n undesired influence on the response to subse-
quent guestons. ¢.g.. a question which is likely 10
angagonize the respondent should be phced acar
the end of the questionnaire.

!\)
[¥]]

i necessary, code the questionnaire se that re-
spouses and participanis may be correlated. €.
arrange questions in different sequences.

Edit each question after completing the fist.
31
3.2

Avoid long questions.

Eliminare ambiguities and double catendres by in-
corporating exampies or by serring the question in
CONIext.

Determine if an openended guestion can be re-
written as a closed question.

Make certain that the categories of response for
closed guestions are sufficiendy comprehensive,
e.g.. by including a “none of the above™ category.
Eliminate emotionally charged words and leading
or loaded questions.

Design validating questions inte the survey.,

4.1 Repeat the same question {rephrased) at a later
pointin the questionnaire.

Include collaborating questions where memory or
personal biases are likely o influence the re-
sponse. ¢.g.. "How many bushels per acre did vour
last crop yield?”" may be foliowed by a questien
*What was the tax on vour harvest?”

4.2

Pretest the questionnaire.

5.1 Try the guesticnnaire out on fellow staffers and
analyze the results to sce whether the desired in-
formation has been elicired.

Administer the guestionnaire 1o one or more
members of the targer population, checking par-
ticularly for cuitural or educational anomalies.

5.2
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6. Distribute the questionnaire.

6.1 Inclede a cover letrer ma matied guestionnane.

6.2 Inciude aselt addressed stamped envelope.

6.3 Arrange for collection points for seitadnimsteed
questionnaires and pick them up ou whedule.

6.1 Provide transportation for dircet intenicws e
Interviewing. IVW . page 23

7. Analyze che resulis.

7.1 Begin the analvais as soon as the tirst sjuestionrane
is returned.

7.2 Sumnmarive the answers to open duestions b fise
ing the main points and the sbotlaritios or Jit
ferences in respenses,

7.3 Aggregate the responses 1o closed quaestions amd
tabulate the frequencies in order te Prepare o
histowrum : Histogram, HIS, page 1317,

74 Prepare a final report for trassmission, mcluding
the original questionnuire as an sppendis.

EXAMPLE

The ‘xbﬂuwing questions were taken from u YUl

naire designed to elicie basic dara on farm wages as part of

4 cost-benefit unalvsis (CBA. puge 2120, The Target popu-

Lation iy the Yarmers along the Mai River i the country o

Temasek.
1. Name  optiona
2. Address ioprional;
3. Generallovation of farm fcheck one:
T north of Mai River
3 south of river
C north of village
T south of village
4. Size of farm:
3 smailer than one hectare
1 between one hectare and rwo hectares
T3 furger than two hectares
5. Number of farm workers (including members of
family}
Avaflable at harvest tine?
6. Did you hire farm lzbor this vear?
Yes ...._ No. _._
7. If yes. how much did vou pay?
perhour? .. perday? _ . .
8. How many did vou hire?
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The guestivnnaire begins with general ‘neutral; ques-
tions. Question 3is o dosed question whereas question 5is
upen but guantitied,.

1f the number of farm workers needs o be cross
<heched, the questions on members of the family available
for Tarm work can be used. However, even such relatively
straighiforward gquestions can lead to un reliable responses.
How does the larmer define ~family™% Is the extended
family inciuded? A carcful pretest would probably result
in a better specification of these questions.

THEORY

The theory of questionnaire design is decumented in a
number of wxts addressed 1o survey rescarch (Festinger
and Katz, 1953; Warwick and Lininger, 1973). The theory
is based on numerous empirical studies including the ef-
fects on the return rate of factors such as different ques-
tionnaire layouts, the color of paper, or the length of the

questionnaire, However, there is no substitute for experi-
ence {including pre-testing}: cach sitwation is unique.
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Interviews

PREREQUISITETOOLS

Questionnaires (QTN. page 19)-

USAGE

PURPOSE

An interview generates ideas and gathers inforimation
by posing relevant guestions to the respondent(s].

USES

lnterviewing is useful for:

1) Obtaining background information about a prob-
lem situation.

2) Collecting information and ideas from a selected
sample within a target population {see Surveys, SVY. page
36).

3) Eliciting information and ideas from experts or pro-
fessionals, e.g., agency representatives.

KEY DEFINITION

An interview schedule is the plan for conducting an
interview. It includes the questions to be posed.

SHORT DESCRIPTION

Interviews involve interpersonal transacdons. The
preparation, conduct, and results of the interview are de-

termined largely by the participanes. The interviewer may
be speciully trained. The drterview scledule may be struc

tured :closed Questions: or unstructured open Questions
and discussiens. The respondent may be a professional. a
project participant. or a randomly selecred member ot o
warget population. The combination of these factors i
dictated by the purpose of the interview and the topic of
Inyuiry.

ADVANTAGES

i} An interview provides a degree ot flesibility in ob-
teining information and generaring ideas that is not likely
to occur in impersonal mansactions, e.g., a mailed gues-
Tionnaie.

2} The questions may be adapred during the course of
the interview in response to immediate teedback from the
respondent.

3} Face-to-face interaction tends to heighten the re-
sponden:’s interest in participation and forces him or her
to consider the questions immediately.

4) Where information must be gathered from an il-
lirerate or semiliterate population, interviews may be the
only effective instrument.

3} The interviewer can use cues other than the content
of responses te assess their validiey.

LIMITATIONS

1) When several people have to be interviewed on
similar topics, or where a wide range of issues has to be
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¢overed, the necewsary resources may be cost prohibitive
when compared to nsing questionnaires QTN page 19,

2) An intervicwer without the necessary skills may
slienate the respondents or aliow him or her to dominate
the exchange.

3 Where the respondent s not motivated. the answers
are fikely 1o be inadequate.

4, 1t creativity or the discussion and cvalvation of
ideas arv reguired. group processes such as Nominal Group
Technigue (NGT, page 14 or Brainstorming ‘BSG. page
3, may be more appropriate.

53 The anonytnity of respondents tand thus their

candor j Lannot be emsured.

REQUIRED RESOURCES

LEVELOF EFFQRT

Gathering information by direct interviews can be a
major cffort bounded by the amount of information
sought and the number of interviews desired. A follow-up
interview may be nevessary. Sprcial traintng is required for

MCTVICWOrs.

SKILLLFVEL

An intervicwer must have certain skills to ensure proper
and effective interaction (Boochine, 1972

1) Training to recognize his/her own prcjudiccs 1n
order =0 maintain an open mind.

23 Giving credit wherever due and publicly acknowl-
edging help.

3} Emphasiving courtesy andrespect.

43 Respecting the skills of the respondent.

5} Listening more than talking.

TIME REQUIRED

Preparing for an interview takes about a day. Aninter-
view lasting longer than an hour usually results in
diminishing returns. Time must be budgeted to write the

interview report.

SPECIAL REGUIREMENTS

Electronic recording {audio or video) of questionsand
responses can be a great time-saver and can allow the inter-
viewer to give full attention to the responses. However.
Ei’lcrc ATC 30INRC COSTS. Such as Uanscriptian cxpenses and
the possibie loss of candor by the respondent. If elecuoric
cquipment is to be used, the respondent’s prior permission
is essential.

tdeally. the interview should take place in « location
free from distraction ! noises, telephone calls. children or
other onlookers. enc.;. One technique used in a village
houschold survey in India was to provide a highly visible
distraction in the center of the viilage while the interview
team discretely circulated among the houses.

DESCRIPTION OF TOOL

REQUIRED INPUTS

The purpose of the interview must be established and
should guide subsequent decisions. if the interview is the
measuring imstrument for a semple survey (SVY. page
30.. the target population will have been selected and a
questionnaire designed QTN page 197,

15 the interviesy seeks ideas and information from ex-
perts in dif ferent fields. the preparations and the training
of the interviewer will differ. In all cases. however, the
purposcs must be established in advance.

TJOOL GUTPUT

An interview vsually results in a report or tabulated
responses which may be analyzed and wransmizzed to deci-
sion makers. The dara may be in the form of a histogram
(HIS. page 131! a statement of preferences, etc. Often,
the report will be strengthened by including dlustrative
IR:SPOMSCS [{s3 kﬂ'y qucstioﬂs, E)P.Ilt unpfoccssﬂ'& IeSpOﬂSﬁS are
seldom useful,

IMPORTANT ASSUMPTIONS

The interviewer is assumed to be an enbiased, noninter-
active transtmirrer of information and ideas. Where this s
not the case jeither by design or circumstance. the infor-
maticn must be appropriately interpteted. For example,
the manner and style of the interviewer may wigger more
negative {or positive} responses than expecied for a
acutral reporting instrument je.g. a self-administered
guestionnalre ;.

METHOD OF USE

GENERAL PROCEDURE

The following steps are useful gnidelines for planning
and conducring an interview.

1. Specifv the purpose of the interview.

2. Determine who s 1o be interviewed.



3. Prepare an interview schedule.
3.1 Design the questionnaire and determine the type

of responses to be allowed (Questionnaires. QTN,

page 197,

Determine how the responses are to be recorded

and. if necessary, developa coded form.

Make provisions for manscribing clecrromcally re-

corded interviews (optional).

4. Select and train interviewers [optional).
3.1 Sclecr interviewers based on the types of re-
spondents.
4.2 Train interviewers to eluninate blases and provide
for uniform reporting.
4.3 Pretestall questions and andcipate ambiguities,

3. Conduct the interviews.

.1 Arrange for mansportation.

Norify respondents in advance {eptionall,
Arrange for immediate coflection of reports.

6. Synthesize and analyvze the responses.
6.1 Begin immediztely o eliminate ambiguous re-
SPONses In case COrraCTions AT NECESsAry .,
6.2 Report the overall results in a form suitble for
mransmission to others :e.g.. consider such fac
tors as anonymiry of respondents. biases of
interviewers. and systematic distorrions in re-
Sponses).

EXAMPLES

Rather than present the prorocol of an interview, the
following examples describe recommended procedures tor
conducting rwo very ¢ifferent kinds of inzerviews,

Interviewing a Peasant Population
for an Aid Project
The fellowing considerations were recommnended by a
colleague with extensive field experiences in data gather-
ing {Ingersoll, 1976).

1. Entry

If the interview is not simply an academic pursuit of
knowledge but project centered, the parricipant will have
2 much greater incentive to participate. Factors to con-
sider in planning the interview include: cultnral values, the
influence of the extcnded family. cutsiders sitting in on
the interview. and differences in perceptions of space.
time. and quandty.

2. Respondent in center
Make the respondent the center of arrention during the
interview. Be sensitive to participants who need cues to
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continue. Pav attention to answers, Pon't divert attenton

to the mechanics of filling out forms.

3. The muerviewer s posture

The ideal is nesrralicy, although i1t may be aecessary o
be positive to the respundens’s views in order tor the wee
view 1o procecd. Receive il rephies with interest. Avond
body English. c.g..nudding. Engage i s tive listeniug, e,
repeating exactly what tite persor sars. Becide how o
handle confusion ever a question, cas.. rephrasing o gues
tion or giving an oxample, Note any turther probe wte s
yuestion for inclusion in the report of the nterview.

4. Deparzure

Make sure that the respondent &s not letr wirlh talse 3
pressions, ¢.g. that o pew road @il be brilt o a0
mediate result of his par ticipation. Give some pratse if mew
injormation and idvas have been volunteered, Signal the
ernd of the formad interview. cg.. closing up the clipboasd.
Observe the social amenitivs upon departure, ez, woall

talk. One may have t comie back with more questions,

Interviewing a Professional
or a idecision Maker
The situation is far different when the respondent oo
cuples w status position in an academnic, businew. o
goveramenta] organization, Hartman | 1968 recommends

the following steps for 2 successtul nrerview:

1. Prepare for the interview.

1.1 Research the background of the respondent ro be-
come familiar with anvy special terminofogy or
Jargom.

1.2 Schedule the interview well in advance to ullow

the respondent time to prepare.

Arrange the interview through the respondent’s
immediate superior {where this is teasible) o as-
sure the respondent that his participation is impor-
tant and approved.

Get the responden:’™s correct name and fitle in ad-
WANCT.

Avoid scheduling interviews for late in the day.
just after mnealtime. or just before 2 weekend.

2. Conduct the interview,
2.1 Inweduce vourself and clarify the puerpose of the

interview even if thers has been prior notification.

Keep the interview to the subject -respect the de-

mands on each other’s time.

Start the interview wirh bread guestions.

1f the responses are not satisfactorv, emphasize

the importznce of the respondent™s views for the

decision-making process.
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2.5 Allow the respondent to think during occasional
periods of silence,

2.6 When a reply is unclear. ask the respondent to

separate opinions from facts,

2.7 Don't let note-taking interrupt the normal flow of

discussion: usc sbbreviations and symbols or clec-

tronic recording {with prior permission).

2.8 Conclude the inzerview by allowing 2 few minutes
for informal conversation and summation. Often
these comments may divalge eseful information
and may give an indication of the validity or sin-
cerity of the previousresponses.

3. Foliow up the interview.

3.1 Preparc the report of the interview immediately.

3.2 if a follow.up intervicw is mecessary. send the re-
port tor a digest of the {first interview) to the
respondent in advance.

3.3 In all cascs, send 2 formal thank you to the respon-
dent and his superviser acknowledging their co-
operation.

THEGRY

Theae is no theory of interviewing in the sense of
general laws or “rruths.” Each interview is different. How-
ever, there is some merit to taking a systems approach to
the design of an interview, particularly when used as the
micasuring instruntent for sumple surveys {Survevs, SVY,
page 36).

An interview is analogous 1o a communication system
having four principal compenents {Warwick and Lininger,
1975, p. 184 )

The interviewer

The responden

The study content or topic
The interview situation

Each of these factors interact to determine the efficiency
and effectiveness of the interview. The efficiency concerns
the amount of infurmation gathered per unit of time and
cost. The effectiveness relates to the usefulness of the
ideas or informarion gathered. For example, the inter-
viewer andjor the respondent can inwroduce both biases
and distortion inte the information gathered. Comse-
quendy, i interviewing i to be an effective technique, the
specification of any one of the com ponents must take inso
account the interaction with the other factors, ie., de-
signed 2s an information-gathering system {Hartman, ex
al.. 1968,
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Assessing
Qualitative Factors

Rating Scales
Multiple Criteria Utility Assessment
Surveys
Organizatienal Climate Analvsis

There is a danger in project design and systems modeling of overlooking a factor because
it is not in quandtative form. Techniques for assessing qualirative factors are essential 1o a
systeins approach, and four such rechniques are described. Two are scaling procedures {Rat-
ing Scales and Multiple Criteria Utility Assessment). The other technigues are broadly based
assessment procedures {Surveys and Organizational Climate Analysis}. All four provide a
means of transforming qualitative attributes into quantitative measures, though clearly the
latter two have a variety of uses.



Rating Scales

PREREQUISITE TOOLS

None.

USAGE
PURPOSE

A rating scale measures the degree 1o which an entity
possesses or exhibits a specified property. as either an ab-
solute or a relative judgment.

USES

Rating scales are used to quantify factors which may be
highly subjective or qualitative in natere. Once the judg-
ment is scaled, the quandrative measuzc may be incor-
porated into analyses such as:

1) Raring the individual utilizies of various criteria
using Multiple Criteria Utility Assessment (MCU, page
32).

2) Evaluating alternative decision sequences in a deci-
sion wee (DTR, page 141).

3) Evaluaring alternative plans, given various contin-
gencles which may be expected to occur {Contingency
Analysis, CGA, page 147).

4) Ranking aliernatives as in Nominal Group Tech-
nigue {NGT, page 14) and Delphi (DLP, page 168).

KEY DEFINITIONS

There are four primary types of rating scales (see figure
1;:

1} Nomina scales simply categorize diffesent factors,
e.g., hot/cold. dark/lighe. and blackfgray/white represent

nominal scales for hear. flumination. and coler.

2} Ordingd scales are used to rank-order a set of similar
objects along a criterion dimension which reflects a basis
for comparisen., bet not the degree of difference. e.g..
warm, warmer, hot, hotter, hotest are ordinal rankings of
heat sensation.

3% duterval scales reflect mot cnly dhe rank of cme
factor over another, but the degree to which one exceeds
the other, The difference berween them corresponds to a
length of scale interval. The zere poins is arbiteary.

4) A rutio stale is 2n interval scale for which the dimen-
sion of comparison has a naturaizero point, e.g.. the cend-
grade temperature scale.

SHORT DESCRIPTION

Raring scales are described by their uses:

1} To rank the preferences for a set of facrors: ordimeal
and interval scales.

23 Te classify or categorize a dissirnilar set of factors:
nominal scales.

]
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FIGURF. 1
Lxaroples of Raging Scales Applicd w Discrimination Amony Three Projects

Noininal Scale
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1 Project 2

3 To indicate the degree wnc facter eacveds another
on a specitied basis of comparison: reral and rario
scales,

The scale selected determines how discriminating the

ToleT Can e

ADVANTAGES

Kating scales allow o quantitative comparison, If the
comparison nvolves several factors. the discrimination be-
tween factors is enhanced by reluting it o u physical di-
mension {the position or interval on tatio scales ).

Factors quantified on rating scales may be combined o
veflect a quantitative assessment of cumulative effecr, e.g..
the pooled judgments of a group of Taters,

LIMITATIONS

Rating scales are constructed by subjective judgments
in the assignment of rank or interval on the scale. This fact
is sometimes fost when the rating is wansferred to other
tasks or used as Information in other tasks.

REQUIRED RESOURCES

LEVEL OF EFFORT

The major task Is o assign rhe rating for each factor.
This may be an involved or a straightforward process, de-
pending on the ultimate use of the rating. For example.
rating may be used directly as part of cost-benefit analysis
[CBA, puge 212) or as an aggregated form to reflect munlti-
ple dimensions of discrimination (MCU. page 32). The
aggregation process tends to minimize the contribution of
any one rating.

SKILLLEVEL

Expertise is required in selecting the appropriace kind
of rating scale and its paramcrers. The rating process s sub-
jective and may combine the individual judgments of ex-
petts or project clients (sce Delphi, DLP, page 1681

TIME REQUIRED

Nominal scales uswally require lude time since only
classification is invelved. Ordinal scales can be constructed
quickly, particularly if only u few facrors are ro be ranked.
Interval and rutio scales may require more dme to con-
swuct and esoblish ratings beceuse more judgment is
involved,

DESCRIPTION OF TOOL

REQUIRED INPUTS

The inpurs required are simply the scale selected for the
ratings ynominal, ordinal. erc.} and the set of factors to be
rated. If the raring is to be conducted by someone ather
than the person who construcred the scale, 2 sample raving
is useful to ilestrate the process. The dimension on which
the comparisons and comtrasts are o be made must be
clearly identitied and understood.

TOOL OUTPUT

The curpur is a raring scale which gnantifies the subjec-
tive assessment of the factors.

IMPORTANT ASSUMPTIONS

The conszuction and application of rating scales rest
on the assumprion thar humans can discriminaee along the




rating dimension. There are two limiting factors fnvolved:
comparative and absolute judgment. The first sugrests
that humans are limited in their ability to discriminate
between two adjacent factors along dimensions such as
color. tone. volume, smell. size. ength, ete. The second
suggests that the number of discrete intervals which may
be recognized along any one dimension islimited. For ex-
ample, we recognize only four different tastes: sweet.
sour, salt, and birter. Discrimination is based on a combi-
nation of taste. texture, smell, and appearance. The impli-
cation is that it would be unproductive (and misleading) to
ask the rater to distinguish more intervals than he is
psycho-physiclogically able ro {Garner. 1560).

METHOD OF USE

GENERAL PROCEDURE

1. Determine the atyributes or facrors to be rated.
2. Determine the bes: scale for rating the factor.
2.1 Consider the degrce of subjcctivcjudgmcnt thatis
feasible.
2.3 Determine the fime available and the discrimina-
fion desired.
. Construct the rating scale.
Rare the attributes or factors.
. Verify the consistency of the radngs.

o

EXAMPLES

Nominal Scale

Any classification system represents a nominal sealing
of variables. For example. the tools in this handbook are
categerized nominally by their major purpose. In general.
the nominal classification of items is possible only if the
categories are mutually exclusive and exhaustive. The
latzer requirement is usually met by a catchrail caregory.
€.z, “none of the above.”

Ordinal Scale
There are several examples of the construction and ap-
plication of ordinal scales in this handbook. e.g.. the runk-
ordering method described in Nominal Group Technigues
{see NGT. page 14).
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Interval and Ratio Scales
Interval scales are wsed in assessing ueility Yenctions
see MuldipleCriterta Usility  Assessment. MCU, page
32, Subjective Probability Assessment (SPA, page 137
requires an interval scale to rate the kkelihood of events
occurring. Krueckeberg (1974 describes the use of
rating scales in urban planning.

THEORY

Rating scales are based on the theory of puvihus
physical measurement (Garmer. 1960: The fiteramre ot
psvchology, sociology . wnd decision making wbound, with
empirical studics on the subjecr.

Two works are of particular interest: hautman; 1970}
describes rating scales in a treatment of o systems ap
proach to identifying and solving problems. Kneppreth, o
al. 1972} catalog a number of ditierent worth assessment
techniques. Other studies (Huber, 2 al., 1969} dedd with
the issues of the sggregating eroup judgments, The resules
are significant. particularly where priorities are to be
ranked in such 2 way that second and third choices are in-

cluded.
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Multiple Criteria
Utility Assessment

PREREQUISITE TOOLS

None.

USAGE

PURPOSE

Muldple criteria utility assessment is a systematic pre-
cedure for assessing the worth of complex alternatives.

USES

Urility assessment provides a common scale for comr
bining judgments on mere than one dimension. The tech-
nique isused to:

1} Evaluate alternatives using mnore than one criterion.

3} Combine effectiveness measures into a single aggre-
gated utility. e.g. as in cost-effectiveness analysis {CEA.
page 219).

3) Determine a common criterion for valuing the pos-
sible outcomes in a decision under risk {see¢ Decision Trees.
DTR. page 141).

4) Provide a common measure for comparing the per-
formance of alternative plaas (e.g. Contingency Analysis,
CGA. page 147).

KEY CEFINITIONS
1) Utility is a quantitative expression of the worth or
satisfaction asseciated with an outcome.

2; A utilizy funcrion associates the possiblelevels acri-
terion may take with the urilities for those levels.

3) A mgility matrix presents the elements of a decision
under certainty: alternarives, criteria for evaluating the al-
ternatives. weights indicating the relative imporrance of
the criteria. and the assessed utilities (see figure 1.

FIGURE 1

Utility Mairix for Evaluating Alternarives
ALTERNATIVES

CRITERIA  WEJGHT A B
X 1wy Ual Upy
x2 w2 Uaz Ups
x5 w3 Cas Una

Toetal Weighted Uriliry Ua Ug

SHORT DESCRIPTION

in order to compare and evaluare various alternatives
(AL B, ..., soveral criteria 1, x2,. .. 2re firse specified
{see figure 1}. The decision maker considers each criterion
separately, assessing the relative uriliry for different crive-

rion levels. The criteriz are weighted to represent their
refative impertance to the decision maker. The aggregace
usilisy for each alrernative is determined by computing the
weighted sum of the individual urilities for each criverion.
Alternatives are compared on the basis of overall urilities.




ADVANTAGES

Valuing alternatives using measures like expecied pay-
off or costs ignores the preferences the decision maker
may have for incremental benefits or costs. Utility assess-
ments transform these preferences into quantitative scales
which can be combined to determine aggregate urility.

Where a complex alternative must be evaluated, this
technigque requires the decision maker to consider only
one criterion at a time. This simplifics the assessment tash
and increases the consistency of subjective judgments.

LIMEITATIONS

Not all qualitative criteria can be assessed quantica-
tively. e.g., political acceptability. Multiple criteriautility
assessment makes no allowance for preferences which
change over time.

REQUIRED RESOURCES

LEVELOF EFFORT

Mulriple criteria utility assessmentroquires the cooper
ation of the analyst and the decision maker. The analyst
frames the decision situation by identifying alternatives
and working with the decision maker to specify critera for
evaluating the alternatives. The decision maker quantifies
his preferences in the form of a udility funcrion for each
criterion. Aggregaring utilities is then a straightforward
analytical task.

SKILLLEVEL

Effective communication berween analyst and decision
maker is essential for eliciting utility funcdons and weighs-
ing criteria. The analyst must be able 10 evaluate the de-
gree to which each alternative meets the criterionin ques-
Hon, a process which can involve subjective judgment.

TIME REQUIRED

Determining utility functions and checking for consis-
tency can take half a day. Otherwise, the computations
and evaluations are not time-consuming, provided neces-
sary information is available.

DESCRIPTION OF TOOL

REQUIRED INPUTS

The criteria by which the alternatives are judged must
be specified. The criteria may be derived froman analysis
of objectives {Objective Trees, OBT, page 49) or from the
nature of the decision situation. The alternatives must be
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FIGURE 2
Utiliey Function
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sufficiently detafled so that the decision maker can judge
the extent to which each meets the criteria.

TOOLOUTPUT

The first products of the mulriple criteria urilivy assess-
ment techurque are the utlity functions corzesponding to
each criterion {see figure 2). These transfer the criterion
levels to utilities {e.g.. the uvtility of 65 bushels per hectare
is 75*). Usility fanctions can be analyzed to indicate the
underlving preferences of the decision makers, e.g.. a pref-
erence to avoid risk fsee Bierman. etal.. 1973).

In a decision sitwation. the ultimate resultisa quantira-
tive ranking of the altemnatives by decreasing aggregate
urility. This measure can be used in orher techmiques
where alternatives are evaluated using multiple criteria
{e.g.. Cost-Effectiveness Analysis, CEA. page 219;.

IMPORTANT ASSUMPTIONS

Utility is a measure of satisfaction with an outcome
and has the property of additivity. Utilities assessed for
more than one criterion may be added to indicate a prefer-
ence based on complex muld-dimensional judgments {see
Rating Scales, RTS. page 291,

The criteria applicable 1o a decision are fixed dimen-
sions for assessing the degree to which an alternative pos-
sesses each of the attributes, e.z.. the dimensions de not
vary from alternative to alternative in the decision situa-
tion although the criterion level for each alternative varies.
That is, subjective preferences are consistently applied to
all alternatives in the decision situaten.

'L_itililies are dimensionless, but mayv be thought of as percenzage
relarive to complete satistaction | 100%} with a criterion level.
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METHOD OF USE

GENERAL PROCEDURE

1.

b

Identify the decision criteria used to assess each alrer-

native.

1.1 Determine nominal scale categories for the guali-
tative criteria (see Rating Scales, RTS, page 29).

1.2 Determine the practicel limits for quantifiable
critesia. e.g.. yield per hectare may range from 10
to 105 bushels.

. Construct a utility function for cach qualitative crite-

rion.

2.1 1dentify a most preferred and a least preferred
level.

2.2 Assign atilities of 100% and 0% satisfaction.

2.3 Assess the utilities for imtermediate levels of the

criterion.

. Construct urility functions for each quantitarive crite-

rion.

3.1 Assign 100% utility to the quantitative criterion
level, just beyond the practical limit whick is most
preferred.

3.2 Assign 0% utility to the criterion level at the other
extreme of the practical range of values.

3.3 Assess the uvrility value which indicates the per-
centage satisfaction with intermediate criterion
levels, e.g, “if your satisfaction with a harvesz of
105 bushels is 1009, then what is your satisfaction
with 60 bushels per hectare?”

3.4 Connect 2 curved line through the intermediare
utility values (see figure 2.

TFest the internal consistency of the utiliry assessments.

4.1 Pose questions like: “You have said that you
would be 25% satisfied with 35 bushels and 75%
satisfied with 60 bushels. Are 60 bushels actually
preferred three times as much as 35 bushels?”

4.2 1f the answer is no. then adjust one or both udliry

assessments.

Considering one criterion at a time, determine the util-

ity for each alternative.

5.1 Construct the utility matrix {figure 1).

5.2 Using the utility function for the respective crite-
rion, evaluate the udlities for the various alterna-
tives by assessing the criterion level achieved by
each and then using the urility function to read off
the corresponding utility.

5.3 Enter these percentagesin the rows corresponding
to that criterion of the utility mawix.

FIGURE3
Utility Functions for Evaluating
Farmer Contact Strategies
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6. Weight the criteria.

6.1 Ask the decision maker to order the criteria by in-
creasing importance to the decision.

6.2 Assign 2 weight of 1.0 te the most important cri-
teria.

6.3 Ask the decision maker to indicate the fraction
corresponding to cach remaining criteria, e.g,. “is
this criterion one-half or one-third asimportanz as
the most important criterion?”

7. Compute the aggregated utilities.
7.1 Multiply each utility by the weight assigned to the
respective criterion for that row of the matrix.
7.2 Compute the aggregated utility for an alternative
by summing the weighted utilities across zll ¢
teria. Referring to figure 1, for alternarive A:

Aggregate utility of A= w;Ug+. ..+ wuUsy

where

Up , = utility of alternative A for criterien n

wy, = weight of stk criterion {a positive fraction
less than 1)

7.3 Rank-order the altematives by descending values
of their aggregared utility. The alternative giving
the greatest satisfaction is the one having the great-
est aggregated utility.

EXAMPLE

The Temasek Ministry of Agriculture was considering
two alternatives for disseminating innovations to small
farmers: A} establishing farmer training centers at stra-
tegic locatrions in the region, or B} stwengthening and ex-
panding the agriceltural extension service. The effective-
ness of the alternatives were evaluated using three criteria:
1) the number of farmers contacted per year: 2} the per-
centage of farmers contacted having holdings of 10 hec-
tares or less; and 3) the accessibility of the approach. Crite-
rion (3) was formulated as a qualitative assessment of the
ease with which farmers could use the system.

Utility functions were derived for the three criteria (see
figure 3). The Ministry of Agricvlture decision makers
placed a high utility on reaching a significant percentage of
small farmers. Also, no utility was associated with reach-
ing less than 500 farmers as this was the present level of
contact for the existing extension program. The practical
limit for criterion (1) was the total number of farmers in
the region, estimated at 10,000.

A utlity matrix was constructed, and the utlities of
the alternatives were evaluated {see figuze 4). Considering
criterion {2}, the mobile extension workers could be more
selective in contacting farmers, while only the larger farm-
ers would tend 1o use the training center services.
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FIGURE4
Utility Matrix for Ministry of Agriculture
Farmer Contact Strategy

Alternatives
=z A B
e Training | Swengthened
Criteria W é Centers Extension
1. Total farmers
contacted 1.0 30 o0
2. Percentage
small farmers | 0.3 75 50
3. Accessibility |G.3 25 73
A"
Weigheed total 140 1225=123

The importance of each criterion was evaluated and
weights were assipned {see figure 4}. The total number of
farmers reached was judged to be twice asimportant as the
other decision criteria. The weighted aggregate vtiliry for
each utility was computed. For example:

Aggregate utility for alternative A = {1.0590; +{0.5}{73}
= (0.5)(25) = 140

The weighted aggregate utility for alternative B was com-
pured at 123. Conseguently, the farmer training center
strategy was preferred. The aggregated utilities were then
compared to projected costs (see Cosz-Effectiveness Anal-
vsis, CEA, page 219}

THEORY

Huber {1974) identifies two methads by which melti
ple criteria utility assessment is carried out. The method
shown here has been the client-explicated model, since the
client {decision maker) indicates his vtility for various
“evels of each criterion. In the observer-derived model, the
client is asked to make a global judgment of the overall
utility associated with a set of critericn levels. The clieat
estimates the utlity for several such sets; regression anal
vsis {see Regression Forecasting, RGF, page 160 is used
to estimate the urtilities associated with each criterion.
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Surveys

PREREQUISITETOOLS

Questionnaires, YTN, page 14,

USAGE

PURPOSE

A sample survey is used 1o gather information from a
fraction of a subject population in order to identify and
measure i1 attribures.

USES

A sample survey can be used zo:

1; Explore the issues. opinions. and attitudes of inhab-
itants of a region or aselected zarget populartion.

2} Test fundamental hypotheses and assumptions
which have been developed by a pllot study or orher ex-
periment.

3) Provide feedback on the progress of a preject by
measuring the delivery of services.

4) Form the basis for a post facto evaivadion of the
overall effectiveness of a project by measuring its impact
on recipients and non-recipients.

5% Quanrify statistical dara used in the cost-benefic
analysis (CBA. page 212} and cost-effectiveness analysis
{CEA, page 219} of proposed projecss.

KEY DEFINITIONS

15 A subject population is the ser of all evenis orenri-
ties which possess cervain specified characteristics, eg., all
married couples in a region of the country of Temasek.

2) A sample is a subset selected from a subject popula-
tion, the artribures of which are assumed ro kdld rmue for
the total population.

3) A measuring instrumens is a technique for sliciting
and measuring responses from a subject.

4; A census isa survey of all members of a subject pop-
ulation.

3} Participant observarion is the garhering of informa-
tion abour and impressions of a selecred group by direct
interaction over an extended peried of time, e.g.. a social
scientist living in a village to interact and observe behavior
patterns, social relationships, and economic structures.

SHORT DESCRIPTION

A sample survey is a means of gathering maximem in-
formation at minimum cost. A sample of the subject popu-
latior: is selected based on the purpose of the survey and
time and cest limitations. Two common measuring instru-
ments are used to gather information: interviews (FVW,
page 23) and questionnaires {QTN. page 19). They may
be used together and administered by trained personnel

Survey results are rabulated and apalyzed in order to
assess characteristics of the subject population. Suzveys



are used in evaluation research for the “assessment of the
process and/or consequences of defiberate and planned
interventons™ (Warwick and Lininger, 1973, page 51,.
Using rating scales (RTS. page 29) and statistics see Histo-
grams, HIS, page 15317, theanalyst makes inferences about
the need for. the progress of. and the impact of develop-
ment projects. These inferences are tested using the sam-
ple survey resalts.

ADVANTAGES

1) Information abeut a population may be gathered
from a fraction of the population. This minimizes exper-
sive data gathering costs.

2; A great deal of information can be gathered by
making a careful selection of a representative sample.

3) In contrast to participant observation. a carefully
designed survey permits generalization abour the char
acteristics of the population as a whole.

4} Because fewer interviewers are required than for a
census. the training and control over them is usually
better.

LIMETATIONS

Even a small survey may be prohibitively expensive.
particularly if accessibility to the subject population and
training personnel are factors.

Biases in the information gathered and the sampling
procedure may lead 10 erronecus inferences.

The return for mailed questionnaires is typically verv
low and may jeopardize the validity of the results. How
ever, personal interviews introduce an additional source of
bias {sec Interviews. IVW, page 23],

A sample survey is less useful than participant observa-
tion when the analyst knows lirtle about the society under
study.

REQUIRED RESGURCES

LEVEL OF EFFORT

Surveys are normally major undertakings. The decision
rmaker will have to weight the costs against the benefits
{see Cost-Benefit Analysis. CBA, page 212} before under-
taking the survey. The analyst will expend the major effort
in designing the survey and analyzing the responses. If
interviewing is desirable, the selection. training, and super-
vision of interviewers is crucial.
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SKILL LEVEL

Survey design requires a good deal of rescarch know-
ledge and statistical sophistication. Skills in selecring
representative samples. constructing questionnaires, and
znalvzing data arc essential.

TIME REQUIRED

A sample survey can be a very time-consunting process.
not only in actually conducting the survey butin the plan
ning and analysis stages. A critical path schedule is pre-
sented as an example in Gantt Charts (GNT. page 232 tor
a 33-day task.

SPECIAL REQUIREMENTS

A variety of statisticz] packages are available on com-
puter programs. However. to use them to analyze sample
survey results. the data must be coded in compatible for-
mats see Questionnaires. QTN page 19 Though not
smictly necessary. computerized rechnigues have the great
zdvantage of shortening the time required to analyze re-
sults 2nd permitting complex statistical measures to be de-
rived from the dara.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1} A simple random sample is made so that every mem-
ber of the target population has an equal probability of
selection,

2% A stratified sample selects a proportional sample at
random from each of the groups in a stratification of the
total population. e.g., the sample inchides an equal num-
ber of randomiy selected individuals from low. middle.
and high income strata.

3% Chester sampling is the process of randomly select-
ing several clusters of subgroups from the total population
and surveving all members of the selectred subgroups. e.g..
only three villages are selected in the region of the subject
population, but every inhabitant of the village is inter-
viewed.

43 Multistage sampiing draws random samples in
stages. The first stage selects random groups within the tar-
get population. A second stage randomly selects sub-
sroups tor individuals) from within the groups.and so on.

REQUIRED INPUTS

The problem definition. the desired subject popula-
tion., the measuring instruments, and the sample size are
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necessary inputs for a survey. The decision maker has to
interact with the analyst to determine the sa:pic size. The
size will affect costs as well as reliabilicy. A choice besween
potential measuring instruments is made dependic. ;3 nn the
type of problem being faced. the costs of using the instru-
ment. and the expected time lag before arriving at a final
analysis.

TOOL OUTPUT

The tabulation of rhe responses is of primary inzerest vo
the decision maker. The simplest type of cutput would be
marginal rabulations. indicating how the population is dis-
tributed across alist of categories. For exampie:

Religion Percentage of Population
Protestant 157
Catholic 5
Muslim 307
Buddhist 4075
Other 10
TOTAL 100%

Hence. Mustims would form 30% of the subjeci popula-
tion (sec Histograms. HiS. page 131).

Another cutput is “'correlation analysis.” This analysis
shows how variables are related to cach other. For exam-

ple:
Response on Birth Control
Opposed  Indiffetent  Agree
Protestant 1o e 905
Catholic 6075 30% 10%
Muslim 35% 10% 35%
Buddhist 107% 10% 80%
Other 2% 15% 83%

This ourput would indicate that Catholics and Muslims
generally oppose birth control. Hence. the decision maker
may have o consider strategies to establish linkages with
Catholic and Muslim priests if birth controlis to be imple-
me=nted (see Regression Forecasting, RGF, page 160}.

A final type of output is due to “longitudinal re-
search.” where the attributes of a population are measured
at two or morte points in dme. The resultsare used to indi-

cate changes in measured attributes which are caused by
planned interventions. For example, the effectivenessofa
birth contrel education program would be assessed by re-
peating the survey of attitudes at several intervals after the
program had started.

IMPORTANT ASSUMPTIONS

A sample population can be randomly selected to be
representative of the subject population. Measuring instru-
ments arc unbiased. The inferences from the sample re-
sults to the rarget population are statistically valid.

METHOD OF USE

GENERAL PROCEDURE

Since sample surveys vary greatly in purpose, design.
and exccution, below is a broad skewch of the steps
involved {for a more detailed description. see. for exam-
ple. Warwick and Lininger. 1575},

b
H

Specifv the purpose of the survey and its uses.

2. Mensify che subjece population.
2.1 Consider the kinds of inferences whick are to be
made.
2.2 Consider the accessibility and cooperativeness of
the subject population {they may have already
been saturated by surveys or experiments).

3. Select asample method:
a} Simple randem sampling,
b} Stratified sampling.
¢} Cluster sampling, or
d} Multi-stage sampling.

“
",
i,

4. Determine the best sampling size.

4.1 Consider the desired accuracy and reliability of
tite survey results: the larger the sample, the more
relizble the inferences about the target popula-
tiom.™

4.2 Consider the cost of gathering data: the larger the
sample, the more time or persornel required.

4.3 Consider the cost of processing the data: unless
the results are processed automatically, the
smaller the sample, the less the cost in both time
and effort.

4.4 Consider the desired discrimination®™ in target
population: the more homogenecus the target
population, the smaller the sample may be.

*Statistical reliability is proportional to the absolute sample size,
not the fracrion of the target populacion.

*~This isrelated to the sampling method selected and the consider
ation in 4.1. Statistical reliabifity ¢f quantirative ateributes can be
determined analytically {sce Warwick and Lininger, 1975).
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. Specify the measuring instrumenc and train personnci.
5.1 If a questionnaire isused. determine how it will be
administered [sec Questionnaires. (JTN. page
19).
5.2 If direct interviews are used, sclect and train cthe
interviewers, taking into account cultural compat-
ibiliry with the target population.

6. Design the survey questionnaire and pretest {see Ques-

tionnaires, QTN, page 19).

6.1 Dewermine if both open-ended and close-ended
questions are necessary. The former will require
more training and interpretive analysis of results.
Correct any deficiencies in design by pretesting on
a small sample of che target population. If this is
not desirable. then pretest on a group which
matches communication characteristics of the tar-
get population. ¢.g., literacy level, candor. cooper-
anveness.,

6.2

7. Conduct the survey.
7.1 Arrange necessary wransportation,
7.2 Moniter interviewers by spot-checking survey re-
sults,
7.3 Start analyzing resules immediately in case adjusz-
ments to the questionnaire or the interviewing
procedure are necessary.

8. Tabulate and analyze results.
81 Prepare histograms for quantitative measures ang
compute descriptive statistics {see Histograms,
HIS, page 131).
8.2 Interprer and summarize open-ended responses
{see Delphi, DLP, page 168).
8.3 Analyze results to test statistical inferences.

9. Report conclusions.
9.1 Include questionnaire and sampling proceduze as
appendices.
9.2 In addition to presenting data and summary statis-
tics, reflect on implications of the resuls.

EXAMPLES

The examples of sample surveys cross many fields and
address a variery of purposes. Glock {1967) provides ex-
amples of how surveys have been used in sociclogy, eco-
nomics, social work, and education.

The Survey Research Unit {Illo 2nd Lynch, 1975) has
been extensively invoived in data gathering for the Bicol
River Integrated Development Program in the Phillipines.
The issues addressed range from social indicators such as
“The Quality of Life” to vield data on rice production.

SURVEYS -
Mann (1974 describes a comprehensive survey con
ducted in Africa to identify the problems of siali farmers.

THEORY

Survey rescarch has developed into  theoretical areu in
its own tight < Festinger and Kate. 1953, and Warwick and
Lininger, 19751 Effective use of measuning instruments
are described in Young {1956 and Cicourel 1964,

The underlyving theory upon which sample surveys are
based is the process of statistical inference and hypotheses
testing. Mevers and Grossen 1974 describe basic statis
tical methods, and Smith {1975 gives a usefal sreatme e
of these methods in relation to sample survevs designed w
gather quandtative project data. Kearl (1976 presents o
collection of experiences. rules-of-thumb. and common
sense in the design and exccution of sample survers.
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Organizational
Climate Analysis

PREREQUISITETOOLS

None,

USAGE

PURPOSE

Organizational Climate Analysis determines the orga-
sizational climate required 1o achieve desired behavior
{rom a rarger grownp within an organization.

USES

Climate analvsis may be used to:

1) Identify organizationdd ariributes iclimate) which
atfect behavior.

2) Compare the climates of similar organizations. e.g..
sccandary schools within a country. or divisions within an
army.

KEY DEFINITIONS

1) Organizational climate is the relatively enduring
guality of the internal environment of an organizarion
that {a) is expericnced by its members. (b) influences their
behavior, and {c) can be described in terms of the values of
a particular setr of characteristics {(or atibutes) {Tagiuri,
1968).

25 A targer group isa number of individuals with some
common roles or characteristics. Examples are studentsin
a school and employeesin a government agency.

33 Organizational arrributes include the elements or
components of an organizational system and the inter-
rclationships amonyg them.

3) Measuring instruments are technigues for eliciting
and measuring responses from a subject. Examples are
questionnaires {QTN, page 19} and interviews (IVW, page
23

SHORT DESCRIPTION

A ser of measurable organizational ateributes which can
be used as criteria for describing an organization’s climare
is determined. Measuring instnements, which engage
people within the organization, are ther utilized o deter-
mine the desired values of these atmibutes and thusthe de-
sired organizational climare. The present organizational
climate is then determined through observing and objec-
tively measoring the behavior or performance of the rarget
group. Analysis of the chimate and behavior thenleadstoa
proposed organizational climate which can encourage de-
sired behavice,

ADVANTAGES

Quantitative measures of organizaticnal atiributes are
identified which help to determine the achievement of the
desired organizational climate.




LIMITATIONS

i 1f the people within an orgenization are unable to
express their perceptions about the organizational ai-
tributes. then adeguate measurements cannot be ob-
tained.

2) The analysis requires an external censultant whose
services may be expensive.

3) If the cooperation of the targe: group is not forth-
coming, the tesuits of the climate analysis may be invalid
or unacceptable to the targer group.

REQUIRED RESOURCES

LEVEL OF EFFORT

The analyst will expend considerable effort helping the
decision maker to identify the desired types of behavior
and the organizational attributes of the climate: to pro-
vide measures for these attributes, to construct measuring
instruments {and possibly administering them:. and to
analyze the results obtained.

SKILL LEVEL

The analyst should have a strong background in orguni-
zational theery and its related aspects in psychology and
sociclogy.

TIME REQUIRED

The climate analysis is a major effort which takes ar
least 2 month. The time required varies with the size of the
rarget group, the number of crganizations. and the ac-
curacy desired.

DESCRIPTION CF TOOL

REQUIPREDINPUTS

Perceptions about the organizational climate are so-
Hicited not only from the target group, but from other in-
dividuals within the organization.

Behavior may be judged by several criteria. including
routine job performance, creativiry. and scholastic ability.
These are operaiionalized into measurable criteria, suchas
number of cars assembled per hour, number of ideas
generated, and grade point average, respectively. Objective
Trees (OBT, page 49) may be a useful technique for deter-
mining these criteria.

Sells {1968) identifies eight criteria to be considered in
climate assessment {see figare 1},
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FIGURE 1
Dimensions to Be Considered in Chimate Asscssment

1. Objecove and Goals
4. Remoteness of gwoals
b. Formal vs.informal mode of designation

c. Unitary ve. multiple goals

2. Philosophy and Value Systems

a. Dominant cconomic values with respect to t
sues of property. profit, taaation. clo.

b. Status and value accorded the individual.
mineritics. dependent individuals. and groups

3. Personnel Composition
a. ingellecrual potential

b

b. Physical traiss

¢. Position in status hicrarchy
4. Organization

a. Size

b. Differentiation

<. Autonomy

Technology

¥

a. Produces and services involved
. Typesand degree of technological compiesin
6. Phvsical Environment
3. Social isolation
b. Types of furnishings
7. Social-Cultural Environment
2. Language
b. Living standards and routines
¢. Recreation
8. Temporal Characreristics
a. Duration of individual participarion
b. Extent of daily parzicipation

TOOL OUTPUT

The analyst will tell the orgarizational decision
maker!s; which organizational attribures are aiding und
which are hindering achievement of the desired behavior.
Discussion between the analyst anéd the decision maker
will then determine the changes to be made in the organi-
zational climate.

METHOD OF USE

GENERAL PROCEDURE

This procedure may be followed in a climate analysis.
Note thar these steps are meant to provide only a generzl

understanding.
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1. idetermine the basis for a climate analysis.
1.1 tdentify the turget group (in consultarion with the
decision maker).
1.2 1%fine desired behavior from the target group.
1.3 i compurison of organizations s to be done,
determine the number to be incleded in the study.

2. Obtain operational definitions of climatc and behavior.

2.i identify one or more measurabic attribuzes for the
organizational climare. The atwibutes may be
comprehensive or they may be sclectively per-
ceived.

2.2 Define objective crizeria for measuring behavier.

3. Mecasure climate and behavior.
3.1
3.z

Identify individuals in the target groups

Construct a measuring instrument for discovering
individual percepticns (see Rating Scales. RTY.
page 29, and Questionnaires. QTN page 19).
Administer the measuring instrument {sce Inter-
views, VW _ page 231,

3.3
3.4 Obtain objective measures of individual behavior
by observation and from pastrecords.

4. Analyzeresuits.

4.1 Analyre the responses to determime the percep-

tions of the orgenizational climate.

4.2 Aggregate the responses for cach organization to
provide a measure of climate for the organization.
4.3 Cowmpare the measured atiributes with the mea-
sures of behavior to determinge which ariributes
sigmificantly affect behavier (sec Regression Fore-
casting, RGF. page 166).

3. Propose the desited organizational climate.

3.1 identify those artributes which seem to signi-
ticantly affect the desired behavior.

5.2 Propose an orgenizational climare which may
achieve the desired behavior.

EXAMPLES

Shukla {1974} interviewed 23 people {faculty, st~
dents, staff} in a university department to assess the or-
wanizational climate. This climate analysis was intended to
serve as a basis for: 1) changing policies in the department
by the top management, 2} identifying tezching needs of
the faculty. and 3) changing organizationalatiributesand
practices. Some of the organizational atrributes identified
were decentralized decision making, interpersonal rela-
tionships, cohesiveness, rewards from teaching, facuity
workload distribution {research. teaching. and advising},
flexibilitv in choice of courses for students. student and

faculty perceptions of independent stwdy, departmental
goals, and admission requirements.

Pace (1968 synthesized the results of several climate
analyses related to the measurement of college environ-
ments, Dimensions of the college climate were scholarship
‘e.g. intelicetual orientarion of students). awareness {e.g..
self-cxpression), practicality (e.g.. vocational student cul-
ture}. burcaucracy fe.g. faculty affifation}, and propriecy
‘.. social conformity]. These dimensions and their az-
tributes were then related to some measure of behavior.
e.g.. high produceivity of scholars, research work.

THEORY

The analysis of organizations encompasses a variety of
disciplines including political science, social psychology.
sociology, public administration. micre-economics. busi-
ness and management scicnce. and industrial engineering.
The analvtical bias depends largely vpon the function of
the organization.

Organizational Climate Analysis focuses on identifying
the attributes which will enable a diagnosis of problemsin
the organizational environment. and assessing qualitative
factors with which to measure improvement. The focus is
largely on interpersonal factors and the orientation is
social-psychological,
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Detining Objectives

Function Expansion
Objective Trees -
Intent Structures

Defining project objectives is a universal imperarive of a systems approach. Objectives are
often unspecified. Mli-defined, nonconsensval, and/or time-varying. Three technigues were
selected which address these characteristics. Two techniques focus on structuring objectives
in 2 hierarchy {Objective Trees and Intent Structures). A third tool derives from systems
engineering and represents a hierarchical view of system function (Function Expansion). All
three assume that defining objectives is a realizable task.




Function Expansion

PREREQUISITE TOOLS

None.

USAGE
PURPOSE

Function expausion identifies the function of a system
andrelatesit toa funcrion hierarchy,

USES

Function expansion can be used zo:

1) Generatea hierazchy of funcrions,

2) Select a necessary function in the hierarchy fer
which a system is to be designed.

3) Communicate and facilitate understanding of the
system’s function in a hierarchy of systems.

4) Create cohesiveness among group members in mov-
ing toward a common function and related project goals.

5) Provide input to other tools, e.g.. IDEALS Smategy
(IDL, page 231).

KEY DEFINITIONS

1) The funcrion is the primary concern of z system.
e.g-. the mission of a project.

2} A system isa collection of components which inter-
act toachieve a common function.

3% Funcrion hierarchy is an ordering of system func-
tions from the most specitic to the broadest function | see
figure 1;.

4; The goal of & project is a value judgment which
satistics one or more needs, It measures the effectivencss
of achieving 2 function. For this teol, a goal is ty pically to
minimize costs. maximize profits, or reduce overtime.

SHORT DESCRIPTION

A function expansion is a Hst of transitive acrion verbs
which describe the functions of systers. A function
expansion excludes zerms such as “maoke o profit™ wr
“zainimize costs,” since these are goals or desired incusures
of effectiveness for achieving a funcrion. The functon of a
system describes what a system should achieve: the syszem
ourput describes what form the achlevement takes.

A funcrion hierarchy is created from the tunctien ex-
pansion list. z corresponds to an expanding perspective on
the defined scope of a system—each system is part of &
larger system, and so on {see figure 1).

ADVANTAGES

1} Efferss to idendfy problems with the existng svs
tem usuaily make people defensive and uacooperative. By
concentrating on the functions of the system being
analvzed or dosigned. all people may be effectively in-
voived.
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FIGURE}
Pundrion Hierarchy for Employment System

Mot Unique Speciiic Function

1. Frovide lisr of 3ob Gpportunities

2

. Communicate job opportamities

1o uneniploved people
pioyed peop

o

Match job specitications with applicant

speditication
4. Get prople and obs together
5. #ind emplovment for people

6. Fill vacandes in companies and

guw.-mmmn
7. Have jobs and services carried out
8. Getjubs done
9. Provide services
10. Keep cconomy ﬂ'unctiwnning
31, Promore general welfare

Most General Function

2} Avtention to {uactions, rather than poals. facilitates
alternative idea generation because s goal (as defined
above) imples an evaloation criteria, Evaluation must be
deterred when genvrating ideas (see Brainstorming, BSG,
page 3).

3} Ureativity in developing soloations is encouraged by
inowing all the levels in the hicrarchv of finctions. The
decision maker can focus on system function rather than

on describing unnecessary current aciivites.

LIMITATIONS

1) ldentitying the real functions of a systenimnay be no
casicr tharn idenrtifying problems. It requires insight and
knowledge abour the systen.

2} Svystems arc often composed of many subsystems.
cach with a varicty of functicns. Identifying all of them
can be taxing. Ordering the function expansion in a hier-
archy gives structure or priorities to the functions. There
may be noagreement on the final order.

3) Most analysts tend to contfuse goals with funcrions.
Specifying 2 svstem's goal rather than its function does

e
not really characterize the system’s primnary concern,

REQUIRED RESOURCES

LEVELOF EFFORT

A enction expansion group exercise must be arganichd
and directed. The Nominal Groap Technigue (NGT. page
14j is oiten used to identify functions or purposes. though
interacting groups can be used.

SKILL LEVEL
Function expansion wroup exercises require skill in
leadership and experience in group processes. Someone
- £ - -
must be able 1o direer and channel the discusstons, avoid-
ing 1ime-consnminyg digressions ubour problems and prob-

lem identification.

TIME REQUIRED

The time required depends spon:

1; The complexity of the svstem under stody.

2% Previvus hknowledye of the system or similar svs-
TLIMls,

Complering a funcrion expansion typically requires less
than a dav. In the desiin process. more time mav be re-

yuired torevise the funerion hierarchy.

SPECIAL REQUIREMENTS

A group tunction expansion exercise is facilituted by
asing « blackboard - or flip chart} and marking pens. Space
fur posting flip chart pages for easy viewing is desirable.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1t Aregulerity is the most frequenty occurring ¢ or the
most important ; condition of severat characteriszics.

2: Quepnes are the desired and the undesired resalts of
the ransformation process of a system. The desired resnlrs
cnable the svstem ro achieve its function.

REQUIRED INPUTS
Developing a functicn expansion for a system requires:
1) Familiarity with svstem or source of expressed
nccd.
3 Expertise in leading group processes.
) Pardcipation of people in the system. users of the
svstem results, experts. and decision makers.

2
3




TOOLOUTPUT

A function expansion produoces a list of ali passible
functions of the system. arranged in a hierarchv. This hier-
archy can be used as an input to the design of svstems
using other methods such as the IDEALS Serazegy (DL,
page 231).

The hicrarchy provides a greater anderstanding of the
system under study and its relation to larger systems, of
which the system may be a compeneat.

IMPORTANT ASSUMPTIONS

1} A system is designated as such because it has a fune-
tion or funciions.

2) Every system is part of a larger system,

3) Every system may be divided into subsystems or
components.

+4) A hierarchy of functions corresponds to the hier-
archy of syszems (and subsystems).

The System Definition Matrix {SDM. page 67 dis-

CUSSCS thCSC assumptions.

METHOD OF USE

GENERAL PROCEDURE

1. Generate function statements by considering desirable
outputs.

1.1 Involve concerned people in gencrzting funcrion
statements using, for example. a Nominal Group
Technique (NGT, page 13). The group should be
heterogeneous, involving clients. workers, deci-
sion makers. and managars.

ot
.
i~

Define a function stzzement in the form of a traa-
sitive action verhb and an object. This allows
members of the project group toreadily visualize z
system’saction. Typical functions are:

Suppiy services
Donzte manpower
Distribute health supplies

Awoid verbs which imply the movement of the pre-
sent condition toward a2 more desirable stare.
These are more often end goals or objectives,
rather than the purpose or primary concern. Some
constrircrions o avoid are:

Increase profits Optimize material usage

Decrease expenses Avoid waste
Make money Increase machine
Improve productivizy urilization

FUNCTION EXPANSION 47
A function statement is the st or resuft “char o
system achicves, or is expected o achicve, with no
reference to how  who. where. when, etet or how
well | quanzides, qualizies: the system operates o
isexpeeted to operate™  Johnson, 1975

Avoid tying muktiple functions together with
words like “and™ or “in order to.™”

14

2. Sefecr the most specific primary tuncrion of the sys
tem.

2.1 Select the initial specitic tunction from the Hatof
possibie functions by using 4 comparison rest. 2.k
a guestion Jike. “Is the function of the systemn: to
cfunction 1} in order to {function 2i or vice
versa? " For example, is the function of the system
to “irrigate fields™ in order to “regulate water
flow.™ or is the function 1o “regulate water flow™
in order 1o “irrigate tields™? Clearly “regulate
water flow™ is a function of the more nurrowly
detined system. Similarly. to “irrigate felds™ is
moere specific function of a system to erow
crops.”

Write the selected function at the top of « large

sheet of paper or flip charz.

b

Expand the function into a hierarchy.
3.1 Ask the group. “What is the most immediate or
direct function of this ideatitied function?” For
cxample, the function of the system to “regulare
water” is 1o “irrigate flelds.™ Ask rhe same gues-
tion tor irrigating fields.

Repeat step 3.1 until newly idenrified funcrions
are bevond the scope of study. The functions are
thus arranged in a hiecarchy. This process will
stimulate the creativiey of the group and identify
functions that were not on the original fist.

4. Select the function level on which planning and design
shouid concentrate.
The recommended solution or system resulting from
such efforts should achieve at least this function.

Precautions
i} Do not confuse a goal or end result witk a function.
“Mzke a profit” or “decrease poverty’ are goals, not func-
fons.

2) Do not branch away from the main funcrion in an
atternpt to include ali possible sub-functions. The func-
tion expansion will become too unwieldy. The concepr of
regularity helps aveid this pifall. if the function expan-
sion is not focussed on the most regular, dominanz func-
tion in the system, then the expausion may go off on tan-
gential, less important funcdons.
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For example. the function expansion for a library may
develop as shown in figure 2. The funcrions are arranged
{rom the most general to the most spcciﬁc functions.

FIGURE2

Forecasting the Function Expansion on the

Most Regularly Occurring Concern

Circulate Books

A

Catalog Books

A

Siore Books

- .

Obtain Books Bind Beoks

A A

Order Becks Order Binding Materials

3; IYo not make big leaps in the function hierarchy.
The logical flow from specific to more gencral functions
miust be mainzained. It is better to be redundant. e.g.. re-
phrasing a function with slightly different words. than to
risk being incomplere.

EXAMPLE

A funetion expansion was o he developed for an em-
ployment service system, the initial step in the design of
the system. The functions generated in the first step are
listed in Agure 3. Some were identified as goals rather than
functions and were not considered further.

FIGURE3
Function Expansion List for Employment Service

1} Get people and jobs together
2) Find employment for peeplc
Goal — ¥ 3) Reduce unemployment
4) Detzrmine available jobs
5) Determine client job skills
Goal — @ ) Increase employment
71 Aid iob-seekers
8} Fill vacancics in companies and govem-
ment
93 Commanicate job opportunitics o un-
employed people
30) Mazch job specifications with applicant
qualifications
11) Provide staristics about unemployment
Goal ~3w—12) Act as a “thermometer”™ for job needs
10 advise future careers to stzdents

The most specific funciion was identified as “to pro-
vide list of job opportunities.” The function hierarchy was
then developed using some of the other functions (sce
figure 1.

This cxample is continued in IDEALS Strazegy (IDL,
page 2315,

THEGRY

Function cxpansion is based on the fundamental char-
acteristic of a system: its function (Nadler. 1867} A sys-
tem is a collection of clements and dimensiens which
interact toachicve a common function {see System Defini-
tion Matrix, SDM. page 67}.

Starting with the basic premise that a system is desig
nated us such because it achieves an identifiable function.
functions can be identified for a hierarchy of systems. The
principle of svstem hicrarchy has two parts:

13 Every system is part of a larger system.
2 Every syswem can be divided into subsystems or
COmMpONEnts.

Since cach system ina hierarchy of systems has a function.
the hicrarchy of functions corresponds to the hierarchy of
svstems. The function hieraschy begins with the most
specific primary function and cxtends to the ultimate.
more general function of the lurgest system of interest
{region. state. nation. world. etc. b

Many of these ideas abourt sysrems and systems deserip-
tions draw upon the bedy of knowledge identified as
General Sysrems Theery.

The effectiveness of the group exercise has been sup-
ported by empirical research into design strategies {Nutt.
197-4).
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Objective Trees

PREREQUISITE TOOLS

None.

USAGE

PURPOSE
The objective tree technique helps 10 define project
objecrives and provides a way to order ther in 2 hierarchi-

cal sructure.

USES

An objective tree is used To:

1) Provide a guiding rationale for systems design and
evalnaticn.

2j indicate how the attatument ot sub-objecrives con-
mibutes to the accomplishment of higher level objectives.

3) Show how objectives for a project are interrelated.

4) 1dentify criteria for evaluating alternative means.

5) Help assess the level of impact or scope of a project.

6) Provide necessary inputs ro other technigues. such
as Logical Framework {LGF. page 260; and Planning, Pro-
gramining, and Budgeting (PPB. page 236).

KEY DEFINITIONS

1) An objecrive isa specific statement of purpose ex-

pressing a desired end. The usual form is:

Infinitive + Object + Qualifying Phrases
{sce tigure 1

2, A rree graph is a set of linked clements where onldy
one link exists berween any two factors {see Tree Die-
grams, TRD, page 74>, The clements in an objective tree
are the objective statements or phrases see figure 1.

3; Means-ends wealvsis is the ideatification of alterna-

tive actions to achieve specitied ends.

SHORT DESCRIPTION

Cbicctive trees may be constructed 1o aid project de-
sign and evaluation. An objective tree consists of project
objectives linked hierarchically in a tree graphi: objectives
at 2 lower level contribute to the artainment of an objec-
tive at a higher level (sec tigure 1. The objectives which
are measurcd to indicate the success of a project are wsu-
ally found at the lowest level.

Objective trecs are one of the many forms of tree dia-
grams {TRD. page 74 and are closely relared ro means-

ends analysis.

ADVANTAGES

1 The objective tree allows a fgorous development of
explicit and comprehensive objectives. This helps the de-
sign or implementation of a project to achieve the desired
ends.
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FIGURE1
An Example of a Partial Objective Tree Developed for 2 Hydro-Eiectric Project

Proraote Regional Welfare

Increase Emplovment

Provide lobs

Increase Food Preduction

Promote

Navigation

Promote industry Control
Provide Jabs Flooding
in Agriculnure )

Provide Permit

Encrgy

£y Irrigation
2} Since the objectives arc made explicit, the diagram  TIME REQUIRED

is uscful o communicate the relationship between objec-
tives o other decision makers and interested groups.

3) Objective trees may incorporate both quantitative
and qualizative objectives. Qualitative objectives may be
expressed at a lower level of the hierarchy.

4) The process of developing the tree often indicates
interlinking or related objectives which might not other-
wisc be considered.

LIMITATIONS

1} No single objective tree is valid for a particular proj-
ect. Each person will construct an: objective wee in a differ-
ent manner. There is inherent uncertainty and ambiguity
in specifying objectives,

2} The stated and the actual objectives of persennei in
an organization may differ significantly. Determining
actual objectives & a difficult (if not impossible) zask.

3) There may be confusion over means vs. ends. An ob-
jective tree structures the statement of goals {or ends} by
identifring sub-objective {means) to their attainment.

REQUIRED RESOURCES

SKILLLEVEL

Strong interpersonal ckills are useful to successfully ob-
tain the appropriate information for constructing an ob-
jective tree. The ability te logically decompose objectives

is necessary.

The time required depends on the ambiguity and va-
certainty of the cbjectives and the level of detail destred
for the objective mee. A tree may be construcied withina
few hours or over several days, depending on the scope of
the project and the clarity of objectives.

SPECIAL REQUIREMENTS

Indes cards Sor any small uniform blank card} are use-
ful for laving out objectives in a hierarchy.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

The foliowing definitions are #lustrared in figure 2:

1} A guantitative objective represents 2 quantifiably
verifiable end or result.

2y A binary-event objecrive either clearly occurs or
does not occur.

3} Quatitative objectives are judged subjectively 1o
determine if they have been accomplished.

4) A deterministic measurement of an objective is
where the realization of the objective is unequivocally
derermined from numerical data.

5) A probubilistic measurement of an objective occurs
when the atzainment of the objective may not be deter-
mined with certainty, c.g., because of variability of the
data.




6) A logical measuremen: determines whether 2 bi-
nary-event objective has or has not cecurred.

7; An axiclogical measurement involves value jude-
ments, where the data necessary to determine accompiish-
ment of an objective are gathered via subjective methods.
e.g., interviews [IVW, page 23} or sarveys (SVY. page 361,

REQUIRED} INPUTS

One step in designing an objective wee involves classify-
ing the types of objectives. Warficld and Hill (1972 classi-
fy objectives accerding to whether they are guanritasive,
binary-event, ot qualitative, as well as by the method used
to measure the attainment of the objectives. These classifi.
cations arce shown with examples in figure 2.

A guartitazive objective may be measured cither by
deterministic or probabilistic methods, A deterministic
measurement is made when definite attainment of an ob-
Jjective is determined from numerical data.

A probabilistic measurement s made when the col-
iected data are insufficikent ro determine with certainty
that an objective has been attained. This is the case when
data are collected con cnly = sample of the target popula-
tion {sce Surveys, SVY, page 36,.

A binary-evenr objective clearly cccurs or does not
occur. Logical measurement is used zs a basis for deter-
mining whether 2 binary-event objective has occurred.

Qualitative objectives are those judged subjectively o
decide if they have been attained. Axiological measure-
meut, or measurement which is judgmental yet more or
less evident, may be accomplished through interviews
{IVW, page 23} or suzveys {SVY. page 36},

TOOL QUTPUT

The output will be an objective tree which identifies
and links objectives {see figure 1). This is essenzial for
other tools, e.g., Intent Structure {INS. page 55 and Plan-
ning, Programming, and Budgeting {PPB. page 236).

IMPORTANT ASSUMPTIONS

The major assumption underlving the cbiective trec is
the hierarchical relation between cobjectives. The objec-
tives for a project may be uncertain or ambiguous because
they have not been articulated by the interested parties,
and because goals are not constant over rime. The objec-
tive tree technique assumes that the objectives higher io
the tree are less variable over time, and thart they are shared
by alarger number of interest groups (Granger, 1964,

The assumprion thar qualitativ: objectives can be sub-
divided into quantifiable sub-objectives is impliciz in the

OBJUCTHIVE TREES [ 51

FIGURE?2
Examples of Quantitative. Binary-Event and Qualisutive
Objectives Classified by Methods of Measurement

Quanutative Objectives
Dcterministic Measurament
1. Toachiove anraal sales ot ot brast 3150000 8500
2. Tobuild 30 low-mcome howws
3. Toship 300 vnits of the product

4. To increase the schouls wacherstudent ratio to ¢
por TOOD

3. To wbtain charitable centribuozions eveceding
3 1 UG,

Probabalistic Measurement

1. Toachieve o TV vicwing of ar least 10 mghon

2. Te prodece the product wich ne mue than 875 de
feciive

3. To perswade at least 907 of the drivers o wear scat
belts

. Twreduce the erime taze by S00%

3. To tnerease e expoctancy by 10 vears,

Binary-Event Objectives

Logical Measuremeny

b, Twland the plane satcly

2, Two find the losr ship

3. To acguire the new subsidiary

1. To complete construction of the hospital

5. To land a robot on Mars and bripg 1t bach sately in
this contuzry.

Quafitative Objectives

Axzclogical Measarement

1. Toimprove the 2ppearance of the prodece

2. To provide a pleasant and comfortable ride far pas-
W TZETS

3. T improve the health of the cinzens

4. Tubuwild a brauntiinl library

3. To mmprove employee morale.

NOTE: Reprinted from A L'nifiecdd Systems Engineering Concepr
by fohn N, Warfield and J. Douglas Hill by permission of Battelie
Memorial lastitute. Copyrighe (e 1972 by the Bagesle Memoriat
insriture.

technique. {zs validity does not affect the use of the objec-
tive tree to explicitly reveal goals and ends, whether they
are measurable or not.

METHOD OF USE
GENERAL PROCEDURE

When beginning the construction of an objective tree,
one should not strive for perfection. Initially. getting
started s importane, for the interaction between objec-
tives cannot become apparent unti an initial framework
0Or ree has been constructn‘:d-l_ AS ﬂhe mwee CVOI\N’.'S.. O
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bugins to comsider muore carefully and refine the wree.
tased on the work of Warficld and Hill 11972, the follow-

%ng blt‘pb aTal TL‘LU&J?I!‘&‘.‘!IdCd.

1. Generate an initial list of objectives.
1.1 Define the problem area.
1.2 1dentify the people who will be invelved in design-
ing or directing the project.
Elicit their project-melated objectives.
identify as many project objectives as possible.
without attempting to structuse the objectives.

i3
1.4

2. Identity an overall objective.
2.3 1dentify an overad] objective for the project. o
which ail other objectives will relate. This objec-
tive will reflect a value judgment, and it wiil need
axiological measarement. Examples of such objec-
Tives are: “"to micet the needs of the commuaniry ™
or *"ta achicve equalizy in housing benefits.”

.2 This cbjective is positioned at the first level of the
trec, b, at the top of the wee. All other objectives

LR

will be positioned below 1.

3. Extend the tree one level down.

3.1 Sclecr objectives for the next level down from the
list gu:ncr.ﬂcd in step 1. or generata additional ob-
jectives by asking “what are the sub-objectives
necessary to accomplish these objectives?™ Thisis
the branching rule for this type of ree diagram
{sce Tree Diagrams, TRD. page 73 ).

Draw Bnes on the tree to connect these lower level
objectives to the objective they help achieve.

4. Extend the mee to the next lowest level.

4.1 Choose one of the objectives listed at the current

lowest level of the tree. Identfy the sub-
objective(s) which help ro achieve i.
Repeat step 3 for all other objectives ar the level
wiost recently constracted. Another level of objec-
tives results when all the objectives in this level are
dealt wirh.

5. Review the oee.
5.1 Review the iree constructed so far. It may be
found that:
a) Some objectives are missing:
b! An mtermediate level of objectives may be
added:
¢) it is possible to extend the tree upwards irom
the first {top)level;or
d: An opjective at a level is seen to achieve more
than onc objective at seme higher level. In this

case, redefinition of the objectives is necessary.

5.2 If the tree appears complete. go o step 6. Other-

wise. return 1o step 4.

6. Check the measurability of Jowest level objectives.

6.1 Take an objective at the lowest level of the objec-
tive tree. Ask the guestion: Is this objective mea-
surable? This is the stopping rule for the ree dia-
wram. The measurability of an objective depends
01 TWO Processes:

a: The selection of « measure or unit by which the
ztzainment of objectives will be assessed. (This
measure or unit should be objectively verifi-
able.

bt The design of a measurement scale and data
coliection process. to aid in determining the de-
gree 1o which an nbjective may be seached (see
Ratinyg Scales. RT3, page 29;.

6.2 Generally the objectives at the lowest level will be
quantitative or binary-cvent. Quantitative objec-
tives generally have 4 numerical threshold to indi-
cate what performance is acceptable.

If the lowest level objeciive & noz measurable.
then extend the objective down one more lev=l,
fe. retum o step .

Repeat step 3 for cach of the lowest level objec-

tives.

EXAMPLE

The government of Temasek was considering the con-
struction of a large hydro-electric power projece for Mck
River Vallev. The dam would form 2 large reservoir with
uses other than driving the power plant twrbines. In order
to understand the alternative chjectives of such a large-
svale project, the Minister of Planning asked his staff ro
develop an objective tree.

Generating an Initial List of Objeciives

The seaff identified zhe problem: provide energy for
the growth of the region and country. They assembled a
group of indusmiaf leaders, merchants, farmers, and
izberers from the region. The Nominal Group Technigue
iNGT, page 14} was used to identify a list of objectives:
provide emergy, permit Irrigation, promote navigation,
conuol flooding, and promote the weifare of the region.

Identifying an Overall Objective
The group discussed the kst and selected the last item as
the overall objective. This was the top of the tee. Pro-
moting the region’s welfare reguires a value judgment
since it is not directly measurable. Yet che group shared
the view that rthis was a worthwhile goat.




FIGURE 3
An Example of an Objective Tree Developed for a Hydr-Eleerric Project
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Extending the Tree
to Lower Levels

The remaining objectives wete positioned in the
branches of an objective tree (see figure 1. Then addi-
tional objectives were identified. including a higher objec-
tive: promote national welfare {sce figure 3). This ac-
knowlede: d that saving lives, increasing employment, and
prown-ing commerce serve higher chjectives than those of
the region.

One techmigue for facilitating the construction of the
rest of the tree s to list each objective on a separate index
card. The index cards may then be laid out on 2 zable o
determine thein hicrarchical relationships. Additivnal ob-

jectivesare inserred as needed.

Checking the Measurability
of Lowesz Level Objectives

The vbjective tree exercise was completed by consider-
ing the measurabiity of cach end of the branches. For
example, running Irrigation pumps and harvesting fish can
be neasurea quantitatively, However, the transformation
of the flood plain is a qualizative objective and must be
broken down further in order to identify quantitative
measures (€.g.. increase in doable cropping brought about
by farmiers who no longer sk flood damage ).

Severa] objectives achieve more than one higher lewel
obiective {e.g.. providing electricity and regolating wazer ).
The staff decided to show the interconnection with
broken lines rather than redefining objectives. though the
latter may be preferred. Reguluting water for imigation
may b at cross-purposes. and the objective ree should re-
veal this to planners.

This laster point dlustrates how the objective tree
might be used to influence the scope of the project. The
ducision makers must decide at which level in the set of

objectives the project will be addressed. This in part deter-
mines the bresdih of of the project. c.g.. is the hydro-
clectric project to address the irrigator’s needs as well as
the demand for ciicap electzic power?

This example is developed further in [ntent Structures
{INS. page 35..

THEORY

The structure of objective trees derives from the theory
of graphs and nerworks Warfield, 1973}. The identifica-
tion and measarement of the arzainment of objectives is
rooted in worth assessment and value theory. See. for
example. DeNeufville and Stafford {1971 5.

Interaction matrix diagrams IMD. page 92; may show
the relationships among the multiple objectives. The
correspondence between a flalrix representation and a
wee diagram makes the joint use of the technigues a logical
extension of objective trees.
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Intent S

PREREQUISITE TOOLS

Objective Trees (OBT. page49;.

USAGE

PURPOSE

An intent structure defines objectives, ideatifies the
owners associated with each objective, and describes the
logical relarionships among the objectives.

USES

An intent stwucture is used in the same manner as an
objective 1ree (see OBT, page 19). In addition. an intent
structure:

1} Distinguishes objectives held by various interest
grcups.

2) Reveals possible conflicts among sub-objectives.

3) Defines alternacive objectives in a logically con-
sistent framework.

KEY DEFINITIONS

1} An owner is one or more organizations Or persons
who possess intent for, or have vested interest in, a
project. For example, the Minisay of Agriculeure’s
prime objective is the increase of food production: the
farmer has an interest in higher farmgate prices.

tructures

2} A logic element 5 & symbol indicating the nature
of the relationship between two or more objectives ac
adjacent levels in a hierarchy.

SHORT DESCRIPTION

Objectives for various interest groups, or owners, are
defined and arranged hierarchically so that any objective
is achieved eonly if the specified sub-objectives are
realized isee figure 1} The owner{s) of cach objective 15
identified on the diagram.

An intent structure may also show the refation among
objectives at different levels by connecting logic ofe-
ments isce ligere 2). These specify three possible
connections: whether all, any. or only omne of the
sub-objectives must be achieved in order to attain the
higher level objective.

An objective wee is simply an intent smucture for
which all sob-cbjectives must be realized. and in which
the cwner of cach objective is not designated. Warfield
{1973} developed rhe intent strucrure o correct defi-
ciencies in the simple objective tree approach.

ADVANTAGES

An intent structure defines the relationships between
objectives so that the analyst is encouraged to think
about the wvarious interest groups. Consequendy. the
inten: structure may be employed te clarify thinking, to




FIGURE 1
Formart for Intent Structure

OWNER A . OWNER B
OBJECTIVE OBJECTIVE 2
LOGIC
ELEMENT
COWNER C OWNER D OWNER E
OBJECTIVE 3 OBJECTIVE 4 OBJECTIVE 5
FIGURE?2
Logic Elements for Intent Szrucrures
ELEMENT LINKING LOGIC
Syvmbol Name For the achievement of the higher level objeczive:
| —— —— —
AND And All sub-objectives are necessary
OR Inclusive Or Any one or combination of sub-objectives must be attained
XOR Exclusive Or Any one, bur only one sub-objective must be atzained




indcctrinate new persomnel. and to identify possible
contflicts in objectives.

The logical elements give the analyst the option of
describing alternative and interacting objectives. and a
means to examine the consistency of relationships.

As the project evolves, the intens structure can be
casily modified to incorporate new directions.

LIMITATIONS

There is no single intent structore which is valid for a
particalar project since pecple will construct an intent
structure differently.

REQUIRED RESOURCES

LEVEL OF EFFORT

The primary task is zo identify objectives and
associated owncrs. Representatives of concerned interest
groups should be idensified for this purpose. The
secondary task is to arrange the objectives in en intent
structure which reflects the interrelationships of goals,

SKILL LEVEL

In addition ro the interpersonal skills necessary to
elicit objectives from possibly disparate sources, the
analyst must be able to logically sort out the objectives
and fill in the missing or unstated sub-objectives, There
is no substitute for pracrice; however, skili at construcs-
ing simple objective mees [OBT, page 49) and function
expansions {FEX, page 45} is useful.

TIME REQUIRED

If a group discussion technigue, e.g.. Nominal Group
Technique (NGT, page 14 is used 1o generate objectives,
about half a day will be necessary. This does not include
the fime required 10 assemble the group. Actual construc-
tion of the intent structure should take an additional twe
1o four days, depending on the scope of the project and
the number of owners involved.

SPECIAL REQUIREMENTS

The method of construction given in the following
sections requires small {3” x 3"} cards and rape. Warfield
{1973) has devcloped computer programs for the same
purpwse,

INTENT STRUCTURES ; 537

DESCRIPTION OF TOOL

SUPPLEMENNTAL DEFINITIONS

1y The AND logic elemen: links wub-objecrives to
cbjectives where ail sub-objectives must be achicved in
order 5o attain the higher level objective: s} e figure 3.

2. The OR logic element links objectives where the
atiainment of any one or a combination of sob
sbjectves will achieve the higher level objective (sev
figure 4.

3y The XOR logic element links muwally exclusive
sub-objectives to the higher level objeetiveis) (weeo figure
3% One sub-objective alone achicves the higher kevel
obfective, Usually the sub-objectives are mutually exclu-
sive only i they arc incompatible. or # they comprete tor
the same limited resources.

REQUIRED INPUTS

The intem structere utilizes the input of several
people, directly or indirectly associated with the projece,
to gemeraie the list of objectives. These people and
organizational represemtatives may also be mvolved iz
reviewing the finished structure and in modifying it 1o
betrer reflect their interests relative to the other owners,

TOOL OUTPUT

The most general type of intent structure incor-
porates both owncre and logic elements in a hievarchical
structure of objectives {sec figure 1}. Three modifica-
tons are commonly used:

1; The Owner-Free inten: Strucrure is normaily used
when the owner is the same throughour the structure.
making it unmecessary to list the owner with the
objectives.

2} The Logic-Free Intent Swucture {or Objective
Graph) omits the logic clements from rthe intent struc-
ture. Deletion of the logic may make the intent structure
less confusing In some cases. and thus easier to read.

33 The Objective Tree (OBT. page 49 isa special kind
of Objective Graph in which the structure of the graphisa
wee diagram i TRD, page 74;.

IMPORTANT ASSUMPTIONS

Inten: strucrures correct some of the deficiencies
whick occur when trying to represent complex progect
objectives as a simple objective wee (see OBT. page 49).
However, similar assumptions must hold, ie., the objec-
tives are discernzbic and the objectives have sume degree
of cormstancy over ume. The problem of comsemsus



FIGURES
Use of ANIY Logic Element

Ministries of Health, Agricoliure

Reduce Starvation for Poor

AND

Mindstry of Agriculture

Frovide Salticient ond

FIGURE 4
LUise of OR Logic Elemans

Mimistry of Health

Provide Nutritional Diet

Educarors. Ministmy of Education

Educaze Populace

OR

School Administralion

Strengthen Formal Education

Private and Voluntrer Groups

Develop Non-Formal Education




FIGURE S
Usc of the Exclusive OR {XOR ) Logic Elemens

a} Mually Exclusive Objectives {Means) for Reducing Birthrare

Ministry of Health. Donor Azencies

Reduce Birthrate

XOR
Dronor Agency Ministry of Health Religious Growps
Provide Contraceptives Provide Steritization Clinics Promole Rhviho: Method

b) Conflicting Objectives for the Use of Reservoir Warter

Government. Populace of Region

Promote Regional Development

XOR
Industrial Secter, Government Farmers, Government
Provide Energy for Industry Permir Irrigated Agriculture
Industrialists, Stockholders Farmers, Extension Agents

Release Water for

Hydro-Flectric Turbines Rreicase Water for Imigation System




GG/ DLEEINING QOBJECTIVES

amony the varicus entities associated with the objectives
is vxplicitly treated by identifying owners, assuming that

the correct owners can be found.

METHOD OF USE
GENERAL PROCEDURE

Intent structures may be constrocted by a procedure
sitmilar to the wiy objective trees TOBT. page 49 are devel-

wped Warticld, 1973 ..

1. Generate a list of objectives.

1.1 tdemify the owmers and owner representatives
who have an interest in the project.

1.2 Generate as many objectives as possible. Make ne
attempt to  structure the objectives. Brain-
storming  BSG. page 31 or Delphi (DLP. page 168;
may be used 1o «licit the opinions of the owners/

Tepresentatives.

2. Construct an intent structure.

2.1 Write cach objective on separate cards and
indicate irs owner(s).
Lay the cards on a flar surface. Begin arranging
them in an intent strocture. Note:

e

a} 1f objective A must be accomplished in order
to accomplish objective B, A lies below B in
the strocrure.

b) If accomplishment of objective O, either
separately or in combinatior with other
objectives, represents an alternative way of
accomplishing objective D. C lics below D in
the strucrure,

In arranging the cards. begin with any cbjectve

level. It is not necessary 1o begin with the

objective at the top of the strucrvre.

i1, in the process of arranging the cbjectives, some

objectives are missing or are irrelevant. thea add

new objectives or discard them.

Once a suitable arrangement has evolved, tape

the cards to a large sheet of paper.

Review rthe intent struture 1o see if the arrange-

ment is logical.

3. Incorporate the logic elements {optionai).

3.1 Introduce the lcgic clements into the intent
structure by asking if all. any, or anly one of the
linked sub-objectives must be met in order to
attain each objective higher in the suucture.

3.2 Recxamine the owners associated with cach
objective in light of the logical finks between
sub-objectives.

If necessary, redraw the diagram for discribution
1o others {e.z. represencatives of “owner™ orga-
nizations}. [nclude a simple key for the logical
elements *see figure 25

3.3

EXAMPLE

An objective tree was developed for a hydro-eleceric
reservolr projest see OBT. figure 3. page 537, The objee-
tives for the project inchuded generating cnergy, per-
mitting irrigation, promoting the tishing industry and nav-
igat ou, and seving lives and damage through tlood con-
zrol.

An intent structure was prepared which expands on the
original objective tree see figure 6. It incladed some of
the owners of the objectives and the logie elements re-
lating the subwobjectives to higher level objectives. The
owners of cach of these objectives could be idertified in
MesT cases. ¢g.. farmers desiring irrigation, shippers want-
ing navigation facilitated. the government and citizens
wanting jobs.

All the higher level objectives were brought together
under the aobjective “PROMOTE THE REGIONAL
WELFARE™ through the logical “OR” relation. Re-
gional weltare is promoted by achieving any one or more
of the sub-objecrives. However, one might argue thar the
logic element should be an “exclusive OR™ (XOR}
because sub-objeciives are conflictimg. For example,
releasing water for Irrigation mayv be complerely counter
to providing a uniform flow for rurbines. The competi-
tion between certain sub-objectives can be shown on the
intent strucrure vsing the logic clements which connect
the objecrives.

THEORY

Intent structures have been developed by Warfield
iMarch, 19732}, supported by the Baztelle Memorial Insti-
ute.

Warfield {April, 1973} applies the intent structure
tachnique to the analvsis of a U.N. Document, “Towards
Accelerated Development: Proposals for the Second
United Natons Development Decade,” published in
1670. Warfield’s intent structure reveals ways to build
on a committee planning approach “as well as some of
the weaknesses of its {the committee’s] product™ (page
81). in particular, Warfield evamines the logic znd
consistercy of the relations among the stated objectives.




This application of the technique emphasizes the
utility of the intent structure 2s a basis for togical
analysis of project purpeses and goals. The logical
relationships between objectives permit the structuring
process to be automated on a computer {Warfield, March
1973b). Then, throcgh computer manipulations. the
hierarchical relationships are constructed by synthesizing
the simple subjective judgments of the relationship
between each two objectives, These latter judgments are
still the domain of humans, as is the identification of
objectives. These points are explered further in Inter-
action Matrix Diagramming {IMD, page 92).

INTENT STRUCTURES [ ol
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FIGURE 6
Intent Siructure for Hydro-Electric Reservoir Project
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1AY
escribing Complex
Relationships

System Definition Matrix

Tree Diagrams
Oval Diagramming
Interaction Matrix Diagramming

A systemn It a collection of components which interacts to achieve a specific funcrion or
purpose, This versatile concept permits the analyst to describe the problem and prescribe a
solation {System Definition Matrix ). 1dentifving the salient variables and describing the rela-
tionships mnong them is a necessary ingredient in the svstems approach. Each of the toolsin
this section approaches this preblem in slightly different wavs. Hierarchical relztionships
{Tree Diagramming). causal loops and feedback relutionships {Oval Diagrams}. and cross-
interaction relationships {Interaction Matrix Diagrams; present approaches to structuring
complex relationships. These technigues rely primarily on visual representarions ro define
the system and are linked by 2 common example. The problems of nomad pastoralists are
described as 2 system of ecological. ecoromic. and social-cultural varizbles and relationships.

e



System Definition Matrix

PREREQUISITE TOGLS

None,

USAGE

PURPOSE

The Systen: Definition Matrix Is a prescriptve model
for identifying the conditions and details thar need 1o be
speciticd in developing a plan or design. {tisalso a descrip-
rive model for understanding and specifving the com-
ponents of a system and the interrelationships of the com-
ponents to the system fuitcrion and environment,

USES

The System Definition Matrix may be used as:

1) A comprehensive means for identifying and model-
ing the essential components of a system in order to com-
municate and 1o help understand the system’s functionin
its environm:ent.

2) A checklist to guide information-gathering for de-
sign or analysis.

3) A format for specifying details of a syster design.

KEY DEFINITIONS

13 A descriptive model is a representation or imagirary
enrity centaining information in a predefined form, in-

1ended to be interpreted by its vser rules {Thesen, 1973).

2} Cosmponents are the entities ina system which mauy
be clemental. or they may be subsystems having distinct
components.

37 A systemn is a collection of components which inter-
act to achieve a common funcrion.

1; The frnction is the primary concern of the svstem.
It is the fundamental dimension of purpose. Note that
functions are not the goals, or the desired resulis. of the
system. This distincdon is farther clarificd in Function
Expansion FEX. page 43).

3, A checklist is used in design or analy sis where jtems
are marked or atherwise noted iremn by item.

SHORT DESCRIPTION

The Sysrem Definicion Matrix has eight elements frows
of the matrix}: purpose, dipuz, outpui, sequence, environ-
ment, physical catalyses, human agenrs, and information
caralysts. _

Each of the system elements can be described in five
dimensions {columns of the matrix}: fundamental, rure,
control, interface, and stare dimensions.

The specification of elements by these dimensions
composes the System Definition Matrix {see figure 1},

ADVANTAGES

1) The System Definition Matrix enables clear separa-
tion and identification of the interrelationships among




ELEMENTS

PURPOSE

INPUT

QUTPUT

SEQUENCE

ENVIRONMENT

PHYSICAL
CATALYSTS

HUMAN ACGENTS

INFORMATION

CATALYSTS

FIGURE 1

System Definition Matrix Format: A Hospital System

DIMENSIONS

FUNDAMENTAL RATE CONTROL INTERFACE STATE
- , Malpractice Provide
Treat patients s e o

suits filed preventive care

Hi and injured 50 cases/day SC?IE?[II(’ ) E:uclrgcnq ‘
people surgery referrals medical service
Patients | L Hospital Outpaticnt referrals
released A0 releases/wee review board morgue

See flowchart*

Average stay: 2 days

Monthly bed check
(random)

Location,
humidity, temperature
Supportive climate

Automatic control,
Seafl T-group

Structure: beds,
equipment, supplics

Depreetate on 10 year
cycele, weekly purchase

Adit
quarterly

Daouble capacity
in 10 years

Medizal staff,
secretarial stafl,
custodial staffl

Hospital
review board

Medical
school system

Staff assignments,
patient care, ¢harts
planned, referrals

County public
health office

Computerized
patient care system

*Sce Flowcharts, FLW, page 107.




components of a system in order to charactenrize the
system struciure,

2) It provides a more detailed modeld than that found
in Logical Framework (LGF. page 260).

3) Specifying rate, control, and state dimensions re-
quires a dynamic view of the system. This explicit wweat-
mentof time facilitates planning and project control.

4} Simply specifving the fundamental aspects of cach
element can be advantageous, ¢.g.. the breakdown of the
system may be used in other tools [for example. Scenarios.
SCN, page 164, and Compurter Simulation Models, CSM,
page 120).

5) Complex systems can be structured by weating cach
row, column, or cell as a System Definition Matrix, This
can be extended as far as necessary zo handle the com-
plexities.

LIMETATIONS

1) A somewhat mechanistic approach {inpuz—* se-
quence — output) may not be palatable 10 project
personnel. Describing a project in a matrix may be alien
to thelr way of thinking. Other technigues for character-
izing system structure {se¢ Section IV tools) may avold
this.

2) A System Definition Mawix is seidom compictely
specified since components may not be identifiable. or
their specificarion may not be relevant 1o the descriptien.
Confusion may arise over where a system component be-
jongs in the matrix.

REQUIRED RESOURCES

LEVEE OF EFFORT

Considerable effort is required to complerely specify
five dimensions for each of the eight elements, particularly
since entries in the matrix may be hard to define. How-
ever, simply completing the fundamental dimension re-
quires the least effort and may give the greatest return.

SKILL LEVEL

Identifying or specifying matrix entries requires a
thorough understanding of each entry in the matrix.
Working througl examples of familiar systems and com-
paring them with similar efforts will provide confidence in
developing System Definirion Matrices. Function expan-
sion {FEX, page 45) is useful in developing relevant skills.

TIME REQUIRED

The time required is direcdy proportionat to the com-
plexity of the system and the degree of mazrix complete-

SYSTEM DEFINITION MATRIN 7 69

ness desired. For design problems. thie degree of creativisy
one is able to exercise in specifying entries inflaences the
time.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1} The environment is the set of all factors which are
salient to the understanding of svstems relationships. but
which arz outside the influence of the system variables.

2; Inpuss are the people. information, andfor physicai
items which enter the system o be transformed by a s
quence into outputs of the system. ¢.g.. the raw materials
of the project.

37 Ouzpuss are the desired and undesired resuls of the
transformation process of a system. The desired resulrs en-
abic the system 1o achicve its function. Pasients leaving a
hospital. cured or not. are outpuss of a hospital system.

4} A seguence is the process by which the inputs are
worked on, transformed, or processed into outputs, usu-
ally with the aid of catalysts, e.g.. the steps in diagnesing.
treating, and curing 2 patient.

3y Physical catalysts are the cquipment, facilities, cue.
which are necessary for the inputs 1o be ransformed into
cutputs, but which are not themselves inputs or outputs of
the system.

6} Human agents are the personnel who may be neces-
sary for the system to achieve its funcren, yet are not
themselves inputs or outputs of the system, g, medical
staff for a hospital system.

7} Information catalysts are the communication {writ-
ten or verbal} and the knowledge which enable the system
process to occur, yet which are nor inpurs or outputs of
the system. e.g., staffing assignments at a hospital.

8) A fundamental dimension is the basic characteristic
of the eight system elements. The hospital building is the
fundamental dimension of the physical catalyst element
of the hospital system.

9} The rate dimension is the performance measure for
a system element. For example, a hospital system may
have as its input 50 new cases per day; the rate dimensicn
of output may be 40 releases per week.

10} The conzrol dimension evaluates and regulates anv
element’s specification, ¢.g., more than two mortalities
per weeh {rate dimension of cutpur) in a surgery unit may
resuit in corrective action {control dimension) by the
Hospital Review Committee. This dimension measures
each element as the system operates, compares the mea-
sure to what is designed or desired, and takes action if the
difference is greater than desired.

11} Interface dimension is the relation to other sys-
tems or elements—a linking entry to related System Defi-




FIGURE 2

System Definition Matrix in List Format for Alcoholics Trearment Center

Function

Fundammenzal Dimension:
Rate Dimension:

Control Dimenston:
interface Dimension:

Future State Dimension:

Input

Fundamental Dimension:
Rate Dimension:
Control Dimension:
Interface Dimensicn:

Furure State Dimension:

Qutput

Fuzndamental Dimension:
Rate Dimension:
Control Dimension:
Interface Dimension:

Fature State Dimension:

Sequence

Fundamental Dimension:
Rate Dimension:
Control Dimension:
Interface Dimension:

Future State Dimension:

Treat alecholics

Reduce alcohclism

County depariment of health review
Dscase treatment

Treatment centers expand to meet rising demand

Clients

Approximately en per day

Check that no more than two turmned away per month
Client idenzification. clean bedding f-om laundry system

in five vears may take drug referrals. eliminate repearers

Detoxified clients

100 percent release

Check for subsequenrt referral
Mone

Not specified

Sign in, contact relative, detain, examine, release
Detain 24 hours. notify relatives within 2 hours
Check that no clients detained more than 48 hours
Physical examiration system

Not speciﬁe&i




FIGURE 2
Continued

Environment

Fundamental Dimension:

Rate Dimension:
Contrel Dimension:
Interface Dimension:

Future Staze Dimension:

Physical Catalysts

Fundamental Dimensdon:
Rate Dimension:
Control Dimension:
Interface Dimension:

Furure State Dimension:

Human Agents

Fundamental Dimension:
Rate Dimension:
Contrel Dimension:
Interface Dimension:

Future State Dimension:

information Catalysts

Fundamental Dimension:
Rate Dimension:
Control Dimension:
Interface Dimension:

Future State Dimension:

Social: unsupported, political, decriminalized
treatment. physical: pleasant suroundings

N.A.

Awmospkere should not condone behavior. no coddling
Not specitied

Not specified

Beds. roilets. hot coffec
Ten beds available per night
Check for clean bedding
Laundry system for bedding

Not specified

Sacial worker. family counselor {police}. physicians aid
24-hour staff on hand

Shifz staff ro maximum use hours

Police referral. Alccholics Anonymous

Not specified

Admission and release forms. clienr identification
N.A.

Four weeks supply of forms on hand as sifery stock
Pelice record svstem

N2 police record in three vears




72/ DESCRIBING COMPLEX RELATIONSHIPS

nition Matrices, .. the mput of a hospital system &
linked o the surput of an emergeney transport service.

12, Spote dimension s « specification of anticipated
Chianges and plans in spedific tine horizons for cach of the
furie dimensions, For example, expanding the nember of
beds (physical catalyst; in two yeurs or physicians fuman

agents; in thice years al o hospital.

REQUIRED INPUTS

The primary input for specifyving or developing 4 de-
scriptive System Definition Matrix s to gain a famniliarity
with the eaisting system. For designing or planning 2 sys-
teni, see AXEALS (1D, pege 231,

TOOLQUTPUT

The vutput is the System Detinition Matrix with a par-
tial ur complete specification of clements and dimensions.
The Swstem Definition Marrix may then be used i other
100ls. such as Scnearios [SUN. page 164), Gaming IGAM.
page 124), Cost-Benefis Analysis (CBA, page 212), and
Computer Simulation Models {CSM. page 120). The
IDEALS Strategy (IDL. page 231} uses the System Defini-
tion Matrix as a format to specify resulis.

An alternative breakdown of system elements which
describes public service agencies may be used to avoid the
input — sequence — output terminology. The rerminology
svoids the jargon used for the System Definirion Marrix
clements. The Hst and questions which may be associated
with cach clement {and the comesponding matrix ele-

meni)are:

Purposes {function ): Why? What is the mission?

Background {information): What do | knovi? What ar-
their previous states?

Clients (inputs): Who? What are their present states?

Results (outputs): What are the changed states of
clients?

Method (sequence): What ways? How to getresults?

Setting {environment): What is political or social
atmosphere?

People {human agents): Who are the doers?

Facilitics {physical catalysts): What is needed todoit?

Doliars {inputs): What are the costs?

IMPORTANT ASSUMPTIONS

The development of a System Definition Matrix 2s-
sumes that a system can be broken down morphologically
into distinct components. The distinction between inputs,
outputs, and catalysts may often be biurred. This is par-
ticularly e if the same set of components is involved i1

quite different functions. For exampie. hospital staff are

human agents in a pelient reatment system and tnputs to
& K b,

the hospizal management control system.

METHOD OF USE

GENERAL PROCEDURE

The development of a System Definirion Matrix may
be a creative as well as an analytical exercise. Consequernt-
ly. involving knowledgeable staff is productive. Nominal
Group Technigue INGT. page 14} or brainstorming {BSG,
page 35 may be used to discover entries.

The procedure begins with function specification. but
may repeat and backwrack as necessary.

1. Specify che funcrion.
1.} Discuss the system te determine its function (a
function expansion. FEX, page 45. may be used).
1.2 Proceed to the fundamental speciication of other
clemenzs before specifying the other four dimen-
signs of the sysrem function.

2. idenrify inputs and other system elements.

2.1 Try to complete all the eneries for che funda-
mental dimension column of the marrix.

2.2 if a list formar is being used, skip dimensions of
rate. control, etc. and return to them after other
clements have been specified. An slcohol work-
shop identified the inputs for the treatment
svstem as “clients with a drinking problem™

{see figure 2}.

Con:plete the dimensions for each element.
3.1 Complet= the rate, control, 2nd state dinensions
for all elements except funcrion. It may not be

2

possible to specify all cells in the marrix, and they
may be temperarily left blank,

3.2 If an element of the system does not include a
particeler dimension, indicate “none required™ ar
“aot applicable, N.A.” n the matrix to show thar
the possibility has noz been overlooked, e.g., there
may be no control dimension for system inputs.
Figure 2 contains 2 description of a partially spe-
cifted alccholic rearment system.

4. Complete systern function dimension.
4.1 Complete the dimension specificarions of system
function if possibie.
4.2 in this row, indicate foresecable changes ro the
system function.

4.3 Note interfaces with other systems.




3. Complete interface dimensions.
Where appropriate, complete the interface column of
the System Definition Marrix for the eight clements.
For example. the slcoholic weatment system inputs
{clients) may interface with the outpus of public ser-
vice agencies (¢.g.. the police].

6. Check the matrix for completeness.
Fill blank cells asadditional informaticn is gathered.

7. Repeat process to desired level of detail.
Repeat the process for particular cells. For exaniple,
the conwol dimension of system output may suggesta
subsystem whose function. inputs. cutputs. etc. may
be specified in a separate matrix. In this way., a very
detailed morphological breakdow: of a system and its
subsystems may be modeled.

EXAMPLE
Figure 2 presents 2 partially specified System Defini-

don Mawix (in st format) for an alcoholic wearmens
system,

SYSTEM DEFINTION MATRIN - 73
THEQORY

The theoretical basis for the Svseem Definition Magin
is founded in the theory of svstems. In detiming what i
meant by a svszom. different rerminolors and wevels of
detail may be used, but essenrially a deseriprive model i
developed.

The Syscem Detinition Matrix imposes a o phological
structure on a concepiual model to produce o deseripeion
of the system componenrs. This mav dit¥er from stmilus
svstems descriptions in the eaplicit weatment of svstem
functions and dimensioas of rate and fature state, Nadher
(1970 is responsible for the System Definition Mot
Yormuar, particularly the cmphasis on function and the o

pliciz wearment of caralysts.
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Tree Diagrams

PREREQUISITETOOLS

None.

USAGE
PURPOSE

A trec dingram Hlustrates a set of complex relationships
by fizving them into a hierarefty of related facters.

USES

Tree diagrams are used to:

1) Describe the relationships among objectives of a
project (see Objective Trees, OBT, page 45,

2} Describe the relationships among alternatives, asin
means-ends anafysis or Decision Trees {DTR, page 141).

3) Clarify sequences of relationships in Interaction
Maztrix Diagrams {(IMD, page 92,

4) Develop relatienships among variables of a system
as in influence trees which may then be redrawn as oval
dizgrams (OVD, page 81}.

3) Provide a measure of the degree of relatedness
among different sets of factors, as in velevance rrees.

KEY DEFINITIONS

1) A Hierarchy is an ordered structure illustrating
which factors are subordinate to others.

2% Means-ends unalysis is the identification of alterna-
Tive actions to achieve specified ends.

3) An influence tree diagrams the variables which in-
fluence other variables which are higher in the wee.

43 A relevance iree diagrams the relationships among
different sets of factors at each level of a hierarchy.

3; A modelis a representation or an imaginary entity
that contains information in a cerrain predefined form and
has specified rules for interpretation { Thesen, 1973).

©) A rree graph is a set of linked elements where only
one link exists berween any rwo factors {see figure 13,

7} A bramching rule governs the constru-tion of rela-
zionships in a tree diagram (see figure 2j.

SHORT DESCRIPTION

A tree diagram s a mode! which describes a set of rela-
tionships by using a tree graph {see figure 1}, The branch-
ing points are factors relared to each other azcording toz
branching rule. The types of factors shown and the
branching rule used are determined by the purpaose of the
diagram {see figure 2). For example, project objectives are
maodeled as objectve wees isee OBT, page 4% ro describe
subordinaie refatonships. More informarion may be
added to the diagram ro facilizate analysis and to clarify
relationships, e.g., ro identify the levels of a relevance wee
or 1o assign weights to alternative cutcomes.




FIGURE1
Tree Graph Form
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KEY:
© Facrors {(variables, objectives, alternatives. otc.)
= Relationships {causal, influcnce, subordinare, o)

ADVANTAGES

A tree diagram is constucted by doing a logical break-
down of complex relationships. The branches of the dia-
gram reduce 2 set of relationships to its essential compo-
nents to expedite analysis.

LIMITATIONS

A tree diapram implies a level of determinacy which
may be unwarranted. All elements of the diagram can sel-
dom be determined in advance—a fact which must not be
overlooked during subsequent analysis.

REQUIRED RESOURCES
SKILL LEVEL

Tree diagramming can be learned rapidiy with practice. -

Becanse other techniques may be required ro make maxi-
mum vse of the ree diagram, the skill level required de-
pends on the purpose.
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TIME REQUIREL»

Tree diagrams mav be drawn repidiv as the develop.
ment is usvally quize logical. Some time 15 megessary for
information-gathering and analyss. depending on the
particular type of ree diagram.

DESCRIPTION OF TOOL
SUPPLEMENTAL DEFINITIONS

1) A system §s a collection of components which miter-
act to achicve a common functior.

2 A component of asystem Is an entity which may be
clemental or it may be a subsystem having distinc: compo-
&L,

3} A stepping rule determines when any branch of the
tree diagram should end.

41 An influence relationship occurs when one vart-
able’s change in value influences change in another vars-
able, e.g.. the ACCEPTANCE OF INNOVATIONS is in-
fluenced by the YIELD FROM CROPS.

5} There is a producer-producr relation:hip when ope
variable 15 a product of the other ic.g.. RANGE FEED isa
producrof AVAILABLE PASTURE!.

REQUIRED INPUTS

Tae¢ purpose of the wree diagram shonld be clearly es-
tablished prior 16 its construction to determine the types
of facrors ro be shown and the relationships 1o be de-
scribed. Some familiarity with the problem conrexe is
necessary in order to be able 1o depiert relationships and
identify factors.

TOOLOUTPUT

Tree diagramming resnlts in a description of a complex
set of relationships. Simply developing the tree diagram
may be sufficient for gaining an understanding into the
structure of relatienships and the spar of relevance of vari-
ous facrors.

However, tree diagrams are usually the intermediate
output of 2 more detailed analysis, e.g.. influence dia-
granrs may be converted inro oval diagrams :OVI, page
81). and addirional information can be gathersd to com-
plete a decision wee | DTR, page 141).

IMPORTANT ASSURPTIONS

A hierarchical relationship is assumed to exist among
the elements of a wee diagram. For example, if the set of
compiex relationships describes a sysrem, then the tree
diagram decomposes the system inro components, each of



FIGURLE 2

Fundamentals of Trec Diagram Construction
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which may be further broken into components, etc. Or
every system may be subdivided into subsystems. and cor-
sequently, cvery system is a componunt of some larger
system.

)GF USE
JERAL PROCEDURE

1. Determine the type of factors to be shown on the
diagram.

2. Determine the appropriate branching rule.

3. Determine the starting faccor of the tree.

4. ldentify related facters using the branching rule
and show them as branches stemming from che starting
facior.

5. Determine the appropriate stopping rule.

6. Repeat siep 4 for each newly identified facror
unless the stopping rule applics,

7. Review the ee for consistency of rele application.

2. Add any information necessary for analysis.

EXAMPLES

Two examples wili be uscd to illustrate the tree dia-
gramming technique. Other applications are found in che
Objecrive Trees (OBT. page 195 Becision Trees (DTR,
page 141), and lateraction Mawix Dizgrams MDD, page
G2,

Relevance Tree Diagram
A rolevance tree can be used to describe the relation-
ships of different clements in a family planning program
isee figure 3).
The starting variable is a simple identfication of the
mission of the program. The branching -ule is in four

parts:

1) What are the goais which correspord 10 this mis-
sion?

2) What are the objectives which correspond to each
goal?

3) What are the targets for each objecuive?

4) Whar are the instruments relevant to each target for
accomplishing the objective?

identifying the instruments completes the tree and
thus decomposes a2 complex program into its various

clements.

Influence Tree Diagram

Much of the success of this technique depends on the
art and expertise of the analyst. The example that follows
examines some of the relationships which describe the no-

mad pastoralism cco-system.

The following excerpts from 2 description of an M.LT.
study describe the facrors affecting the conditions in the
Sahel:

In the Suhel live the nomads. who follow the rains to the north
cver vear and remeat to the soath in the dry scasont. Their num-
Bers have waditionally been limited partiaily by the number of
cows and goats the land wes able 1o support. and by the distance
hetween water holes. Western agencies working in the arca during
the past decade made the chviouws bus dl-advised move of digging
wells throughout the grazing commons. The numbers of cattic, and
peaple. grew proportiomately. using much of the grazing Tand for
the greater part of the year instead of scasonally, allowing the land
no Gme o recover. The herds moving southward durng the dry
seasen have heen foreed to travel over land thae has already been
overgrazed and, finding water bar no forage. have Brerally starved
at the water holes. - . .

It is this widespread overuse that is preventing the land from
recovering even when rain dees fll. Instead of being absorbed, the
rain falling on the vegetation-swipped ground merely washes off
the topsoil. The eyele—overgrazing. wind, rain-—is causing the de-
sertificarion of much of the land.”

The variables and relationskips which describe the in-
flucnces on livestock population are shown in figure 4.
The starting variable selecred was HERD SEZE, an aggre-
guted representation of all domesticated grazing animals in
the Sabelian region. NOMAD POPULATION is an equally
appropriate starting variable. but the tone of the excerpts
suggests that the relationships between animal popula-
tions and range conditions are cenrral ro describing the
eco-system.

The following branching rule was applied to cach newly
idenrified variable:

Identify the variables which influence this variable.

Other relazicnships can be diagrammed by inserting
“produces” or “causes this variable to change” in the
branching rule. The rule specifies the relationship,
whether it is cause-effect, producer-product, or simply
the influence of cne variable on another.

1f the branching rule were changed to:

identify voviables which are influenced by this variable,

the direction of influence implied by the tree structure
would be reversed. Generally, it is casier to start with ob-
served effects and attempt o idenzify caunses,

Two stopping rules were used to terminate the branch-
ing process:

1) Stop with any variable which is already shown on
the diagram,, or

*5.].0, = “Tragedy of the Commons” in Africa,” Technology Re-
riew {Qctober-November, 1974}, pp. 73-74.
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2} Stop with any variable which is considered outside
the purpose of the system. and which is not likely tc be
influcnced by any other factor previously identified.

Rule 2 applicd for variables like SEASONAL RAIN-
£ALL and SOCIAL VALUE ON CONSUMPTION {see fig.
4). Assuming that the eco-system functions to sustain hife
on the Sahel, these variables are censidered outside the in-
fluence of factors within the system,

Rule 1 applicd several dmes (c.g., HERD SIZE) and was
employed 1o avoid redundant branching. When numerous
branches terminate with the same variable. 2n oval dia-
gram is a more economical form of representation for the
cemplex relationships. This example is continued in the
description of the oval diagramming technique {OVD,
page 81).

THEQCRY

Tree diagrams are rooted in graph theory and the repre-
sentation of hierarchical relationships {Warfield. 1973).
The adoption of tree graphs for the tree diagramming tech-
nique relates more closely to systems theory than to
mathemarical topology.

Warfield {1974) has described the structural represen-
tations of complexity which emphasize the correspon-
dence berween a matrix and a graph of relationships. A
tree diagram may be used to trace the linkagesin an inzer-
action matrix diagram (IMD. page 92) in order 1o clarify
the interactions,

The decomposition of a sez of complex relationships by
techniques, which Harrison {1972 has called a process of
**repeated-subdivision,” assumes that the relationshins
form a hierarchy. The hierazchy may be a chair of cause-
effect relationships, the nesting of one set of components
within a larger component of 2 system, or the ordering of
objectives f-om the specific to the general.

Relevance trees have been discussed extensively in the
technological forecasting litezature {Alderson and Sproull,
1972} as one of the more useful qualitative techniques. At-
tempts to quantify the order and strength of the relation-
ships in a relevance tree {Fischer, 1970} are bevond the
scope of this presentation.

BIBLIOGRAPHY

Alderson, R. C.. and Sproull, W.C. “Regquirement Analy-
sis. Need Forecasting, and Technology Planning Using
the Honeywell Pattern Technigue.” Technological
Forecasting and Social Change 3{1972): 255-65-

Fischer, Manfred. “Toward a Mathematical Theory of
Relevance Trees.” Techmological Forecasting and
Social Change 1 {1970): 381-89.

Harrison. Howard. “Creative Aspects of Modeling a Com-
piex Syszem for Which the Model-Building Starting
Point is Not Easily Determined.” Department of
Mechanical Engineering, University of Wisconsin,
Madison, 1572,

Thesen, A. “Some Notes on System Models and Model-
ling.”” International Journal of Systems Scierce,
1573.

Warficld, John N. An Assault on Complexity. A Battelle
Monograph, No. 3. Columbus, Ohic: Battelle Memori-
al imstitute, 1973.

Warfield, John N. “On Arranging Elements of a Hierarchy
in Graphic Form.” IEEE Transactions on Systems,
Man, and Cybernetics SMC-3: 2 (March 1973):
121-31.

Warfield, John N. Structuring Complex Systems. A
Batzelle Monograph. No. 4. Columbus, Obio: Battelle
Memorial Institete, 1974.




Oval Diagramming

PREREQUISITETOOLS
Tree Diagrams {TRD, page 74).

USAGE

PURPOSE

Oval diagramming describes a problem as a serof com-
plex relationships among system - ariables and variables in
the system environment.

USES

An oval diagram provides an explicit statement of cause
and effect relationships within a system and berween the
system and its environment. This diagram may be used ro:

1} Examine the internai consistency of the analyst’s
conception of the complex relatdonships.

2} Communicate the analyst’s understanding of causal
relationships to others and to provide a graphic definition
of the system.

3) Promote further study of hypothesized causes and
observed effects, particularly when these represent prob-
lematic behavior.

4) Provide an input for techniques such as Computer
Simulation Models {CSM, page 120) and Scenarics {SCN,

page 164},

KEY DEFINITIONS

1} A wariable is a factor used to describe a system
which may change value as a funcrion of time.

2 The environment of a system is the set of all factors
which arz salient 1o the understanding of systems relation-
ships, but which are outside the influence of the system
variables.

3} Dymamic behavior is a consequence of delayed in-
teractions among system variables. The dynamic state of a
system depends on the prior values of state variables.

SHORT DESCRIPTION

An oval diagram is a model which identifies system vari-
ables (in ovals} and the connecting arrows which link the
variables together {see figure 1). The type of interaction s
determrined by considering the effect of 2 small change in
one variable on the magnitude of another.

An oval dizgram is constructed by drawing on the ex-
periences. observarions, and intition of the analyst{s) in
order to translate mentzl models into ar explicit state-
ment, This statement forms the framework for testing
hypotheses, gathering additional data, or analyzing the
system’s dymamic behavior.

ADVANTAGES

1) In oval dizagramming, complex canses and effects
are seen as expanding sequences starting from 2 key vari-

able.




FIGURE1
Oval Diagram for Nomad Pastoralism Eco-System
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2) The thought that goes into oval dlagramming often
uncovers relationships that may be the key toa further un-
derstanding of syszem behavior.

3) Oval diagrams facilitate communication between
analysts and decision makers by highlighting undesirable
cffects and relationships that require carcful attention.

4) By treating assumptions and hypotheses explicitly,
oval dizgrams may resolve discrepancies or deficienciesin
the mental models used by decision makers.

5} ‘The span of relevant facrars is casily shown in the
oval diagrami so that changes in the problem scope can be
accomumodated by changing the diagram.

LIMITATIONS

1) Diagramming all conceivable interactions results in
a complex and unwicldy diagram. On the other hand, high-
ty aggregated models may lead to faise inferences about
system behavier {sec DeNeufville and Stafford, 1969).

2} The validity of the oval diagram can only be in-
ferred by relation to experience. Any hypothesized rcia-
tionship may be proven false by a staristicai analysis of
data, but failure to do se does not validate the relation-
ship. For example, it may be demonstrated thaz a relation-
ship berween NUMBER OF EXTENSION WORKERS and
NUMBER OF FARMERS ENTERING A PROGRAM
does not exist; however, no test will assure one that there
is a causal relationship.

3) An oval diagram may be idiosyncraiic because there
is no unique representation of a complex set of relation-
ships.

4} The selection of salient varizables and relationships
reflects the biases of the analyst. even though the diagram-
mer may attempt to incorporate shared values into the
hypothesized relationships.

5} The oval diagram is a descriptive model only —the
complex interaction of mulriple variables and relaton-
ships can only be inferred. Other technigues are required
to fully understand the behavior of the entire system {see
Computer Simulation Models. CSM. page 120).

REQUIREDRESOURCES

LEVEL OF EFFORT

The level of effort required depends on the planned use
for the tool.

1) If the oval dizgram is a first step in complex model-
ing and systems analysis, then the effort will match the in-
put requirements of the tool used in the next step.
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2y if the tool output is used for communication, dis-
cussion, or iraining, then more efforc may be spent on re-
fining the final dagram.

3} 11 the 1ol is designed ro facilitate understanding as
an aid to decision making. or for clantfying issues. then
more attention must be given to the development process
and explicit ireatment of assumptions and hy potheses.

SKILL LEVEL

The analyst must be able to see the problem and cuvi-
ronment as 2 system. A System Definition Matrix (SDM,
page 67} may be useful here.

When identifying variables. there is a rendency to think
only in rerms of system components, ¢.g,. orgunizational
units. Thus skills used vo identify system functions | Fanc-
tion Expansion, FEX. page 45} and system performance
measares | Logical Framework, LGF, page 260} can be usc-
ful. Oval disgramming mus: be learned by repeated at-
tempts at describing complex relationships.

TIME REQUIRED

Oval diagrams may be conszrocted cither in 2 shore time
{Jess than an hour] or aver a longer time (e.g., the ife of a
project), depending on the level ot detail and internal con-
sistency desired.

DESCRIPTiON OF TOOL

SUPPLEMENTAL DEFINFTIONS

13 A causal chain is a sequence of cause and effecrt re-
lationships between variables (see figure 2).

2) A cansal loopis a causal chain which is connected so
that a change in any vaziable eventually feeds back
through the chain zo affect this variuble. A causal loop has
a feedback effect {see figure 2}.

31 Murwally-cansal variables occur when a change in
one veriable causes a change in another which is fed back
to affect the first, e.g., a causal loop involving only rwo
variables {see figure 21,

4) Feedback structure is the s2t of relationships de-
scribing a system that involves one or more interfocking
causal loops isee figure 1}.

3} Correlation is an observed relationship between two
or more varables in which the changes in one variable may
be associzted with predictable changes in znother; the re-
lationship, however, is not necessarily cause-effect.

6) Logical inconsistencies occur when hypothesized
relationships amorg variables are inconsistent. This may
resalt from an imprecise variable definition, faulty logic,
or a confusion of correlative behavior with cause-effect re-
lationships.
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Kinds of interactions:

1) A direct effect is an interaction between two vari-
ables so that a change in one results in a similar change in
the other, i.c.. cither both increase or both decrease {see
figuze 3).

2) An fnverted effect is an interaction between two
variables so that a change in one results in an opposite
change in the ether, ic., if one increases the other de-
creases, if one decreases the other increases [see figure 3).

3) A threshold effect occurs when onc variable does
not change until the other variable changes significantly
(see figure 4).

4} A variable interaction is irreversible if the variable
only increases ot enly decreascs {see figure 5).

FIGURE2
Multiple Caunsal Relationships
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FIGURE3
Types of Interaction Between
Two Variables. Aand B

I A Then B:
D-i.r_ect Increases Increases
Effeet
Decreases Decreases
EXAMPLES.

HYBRID SEED YIELDS {Varable A} influence NUM-
BER OF NEW ADOPTERS {Varable Bj

POPULATION OF FERTILE FEMALES [Variable A}
produces NUMBER OF BIRTHS ( Variable B)
FERTILIZER APPLIED {Variabie A} causes CROP
YIELD [ Varable B}

1IfA: Then B:
Inverted Increases Decreases
Effect
A I —
Decreases Increases
EXAMPLES:

ANTI-SMOKING ADVERTISING {Variable A} mfluences
CIGARETTE CONSUMPTION {Variable B}

EXTENT OF FLOODING {Variable A} produces CROP
YIELDS {Variable B}

CONTRACEPTIVES AVAILABLE {Variable A} causes
NUMBER. OF BiRTHS (Varizble B}



FIGURE 4
Iustration of Threskold Relationships

A must increase A mGst increase
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Inverted B decreases Direct B increases
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significantly before significantdy before
B increases B decreases
EXAMPLE: EXAMPLE:

When POLITICAL AGITATION {A® exceeds a level of
tolerance, the LEVEL OF CIVIL LIBERTIES (B] is
affected.

When COOPERATIVE MEMBERSHIP (A) excovds 2
threshold mumber, FARMGATE PRICES (B} may be
atfected.

FIGLRE 3
Ifustration of irreversible Effects

)
RG5!

en: ! If: Then:
i A deercases, or
A ingreases, or € incroases A w:-cna‘as: o C deereases
Frreversibly B decreases Irreversibly B increases
Increasing Decreasing
Variable — e e o — Variahle I S
Otherwise C is unchanged Othierwise C is unchanged
EXAMPLES: EXAMPLES:
Increasing PRICES (A} cause increasing WAGE DE- Increasing OiL CONSUMPTION {A} decreases {depletes)
MANDS {C} the OIL RESERVES {C}

Decreasing PASTURE RECOVERY RATE (B} causes
increasing DESERTIFICATION (C)

Decreasing PRODUCT QUALITY {B} decreases {destroys)
COMPANY REPUTATION {C}
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REQUIRED INPUTS

Oval diagramming is moss effective when the purpose is
t6 increase undesstanding of a complex problem. Familiar-
ity with the probicm situation is therefore desirable,
though much of the input wili come from a basic under-
standing of rclationships, ¢.g., the menial models that are
formed from experience and observation.

When oval diagrams are constructed by a team, the
members should broadly represent those concerned with
the problem. More than five people working on one dia-
gramn fimits effectiveness.

Tree diagrams {TRD, page 74) may be used to kelp
identify variables. An interaction matrix diagram [IMD.
page 92) is also useful for identifying the significant inter-

actions.

TOOL OUTPUT

The ourput is an oval diagram which prevides a graphic
statement of the variables and relationships necessary to
describe the system. The boundary of Jhe system and the
scope of possible interventions arc defined.

The oval diagram focuses attention on the need for
further informarion-gathering and testing of hypothesized
relationships. The cval diagram provides the basic inpuz 1o
other techrnigues such as Scenarios (SCN, page 164) to
gain greater undersianding of system dynarnic behavior.

IMPORTANT ASSUMPTIONS

Decision makers use mental models as well as more
formal models 1o understand behavior and select choices
of action. Mental models may be very complex, yet they
are seldom made explicit except by inference from the ac-
tions of the decision makers. Oval diagramming depends
on the ability of analysts {and decision makers) to picture
the hypothesized relationships and the assumed canses
and effects.

The assumed interactions between variables is idend-
fied by considering small changes in the causal variable.
Relationships often change character when large magni-
tude variations occur, but an examination of this behavior
is outside the province of this technique.

The oval diagram represents a definition of the system
that is distinct from the environment. Setting a boundary
between the system and its environment assumes a hier-
archical relationship between systems and the larger
systems which contain them. Hence, any environmental
variable is part of an expanding systems hierarchy {see
Tree Diagrams. TRD. page 74).

METHODOF USE

GENERAL PROCEDURE

Oval diagramining is essentially a trial and estor pro-
cess. Therefore it is important to start diagramming im-
mediately. The recommended procedure is to start” witha
simple tree diagram (TRD. page 74} and when many
factors keep reoceurring in different branches of the wee.
to switch to an oval diagram.

1. Cooscruct a tree diagram of che systems.

1.1 tdentify variables for an influence tree.

1.2 Seloct a srarting variable which describes the con-
diticn or symptom of the problem in aeutral
TCFIS.

1.3 Construct the tree branches after each variable by
identifving the variables which influence {or pro-
duce or cause ) this variable 1o change value.

3. Convert the influence tree to oval diagram form.
Locate the starting variable in the center.
Cluster the influcncing variables around it.

R
W =

Indicate the branching relationships as arrows be-
tween ovals.

N

Form cansal chains of variables.
Do not repeat variables on the diagram. Form
causal loops back o previously shown variables.

!\J I
W

3. Identfy the rypes of interactions between variables.

3.1 Isolate two variables and imagine the effect thata
smazll increzse in the causal variable will have on
the affected variable, assuming that all other
facters do not change.

3.2 Indicate whether the relationship isa direct or in-
verted effect (ses figure 3).

3.3 Indicate if a threshold effect is hypothesized {see
figure 4).

3.4 Indicate if the variable interaction is irreversible
{see figure 5).

4. Identify variables ontside the system.

4.1 Apply the influence tree stopping rule (TRD, page
743 to idenufy any factor which is cutside the
influence of other variables within the system.

4.2 Enclose these variables in a box vo distinguish
them from system variables {optional}.

5. Review the diagram for consistency.
5.1 See if the variables reflect a simitar level of derail/
aggregation.

=Oval diagrams o2y be construcred from Interaction Matrices {see
IMD, page 92}, but rhis emphasizes identifying all vartables first,
chen determining the relationships.



FIGUREG
Summary of Symbols and Notation for Oval Diagramming

SYMBOL MEANING

VARIABLE

EXOGGENOUS VARIABLE

o VARIABLE WHICH ONLY INCREASES

VARIABLE WHICH ONLY DECREASES

I DIRECTION OF CAUSALITY
T DIRECT EFFECT
— INVERTED EFFECT
- e NATURE OF INTERACTION CHANGES
U . NATURE OF INTERACTION UNCERTAIN
SO . R ol THRESHOLD EFFECT

_>® @.._._» BREAK IN ARROW {FOR DIAGRAM CLARITY)
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Convert the Influence Tree 10 an Oval Diagram

The starting variable was drawn in the center with the
variables which influence it chasiered around (see figure
8:. The branches of the wee disgram became arrows be-
sween the variables which became ovals. Each branch be-
came a causal chain, and when 2 variable was repeated in
the wee diagram fcg. HERD SIZE! a causal loop was
formed <see figurs 9. the muswally cansal-relationship be-
rween HERD SIZE and WATER AVAILABLE].

3.2 Efliminute any redundant relationships.

5.3 Lovk for spuricus correlations, ¢.g.. twa variables
which are shown as cavsally related when the ap-
parent catse and effect interaction is actually the
etfectof a third variable. The classic exarple is the
correlation between FIRE TRUCKS and FIRE
DAMAGE. The number of fire trucks responding
10 a fire dovs not cause the amount of damage; the
sze of the fire affects both variables (DeNeuiville.

G645,

5.4 Test the causal chains of hypotheses by consider- FIGURE7Y
ing the radiating effect of a small nclnm,gc in a var- Influence Tree Diagram Prepared to
abic in the chain. Are the sequences of interactions Start Oval Diagram of

Nemad Pastoralism Eco-System

consistent with the observed behavior in the

:.ysn:m?

_ SEASONAL
6. Complete the diagram for display or analysis. RAINFALL
6.1 1f necessary, tedraw the dagram to clarify vela-
tlomships {see figure 6. WATER | .. HERD
6.2 isolate cuusal loups and key varizbles by highlight- AVAILABLE SIZE
ing or diagramming them separazely.
|_DEEP
WELLS
EXAMPLE
The eco-system problem which was diagrammed s an
iuﬂuj;-ncc tree (see Tree Disgrams, TRD. page 74 will be AVAILAELE
continued. [ PASTURE
Construct a (ree Diagram of the System RANGE p—
The tee diagram represents factors which inreract 10 FEED SIZE
cause the nomad population’s problems in the drought-
stricken Sahi:l. A starting vadable for the diagram was CRAZING
,S&Sli:"i:ﬁ.‘& by first stating the known condition oz svmpiom "~ PRESSURE
which describes the problem: the region is overpopu- HEKD
lated with both people and animals. The sres dizgraza SIZE YIELD
could have been started with OVERPOPULATION OF ™ OF HERD
NOMADS or OVERSIZED HERDS. However these vari-
ables are not neutral, e.g.. overpopuiation is oaly relarive
10 available resources. Consequendy, HERD SIZE was p—— INCOME
selected ” because it may cither increase or decrease in rela-
tion 1o other variables. This permits the problem to be re- SOCEAL
PTLS-.PtLd as x})t ultu.racnon mﬁﬁ'ﬂg 3}’51{:!.\71 Varidhﬂl . ~VALUES:
Repeated application of the branching rule. - "idenzify CONSUMPTION
the variables which infivence this variable,” for each new-
I identified variable resulted in the completed diagram
shown in figure 7 {sce Tree Dizagrams. TRD, page 74 in DEMAND
practice, only a partial wee is needed to start the oval dia- FOR FOOD
gram- DESIRED
HERD
SIZE
“NOMAD POPULATION would have been an egqually acceprable | CULTURAL
starting vatiable for the wee diagram. NORMS




FIGURER
The Initial Steps in Construciing an
Oval Diagram from a Tree Diagram

Desired

Herd Size
" Water
\ Available

Available

Pasture

Idensify the Types of
Interactions Berween Variables

f HERD SIZE were 1o increase by some small amount.
the WATER AVAILABLE would decreuse it all other
factors were held constant. The — sign by the arrowhead
on the relationship shown in figure 9 indicared this in-
verted relationship. By posing similar changes between
each pair of related variables (considering onlv one refa-
tionship at a time). the analyst indicated on the diagram
the hypothesized interaction between the variables.

One such hypothesis concerned the reiationship be-
tween the RATE OF PASTURE RECOVERY and the
AVAILABLE PASTURE. If the RATE increased slightly.
the AVAILABLE PASTURE was directly affected. If the
rate decreased below some threshold value, the relation
ship became distorted (DESERTIFICATION increased
irreversibly, which decreased the AVAILABLE PAS-
TURE). These hypotheses were noted on the oval
diagram using the symbols shown in figure 9.

Identify Vartables Outside the System
The SEASONAL RAINFALL was shown as a variable *
which was outside the system. Although rhis variable pro-

dured the WATER AVAILABLE and influenced the
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RATE OF PASTURE RECOVERY, nothing within the
system dizgram was hvpothesized to influence the SEA-
SONAL RAINFALL,

Other factors were added o the oval diagram see
figure 1; to show the effects of external intsrventions on
the system. cg.. digging DEEP WELLS or bmposing
RANGE LIMITATIONS and HERIY CONTROL on the
nomads by governmen: interfzrence. Each of these actions
were determined by levels of variubles within the svstem
and could also be shown on the diagram ™~ eg.. the rela
tionship beiween GRAZING PRESSURE and HERD
SIZE CONTRQOL:.

Review the Diagram for Consisteacy

One of the biggest problems in oval diagramming is 1o
show widely varving levels of detail : disaggregated vari-
zbles:. in this example. all nomads and all livestock were
aggregated imro just two variabies: POPULATION und
HERD SIZE, The oval diagram could be restructured 1o
show regional variables or tribal groups. but this detailing
should follow a first atiernpt at a more general model.

A redundant relationship was shown initially in the
oval dizgram berween HERD SIZE and RANGE FEED
'compare figure § with figure 1) GRAZING PRESSURE
was defined to link HERD SIiZE with RATE OF
PASTURE RECOVERY. When reviewing the diagram, it
was observed thar the effect of HERD SIZE on RANGE
FEED was accounted for by the linkage through
GRAZING PRESSURE.

Social value relationships were shown rather ambigu-
ously on the diagram. A relationship berween DESIRED
HERD SIZE and NOMAD POPULATION was hvpoth-
esized to include not only the DEMAND FOR FOOD but
a set of CULTURAL NORMS. The norm may be a wadi-
tien that X catdie are desired for ¥ family members. Such a
hypothesis requires that information be gathered for
furcher study.

SOCIAL VALUES : CONSUMPTION infleence how
the YIELD from the HERD was 1o be taken —either to ef-
fect FOOD SUPPLY or to produce INCOME from mitk or
beef sales. The INCOME may be applied ro further build
up the HERD SI1ZE. By constructing these narratives. the
hypothesized relationships represented in the oval dia-
gram were systemarically examined. It is important. how-
ever. to consider both increases and decreases in key vari-

ables.

~It would have been an error to depict DROUGHT as a variable
since this is just a verv low lewel of the nectral variable. SEA-
SONAL RAINFALL.

==The relationships between ocutside interventions and system
variables are described further in the continuation of this cxample
in Interaction Matrix Diagrams {IMD, page 92;.



FEGURE®Y
Oval Diagram Depicting Causal Loops in Nomad Pastoralism Eco-System

SEASONAL
RAINFALL

YIELD

RATE
OF PASTURE
RECOVERY



Complete the Diagram for Display or Analysis

There were a number of interacting causal loops which
ied 10 the problems of the nomads. Each of these loops
could be isolated for further analysis and perhaps pro-
grammed on a computer simulation model (CSM. page
120) (Picardi, 1974). For purposes of presentation to deci-
sion makers, it is desirable to isolate these major effecis by
redrawing the diagram or highlighting the relationships
involved. Transparent cverlays are effecrive in consoruct-
ing the model before an audience. Coler-coding and geo-
metric shapes {other than ovals) are alse effective in clari-
fying the complex causal hypotheses.

At the very least, this example fifustrates the kinds of
interactions which help to orient efficient information-

gathering for detailed analysis a-:d design.

THEORY

Oval diagramming, or causal modeiing, draws from
many disciplines including cconomics. sociology. busi-
ness. and engineering. DeNeufville and Stafford ({1569}
describe the use of “arrow diagrams” to model the causal
relationships between varizbles. The field of Systems
Dynamics {Forrester, 1968} siems from efforts to model
the complex relationships which lead to problemaric be-
havior in industrial organizations. The MIT group sub-
sequently atrempied to model cities {Forrester, 1969)
and the world (Meadows, 1972).

While these efforts were mainly concerned with de-
veloping a computer simulation model to test hypotheses
and demonstrate the probable consequences of diiferent
policies, each must start with a causal model or oval dia-
gram of the relationships o be tested.

The work of Harrison {1972} and Abraham {1975} is
particularly noteworthy in their attempts to translate
complex techniques inzo straightforward models of
problematic system behavior.

A second approach concentrates on idendifving the
structure of interactions {see Interaction Matrix Disgrams.
IMD, page 92). Interpretive Swuctural Modeling War-
field, April, September. 1973; 1974) relies on com-
puter assistance to manipulate the matrices of relation-
ships into 2 model. An interaction marrix has a direct cor-
respondence to zn oval diagram and provides a powerful
technique for automatically analyzing large numbers of
complex interactions. Gerardin {1973} describes an appli-
cation of the technique to planning, and at a recent con-
ference {IEEE Conference, 1976} scveral authors applied
the technique to developmens: problems.
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Interaction Matrix
Diagramming

PREREQUISITETOOLS

Tree Diagrams (TRD, page 74 and Oval Diagramming
{OVD, page 81},

USAGE

PURPOSE

Interaction matrix diagrams describe compiex relation-
ships by identifving self-inzeractions within membersof a
set and cross-interactions between members of different
sets of elements.

USES

Interaction matrices mayv be used singly or in combina-
fien to:

1) Identify the elements {e.g.. objectives, constraints.
or system variables relevant to the description of a prob-
lem, project, or system).

2) Systematically explore the possible interactions
within a set of clements. usinga self-bireraction matrix.

3) Indicate the existence. strength, importance. or di-
tection of an interaction between any rwo elements.

3) idenrify the interactions berween two different sets
of factors. ¢.g.. between project objectives and activities.

3} Provide a matrix checklist for record keeping. com-
munication. and planning,

KEY DEFINITIONS

11 A marrix is a mathemarical and graphical represen-
zation in two dimensiors.

2: A selfinrerucrion matrix represeats relationships
within a single ser of variables.

3: A cross-iuteraction masrix represents relationships
berween dissimilar sets of variables.

41 A reduced marrix is formed by omirting one or
maore rows or columns from the criginal marrix.

5) A ser is a collection of elements having some com-
MO proper[y.

61 A matrix enrry is the symbol used to indicate the
existence or absence of a relationship between the element
in the row and the element in the column i which together
define the enzry ),

SHORT DESCRIPTION

Interaction matrices provide 2 technique for firstiden-
tifying the members of a set of clements. e.g.. the ebjec-
tives for a project. and then systematically examining all
the possible interactions among members of the ser. H the
factors can be categorized, the cross-interactions berween
members of different caregories can be determined {see
figure 1). A mazrix entry may show z range of informa-
tion, including whether the relarionship berween the two
elements has been hypothetically or emptrically deter-
mined. or whether the relationship is or would be desirable
if it were established. The matrix entry may also show the




relative strength or importance of the interaction,
Interaction matrices correspond direetly to tree diagrams
{TRD, page 74) and oval diagrams (OVD, page 81).

ADVANTAGES

i} All factors relevant to the description of 2 problem
or system are identified in a separate exercise prior to spe-
cifying interactions,

2) All possible interactions between clements are
examined in a systematic procedure which minimizes
omissions and tests for inconsistencies.

3) The existence of a relationship is determined with-
out having to further specify the type or degree of inter-
action.

4) A large number of variables may be analyzed with-
out significantly affecting the clariry or urility.

3) The matrix provides a convenient means of record-
ing information and tasks for further study.
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67 The procedure fends itself to a muld-disciplinary
approach.

LIMITATIONS

1} Separating the tasks of gemerating clements and
identifying relationships may run counter to thoughs pro-
cesses, ¢.g.. tracing cause-effect chains or the order of pret-
erence among descriptive clements. In these processes,
new elements often emerge as relationships are examined
(see Trec Diagrams., TRD, page 74}.

2y The number of relationships to be examined in-
creascs as the square of the number of matrix elements.
e.g.. there are nine possible interaction pairs among thres
clements? Forrunately. mot all interactions need to be

examined, but the process can be time-consuming.

*This ascurmes that the inreraction of an clement witk wself must
be examined.

FIGURE 1
Interaction Matrix Diagram Derived from Oval Diagram of Nomad Pastoralism Relationships

po Linitations

1 410 Conttol

A, Herd Swe
Range Feed
Avatable Pasture
Deiertitication
Pasture Recovery Rate
Grazing Pressure
Scasonal Ramntall
Water Available

Interventon

B, Deep Wells
Herd Size Conmol

Range Limitations

Phomure ] Heid Kiee
Wantern Medivine

1. Fonud Al

KEY:

Self Inzeraction Matrices:
AB.C 12

Cross Interaction Matrices:
AxB.CxD

Entrigs:
X - row variable
is Influenced
by column variable
O or Blank - no influence

= B g M G A S AR T o S e

C. Herd Size
resired Herd Size
I®emund for Food

Coltural XNornms

Nomad Populison
Food Supply )
Yould from Herd
Income from Yield
Socud Valees i 0
Intervention

Food Aid 0

hestern Aedicine
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FIGURE 2
Propertics of Relacionships

3; Tracing cyclical relationships and other linkages
through the matrix structure can be confusing. An oval or
tree dizgram provides greater clarity than the matrix

format. Self-lnteracsion Marrix of Refationship R
U ESOURCES SN
E EDRE
REQUIR aj | o 9 040
LEVELOF EFFORT Bl n\ ol ol o
Construction of interaction matrix diagrams requires
o e citioimi o]0
two distinet tasks: identifving relevant elements, and an- '
alvring interactions among them., The first task may ox- édlolol 1™l 0
ploit the collective judgment of a large group using brain- sl 11l o
. “ - - " [
storming {BSG. page 3) or the Nominal Group Technique ¢ L
INGT, page 14). Secondary information sources may also N

be uscd 1o develop the list. NOTE: "1 meams that row element 1w related o column

The task of idenrifying relationships requices consider-  elvmeni g 707 means thar relationship 8 does mot sppiy berween

- - - - . Sae T
able effort and expertise. Thismay be a weam wsk fcarcis W0 vement

taken to expluin the clements and the relationship whick is
to be examined.

SKILL LEVEL

Some skill is reguired o disgram the interaction
matrices in order 1o preserve clariy, and ro interpret the
linkages between elements.

TIME REQUIRED

The construcrion of an interaction matrix for a rela-
tively sma'l number of factors may ke hours. depending
on ones ability 1o assess the mawix enmies and the

amount of inforination included.

SPECIAL REQUIREMENTS

Interaction marrix diagrams may be constructed using
special computer programs. This greatly facilizates the
systematic analysis of many clements and permits quick
and accurate performance of matrix operaticns i Warfield.
19735

DESCRIFTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1) A rransitive relationship requires that 2 direcred re-
fationship among three or more clements be consicrent.
e.g.. if Aispreferred to B.and if Bis preferred to C, then A
must be preferred 1o C {see figure 2).

2} A directed relat. nchip specifies that the existence
of the relationship is dependent on the order in which the

"% wal

rwo clements are considered, e.g.. “is influenced by,” “is

preferred to.” and “is subordinaze t0.”

Weal Diagrarm of Matroe Assoming
a Direcned. Intramsitive, Asymmetrical
and Lrrefienive Relationship R

SYMBOL DEFINFTIONS:

3. b. . d. and ¢ are clements of a set,

3, are ary two cdements.

R denotes a relationship between any two elements,
a R b signifies that cloment a is refared to clement & by
the relationship R.

MATRIX RELATIONSHIP PROPERTIES

Reflexivizy. A relativaship is reflexve wa Ra, bR b,
v - i R OL I pot, the relationship is e flexive because
all the diagonal clements are <3.™

Symmerry. A relationship berween two clements is
symmetrical if when I R j. them j B i For example,
Group A “communicates with (R}™ Group B. In this
case, the wo halves of the matrix are symmemical
ahout the diagonal. If net. them the reladfonship is
assymetrical.

Transttévity. A relationship sz sitive if when a R b
and b R d ther 2 R 4. For example, project A “is
preferred to (R} project B which is preferred w
Project D, therefore Project A must be preferred 1o
Project D. if not. the relationship is Srtransitive. The
entries at colvmn 2 of rows B and e are differene,
mdicating an mtransitive telationship jor an inconsist-
enl marrix «nery i,




3) A reflexive relationship occurs when the variable in-
teracts with itself (sce figure 2).

4) A symmetrical relationship means that the relation-
ship between two clements s non-divecied. te.. the
clements interact independent of the order in which they
are considered (see figure 2).

5) Linearly finked matrices have a common sct of rows
or columns.

6) Orthogonally linked matrices have the same set of
clements in the rows ¢f one matrix and the columns of the
other matrix.

REQUIRED INPUTS

1 the interaction matrix disgram is to bea group effort.
team members should be familiar with the problem or
project. They should have diverse backgrounds in order
zo provide a brcad perspective on relevant elements and
possible relationships.

TOOL QUTPUT

The interaction inatrix diagram provides a usefu}
model, but may also be an inwermediate product which is
used to guide further information-gathering and study.

IMPORTANT ASSUMPTIONS

The diagramming process represents 2 mapping of an
internal mental model to an explicic format {marrices).
The technigue systematizes the mapping process by ex-
amining only one pair of elements at a time. This may re-
sult in a relationship between two elements which is incon-
sistent with the interaction of each element to other
elements {e.g.. a transitive relationship among elementsis
violated). In this case. it must be assumed that the menzal
model is incorrect. though a cognitively complex view of
the relationship may be the source of the discrepancy.

METHOD OF USE

GENERAL PROCEDURE

Throughout the following procedure. remember that
interaction marrices are constructed by simply makingan
entry at the intersection of a row and column which indi-
cates whether there is a specified relationship between the
corresponding elements.

1. Specify the type of elements and the relationship.
1.1  Specify if the element set is objectives. con-
straints, agencies. needs, variables. interven-
toas, erc.
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1.2

1.3

1.4

Specify if the relationship is directed or non-
directed. c.g.. non-directed relationships in-
clude —is associated with,
with.” and “interacts with.”
If the relationship is direcied. t.e.. from one

COMMUuRIcales

clement to the other. then specify if the sela
tionship is transitive or intrunsitive ‘see defini-
tiomns in figare 25,

Specify if the relaticaship is reflexive or not
isee figues 23,

2. Generate alist of elements for each set.

a1

)
1~

Ask the question: What elements are necessary
to describe the {tvpe of clement} for the (con-
text}? For example, “What clements are neces-
sary to describe the objectives of an integrated
rural development project?™

Combine individual answers to this question if
a group process Is used, e.g.. brainstorming
"BSG. page 3). Nominal Group Technique
{NGT. page 14}. or Delphi (DLP, pagc 168].

3. Construct the interaction matrices.

3.1

3.2

b
[}

List all the slements of one type in the rows of
a matrix.

Prepare a sclf-interaction mawrix by repeating
this list of clements as the columns of the
matrix to form a square (see figare 1}

Prepare a crossinteraction matrix by listing
eloements from a different set in the columns of
the matrix o form a rectangular matrix (see
figure 1}.

4. Determine mattix entries.

44

:l.
[ 3%]

14

Specify the symbol for a positive entxy toindi-
cate the existence of a relationship, e.g.. ™/,
~X."or =17 {see also figure 1}

Specify the symbol which indicares that there
is no interaction berween two variables (e.g..
0™ or blank ).

Beginning with the first row of the matrix,
apply the relationship test to the row element
and each colamu element. Test by asking: Is
{element i} irelationship} {element j}? For ex-
ample. “'Is Project A preferred to Project B
or “Isvariable X influenced by variable Y™
If the answer to the relationship test is posi-

L

tive. then the corresponding matrix entry is
the positive symbol specified in step 4.1, If
not. either enter 0™ or make no entry.

If a group process is used to examine each rela-

tionship, use a majority vote Or group Comn-

sensus to answer the relationship test.
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4.6

Repeat this test for the entries in the re-
maining matrix rows until ali possible matrix
entrics have been determined.

5. Examinc the matrix for consistency.

5.1

if the relationship is reflexive. confirm that
the diagonal entries are positive {sce example,
figure 2).

if the relationship is irreflexive. the diagonal
entries should be zero.

If the relationship is symmetrical {e.g.. 2 noa-
directed relationship such as “is associated
with™}, then confirm: that cach positive row i-
column j entry in « self-interaction matrix has
a corresponding row j-column § entry which is
positive. Otherwise, the matrix entry is incon-
sistent (sec example. figure 2.

If the relationship is directed and wansitive.
follow the iterative procedure shown in figure
3 to test whether an intransitive relationship
has been erroncously entered im the magrix.
For exampie, assume that the mawrix in figure
2 describes a relationship between elements
which is transitive, ¢.g.. element § is subordi-
nate to clement j. Comparing the positive
entrics in the bottom row ¢} with the positve
catrics in row & (step 7 in the test sequence]
indicazes that the column a entries ave incon-
sistent. If ¢ is subordinate to b, and if b 1s sub-
ordinate 1o 4, then e must be subordinate toa
or the relationships would be intransitive.

6. Specify the relative degree that the relationship ap-
plics {optional}.

6.1

Determine a scale to indicate the degree of in-
teraction (e.g.. 0 to 10, or 0 to 3) {see Rating
Scales, RTS, page 29}.

For each row, assign « scale value to the entries
which indicates a relationship. The value
determined should reflect the relative degree
to which the relationship applies compared to
the other relationships in that row. eg., the
strength of interaction between the two vari-
able elements {sec example on page 99].

7. Construct a reduced marrix {optional).

7.1

Eliminate any elements from 2 cross-nter
action matrix which have no positive relation-
ships with elementsin the other set by striking
the row or column from the matrix.

Eliminate any element in a self-interaction
mamix only if it has no positive row and
column entries. e.g.. it does not interact with
any other element within the set.

7.3

Eliminate any clement where the degree of re-
lationship is shown as an enory if none of the
entries for that element are above a specified
scale value {see example on page 99;.

8. Construct an intcraction matrix diagram {opitonal).

8.1

Two interaction matrices may be linked to-
gether by repeating onc or more clements of
one sct in both matrices (see HERD SiZE in
matrices A and Cin figure 1).

Matrices may be linked together by alternating
cross- and self-interaction matrices {see figure
1) to form linearly finked matrices or orthe-
gonally linked matrices. For the latrer, the
selfinteraction matrix becomes a pivor point
between Two cross-interaction matrices.,

9. Clarify the interaction matrix by constructing a tree

diagram {opsional}.

9.1

9.3

9.4

Select a row of the matrix as the starting ele-
ment of the tree {see Tree Diagrams. TRD,
page 74).

Branch the tree at each positive column entry.
The clement on the branch corresponds to the
column clement.

For cach of these elements the process may be
repeated by branching at the positive entries
on their respective rows. For the matrix in
figure 2, a wee started with the element ¢
would first branch to elements b and ¢, cach of
which would branch to element <. The branch-
ing ruie in this procedure is simply the inter-
action matrix relztionship, e.i., identify all the
elements to which this element is subordinace.
To wee diagram the converse of the relation-
ship. repeat the above procedure, but branch
in cach case ar the positive entries in the
column of the element. The brunching rule
ther bocomes in effect flippe:’ wound, e.g..
identify all the elements which are subordi-
nate to this element. The oval diagram in
figure 2 resembles such a tree structure, except
that element e is not shovwn rwice.

10. Clarify the interaction matrix by constructing an oval

diagram (optional}.

10.1  Select the row element with the most positive
entriesas the starting element.

10.2 Cluster all the elements which have positive
column entries about the starting element.

10.3 Draw lines which correspond to the relation-

ship between eack of the clements of 2 positive
MatTix entry.
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FIGURE 4
Reduced Cross-Interaction Matrix for Environmenial Asscssment

Aciions which can © — = - =2 =
. . < < = = — ——
unpact envIronment
un
i =
w -
z = o
= = - = ]
& = = < =
= i = -4 -
=% -~ 4 =
o = z = £ 2
S S @ = 2 E
z = i = z
RN ERER
. - : = = k] ‘_."E
Existing environmental & = =z @ S =
= = = = = <
characteristics or conditions < < = < o3 S
A.2d Water quality 1
A2¢ Water temperatiare ] 5 5
Adb Erosion : 5.3 4 >
. : 4
A4c Deposttion i 1
B.la Trees 4 5 b
a Wi 3 rprar
C.1a Wilderness and open spaces 5 1 7l
C.3b Wilderness qualities 3.4 4 4 71
Cef  Parks and reserves 6. . 6
C.3h Rare and unique ecosystem 4 7o
C.5b Transportation network 6
C.5¢ Utility network
KEY:
6 Relative magnitude of the interaction on a scale of 110 10
4 Relative significance of the interaction on a scale of 1 1o 10

SOURCE: Agency for International Development. Environmental Assessment Guidelires Manual. Washing-
ton, D.C.: USAID, September 1974,




10.4  If the relationship is directed. e.g.. “'a is pre-
ferred to b.7 locate the arrowhead at the end
of the linkage in a way consistent with the
meaning of the relationship. For cxample. the
oval diagram for the matrix in figure 2 places
the arrowhead at the oval surrounding the ele-
ment which is second in the relationship “bis
subordinate toa.”

ok
&
(W1}

Adé remaining elements and links to the dia-
gram where each link corresponds 1o a positive
entry on the matrix.

10.6 1f the relationship is symmetrical. only the
posizive entrics on cone side of the matix
dizgenal need to be diagrammed.

If the relationship is reflexive, an arrow may
be shown emitting from the oval and looping
back to it. though such links are often
omittad.

10.7

10.8 If the reiationship is wansitive, the marrix will
contain a number of enties which represent
redundant Hnks on an oval diagram. These
may be omitted as shown in the link arrows
frometoaand droain figure 2.

10.9  An inwansitive relationship may be oval dia-
grammed as a feedback loop, e.g.. the refa-
tionship “isaffected by.”

10.10 Confirm that the diagram is complete by
counting the number of connecring arrows.
any omitted reflexive loops, and any omitted
redundant intransitive links. The total should
equal the number of positive matrix entries.
10,11 The information on degree of relationship
may be transferred to the oval diagram by as-
sociating the scale number with the connect-
ing arrow (e.g.. either adjacent to the arrow-

head or on a box on the arrow).

EXAMPLES

Constructing a Reduced Cross-Interaction Matrix

A ser of existing environmental characteristics or con-
ditions. such as water quality and erosion, were identified
and listed by various categories to reflect the environ-
mental concerns of donor-funded development projects
{Environmental Assessment Guidelines Manual, 1574}, A
second set of actions which can influence the environment
were also identified by using several categories of actions.
These included “alteration of ground cover.” energy
generation,” etc.

A sample environmental assessment was then con-

ducted by constructing a cross-interaction matrix which
listed the environmental characteristics as rows and the ac-
tions as columns {see figure 4}. Matrix entries were scaled
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from 1 to 10 {see Rating Scales, RTS, page 29). The first
entry for cach combination of condition was determined
by an assessment of the relative scrength of the inter-
action. This was done for every probuble combination. A
sccond entry assessed the relative significance of the inter-
action. Finally. a reduced cross-interaction wmatrix was
formed by climinating the rows and columns. The red-ced
matrix contained only those clements whose interaction
had a strengeh or significance greater than 2 on the relative
scale.

This matrix pinpointed the piobable areas where
project actions may have either a strong or significant
environmental impact.

An Intesaction Matrix Diagram
of the Nomad Pastoralism Eco-System

The problems of the nomads in the dronght-stricken
Sahel were represented as a tree diagram { TRD, page 74)
and an oval diagram (OVD. page 81}. The oval diagram
showed the relationships among 2 set of variables which
described the nomad pastoralist eco-system. and key eco-
nomic and social variables such as the SOCIAL VALUE
ON CONSUMPTION (see figure 5). Selfinteraction
matrices were constructed for the ewo parts of this dia-
gram: the livestock-environmental and the population-
socioeconomic variables {see figure 1. matrices A and C).
In cach case. the cutside interventions {shown as boxed
variables in figure 5 were diagrammed as separate
matrices {B and D}.

The interaction matrix diagram provides a systematic
way of examining the multiple interactions between an
outside intervention 2nd the internal svstem variables,

The crossinteraction matrices AXB and CXD were
constructed to determine which system variables were in-
fluenced by the outside interventions {see figure 1}. Asthe
oval diagram indicates { figuze 5}. these interventions were
originally diagrammed as affecting only a single system
vartable.

The cross-interaction masrix AXB was further specified
by starting with the column DEEP WELLS and asking, for
each row variable: Does this intervention {digging deep
wells) influence this variable? Additional positive entries
are shown in figure 6 as slashes in the cross-interaction
matrix.

In order to determine the possible influence of system
variables o the intervention {ie.. mutual-causal relation-
ships—see OVD, page 81} the BXA and DXC cross-
interaction matrices™ were constructed, and the entries
for each row element {inwervention} were determined by

~Note that AXB and BXA are orthogonally linked matricos while
BXA and BXC are linearly linked matrices.
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Oval Diagram for Nomad Pastoralism Eco-System
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the relationship test: Does this column varizble influence
this row intervention in the system? Positive responses are
shown as slashes entered on the diagram {sec figure 6).

Subjecting the diagram to this systematic process re-
vealed some omissions in the original conception of the
compiex eco-system relationships. For example. HERD
SIZE CONTROL affected a number of orther variables be-
sides the HERD SIZE, One in particular which should met
have been slighted is the necessity to influence the DE-
SIRED HERD SIZE varlabie of the nomad pastoralist de-
cision maker. Also, the crucial interaction berween HERD
SIZE CONTROL and RANGE LIMITATIONS is pin-
pointed. Other intervendons such as VETERINARY
SERVICES can be added to examine further interactions.

The oval diagram may then have been redrawn to form
the interaction meatrix diagram to show these additional
hypothesized relationships.

INTERACTION MATRIX DIAGRAMMING / 101

Constructing a Trec Diagrain to Clarify Relationships

Multiple refationships may be lost sn the complesity of
the matrix formaz. A simple way to clarity the diagram is
to construet a tzee diagram [TRD, page 74) of the inger-
actions. A tree diagram is shown for the relutionships of
HERD SIZE CONTROL o other clements of the descrip-
ton {see figuve 71 The right-hand wee lists the factors
which influenze the intervention of HERD SIZE CON-
TROL. The right-band branches represemt the positive
entries in the column labeled HERD SIZE CONTROL.
The left side describes variables which are inflaenced by
this intervention. The eft-hand branches are the ensries in
the row with the same label.

Some items are duplicated on both lists. ndicating thar
atterapting to control HERD SIZE is a complex process
involving feedback of variables such as HERE S1ZE and
GRAZING PRESSURE on range lands.

FIGURE 6
Revised Interaction Mawix Diagram Showing Influences on Interventions in Svstem
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FICGURE 7
Tree Diagram Clarifving che Influence
Relationships in the Interaction Matrix Diagram Example

Varisbles Influenced Intervention Variables Influencing
By Intervention Intervention
HERD SIZE ] !} HERD SIZE
RANGF FEED : AVAILABLE PASTURE
DESERTIFICATION PASTURE RECOVERY RATE
PASTURFE RECOVERY RATE GRAZING PRESSURE
GRAZING PRIESSURE ‘ SEASONAL RAINFALL
DEEP WFLLS ‘ HERD SIZE — WATER AVAILABLE
! CONTROL

RANGE LIMITATIONS 1

DESIRED HELD SIZE
FOOD SUPPLY

YIELD FROM HERD

INCOME FROM HERD

The problems of the nomad pastoralists i the Sahel
have been addressed using Interprezive Strucrural Models
in two recent papers {Gelger and Firz, 1976, and Horn-
bach. ot al., 1976). The papers present oval and tree dia-
srams which were derived with the assistance of specizl
computer programs designed to transfer the interaction
TMAIriX represenlations,

THEORY

The matrix representation of relaticnships takes many
forms, and the relevant theory depends on the particular
application. Beckerr {1971) traces the representarion of
sestoms from direcred graphs {oval diagrams) to matrix
modeis {interaction matrices) to Markov transirion
models. The latzer builds on probability theory with the
matrix entries representing the probability of a rransitior
from onc system state toanother.

Interaction matrix diagramming cwes a great deal to
the efforts of Warfield and others at the Battelle Memerial
Institute {Hill and Warficld. 1972). Theix “Unified Pro-
gram Planming’® uses the selfiinteraction and cross-
interaction matrix approach to strocrure the following
sets of planning elements:

RANGE LIMITATIONS

DESIRED HERD SIZE
—— CULTURAL NORMS: HERD SIZE

YIELD FROM HERD

——SOCIAL VALUES: CONSUMPTION

Constraints

Needs

Objectives {and measures)
Alrerables

Agencics {and agents)
Activitics {and measures;
Socictal sectors

These rechniques and others are described in Portraits
of Complexity 1973,

Interpretve Strucrural Modeling is the label for a range
of computer-assisted diagramming techniques which grew
out of the work a2t Battelle :Warficld, April, Seprember,
1973: 1974). It relies on computer assistance To manipo-
late the matrices of relarionships into a2 model and pro-
vides a powerful technigue for zutoriatically analyzing
large numbers of complex interacrions. The basis for com-
puter assistance is found in the properties of directed
graphs ard matrix partitioning. These rechniques may be
performed manually, but are tedious for farge matrices.

Gerardin {1973} describes zp application of the rech-
nique o plenaing, and at a recear conference (IEEE Con-
ference., 1976) several suthors applied the rechnique ro
development problems.




The interaction matrix diagramming technique ex-
tracts the most nseful elements of Interpretive Structaral
Modcling and the mere heuristically ortented Unified
Program Planning.
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v
Analyzing

Complex Processes

Flowcharts
Decision Tables
Computer Simulation Models
Gaming

Project planning dermands analysis of the complex processes of development. Static de-
scriptions are useful for characterizing complex relationships. but dynamic analysis rakes
the description into the time dimension. A powerful technique for dynamic analysis ueilizes
the versatility of electronic computers {Computer Simularion Models} to examine the pro-
cesses which bring about changes in systems. The computrer is not an absolute requirement,
as other means of simulation can be used to explore complex processes. Two analysis tech-
niques {Flowcharrs and Decision Tables) focus directly on the sequences of decision and
action which characterize systems performance.



Flowcharts

PREREQUISITE TOOLS

None.

USAGE

PURPOSE

A flowchart represents complex processes as 2 con-
nected sequence of decisions and alternarive actions.

USES

A flowchart is used ro:

1) Present the analysis of a complex decision situation
or procedure which can be broken down into identifiable
processes.

2) Depict a complex sequential process such as the
stepsin planning and implementinga project.

3} Indicate how a repetitive activity is 10 be carried
out. e.g., the routine tasks in controlling project disburse-
ments.

4) Design, analyze, and debug computer programs.

KEY DEFINITIONS

1) A process symbol represents an sction which takes
placc over time (see figure 1).

25 A decision symbol represents a step in & procesy
where there is a choice among two or more alternative ac-
tions {see figure 13,

3} A state symbol represents a tangible product, re-
guirement, or specific condition associated with 4 process
sequence {see figure 1}

4; A directed line links twe symbols together with un
arrowhead indicating the sequence {see figure 1.

SHORT DESCRIPTION

A flowchart consists of process. smare, and decision
symbols which are combined to show the sequence or flow
of a complex process. The process may be the steps neces-
sary o achieve a rask. a series of decisions where choices
are dependent on earlier choices. or the routing of infor-
mation and materials in 2 system (see System Definition
Matrix, SDM, page 67

The symbols are linked by directed lines to indicate che
order of occurrence {see figure 1}. If a decision has an al-
ternative which requires the repetition of a process or de-
cision, then the flowchart depicts the feedback loop.

ADVANTAGES

1} Flowcharts are relatively simple to vse and have
wide applicabiliry.

2) The graphic description of a complex process makes
it easier to communicate with others.
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A Flowchart for the Task of Constructing & Flowchart
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3) Alternative courses of action are related to succes-
sive stcps by their location on the fiowchart.

4) The position of an activity in the overall rask is
clearer than in prose descriptions.

5) Logical inconsistencies in decision sequences can be
identified, ¢.g.. a portion of a computer program that can-
not be executed because ne action scquence leads to it.

LIMITATIONS

1) Constructing a flowchart may be somewhat more
difficuit than a simple prose account or the construction
of a decision table {DTB, page 113). [t is casier to over-
look processes and decisions.

2) Meodifying 1o include new processes or decision
choices may require redrawing the flowchart.

3) A flowchart is less effective as an analysis tool
where 2 large number of options are associated with a deci-
siomn.

REQUIRED RESOURCES

LEVEL OF EFFORT

Effort is expended in identifying possible decisions.
determining the processes required 1o carry out the ac-
tivity, and constructing a flowchart which links these de-
cisions and processes.

SKILLLEVEL

Flowcharting requires the ability to anticipate the
scope of the project and to break down the projectintoa
sequence of activities. Flowcharting becomes easier with
practice.

TIME REQUIRED

The time required depends on the number of activities
and the complexity of the sequence. A flowchart de-
scribing a sequence of 100 steps may ke approximately 2
day to construct and refine for clarity.

DESCRIPTION OF TOOL

REQUIRED INPUTS

Flowcharts are combinations of symbols:

The process symbol describes an action or step in the
overall process. The level of detail necessary to describea
process depends on how the chart is o be used {greater
detail could lead to cluttering the diagram). Consequently,
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flowcharting requires identiticasion of distinct actions
within the complex process or system.

The decision symbel is another building block tor tlow-
charts. [z always contains 2 questien like:

1} Did a particular event oceur?
2} Hasa specified eriterion been met?

3} tsa prior process complete?

Question 1 is answered by a simple binary choice ves
or no. These answers are associated with the urrows
emitting from the decision symbol and leading to sebse:
quent symbols in the chart.

Question 2 may be answered by yes of no, or the spe-
cific criteria may be shown as branches emitting trom the
flowchart decision symbol {see figure 2}

Question 3 is a specific case of question 1 ithe eventis
the completion of the prior step} and iliuserates a common
occurrence in the flowcharz. The branch labeled NO wilt
likely loop back to the prior symbol if the process cannot
continue unti! that step is completed {see figure 2.

The staze symbol is an optional. though useful, compo-
nent of flowcharts. It is used to identify the resources
needed {inputs} or the result of a process {outputs). The
state symbol can also indicate the state of the activity ata
specificd point in time. e.g., the conditions necessary be-
fore disbursement of loan payments ro a host counsry.

A pair of conacctor syrebols. often used in flowcharts
to promote clarity, permits breaking the line linhing two
symbols to avoid crossing lines or to connect portions of &
fowchart on separate pages i see figure 11 The same letter
or number should be nsed in cach cirele.

Anv number of other symbols can be used in flow-
charting as long as a suitable explanation of the signifi-
cance of the shape is given. Otherwise. the different
symbols may fail to communicatea complex decision pro-
cess.
The Delta chart {described by Warficld and Hill. 1971}
is a Howchart designed specitically as a planning and con-
ol tool. 1t provides more symbols (e.g., logic clements)
and incorporazes a larger amount of data (¢.g-, the person
or organization responsible for a process and the tme
involved in carrving out 2 process;.

TOOL OUTPUT

The flowchart is a planning tool that indicates how an
actvity can be carried out in the future. The planner may
find the flowchart useful as a control tool if he identifies
who is responsible for what process and if he specifies the
timing of the processes.

The flowchart provides a description not only for de-
sign and analysis purposes, but for repeated use in the
operational phases of a project. The operator follows the
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FIGURE 2
Examples of Decision Poings for Flowcharting
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sequence of processes described and brunches at cach de-
cision point according to the current conditions atfecting
the decision. In thisregard. the decision table may be more
wseiul than a flowchart (see DTB. page 113).

IMPORTANT ASSUMPTIONS

Flowchatts belong to a set of techniques which, even
though allowing for various contingencies. assume thar a
fundamental determinacy underlies the diagrammed pro-
cess. There is an underlying logic or basic rationality which
must hold for the process. Otherwise the combination of
decisions, actions. and states is meaningless.

This feature of flowcharts suggests their use in testing
the logic and coherence of a prose description of a com-
plex process. If the charted sequence does not “flow™
logically. then perhaps the process being described is in-
coherent or inconsistent.

METHOD OF USE

GENERAL PROCEDURE

Constructing a flowchart is primarily a heuristic zask:
only general guidelines can be given. Be careful not o get
bogged down in details: rather. start with a high level of
abstraction to capture the basic processes and majer de-
cision points. The first chart should give 2 broad repre-
sentation of the overall process. More detail may be added
in successive verstons,

hectares does the

Less than one

How many One to three

g

farmer own?

More than three
_—--a—

The following steps are useful guidelines for describing
a2 complex process which follows a more or less togical se-
yuence from start 1o finish.

1. ldentify major processes and decisions.

2. Single out those processes {and decisions) which
represcat the basic activity accomplished.

3. Order these in a sequence of saccessive symbols and
skerch the basic flow by showing only the connecrions
which represenc the most likely choice at each decision
point.

4. Ideniify the conditions which must be met before
cach decision can be made and connect them by arrows
entering the flow before the decision point.

5. Identify the alternatives at each decision point and
show these as labeled branches emiiting from the decision
symbol.

6. Rather than show a symbol for a process whick
must be repeated. loop back to the symbol representing
the first occurrence of thar process.

7. Examine the chart for consistency.

8. If further derail is desired, break the processes into
subprocesses and insert additional decision points as re-

quired.

1f the complex process is primarily a series of decisions,
then the ordering in step 3 should reflect the logic of the
questions asked. e.g.. from general to specific, or ina selec-
tion process, those decisions which lead 1o an early accep-
tance or rejection, e.g., minimum qualifications which
must be met for job applicants.

s



FIGUKE 3
Behavioral Model of Development Administration
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EXAMPLE

The degree to which the public reacts to 2 plan which
calls for public participation significantly affects the
planning process and the vltimate course of action.
Montgomery {1974) poses a series of questions which lead
to three actions: 1) the government carries out the plan
without public participation except as compelled by arbi-
tration or adjudication; 2} the public parricipates in carry-
ing cut the plan; or 3} the plan is abandoned. Figure 3 pre-
sents a flowchart of the questions for determining which
alternative is likely to occur.

Other examgles may be found in the descriprions of
Interaction Matrix Diagrams {IMD, page 92) and Scenr
arios (SCN, page 164).

THEORY

Flowcharts belong to 2 set of approaches for pictorially
describing complex processes. Nadler {1970] describes
many of these variations. all of which depend or the an-
alyst’s ability to abstract complex decisions and opera-
tions. This is a particularly useful skill for computer pro-
grammers where the logical flow of calculations and data
manipulation may be wraced.

The same idea may be used to describe any system or
deterministic task. Signal flow graphs and networks are
flowcliarts with different symbols for representing the ele-

ments (Whitehouse, 1973). Basic laws have been de-
veloped for simplifying these representations, though
their application to flowcharts is more difficult.

Decision tables have a one-to-one correspondence to
flowcharts {see DTB, page 113). This format for analyzing
a complex process lends itself to certain principles of
simplification {see Lewis, 1970).
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Decision Tables

PREREQUISITETOOLS

None.

USAGE
PURPOSE

A decision table documents 2 decision-making process
by describing actions to be followed under different con-
ditions in a given environment.

USES

Decision tables are used to:

1) Analyze complex decision simaations.

2} Provide 2 documented procedure for handling de-
cisions which may re-occur under different conditions.

3} Record and communicate procedural rules and
regulations within organizations.

4) Provide the basis for writing computer programs for
use in tools such as Computer Simulation Models {CSM,
page 120).

KEY DEFINTFIONS

1) The condition stub is that portion of a decision
zable which lists the factors to be considered when making
decisions in 2 given situation. Each factor is written in the

form of a question, e g., “Are loan funds available?”

2} The condition entries are the conditions of each
factor {or question) listed in the condition stub, e.g..
“YES—loan funds are available.”

3} The actior stub is that portion of a decision t:bie
which iists the actions or decisions to be taken if a parsic-
ular combination of circumstances occurs, ¢.g., “submi’
fund transfer request.”

4) The decision rules are the action entries of a deci-
sion tabie which link 2 particular combination of condi-
tion entries to specified actions.

SHORT DESCRIPTION

A decision table is a tabular representarion of a com-
plex decision process where a number of factors affect the
choice of action(s). The table has four parts: the condition
stub, the condition entries or contingencies, the action
srub, and the action entries or decision rules {see figure 1}.
The table is used by first determining the condirions which
apply {e.g., loan funds are availzble. but the government
has not deposited its conwribution), and then by matching
the condition entries to this contingency to determine the
decision rule column {e.g., colemn 2). The acticns to be
taken {or the decision choiczs) are indicated by X’sin the
column, The “X” may be Interpreted thusly: If these
conditions occur, then these actions are specified.

Decision tables may be interconnected to presenz com-
plex sequential decision processes.
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FIGURE 1
Decision Table Used by Donor Agency for Depositing Loan Funds into Special Program Account

CONDITIONS DECISION RULES
z 1 2 3 4 z
2= =F
= § Are loan funds available? NO YES YES YES ;_-: =
% “ | Has government contribution been deposited? - NO YES YES g %
> Has release of funds been authorized !Jlg,?vcmmcm? - - NO YES ©
ACTIONS
z . Submit fund transfer request. X r4 "é’
é g Resolve constraints with Ministry. X X ; ;
< Deposit funds in SSPA.Y x ¥ <
Authorize release of funds from SSPA, X

= Special Segregated Program Account for distursement of furds to programs.

ADVANTAGES

1) Decision tables are a concise method of describing
situations.

2) Standard techniques are available to ascertain that
there are no omissions or inconsistencies in the wble.

3) Decision tables aid in understanding and com-
municating complex situations.

4) The decision table is casily adapred for compurer
programming.

5) A complex decision involving several facrors {each
of which may assume mulriple values) typically requiresa
specification of a differentaction for zach combinarion of
factor values. This process is more easily represented ona
decision table than by a prose description or a flowchart
{sec FLW, page 107}

LIMITATIONS

1) A flowchart has greater visual clarity for under-
standing the different courses of action in a complex pro-
cedure.

2) Decision tables are relatively lirrle used and may
deter the uninitiated until the mechanics are mastered.

REQUIRED RESOURCES

LEVEL OF EFFORT

Effort is required to identify the different conditions in
2 situation and the actions to be taken when specific con-
ditions occur. Developing the table requires firele addi-
tional effort.

SKILL LEVEL

The ability to logically break downa decision into rele-
vant factors and decision rules for action is fundamental to
constructing decision zables. Their use requires lirtle skiil
ance the formart is understood.

TIME REQUIRED

The time reguired to develop a decision able depends
on the complexicy of the decision situation. Less than an
hour is required to develop a decision table with 5-8 condi-
tions, 8-10 actions, and 10-15 rules. Additional cime is re-
quired if several interconnected tables are needed to de-
scribe the situarion.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1} A limired entry decision table permits only a
limited set of condirion and action enwies in the decision
rule columns, e.g., YES or NO (sce figure 1).

2} A mixed enmy decision table permits extended
entries sach as a range of values for a question, *Whar is
she size of the land holding?” in the condi:ion stub.

3} The ELSE rule is a column in the decision table
which appties when no other decision rules may be added
to cover the case or where no combination of conditions

apphies.




REQUIRED INPUTS

Construction of a decision tabie requires a brealdown
of the factors relevunt to the decision and rhe possibﬁc
action choices. The analyst must consult with the deci-
sion maker on policy and conditions aifecdng the policy
if the table is to be used as a guide for action.

TOOL MUTPUT

The dec.sion zable technique results in an znalysis of
the conditions and actions which compose 2 particular de-
cision. The process may be vaiuabie in itself 1o peint out
inconsistencies in procedure or areas where further specifi-
cation of action is in erder.

IiMPORTANT ASSUMPTIONS

The decision table technique assumes that the decision
process can be rationalized. and thus actions are pre-
specified. Al relevant conditions must be identitied a
priori, i.e., ali the actions which follow from a given sct of
conditions can be specified. The implication of a pre-
programmed automatic response is-somewhat counter-
acted by including an ELSE rule in the set of decision
rules. This permits an escape clause i none of the relevant
conditions hold, or if the analyst ~hooses not to specify
every possible combination of circumistances. The action
for the ELSE rule is almost lways 1o call it to the azten-
tion of a supervisor or higher level decision-making
authority.

METHOD OF USE

GENERAL PROCEDURE

Constructing a Limired Entry Table
1. Fill in the cendition stub of the table {upper left quad-

rant).

1.1 Determine the conditions which are relevant 1o
the decision.

1.2 Write each condition in the form of a yes/no ques-
Gon.

1.3 List the conditionsin the condition srub.

2. Fill in the action stub of the ble {lower left quad-
rant).
2.1 Determine the action options which correspond to
each possible combinadion of conditions.
2.2 List the actions in the action stub.
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3. Specify all possible contingencies {upper right quad-
Tant).

3.1 Enter a YES or NO co the first condition [or
simply Y or N in the table at the first rele column
tsee figure L

1f the other conditions are relevanz, entera YES or
NO for cach remaining condition in that column;
i not.entera™ - "

Repear this for the remaining columns uneil ulf
possible combinations of conditions are marked.
Each combination represents a contingency and
occupies a single column in the table.

Confirm that if there are 1 questions i the conds-
tion stub. then there are 2 contingencies | unless
some combinations are not feasible).

4. Enter the decision rules (lower right quadrant).

4.1 Star: with the first contingency {columan 1) and
indicaze the appropriate sction with an X at the
intersection of the column with the corresponding
action row.

Repeat this process tor each condngency antil ali
columns have at least one enwry in the bottom por-
tion of the wble.

5. Simplify the table if possible.

5.1 Order the decision rules from left to riyht so that
the rule which is indifferent to the most number of
conditions is the first decision rule column.

Order the condition questions so that the decision
rules are applied first to the contingency where the
least number of questions must be asked. Steps 5.1
and 5.2 should result in the conditon enwies oc-
cupving the upper right wiangle with an increasing
number of indifferent enwies { — ; in the lower
left portion {see figure 15.

Combine any two decision rufe columas which dif-
fer only by the answer to one cordition question

n
[®

and mark the enmy as indifferent, since the choice
of actien will not be affected.

Constructing an Extended Enery
or Mixed Entry Table
Extended entries permit more flexibility in the formu-
lation of conditions and decision rules. Qtherwise, the pro-
cedure is the same. For exampie, step 1.2 requires only
that the guestion be posed in suck a way thar a finite set of
conditions can be written in the contngencies portion of
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FIGURE2

Flowchart of Interpolation Procedure to Determine Internal Rate of Return
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the table [e.g.. farm size in hectares). Furthermore. the de-
cision rule entries need not only refer to the action row,
but may indicaze:

1} A furcher specification of the action, such as the
quantity of fertilizer 1o be distributed. or

2} Instructions 10 go to another step or to ancther de-
cision table.

A column may be added which includes all con-
tingencies not otherwise described. This ELSE rule isto b
followed when none of the combinations of conditions
apply.

A mixed cniry table combines limited enoy symbols
(e.g, Y, N, X) with extended entrics. These may include a
decision rale 16 go to another decision table if a parricular
contingency occurs or the ELSE rule.

EXAMPLES

Limited Enery Deasion Table

A capital projects development officer for a major
donor agency wanted to ensure that funds relcased by his
agency were matched by the required ratic of funds frem
the host government.* The government had failed to con-
tribute their share of funds in the past. Often., when the
required funds were budgeted, they were later diverted to
Other programs.

In order te exercise more contrel over the use of the
donor’s furds and the requirement for cost-sharing by the
zovernment, 2 Special Segregated Program Account
{SSPA) was established. The donor agency mission would
then deposit and release funds if the Minisery of Finance
had fulfilied its obligations. A Emited-enwy decision able
was prepared 10 guide the disbursement policy {see figure
1),

The decision table was arranged so that the capital de-
velopment officer need not examine the other conditions
unless the necessary initial conditions occurred, e.g.. loan
funds are available.

Mixed Entry Decision Table
Computing the internal rate of return {IRR] for a pro-
ject is an iterative process: the discount rate. 7, must be
found which gives a net present value, NPV, equal 1o zera
{see Internal Rate of Return, IRR, page 200). However, i
one has computed both a positive {NPV;} and negative
{NPV.) net present value using two different wrial dis-

*This example is from a mtorial prafect by Tec Foley, “Systems
Approaches to Integrazed Rural Development Program,” Develop-
ment Studies Program, USATD, Washingron, ILC,, 1976.
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count rates. £y &vd rp . respectively, the IRR may be inzer-
polated using the ‘ollowing formula: *

NPV ]

IRR =y + (r3 -1y Y —————
NPV NPV )

The stens necessary to calculate the MR can be repre-
sented as a flowchart {see figure 2). Recouching chis pro-
cedure in the decision table format requires the combina-
tion of « sequentizl procedure with an iterative process.
This may be nccessary in order o get both posicive and
negative NP7 (see £ gure 3).

The ELSE rule was employed where the NPV deger-
mined from a wizlris zero, in which case the IRR equaisr.

The decision table {fipure 3) is a mixed entry table be-
cause the iterative actions include extended ensies.

An illustration of incerpolating the FRR for a project
cash flow is given in the echnique deseripzion {IRR, page
200}

THEORY

Decision tables betoing to a class of technigues which
are catcgorized as logical mees or algorithms {Lewis.
1970;. The underlying idea is the linking of contingencies
{combirations of conditions) with the appropriate acrion
according to a set of prespecified decision rules. The deci-
sion table has a one-to-one correspondence with a flow-
chart {see FLW, page 187). Each rule in the decision tbie
corresponds to a path in the chart. Decision tables may be
stmplified by applying certain rules of logic so thar, if the
same actions apply, it is usually unnecessary to show every
sequence of alternatives or every combination of condi-
tions. This is weated in more detzil in Fergus (1974},
Hartman {1968}, and McDaniel (1970}

Extended enwies add more flexibility to the decision
able, but they require more care in consoruction. Nadler
{1970) and Pollack. et al. {1971 ) give more information on
the technique.
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FIGURE 3
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Computer Simulation Models

PREREQUISITETCOLS

None.

USAGE

PURPOSE

Computer simulation models simulate dynamic system
processes in order to analyze complex interactions.

USES

Computer simelation isused to:

1) Forecast future systems behavior.

2) Forecast the effects different decisions have on
system variables.

3} Aid in understanding system processes.

4) Be used in tools like Gaming {GAM, page 124},

5) Compare alternative system behavior or determine
optimum system design parameters.

KEY DEFINITIONS

13 A systern is a collection of components which in-
teract to achieve a2 common function.

2) A variable is a factor word to describe a system
which may change value as a function of time.

3) A parameter is a quantity with only one value over
the entire range of the system behavior being simulated.
The distinction between a parameter and a vardable is
someiimes only a matter of degree of change. in the
model, the parameter is assumed not to change during the
course of a particular simulation, e.g., “the price of gold™
may be a parameter in an economic system.

4} Verification is testing a computer simulation pro-
gram to see that the program functions asintended. Iris2
process of eliminarting logical errors in the program.

3) Validarion is testing whether a computer simulation
program simulates the observed system behavior. It is 2
process of simulating the past and checking the simmulazed
data against actual data.

SHORT DESCRIPTION

A computer simulation involves:

1} Developing a model of the simulated system.

2} Programming the modef in a compurer.

3} Verifying the Internal consistency of the model.

4} Validating the model by comparing it with observed
system behavior. Past and present data are needed in all
stages of computer simulation.

Computer simulations are exploited by changing para-
meters to correspond with expected changes in the sys-
tem. Present and furure system behavior is then inferred.




ADVANTAGES

1} Computer simulation is useful for problems which
cannot be studied analytically. Typically. problems neces-
sitating computer simulation involve detailed models of
complex systems with non-linear and probabilistic be-
havior.

2) Systems which require expensive or impractical ex-
perimentation may be simulated in a computer. For ex-
ample, the performance of a dam or reservoir can be
studied using a computer simulation rather than by build-
ing different dams.

3) A wide range of alternatives can be studied, since
changing compuzer models is relatively fast and casy.

4) Complex assumptions can be easily incorporated
into a computer model. For example, in a macro-eco-
nomic model, a wide range of assumptions, including
those abourt price stability. exchange rate, limitations of
nasural resousces, and climatic catastrophes, can be in
corporated in a simulation model.

5) Compurer simulation may provide insight into the
causal structure of the system by revezling dynamic be-
havior.

LIMITATIONS

1) Data may not be available zo construerandjor testa
computer simmulation model.

2} Computer simulation models may become so com-
plex that assumptions are hidden and the zbility 1o infer
underlying system processes is lost,

3} Developing large compurer simulation models is
dme-consuming. Verifving and validating ¢ntire models
are often difficult.

4) A computer simulation provides only a specific in-
stance of sysitem behavior, Generalized inferences do not
always follow.

5) Conclusions derived from a computer simulation
are only as reliable as the model upon which the simula-
tion is based. The user of the results may forget that the
model is an abstraction based on the developer’s assump-
tions. Too much weight may be placed on the results and
conclusions because they are quantified.

REQUIRED RESOURCES

LEVEL OF EFFORT

Gathering data, developing a model, and verifying and
validating the computer simulations are necessary. Using
specialized computer simeladon languages will often re-
duce the amount of effort involved.
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Technigues are available chat aid in developing models
for computer simulztion: Oval Diagramming (OVD. page
81;. Intcraction Matriz Diagramming (IMD, page 92,
and Decision Tables :DTB. page 113},

Several computer languages also simphfy the process.
e.g.. DY'HAMO, GPSS, and GASP {sce Gordon. 1969).

SKILL LEVEL

Knowing about the system being simutated is required.
An analyst must have the computer usage skills and the
basic statistical knowledge needed to develop and ase
computer simulation models.

TIME REQUIRED

Time required depend: on the number of variablesin-
cluded in the mode! and the availability of data. Typically,
developing the modsl may take a week: programming the
model may need another week: verifving and validating
the model take 5 third week. However, the complexity of
the system model {number of variables and relarionships)
will greatly influence the time it takes to develop. verify.
and validate the model. Testing alternatives by simulation
may reguire several runs or it may continue for the durs-
tion of the project. These estimates assume that the data
required are easily available. Addirional time may be
needed if Survevs {SVY. page 36). Questionnaires {QTN,
page 19}, or other zools have to be used ro cbrain data.

SPECIAL REQUIREMENTS

Access to a digin:al computer is necessary. Many spe-
cialized simulation languages may be used successtully on
a remote computer terminal using purchased computer ac-
cess ime.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1) Tuning is the process of making changes in the
parameters and initial values for variables in order to mini-
mize the errors between expected and actual simulation
output or the errors between observed or simulated data.

2} A continuous model treats variables that change
continuously over tirme, e.g., population.

3) A discrere stochastic model descrives the changes in
variables at definite points in time, e.g. meney supply
increases on the day the Federal Bank releases notes.
Often, the time interval between these points in time
varies randomly.



122 / ANALYZING COMPLEX PROCESSES

REQUIRED INPUTS

The purpose for simulation must be stated before a
simulation can be developed. Data necessary for modeling
the system and for validating results are required. though
the data need not be gathered until variables and param-
cters are defined. if a particular programming language is
preferred, a compatible computer must be available.

TOOL OUTPUT

‘The results from computer simulation models include:

1} A computer simulation model of the system under
question.

2) Forecasts of system behavior under different as-
sumptions {¢.g., alternative parameter values).

3) A better understanding of the system and its be-
havior.

IMPORTANT ASSUMPTIONS

All the relevant variables and relationships can be quan-
tified and all necessary data are available. It is assumed
that all variables and relationships can be identified and
defined explicidly.

METHOD OF USE

GENERALPROCEDURE

Computer simulation cannot be described fully with-
out reference to a specific type of model or a particular
application. The following cutlines only the steps basic to
all computer simulations.

1. Define the problem.
1.1 Recognize the system problem.
1.2 identify the system boundaries.
1.3 Observe current and past system behavior.
1.4 Formulate problem objectives.

[

. Develop the descriptive model.
2.1 Ideniify the important variables and the cause-
effect relationships in the system.

Identify the parameters of the system.
Select the type of model to be developed.

22
23
2.4 Develop the model to represent system behavicr.

Two types of models will be discussed:

1) The continuous model where the change in the vari-
ables is expected to occur continuously {see Forrester.
1969). Compuzer languages like DYNAMO can be used
here.

2} The discrete stochastic model where the change in
the variables is expecred 1o occur at specific points in tme.
These modeis are very popular in simulation. Many lan-
guages. including GASP and GPSS, are available for chis
model.

The model of system behavior may be traced through
Flowcharts (FLW, page 107). Oval Diagramming (OVD,
page 81). Decision Tables (DTB. page 113}, or
interaction Matrix Diagrams {IMD, page 92},

3. Computerize the model.
3.1 Selecta programming langzage.
3.2 Program the model.
3.3 Verify the model.

4. Validate the model using observed system data.

4.1 Tune the simulation model to correspond with
past system behavior.

4.2 Design experiments o test parameter values.

4.3 Analyze the results of the experimental simula-
don.

4.4 Statistically compare results with observed data.

5. Simutaze and infer.
5.1 Express policies or decisions as changes in para-
meter values or in some structural relationships.
5.2 After making these changes, simulate the system
model behavior and forecast the effects of these
changes.

EXAMPLE

Coatinuous system models have been used by Forrester
1o model urban dynamics {1969}. The Club of Rome has
developed a model of the world predicting major changes
in population, economy, etc. {Meadows, 1972).

Discrete event simulation has been used in a large and
complex model of Nigerian agriculture (Abkin and
Manetsch, 1973} Some 22 alternate policies and strategies
were tested using this model.

THEORY

There are many types of simulation models that can be
used. However, the types discussed above are the most
popular and most widely used. Analogue computer simu-
lation. where variables are represented analogousty by
currencs and voltages in an electronic system conscructed
to resemble the chserved system, can also be used. Also



used are more complicated continuous medels that in-
chzde variables which are probabilistic in nacure. Forrester
{1968) discusses such models.

The use (and misuse) of large computer simulation
models for urban problem solving is treated extensively by
Brewer {1973}. Standard textbooks on simularion
methodology include Gordon (1969 and Emshoff and
Sisson {1970).
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Gaming

PREREQUISITE TOOLS

None.

USAGE

PURPOSE

Gaming provides decision makers with experience in a
simulated problem environment in order to analyze com-
plex processes.

USES

Gaming is used to:

1} Generate possible alzernative actions in a problem
situation {operational geming).

2) Forecast effects of alternative actions.

3) Train present and potential decision makers {man-
Agement gaming .

4) Provide experience in using different tools that as-
sist in decision making, such as Contingency Analvsis
{CGA, page 147), Scenarios {SCN, page 164}, and Com-
puter Stmulation Models {CSM, page 120).

KEY DEFINITIONS

1} The probiem environment is the set of variables and
relationships which are gexmaine to the decision process
under stady.

2} Governing rules describe the relationships berween
decisions made by the participants and the resulting
changes in the simulated environment. For example, in an
economic game a governing rule may dictate that a deci-
sion to expand money supply leads to inflarion.

3; Scoring in gemes is used as feedback to the partici-
pants ro reflect the effecciveness of their decisions. Scores
are usually relared to the objectives of the game. For ex-
ample, “overall growth rate™ may be used as a scoreinan
eCONCIRC game.

SHORT DESCRIPTION

Gaming consists of acontrolled situation where people
or teams compete either against each other and/or against
a simulated problem environment to attain predetermined
objectives. Games include a problem environnent. severat
governing rules, and scoring, all of which are designed to
represent a real simarion. In games where two or more
teamns are participating, one team’s decisions inflrence
other teams” reacdons and decisions. A single team may
compete against a problem environment in which one or
more variables are beyond the team’s direct control There
are programmed relationships between the players” deci-
sions and the resuldng chenges in the eavironment. How-
ever. the nature of the relationships is nsrally not known
to the participating teams. and thus participants become
involved in analyzing complex processes.

R e



ADVANTAGES

1) Decision makers gain experience without paying
the real-life penalties for wrong decisions.

2) A game can be designed to be very flexible and can
provide a wide range of problem situations.

3) Because the time element is Emited, the player can
make as rany decisions in a few hours as he would make in
a few years in real life.

4) Gaming helps everyone involved, including the ana
lys: who designed the game. to understand a problem.

5) Games have been developed for typical problem en-
vironments and can be applied dircctly. The American
Management Association provides alist of such games.

LIMITATIONS

1) Games representing large and complex real situa-
tions may be difficult to construct.

2) A game requiring four to fifteen hoursrequires con-
siderable concentzation from the participants.

3) The compressed time element in a game may mis-
lead the decision maker as to the real nature of the dy-
namic change in the problem environment.

4) Governing rules in a game reflect the designer's
knowledge and experience in the problem situation and
thus are a limited representation of reality. Often novel
approaches, which may be appropriate in real life. work
pootly in games, stifling the decision maker’screativity.

REQUIRED RESOURCES
LEVEL OF EFFORT

A considerable amount of effort is required to develop
a game for a problem situation. A moderate amount of ef-
fort is required from the participants. Some elaborate
game situations may use analysts and staff assistants as
participants to assist the decision maker.

SKILL LEVEL

Developing 2 game requires expertise, primarily in the
problem environment being simulated. Complex games re-
quire a team of experts. For example, developing a game
for national economic policy making may require econe-
mists to develop the governing rules, psychologists and
educators to design the format of intermediate results,
computer specialists to automate the game, etc.

The skills required for playinga game arc minimal when
used for training purposes only. If the game isused t0 ger-
erate alternative actions and forecast their effects, an ex-
perienced decision maker needs to participate-
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TIME REQUIRED

The time required to develop a game depends on the
complexity of the environment being simulated and on
the amount of detail required. It also depends on the num-
ber of participants. Generally, a few weeks are necessary.

A typical session of game play may vary from wo
hours to eight or ten hours. Occasionally. games are playcd
over a period of two or three days.

SPECIAL REQUIREMENTS

Games may be plaved on a digital computer {see Com-
puter Simulation Models. CSM. page 120} so thar the pro-
grammed relationships are automated. In this case. access
to computer facilities, including a remote terminal, is
required.

DESCRIPTION OF TCOL

REQUIRED INPUTS

Before the actual playing of the game, there are twe
stages of preparartion:

For the design of a game:

1} Definition of the problem area. e.g. agricultural
devzlopment programs.

3} Statement of the purpose, e.g.. to consider the ef-
fect of aiternative pregrams or to train area extension set-
vice agents.

3} A design team (as specified in Skills section} should
be distinguished from the pasticipating team.

For the playing of 2 game:

4) Specific staringvalues of variables.

5} Commirment from the players.

TOOL OUTPUT

Effects of alternate decisions on the siz.ulated envi-
ronment are obtained, e.g. in an agricultural program
game, the “effect of distribudng free fertilizers led tomis-
use of ferrilizers and low productivity,” while che “effect
of increasing number of extension agents and subsidizing
fertilizers led 1o higher productiviry.” This leads o a
greater understanding of the complex processes described
in the gaming situation.

IMPORTANT ASSUMPTIONS

Games are used with an implicic assumption that the
decision mzkers obtain zn understanding about the prob-
lexn environment when they participate. This assumption
is often challenged. Some educators believe that parrici-
pants learn only by reacting to the changes in the simu-
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lated environment and do not wy to understand the rea-
sons for the changes. 1f thisis trize, gamescan have a detri
mental effect on a participant’s decision-making abilicy.
However, this can be avoided by supplementing the game
with lectures or literature abour the problem eaviron-
ment.

METHOD OF USE

GENERAL PROCEDURE
1. Design the game.

1.1  identify the specific purpose of the game.

1.2 Identify how a game will help meet the purposes.
Sec if there are any games currently available thar
will mcet the purposes (see Advantages).
Ideniify the decision-making level of the parrick
pants. A game designed for top management may
be unsuizable for supervisor-level participants.
Idensify the nature of decisions that a participant
must make during game play.

Dedide how many teams the game involves and
whether the game required the use of a com-

1.3

1.4
1.5

puter.

Qutline a model of the environment {see Tree
Diagrams, TRD, page 74: Oval Diagramming,
OVD, page 81; and Interaction Matrix Dia-
gramming, IMD, page 192). identify important
variables in the environmen: and establish the
relationships between them in order to deter-
mine the relationship between the decisions
made by the players and their effects.

The time period of these relationships rust be
determined. This period depends on the natuze
of a game and the decision-making levei [stra-
tegic, operational) of the participants. For ex-
ample, the time period could be a week when the
participants are to schedule nurses in a rural area.
On the other hand, the period would be a year if
the participants are to plan for national develop-
ment.

Determine the format and content of the inter-
mediate results to be presented to the partici
pant. [n a computer assisted game. the interme-
diate results will be the coraputer print-out. This
should be designed to provide suffictent informa-
tion for participants 1o make further decisions
and to be realistic, i.e., it provides only the type
of information that can be obtained in real situa-
tions.

If necessary. repeat 1.6 through 1.8 torefine de-
tails of the model. The players’ instruction man-
ual must then be writzen. outlining the necessary

1.6

1.7

1.9

instructions for playing the game. The design of
the game itself should be documented separately
for subsequent review if necessary.

1.10 Test the game and the instructor manual using
trial sessions. This may reveal any errors in the
computer program if one is used and any other

limitazions of the game.

~

. Play the game.

2.1 Introduce the participants ro the simulared prob-
lem environment and familiarize them with the
type of decisions they are required to make. The
instruction manual for the game should cover
this.

Start che game session by giving initial values to
the variables in the game. For example. popula-
tion, men-women ratio, and fertility rate may be
variables initialized in a “demographic game.”
Poin: out that the participants are required to
meet some objectives during game play. Ex-
amples of objectives may be “reduce population

i
[#¥]

growth to zero,” and “increase per capita nutri-

tion,”
2.4  Letthe participants play the game.
2.5 Determine the final resulss of the game —nsually

some measure of participant performance, The
effectiveness of altermative decisions in meeting
ﬁhﬂ objecu:ives can bc SCen ftom the Fmﬂ.l results-
These results can be used to mak~ -eal decisions.
The final results can also be used to evaluate the
participants if the purpose of the game was traim-
ing. An oprtional {(bur often useful) conclusion to
the paming exercise is to permit the participants
to freely discuss the game and their participation.

EXAMPLE

Helmer and Quade describe an approach te the study of
a developing economy using operational gaming {Quade
and Boucher, 1968, pages 329-33). They discuss usiny
games 1o analyze the processes of development and the
involvement of various exgperts in the excercise.

Other examples of games applied in a variety of sirua-
tionscan be found in Helmer, 1972, and Kibee, 1961.

THEORY

Gaming is described in the literature as management
games, computer simulation games, and operational games
{see Quade and Boucher, 1968}. Operational games at all



levels are used for training as well as for assisting decision
making, particularly in Defense Department applications
{e.g., war games).

In industrial situations, management games are used to
aid in production planning, scheduling. marketing. and
long-term planning,

In the public sector, operational games are used to aid
in making decisions, e.g., urban housing policies. mass
transit decisions, and economic planning.
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VI
Accounting for
Alternative Outcomes

Histograms
Subjective Probability Assessment
Decision Trees
Contingency Analysis

Project planners must deal with uncertainty. Information must be aggregated into statis-
tics which summarize the variability of the data. The likelihood of alternative outcames
must be estimated {Subjective Probabiliry Assessment). Two techniques are specifically
structured to enable the analyst to deal with alternative outcomes or contingencies { Deci-
sion Trees and Contngency Analysis}. Uncertainty isresolved in various ways, but all of the
tools atiempt to give a project designer a grasp on the indeterminacy and inherent varia’sility
of development processes.




Histograms

PREREQUISITE TOOLS

None.

USAGE

PURPOSE

Histograms diagram alrernative outcomes which permit
the inspection of characteristic patterns and the quantifi-
cation of sample staristics.

USES

Histograms can be used to:

1) Show the frequency of the values of & discreze vari-
able, such as categories of responsesina question.

2) Graph the frequency of continuous variable values
within consecutive discrete intervals, e.g., 2 profile of
income distribution for farmers.

3) Indicate the rarge of the variable.

4) Suggesta central tendency of the variable.

5) Summarize responses from a sample servey SVY,
page 36) or Delphi {DLP, page 168).

KEY DEFINITIONS

1) The cextral tendency is the most likely, or average,
vahie of the variable.
2) A sample statisticisa quantitative parameter which

characterizes some aspect of the population from whicha
set of data is drawn.

3) A continuous variable takes on an infinite number
of values over some range of possible values, eg., the
temperarure measured at 2 fixed location at different
times, or measured simultaneously at various locations.

4} A discrete variable has only a finite number of values
which are multiples of a basic unit, e.g.. the numbers of
members in an organization.

SHORT DESCRIPTION

A histogram plots the frequency with which differsnt
values of a variable veeur {sce figure 1). If che variable is
discrete. the histogram may be a series of bars cenrered
over each value. If the variable is continuous over scme
fixed range or if discrete values are grouped, the histogzam
is a series of steps which comrespond o fixed intervals of
the variable.

ADVANTAGES

1} A histogram provides a clearer description of data
patterns than a simple tabulation of the values. The length
of the bar mansformsa frequency distribution into a linear
measure.

2) Sample statistics may be shown directly oa the hori-
zontzl scale of the variable. Gross etrors in compusation
can be idenrified by inspection.
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FIGURE 1
Sample Histogram for Raw Data
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VARIABLE VALUE

LIMITATIONS

Histograms may be misleading if the observation of the
frequency is over too short a time or includes 100 few mea-
surements, or if the variable intervals are too large.

REQUIRED RESCURCES

LEVEL OF EFFORT

Assuming the data are at hand, the effort required is a
funcrion of the number of discrete values or intervals.

SKILL LEVEL

Judgment is necessary to mark off the scale for the vadi-
able {e.g-. the range and number of intervais for a contin-
ucus variable must be specified to give the desired darity).
Computing statistics from frequency data requires simple

algebra.

TIME REQUIRED

Histograms 1nay be constructed quite rapidly, if the
data are well organized.

SPECIAL REQUIREMENTS

A hand calculator speeds up computation, and many
have been preprogrammed for this purpese. if data are
stored om a general purpose digital computer, a frequency
histogram can be generated with a minimum of complex-

ity.

DESCRIPTION OFTCOL

SUPPLEMENTAL DEFINITIONS

1} The mean is the average value or central tendency of
the data.




FREQUENCY

FIGURE 2
fistogram for Clusvered Data
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2; The mode §s the value or class interval which occurs
mest {rcquuudy.

3y The medion i the value corresponding to the mid-
point of the data points.

4 The ctardard deviation is the measure of the dis-
persion of the data values about the mean.

5; A clus interval is w vniform division of the var-
able range.

&) Clustered dara ase vsed to aggregate the datz inte
fewer potats for analysis and plotting,

REQUIRED INPUTS

The data giving the frequency diszibution of discrete
valoes of the variable are the only required Input, The data
may be the result of responses 16 4 Survey (SVY. page
363 or Delphi (DLP, page 168) questionnatre. If the vari-
able represents a qualitative judgment. then a rating scale
should be used (sve RTS, page 293,

TOOLGUTPUT

The technigue produces a frequency histogram which
way include the mean, mode, and median of the data. To-
gether, these constitate the analysis for reporting the re-
sults of asurvey or for feedback to Delphi participants.

IMPORTANT ASSUMPTIONS

Ploriing measurements of a variable in 2 hisrogram isa
straightforward mechanical process. Valid inferemces
abous the peneral characteristics of the phenomenon re-
presented by the variable depend on an assumption that
the measurements are an adequate and unbiased sample of
all possible values of the variable. For example, if the
temperature at the Temasek International Afrport was
measured each day at neon, the resuling duia would en-
able inferences about midday temperature at rhat loca-
tion. However, without different datz, not much could be
said about temperatures at other times or ar other loca-
Hons,

METHOD OF USE

GENERALPROCEDURE
Frequency Histogram for a Discrete Variable
1. Compute the range of the vasiable by finding the dif-

ference berween the largest and smallest data values.

2. Determine the Hmirs of the histogram”s hodzontal

axIs.

=

18.

i1.

2.1 Include the range of the vardable within the
limmies.

2.2 Mark off the uaics on the axis of the graph.

Decide if the data are to be grouped and how many
groups arc necessary 1o give the desired detail {from 8
to 23 izems .

. Determine the class interval size by dividing the range

of the variable by the number of groups desired.

Determine the frequency distribution of varizble
values within cach class interval and tabulate {see fig-
ure 2).

Determine the Gmits of the vert.cal axis.
6.1 Select an upper limic which is at least as large as
the maximum frequency computed in step 3.
6.2 Sclect a lower limit which is either zero or the
minimur freguency computed in step 3.

Plor the frequencies above the center of each class in-
rerval of the variable.

. Examine the plot to determine if the histogram shows

the desired degree of detail.
&1 Expand the seale of the frequency axis if neces-
sarv,
8.2 Charge the size of the class intervals to change
the corresponding frequencies.

Finish the histogram by adding connecting bars and
labels {see figure 1.

Compute the mean and standard deviadon for raw

{ungrouped j data.

10.1 Emter the data values and their respeetive fre-
quenciesin a table i see figure 3].

10.2 Compute the mean of the daza series using equa-
tion 1_ figure 3.

10.53 Compute the difference of cach darem valve
from rhe mean and rabulate.

10.4 Compute the standard deviation {equation 2,
figore 3.

10.53 Indicate the mean valee on the horizonral axis
of the histogram {see figure 1}.

Compute the median of the data series (oprional ).

11.1 Order ali the data points in ascending value.

11.2 Divide the number of data points by twe.

11.3 Use this number to determine the correspond-
ing dara point in the ordered sequence.




FIGURE 3

Mean and Standard Deviation of Raw Data Values

Datum Difference Mfference
Datum Value From Mean Value Squarcd
1
2
3
SUM, = SUM, =

Mean = SUM, /Number of data puints

Standard Devistion = 4/ SUMa/Number of data points

114 1f there are an cven number of data points. the
median will be the average of the two data
points which split the ordered sequence into
two cqual parts: otherwise, the median is the
midpoint in the sequence.

11.5 The median value may be skelched on I RISTo-
gram {note that this docs not necessarily corros-
pond to the mean valne ..

Determine and mark the mode(s} of the histogram by
derermining the variable value {or interval} which oc-
curs most frequently {optionalj.

Compuze the mean of grouped data.
13.1 Enter the upper and lower limirs of the class in-
tervals used for constructing the histogram (see

ﬁgum 45

o
E_;a

Compute the midpoint of cach class interval.

[FYR Y

Compute the mean of the grouped data using

poat
{3

equation 3, figure 4.
13.4 Indicate the mcan value on the horizontal axis
of the histogram (sce Hgure 27,
14. Compute the standard deviation of grouped data.
i4.1 Enter the class intervals and frequencies en a
1abular worksheer (see figare 3.
14.2 Determine the crigin—the class Interval which
conzains the mean value {compured in step 13}
Determine the difference berween each class
interval and the origin in muoltiples of class inzer-
vals, e.g.. £ 1.2, .., intervals from the origin
{see figure 4.
Cempute the standard deviatior using equarion
4, figure 5. The sums are computed by com-

4.3

14.4

pleting each row of the table and then adding

the appropriate columns.
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Fregucnicy Histogramt for a Contintous Varable

The procedure is essendlally the same as for a diserere

variable cxcopt that the variable values may be s trac

tional multiples of a basic unit measure. The daty are

greuped into class intervals. and every value Talling withio

the upper and lower values ot the interval constitiie voe

occurrence of that interval.

EXAMPLE

The exampies in figures 1 and 2. while sbstrac, ifus-
trate several interesting points, Figare 2 represents o chus-
tering of the data points from fgure into uniorm clas
intervals of two units cach. Note the loss of detail in the
shape of e hitstogram. The statistics for the measures uf
central tendency  mean. mode; change fiode. However.
the clustering of the data values does have an efiect on the
standurd deviation.

The wse of histopranms - and trequency diseribudons) i
Hlustrated in Subjective Probability Aswssment SPA.
page 137, Delphi : DLP, page 168}, and Surveys (SVY.
page 36,

THECRY

Frequency histegrarns are based on the concept of ran-
Jdom variables and the theory of probability. Probabiliey is
the frequency of occurrence of a particular event -a dis-
crete value or a value within an interval. Though this event
may bﬁ-’f r&lnéﬂm_ 5Elc [CS'U.:][K Oﬁv IRy fﬁpcatl‘d mMéasitie-
ments generatss the frequency distribution funcrion of
the random varfable. It is convenient to categorize these
funictions into characterissic forms, e.g.. the uniform dis-

riburion characterizes a variable which is equally Hkely to
tzke on any value within its range. The corresponding
histogram would be nearly flar.

Frequency histograms represent the distribution of a
finite sample of measurements. The ability o generalize to
the basic phenomenon measured is a function of sample
size.

Smith 11975} gives an excellent wweatment of data anal-
vsis and statistical computation. For examyple, sayving that
all response choices for a questionnaire are equally likely is
the same as saying that the response histogram is uniform
{tlat! over the range of response. For asmall sample. thisis,

not likely to be the case.
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FIGURE 4
Mecan of Grouped Data

CLASS INTERVAL vy .
Midpoinz
Lower Limit Upper Limit Midpoint Frequency X Frequency
0.3 2.49 1.5 24 36
2.3 4.49 3.3 15 52.%
4.5 6.49 5.5 i0 55
6.5 8.49 7.5 1 7.5
8.5 10,49 §.5 10 9.5
SUM,; =60 SUM, = 246
MEAN OF GROUPED DATA = SUM,/SUM,; = 246/60=4.1
FIGURE 3
Srandard Deviation of Grouped Data
) Frequency X
Midpoint Difference From Frequency X Difference Difference
of Class Interval] Frequency | Mean Class Interval Difference Squared Squared
i.5 24 1 21 i 24
35 15 ] G 0O ¢
3.5 10 1 10 1 10
7.3 i 2 2 4 4
9.5 10 3 30 9 98
SUM} =60 S5UM,5 = 18 SU}MS =128
STANDARD DEVIATION CALCULATION:~
1) SUM, = SUM; = 128/60 = 2.13 5y Square root {4) = 1.43
2) SUM,; = SUM, = 18/60=0.3 6} Size of Class Interval = 2
3) Square of {2} =0.09 7} Muloply (3)x¢6}=2x143=2.286
4} Difference: {1—-{3)=2.13-09 = 2.04 STANDARD DEVIATION = 2.86
SIZE OF
*STANDARD DEVIATION = CLASS X +/[{SUM./SUM,) — (SUMZ,-?SUMg}‘zﬁ = 3.05
INTERVAL



Subjective Probability
Assessment

PREREQUISITE TOOLS

MNone.

USAGE

PURPOSE

Subjective probability assessment guantifies expert
judgmentzs abourt the chance of specific evenrs occurring.

USES

Subjective probabiliry assessmentis used to:

1} Provide the probability distriburions required for
using certain rechnigues, such as Decision Trees (DTR,
page 141;.

2) Make individual judgments explicit so that they can
be compared or aggregated with cach other.

KEY DEFINITIONS

1) An event is a future cutcome, the occurrence of
which is uncertain, e.g., “favorable trading conditions
with Temasek next year.”

2) A subjective probability isa quantified judgment of
the chance of an event occurring.

3. A probability distriburion associates cach event in
the ser with its probabilicy of cocurrence.

1) A ser of discrete events consists of a finite number
of mutually exclusive events. For example. the possible
ontcomes, or events, for casting 2 die would be numbered
1.2, 3,....6:and "monsoon arrives earlier than vsual.”
“monsoon amives as usual.” “monsoon arrives later thaa
usual.”

5 An assessor estimates the probability distribution
of a set of events.

6 The relative chance reflects whether one event will
oceur rather than another.

7 The ratio method estimztes probabilities for a set of
events by first cbraining the relative chance of pairs of
events for all possible pairs.

SHORT DESCRIPTION

Assessment of subjective probabilities requires the
identification of a ser of discrer< events, An assessur then
considers these events, two at 2 time, o determine the
relarive chances of those events occurring, This procedure
is known as the ratio meriiod. Simple computations then
determine the probability diswibusion for the see of dis-
crete events. Subjective probabilities may also be obtained
for a set of continuous evenrs by modifying it into a dis-
grete sel.
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ADVANTAGES

1; Probability assessment makes the udgments of an
individual exphicit. thus allowing others to understand and
respond.

2, The ratio method is easy to use because the proba-
bilities are assessed indircetly by comparing the chances of
occurrence for pairs of events.

LIMITATIONS

1; When the assessor is not motivated to perform and
to think about the analysts questions. the probabilicies
obtained mav not be valzable. In addition, an assessor
with no background in probability theory will not per-
form as well as one familiar with the technique.

2) When there is a large number of cvents. the ratio
method becomes tedious. This method may also lead 10
inconsistencies which may be difficult to resolve.

REQUIRED RESOURCES

LEVEL OF EFFORT

Afzer the assessor considers and gives his estimates for
the relative chances of various events. the analysz performs
minor computations toarrive at a probability distribution.

SKILLLEVEL

The analyst should be able ro interact effectively with
the assessor through skilled inzerviewing {(IVW. page 23).
An assessor with a basic understanding of probability will
be berter able ro guantify his judgments.

TIME REQUIRED

Considering a set of ten evenis takes about 30 minutes.
The time required depends on the mumber of events.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1) A set of continuous events consists of .o infinite
number of events, For example, the gross national product
(GNP) for a coming year may range from one billion to
five billion dollars and may actually be any value in that
range. This may be modified by grouping the continuous
events into discrete events. One event in the GNP example
would be “less than two billion dollars™; another event
would be “between two billion and three billion dollars.”
etc.

FIGURE 1
A Probability Density Funciion
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2, A probability density function represents the prob-
ability distsibudon of a set of conrinuous events. The
funcrion may be expressed as a curve {see figure 1. The
area under the curve for any interval of values is the prob-
zbility that one of che values in that interval will oceur,
For example. the shaded area in figure 1 represents the
probability tha any value from four to five occurs.

REGUIRED INPUTS

A set of events will generally be defined by the decision
maker by using a technique like the Delphi {DLP. page
168}

The events in a set may be described in quantitarive or
gqualitarive rerms. A guanritative description f{e.g.. dollar
value of exports of beef; may be classified in qualitative
rerms {e.g.. high. medium. or low dollar exportsl. A quali-
tative description always describes a ser of discrete events.
whereas a quantitative description may apply 1o a set of
discrete or to a set of continuous events.

The assessor will generally be someone whose prior ex-
periences, knowledge, or insights are pertinent to the set
of events being considered. He may be an external expert
or the decision maker.

The svbiective probability of a single assessor is fre-
quently not as accurate as the aggregared estimates from
several assessors. One way to improve the assessments is to
have 2 group discussion on the questions posed by the
analyst. Another way is to use a Delphi (DLP, page 168) in
which the assessments of each individual are fed back o
othets in the group.

TOOL OUTPUT

For 2 set of discrete events, the ontput isa probability
dismibution. For a set of continuous events, the outputis
in the form of a probability density function (see figure 1).

e



For any interval of values, the area beneath the curve rep-
resents the probability that one of the values in thar inte:-
val will occur. For example, the shaded area represents the
probability that any value from four to five will occur.

METHOD OF USE

GENERAL PROCEDURE AND EXAMPLE

The ratio method is used to elicit probabilities for a set
of discrete events.™ The following steps are involved:

1. Identify and label set of events,
Give each cvent a label. such as xy, x5 ..., x,,. For
example. take the set of possible events: “'number of
tourists coming to Temasek over the next five years.™
Identify and label three events in the set:

x3 = higher number of touvrists than las: five years
x3 = same number of tourists as last five vears
x3 = lower number of tourists than last five vears

2. Assessrelative chances.
2.1 Consider events two at a time. First, ask an asses-

sor to estimate the relative chance for events x,
and x;. Then assess events x» and x5, x5 and xg.
x4 and x5, and so forth unril all pairs up to and
including x,,.1 and x,; are covered. For the tourist
example, the analyst may ask: How many times
is it more likely for the event “*higher number
of tourists” to occur rather than the event “same
number of tourists™? If the assessor answers
1.5, this is represented mathemarically as:

Pxy )/ Plg) = 3/2 {1
or
Plxy) = 1.5 X Pixa) 121
where
P(x;) = probability of eventx;, i=1.....n
2.2 Similarly, he may assess:
Pixs) [ Plxs) =112 (3]
or
P{x2)=0.5X P{x3) {+]

Continue this process for each pair of events.

3. Examine probabilities for inconsistencies.

3.1 Check inconsistencies by asking the assessor to es-
timare the relative chance of a combination of two
events which has not been assessed in step 2. For
the tourist example, the assessor may be asked to
estimate the relative chance of events xp and x3,
i.e., what is his subjective feeling for

Plxq}/ {x3)?

*For more detail, see Winkler {1972).
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His answer should mathematically reflect his pre-
vious answers. In checking. it is seen that:

P\xi) ,"’P:\'xi} = ;Px;’ e'P-Kx-v"ﬁ X EP‘I:‘ P‘,\’_;'ﬂ
X 12

i

H 2
i

fa s

i
tFL

or
Pixp" =073 X P x3°

If his answer differs from 3/4. the inconsistency
would have to be resolved by having the assessor
re-cstimatre the relative chances of events x; and
xs,0r0f x5 and x3.

Another method of checking inconsistencies is to
directly ask the assessor to estimate the probabil-
ity of an cvent. This is compared to the compured
probabilities done in step 4.

4. Compute the probability diseribution.
Compute the subjective probability of cach event
based on the assessed rados of the paired evenss. By

definition, all the probabilities must sum to unity:
P+ Posi+ a3 =106 jol

Equartions §2]. |4]. and |6] can then be solved simul-

taneously to give:
Pixy; =13
Pixsy=2/9
P{_x;;; = 49

Hencee, the subjective probabilites of the three evens
are 1/3.2/9.and 4{9.

The assessment of a prebability distribution for the
continuous case is similar to the discrete case. For the con-
tinuous case, there is a range of values which may satisfy
the set of events. This range is divided into intervals, and
each interval is treated as an event in order to reduce the
continuous case to 2 discrete event problem.

1. 1dentify and label set of evenss.

1.1 ldentify the likely range of values which the ser of
events may take on, e.g., the number of rourists
visiting Temasek in the next five vears may range
from one to three million {see Raring Scales, RTS,

age 291,
Divide the likely range of values into equal inter-
vals, the number of intervals generally being be-
tween six and eight. Valves less than the lower

1.2

limit of rhe range are intervals, as are values greater
than the upper limir. 3ix intervals for the tourst
example may be:
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less than 1 million tourists
1 to 1.5 miliion rourists
1.5 to 2 million 1ourists
2 to 2.5 million tourists
2.3 0 3 million tourists
more than 3milion tourists
1.3 Label theintervals "xy, X2, 404 4 ¥n-
2. Assess relative changes (see discrere case, step 2,
3. Check inconsistencies {see discrete case. step 3}
4. Compute the probability distribution {see discrete
case, step 4}

Keep in mind that the events for the continuous case
arc intervals comprising a large number of values, Plota
probability distribution in the form of a probability den-
sity function. For the tourist example. the grapk may look
like figure 2. Each recuangle represents the probability of
occurrence for the event for imterval). Draw a curve
through the mid-points of each rectangle’s height for the
respective intervals. This curve is approximately the
probability density function for the continuous set of
events being considered.

THEORY

There are several other methods of assessing subjective
probabiiities. Huber {1974) identifies a Varable Interval
Method for a set of continuous events. as contrasted to the
use of fixed intervals. Other methods involve the ase of
betting or wagering (Lichtenstein and Slovic, 1972: Wink-
ler. 1972).

FIGURE 2
A Probability Density Function for

| the Tourist Industry of Temasek

Al

Nreher ob Toursts ik

Sheadded arie v o gisal 2o probabshiTe G Tunrees coming to Temack.
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Decision Trees

PREREQUISITETOOLS

None.

USAGE

PURPOSE

The decision tree technique accounts for alternative
outcomes by representing and analyzing the chaices of ac-
tion and the expected consequences.

USES

The decision tree enables an analyst to:

1) Represent the decision situation confronting the
decision maker.

2} Qualitatively assess a sequence of decisionsand the
chance events which may affect outcomes.

3) Compute the expected payoff values for a given se-
quence of decisions.

4) Determine a desired sequence of decisions accord-
ing to the decision maker’s criterion, e.g. maximizing pay-
off.

5) Determine the expected beneficby pursuing further
information regarding the consequences of decision
choices.

KEY DEFINITIONS

1) The payoff values represent the gain resulting from
the occurrence of a particular action-event path.

21 An action-event path is the sequence of alternative
actions and relevant events represented by the branches of
a decision tree. Deciding to plant new seed varietiesand to
double crop and then having fertilizer available and an
early monsoon is one action-event path in figure 1.

3} Urility is a quantizative expression of the worth or
satisfaction associated with an outcome.

SHORT DESCRIPTION

A decision rree diagrams alrernative choices available in
a decision-making situarion, the events which affect each
alvernative, and the payoffs that would result from making
the various decisions. Sequences of decisions and events
are diagrammed as successive branches on a wee graph {see
figure 1). The probabilities of each event occurningare es-
timated and used to compute expected payoffs of various
alterratives. These are used to select z sequence of deci-
sions which maximize the probable payofi.

ADVANTAGES

The decision tree:
1)} Forces explicit consideration of alternative actions
and events which affect the actions and payoffs.
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FIGURE 1
Decision Tree fer Farmer with Choice of New Sced Variety and Double Cropping
STAGE ONE STAGE TWQO
DECISION EVENT DECISION EVENT
Earﬂy
Monsoons
Doubie Crop
Monscons
Not Early
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Availablc Singﬂc CTOP
Eariy ‘
Monsoons
Plan:
New Seed \ Double Crop
Variety Fertilizer "
Shortage Monsoons
€ / Not Early
Single Crop
Plant
(ld Seed - — —
Vaci Fertilizer £y
ATIeTY Available KEY:
3
/ 0 Decision Node
Fertilizer T
Shortage O Event Node
Vaiue Associated
with OQutcome
{$ profit/hectare)

2) Helps the decision maker te quantify the decision

process.
3) Provides a comparison between alternatives even

when absolute measures for evaluating alternatives are dif-

ficult to obtain.
4) Easily communicates 2 complex problem situation
asa sequence of decisions.

LIMITATIONS

1) The probabilities of different future events may be
difficult to obtain, thereby limiting the reliability of the
decision.

2) The expected payoff may be difficeit to quantify;
and surrogate measures, sach as wrility, may have to be
used {see Multiple Criteria Utility Assessment, MCU, page
32).

REQUIRED RESOURCES

SKILLLEVEL

The analysis is straightforward; but estimating proba-
bilities and evaluating the merits of the different action-
event paths require judgment. Subjective probability as-
sessment (SPA, page 137) and multiple criteria utility as-
sessment {MCU, page 32) may be used.




TIME REQUIRED

Obraining the data for the analysis may require the
most time—from a few hours to severa: months. For in-
stance, a survey (SVY, page 36) or cpinion poll may be
needed to estimate the probabilities of the public accept-
ing an innovative change.

Analysis requires an hour or less, depending on the
complexity of the tree.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1) Mutually-exclusive events are such that the occur-
rence of any one precludes the occurrence of the others,
e.g., rollinga die {six events are possible).

2) Collectively-exhaustive events have the property
that the sum of their individual probability of occurrence
is 1.0

3) A contingency table is a matrix representation of a
decision involving muldple aiternatives (rows) and mutu-
ally-exclusive, collectively-exhausiive states of nature
{events) (see figure 2). An outcome corresponds to each
intersection of an alternative and a chance state of nature
{see Contingency Analysis, CGA. page 147},

REQUIRED INPUTS

The decision tree technique requires a grasp of the deci-
sion situation with regard to both the range of optionsand
the events which affect the outcomes. The probabiliry of
each chance event must be estimated and the value associ-
ated with each outcome must be determined if the treeis
to be used to select the desired decision. This may require
preliminary data gathering,

TOOL QUTPUT

The decision tree provides a representation of the deci-
sion situation which, without further quantification and
analysis, can be useful to decision makers. However, fur-
ther analysis permits the determination of the sequence of
decisions which yields the best possible outcome for a
given decision criterion, e.g., maximizing payoff.

IMPORTANT ASSUMPTIONS

All the decision opticns can be determined  priori, i-e.,
no new options develop as a consequence of future events.

All events affecting the outcome of an alternative ac-
tion arc mutually exclusive and collectively exhaustive.
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METHOD OF USE
PROCEDURE

1. Construct the first decision-event stage.

1.1 Identiiy the decision alternatives.

1.2 Arrange the action alternatives as the branches
from a decision node {diamond) (see Tree Dia-
grams. TRD. page 73}.

1.3 Identify the chance events which affect the vari-
ous outcomes of the decision alternatives.

1.4 Arrange the events as branches emitting from the
chance node {circle) at the end of each alternative
action {see figure 2.

[A%]

. Construct successive decision-event stages as necessary.
Identify subsequent decisions which may affect
the outcome of the initial alternatives.

Add these to the appropriate branch asa second
stage decision {see figure 1},

Identify events which affect the various outcomes
of the second stage decision.

Add these events as branches to complete dhe sec-
ond stage.

Repear the above process for successive decisions
and chance events which affect the outcomes.

3. Determine the event probabilities nacessary for analyz-
ing the decision situation.

3.1 Estimate the probabilities for the occur.ence of
each event affecting the decision-event stages (see
Subjective Probability Assessment, SPA, page
137).

3.2 Write the probabilities on the branches corres-
ponding to each alternative event (see figure 2).

3.3 Verify that the probabilities for ll branches emit-
ting frorn any chance nede sum to 1.0

4. Determine the payoff or udlicy associared with each
outcome.

4.1 Estimate the value of each outcome which results
from the occurrence of an alternative action se-
quence and chance events The value may be the
cost, payoff, or utility of the outcome (see Muld-
ple Criteria Utility Assessment, MCU, page 32).

4.2 Write the associated value in a box at the end of
each tree branch (see figure 2).

5. Determine the desired sequence of decisions.
5.1 Determine the criteria for selecting among alterna-
tives:
a) Maximizing expected payoff,
b} Maximizing expected utility, or
¢} Minimizing expected costs.




FIGURE 2
The Decision Tree Representation of 2 Decision Under Risk

a) Decision Tree State

CHANCE
ALTERNATIVES EVENTS OUTCOMES
States
Vi
CHANCE NODE
Viz
DECISION NODE ‘Alternasive a, )
. Vs
Alternative as Va
Vaz
Py= Va

b} Cormresponding Contingency Table for Single State

Chance Events / States of Nature
Sy Sz 53
Probability P, = Pa= Dy=
Alrernative ay Vi Vi Vs
Alternative a, V2 Va Va3

NOTE: Computing position values:

Node 1 = maximum {minimum} of position vahies for Nodes 2 and 33
Node3 = Py Vo ‘1'?2 “Vaa +P3 . V:s




FIGURE 3
Analyzing the Decision Tree to Determine Maximum Expected Profic/Hecrare
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5.2 Beginning at the terminal decision stage "the end
of the tree), compute the position value of cach
chance node. Sum the prodects formed by the
probability of each event and the value associated
with the cutcome of the event Write the com-
puted total beside each node {se« figure 2j.
Working toward the beginning of the wee. deter-
mine the position value of each decision node. Ap-
ply the criterion to select among the valuesat each
evenz node branch. For example. if the criterion is
16 maximize payoff or urility. then select the larg.
est value: if ¢ = criterion is to minimize costs, then
select the smallest value among the successive posi-
tion values. Write the selected value adjacent to
the decision rode (see figore 2).

Repeat the above process for each stage of the de-
cision tree until the position value of the first deci-
sion node has been determined. The desired se-
quence of decision alternatives is the marked
branches in the ree.

.4

EXAMPLE

A farmer is confronted with the following decision situ-
ation™ {see figure 1):

He may plant a new seed variecy which promises toin-
crease vields, but only if fertilizer is applied at the right
time. There s a 50% chance that a fertilizer shortage will
arise which will nullify the benefit of planting the new va-
riety.

The new variety has a 90-day maturation period com-
pared to the 120 days before the old varieties can be har-
vested. Thus, if the monsocas are favorable, the farmer
may double crop to further increase his yields {but not
necessarily to double that of the single harvest ourpne).

This is risky because the chance of an carly monsoon sea-
son has been forecast at 80%. The farmer risks losing not

only the second crop, but overall profits are reduced by
the additional planting costs.

This decision situation was diagrammed as a two-stage
decision tree, and the expected profit was estimated for
each outcome {see figure 3}. It is not necessary to consider
the double cropping choice decision if the traditional seed
varieties are planted. Also, the event of an early monsoon
does not affect the single crop alternative because of the
shorter growing season.

*This example was inspired by Ken Smith’s reporr, Fertilizer Dis-
rribution Project, August-December 1572 {Fhillipines Mission:
United States Agency for International Development, January
1973).

Computing the desired sequence of decisions issimply
a imatter of working back through the wwee computing the
position values at cach node. The position values of the
chance nodes i 3. 6, and 7) were computed using the ex-
pected value of the chance events, which is the sum of the
products formed by multiplying the probability of the
event and the estimated value associated with thar out-
come. For example, the position value of node 6 is:

E (v} = (0.8} X (110} + (0.2} X {200} =128

This value was writzen by the node (see figure 2).

The position value at each decision node (1, 4, and 5
was determined from the criterion to maxintize the profit.
Conseguently. the branch was chosen which gave the max-
imum expected value. The position value of nods 4. for
example. is 130. indicating that planting only a single crop
maximizes the expected profit. However. applying the
same criterion at node 5 indicates that, in the case of a fer-
tilizer shortage, the expected profit is maximized by plant-
ing; the second crop {even though early monscons are
likely}. These preferred choices were indicated on the tree
diagram as double fines.

The analysis indicates that planting the new seed vari-
ety islikely to be the most profitable choice. However, the
decision to double crop depends on the probabilicy of fa-

vorable monsoons.

THEORY

Deciion trees are an outgrowth of statistical decision
theory and probability theory (Magee, 1964). The tech-
nique is one method of dealing with decision-under-risk.
The analyst attempts to account for alrernative cutcomes
by determining the probabilities of chance events. The ele-
ments of the decision are the alternative courses of action,
the possible states of nature, and the probability of each
state occurring (see figure 2). The correspondence be-
tween the decision tree representation and the contin-
gency table format should be apparent (see Contingency
Analysis, C5A, page 147). DeNeufville and Stafford
{1971] treat the problems in selecting a criterion and
valuing the alternarive outcomes.
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Contingency Analysis

PREREQUISITE TOOLS

Decision Trees, DTR, page 141,

USAGE

PURPOSE

Contingency analysis helps a decision maker choose
among alternative plans designed for various contingen-

CIe8,

USES

Contingency analysis isused to:

1) Inform decision makers about long-range plans.

2) Select strategies to achieve specified objectives in
uncertain situations, e.z., a health delivery strategy under
unknown disease conditions.

3} Choose actions when mysior changes in the problem
environment are expected and wnere there is uncertainty
about the nature of the change.

KEY DEFINTTION

A contingency is a particular combination of factors
that describes a future environment. For example, a con-
tingency in agricultural planning may describe an environ-
ment where there is 2 large deficit in warld food produc-

tion, failure of monsoons for two consecutive vears, a
large unds -nourished population, and a pour trade bal-
ance.

SHORT DESCRIPTION

Possible furure states associated with a problem situ-
ation are described by contingencies. Alrernarive plans are
developed foreach contingency see figure 1}, Fachplanis
evaluared either qualiratively or guantitatively using tech-
niques sich as cost-effecriveness analysis (CEA, page 219).
Plans are compared for 2 specific contiagency as well as
across contingencies using varions criteria to simplify the
analysis. A contingency table is prepared and recommend-
ations are formulated for the decision maker.

ADVANTAGES

Much of systems analysis assumes a level of determi-
nacy which ignores the many uncertainties invoived. Con-
tingency analysis specifically encourages planning for al-
ternative outcomes. Cons.quendy, the plans selected and
implemented are generally more flexible than those which
are developed for only one possible funsre stare.

LIMITATIONS

There is always the danger of werlooking contingen-
cies, partly becanse of the mecessity of planping ar one
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FIGURE
Contirgency Table wich Qualitative Evaluation of Plan Performance
CONTINGENCIES
ALTERNATIVES A B C D E
Plan 1 good fair excellent poor MNA
Plan 2 poor fair poor NA NA
Plan 3*~ {air good NA gocd fatr
]

NOTE: Plans are cvaluated on a scale: vary poor-poor-fair-goed-excellent relative to the particular contingency.

“Plan not applicable ro this conzingency.
+*Plan 3 was designed spacifically for Contingeney .

point in time. The futare sisnation may be shaped by the
present phaning decisions, * making contingency analysis
an extremely complex process.

REQUIRED RESQOURCES

LEVELOF EFFORT

The cffort required to develop a plan for a single futuze
state is multiplied by the number of contingencies iden-
rified. The task of idenvifying contingencies and analyzing
plans adds to the rotal effort.

SKILL LEVEL

The analyst must add foresight and inwitien to his
basic planning skills in order 1o identfy alternative cur-
comes and account for their consequences. A mmulzi-
disciplinary team brings useful skills zo the rask and is
recommended.,

TIME REQUIRED

The time needed depends on the complexity of the
planning required. Time is proportional o the number of
contingencies considered and the novelty of the situation.

*in this eventuality, the analyst may draw on #he theory of com-
petitive games {sce Madansky, 1968).

DESCRIPTION OF TOOL
SUPPLEMENT AL DEFINITIONS

1} Best-estimate analysis selects the plan which was de-
veloped for the most likely contingency.

2} Worst-case analysisselects che plan which was devel-
cped for the most adverse contingency.

3) A fortiori analysis is 2 process of excluding alrerna-
tives which s¢il perform badly relative to the others. even
when designed for the most favorable contmgency.

4) Semsitivity analysis is a process of varying the esti-
mated values of selected parameters in the design to deter-
mine the sensitivity of the results to the uncertainty of the
ESTmATes.

REQUIRED INPUTS

Centingency analysis requires a grasp of the many fac-
tors which contibute to uncertainty in plauning. The
plans must be developed using avariety of techniques and
experrise. The more points of view brought to bear on che
planning process, the more likely that contingencies will

rot be overdooked. A multi-disciplinary team approach is
preferred.

TOOL OUTPUT

Contingency analysis presents the decision maker with
ar array of optioms which refleces the analyst’s endes-
stznding of future uncertainties. A plan may be recom-




mended as a result of the analysis. The very least the
decision maker czn expeer is an analysic of the array of
contingent factors and planning assumptions {DeGreene,

1§73,

IMPORTANT ASSUMPTIONS

All relevant contingencies have been identified and
only these contingencies are likely to occur.

Measures of plan or system effectiveness which arc ap-
propriate for one contingency can asobe applied 1o
Conmgeﬂcies-

¢ other

METHOD OF USE

GENERAL PROCEDURE

1. Analyze the problems in order te determine the fac-
tors {social, technological, political, or envirenmenial) as-
sociated with an uncertain futvre.

2. Identify lkely combinations of factors: these con
tingencies describe possibie futures {see Scenarios, SCN,
page 164).

3. Specify alternacive plans for dealing with each con-
tingency {see IDEALS Swategy, IDL, page231),and Pro-
gram Planning Method, PPM, page 227,

4. 1dentify eriteria for evaluating the expected effec-
tiveness, benefizs, or udlity for each plan {see Cost-Fffec-
tiveness Analysis, CEA, page 219; Cost-Benefit Analysis,
CBA, page 212; or Multiple Criteria Urility Assessmenz,
MCU, page 32).

3. Considering only cne contingency at a fime, evaiu-
ate each alternative relative to the other alternatives and
wabulate results {see figure 1)} to provide a comprehensive
picture of the decision parameters.

6. Apply one of the following criteria to reduce the
number of contingencies:

a) Best-estimate analysis: Assume tha all uncertain
factors are determined by the analyst’s best estimates.
Design alternative plans accordingly.

b) Worst-case analysis: Assume that the most ad-

verse contingency will occur. Design a plan {oz select

the alternative)} for this contingency on the assumption
that if it works for the worst case, it will work for the
more favorable contingencies.

c) A jortiori analysis: Assume that all uncertainties
are resolved as optimistically as possible. Design {or
select) a plan for thiscase and compare its performance
to the others. If it still performs badly, discard thatal
ternative.

7. Use sensitivity analysis to examine assumptions
andjor eliminate variables which have little influence on
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the expected perfsrmance of afcernatives (see Cost-Effec-
tiveness Analysiz, CEA, page 219
8, Asalastresors, consider plans which cithier:

2 Buy time until the social, political. or technolog-
ieal sivuation changes:

b) Buy information in order to resolve some of the
uncertainties affecting the decision, e.g.. gather more
datazor

€} Buy .exibiliry in design. Le.. plan systems wich
the capability to adapt to various contingencies.

There are additiona! costs associated with each of
these options. bur they may be the best way of dealing
with the uacertainties of planning for various contin-
gencies.

EXAMPILE

The Temasek Government wanted to develop a strac
egy for increasing agricultural productivity in o region
populated by small-holders. A list of unknown factors was
gemerated: the degree of cooperation ameng farmers, the
migration rates from {or o} the region, the availability of
necessary climazic and technological variables (e.g., the re-
spense of new seed varieties 1o unfavorable monsoon con-
diticns).

Two contingencies were formalated and preliminary
plans were sketched for each.

Contingency A
The people in the region are expected tc cooperate
with government efforts. There is low migration of popu-
lation to urban areas. Favorable monsoons are predicred.

Fertilizers are available.

Plan 1: Educate the peaple 2bour the need for in-
creased productivicy, new seed varieties. and new agricul-
wral technigues. Distribute fertilizer and encourage its
use. Subsidize commercial credic.

Plap 2: Form farm cooperatives with government par-
ticipation. Acquire farm machinery with the financial
strength developed, using modern techniques on consoli-

dated holdings.

Contingency B
The people in the region may be hostile to intervention
and are not receptive to improved fzrming methods.
There is migration of population to urban areas. Monsoons
are expected to be erratic and poor. A fertilizer shortage is
expected.

Plan 3: Nationalize productive holdings. Import labor
if needed. Farm large tracts of land using mechanical farm-
ing and frrigation methods.
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FIGURE 2
Contingency Table for Agricultural Straregy Planning
Contingency A Contingency B
{Optimistic; t Pessimistic)
Plan 1: Education Strategy 10% O
Plan 2: Ceoperatives Strategy i5% =
Plan 3: Nasionalization Strategy T i
Plan 4: {ncentives Strategy eyt 134

NOTE: Effectiveness measure: Percentage increase in agricuirural production for the region.

*Estimated decrease of 5% 3 Plan A is selected and Conuingency B occurs.

Plan 4: Encourage private farming. Develop irrigation
facilities and help finance. Provide incentives for farmers
to immigrate from other regions if necessary.

A comtingency table was prepared 1o represent the deci-
sion elements {see figure 2). The analysts then estimared
the effectiveness of each plan using the criterion: expected
percentage increase in agricultural production given a par-
ticular contingency. Analysis across contingencies fol-
lowed:

Best-estimate analysis: Only plans 1 and 2 need be
considered becavse contingency A is assumed to be the
future environment. From these two, plan 2 was pre
ferred.

Worst-case analysis: Only plans 3 and 4 were con-
sidered. Plan 4 was chosen due to the higher expected in-
crease in producticn.

A fortiori analysis: Plan 1, designed for the most opti-
mistic set of factors. was still less effective than plan 2.
Therefore, plan 1 was “dominated™ by plan 2 and was not
considered further {although parts of the plan were con-
sidered in synthesizing a flexible, adaptive strategy).

Sensitivity analysis: Agrcultural productivity esti-
mates were found to be highly sensitive to weather condi-
tions. Consequently, the planners decided to delay adopt-
ing a particular strategy until pilot field trials were con-
ducted in the region. Meanwhile, 2 sample survey was com-
missioned to examine farmer attitudes on cooperationand

modernizagtion,

THEORY

Contingency analysis falls under a caregory of statis-
tical decision theory identified as decision-under-
uncertainty /Peston and Coddington, 1968!. This situa-
tion is contrasted with models for decision-under-risk
exemplified by decision tree analysis {DTR, page 1411 A
decision-under-uncertainey s transformed to a decision-
ander-tisk if probabilities of zach of the states of nature
‘contingencies} can be estimated {see Subjective Proba-
bility Assessment, SPA. page 137).

Schlesinger {1968, page 3835} describes contingency
planning from two differens peinis of view, One group of
planners “believe that the array and character of future
contingencies can be specified in advance, and thar de-
tailed advance plaming can be done to deal with which-
ever one does ocowr [original italics].” A second group be-
lieves **that contingencies cannot be specified precisely in
advance,” and that pians must be designed with the capa-
bility of adapting o unforeseen contingencies. Although
the description of contdngency analysis was written from
the viewpoint of the fizst group, the complexities of devel-
opment project planning strongly support the more cau-
tious approach of the second group.
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VI

Eorecast and Prediction

Exponential Smoothing Forecasts
Regression Forecasting
Scenarios
Delphi

The selected forecasting technigues fit into two categories. Extapolative techniques (Ex-
ponential Smoothing Forecasts and Regression Forecasting; basc forecasts of future behav-
ior on past performance data and assumptions abour the underlying processes which have
generated the data. Inmitive techniques (Scenarios and Delphi} systemarically combine the
observations not only of past and present conditions, but predictions of fuwure performance,
constraings, 2nd forces forchange.




Exponential Smocthing
Forecasts

PREREQUISITE TOOLS

None.

USAGE

PURPOSE

Exponential smoothing provides short-term forecasts
of variables by extrapolating from past data.

USES

Exponential smoothing is used to:

1) Forecast demand for sexvices orgoods.

2) Obtain economic forecasts.

3) Forecast any variable where past behavior is ex-
pected to continue.

4) Provide forecasts at regular inzervals.

5) Trace an uaderlying trend or pattern for a variable
when random fluctuations in the data obscure that trend.

KEY DEFINITIONS

1) The smoothed value is an estimate of the average
value of the variable being forecast. It is calculated each
period by the equation:

S; =8y ralx — S}

where
S, = the new smoothed value
S,.1 = the old smoothed value
a = asmoothing constant
x, = new datum

2) The period of a time series is the tme interval be-
tween successive observations of the underlying process.
This interval may be a day, a weck, a month. or cne or
more years. For cxample, the period would be a week if
the darum is the weekly total of immunizations per-
formed.

SHORT DESCRIPTION

A smoothed value of the average of the datais the basis
for forecasting by exponential smoothing. This value is
calculated for each period using the data for thar period
and the smoothed value from the previous pericd. The
new smoothed value becomes the forecast for the mext
period if the average value for the vasiable is expected to
remain constant {see figure 1a). However, variables with a
steadily increasing or decreasing average {a trend) canalso
be forecast by obtaining 2 smoothed value for the average
and a smoothed estimate for the trend component. The
forecast for the next period is the sum of the two estimates
{see figure 1b}.
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Plots of Past Data
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ADVANTAGES

1) Exponential smoothing is easy tc understand and
use since it relies on intuition and simple mathematics.

2) When changes occur in the behavior of the variabie
being forecast, exponential smoothing can centinue to be
used since gross errors in forecasting smooth out after a
few periods.

3) Large quantities of past data need not be retaincd
(see Regression Forecasting, RGF, page 16C).

LIMITATIONS

1) Exponential smoothing is not a causal model; it
only extrapolates from past data. Since past behavior only
partly explains the forure, exponential smoothing may
rot always be sufficient.

2) A more complex smocthing model is necessary to
accurately forecast cyclic variations in data {see Mont-
gomery, 1968).

REQUIRED RESOURCES
LEVEL OF EFFORT

Exponential smoothing invalves the substitution of

numerical values into simple formulae. The effort required

SKILL LEVEL

Basic arithmetic skills are needed to use exponential
smoothing, Some experierce in choosing the smoothing
constant is necessary to obtain good forecasts.

TIME REQUIRED

Once the smoothing constant has been selected, the
forecast calculations are straightforward and require little
time. It may be desirable to keep track of the errorsin each
forecast and take corrective action should they become
too large {see Brown, 1965). This requires a2 minimum of
extratime.

SPECIAL REQUIREMENTS

A slide rule or a calculator may be used to do the cal-
culadons. A digital computer may be desirable to forecast
alarge number of variables.
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DESCRIPTION OF TGOL

SUPPLEMENTAL DEFINITIONS

1} The smoothing constanrisa fraction between Cand
1 that indicates the degree of confidence placed on the
most recent datum. It is denoted by @™ in | 1].

2} x, and x; 7 arc data values observed at time ¢

and #-t respoctively.

3} S, is the smoothed estimate of the average value of
the variable for the time period &

4% A, is an estimate for the linear trend for period t.

5) T is the forecast lead time. or the number of periods
into the future for which the forecast isbeing made.

6 o and § denote the smoothing constants whose
values lic between @ znd 1.

7: xp.q and xpey arce forccasted estimates of the
varisble x calculated at time ¢ for the next period and
for T periods alicad. respectively.

REQUIRED INPUTS

Some understanding of the variable being forecast
helps in estimating any trend that may be observable in
past data. The datamay be plorted on a graph against time
Isee figure 1). The variation of the data is shown in these
plots. Visual inspection indicates the presence of an in-
creasing trend in the plot shown in figure 1b.

Selecting a smoothing constant is also necessary befare
forecasting can be done. The function of the smoothing
constant is to control the amount of importance given to
the past data. The constant is greates than O and 1suseally
less than 0.3. The smaller the smoothing constant. the
greater is the importance given to past data, signaling con-
fidence that the past bekavior of the variable will con-
tinue. On the other hand, alarge smoothing constant {but
always less than 1} gives more importance to the current
datum. However, a large smoothing constant may lead to
large errors in the forccasts. A value of 0.2 is recom-
mended for mostapplications.

Initial values for the smoothed estimates are needed be-
fore forecasting, The starting smoothed value car be taken
from the plot of the past data. When the graph indizates
that the data have no trend, only the smoothed value for
the average needs to be estimated. Thiscan be taken asthe
height of the crizantal line drawn through the data (see
fignre 1a). If the variable appears to follow a wend, start-
ing values for both an average value and a trend com-
ponent are required.
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TOOL OUTPUT

The cutput Is a short-zerm forecast of the futurc values
of the variable. The forecast is computed from the est-
mate of the average value or from the estimates of the aver-
age value and the wend component, whichever is appro-
pnatc.

IMPORTANT ASSUMPTIONS

The model presented here is based on the assumption
that the process which produced the behavior of the fore-
casted variable does not change with time. Thatis, the vari-
able is assumed 10 have cither a constant average or a con-
stant linear e, d. Higher order cxponential smoothing
models may be used if these assumpticns are not valid fora
variable (see Brown, 1963}

METHOD OF USE

GENERAL PROCEDURE

Forecasting by ex?oncntial smoothing is done in two
steps:

1} Updating the smoothed valuces.
2) Obtaining a forecast from the smoothed values.

In the case of a variabie with constant average. step 1
will be used to updatc the smoothed value for the average.
tn case of a variable with a trend. step 1 will be used to
estimate the rrend and the average value by smoothing.

Variable with Constant Average
1. Update smoothed values.

The smoothed value for the average is obtained by the
following equation:

S, =8 vaixg -5l 11;
The difference between th: new datun. and the old
smoothed value gives an idea of the error in the fore-
cast. A fraction, @, of this error is added to the old
smoothed value to obrain a new sincothed value.

2. Obtain the forecast.

The forecast isgiven by the following equasion:

x1e1 = St (21
This squation is used since the variable is assumed to
have a constant average estimated by the smoothed
value and no trends. When datum for the nexz period,
X1+ 1. is obtained, the new smoothed value becomes the
old smoothed value for the next period, and forecast-
ing is continued by computing the smoothed value for
that period. These calenlations are repeated.

Variable wich Trend
1. Update smoothed values.
Obtain a smoothed value for the average and an esti-
mate for the trend. The equations used fos the two are
similar. Equation {1] is used to estimate thz average.
The equation used for estimating the trend is:

A; = A +3:8; -5l - Al i34

[ ]

. Obtain the forecast.

Add the trend estimate to the smoothed value that has
been mewly calculated. The forecastisgivenby the fol-
lowing equartion:

Ngap =8y T A i+
If forecasting is to be done for more than one time pe-
riod ahead. the increase {or decrease) due to the mend
component needs to be accounted for. The forecast for
T time periods in the future isgiven by:

xper = 5; + T{Ay} &l
Note that in case of a variable with no trend compo-
nent. the forecast for one period ahead and the fore-
cast for many pericds ahead is the same.

As before. when a new darum is avatlable. the new
smoothed value and. the crend estimare become the old
smoothed value and the old wend estimate for the next
period. The calculations arc repeated in order to up-
date smoothed values.

Worksheer
A workshest can be used 1o facilitate the calculation of
forecasts on a regular basis (see figure 2. The columns in
figure 2 represent difterent stages in the calcolation,
with the forecast given in the final column and the
datam given in the first colusun. Each row correspoends
10 a time period.

EXAMPLE

It is necessary to forecast the number of births in a dis-
trict each montk in order te procure child immunization
medicine. Exponential smoothing is used to forecast the
number of births. A slight increasing trend is assumed to
be present in the data (see figure 2 for the calculations).

The worksheer shows that the forecast for births in
February is 207. The S;_; and A;_ values for March can ke
written in the row corresponding to March.

THEORY
The basic smoothing equation in ¢xpenental smooth-

ingis [1}. which can be rewritten as:
Sp=afxi il —a}S,,

isl
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FIGURE 2
Work Sheet for Expoaential Smoothing
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The smoothed value for the previous time pericd” was
given by.

Sra=alnpy)+(1-ajSes i71
and the smaoothed valuz for the period before is
Spatalxz}ta(l-aS.; 18]

und 5o on. By repeared substitution for 8.5 inte {6] and
then for 8,5 into {71, we obzain:

Sp=alx)ail gy Faeta i - eiPag,, 19

From this equation it can be seen thet pastdata {x, 1. xp 2.
X;_3. ¢tc.) have decreasing exponential weighrs. Hence the
name exponential smoothing. The weighes of the past dara
decrease with the age of the dara because @ is less than 1.
This makes intuitive s ose as more recent dafa are given
more weight. The actual weights depend on the smooth-
ing constant. The easlier discussion on the value of the
smoothing constart follows directly from |8}.

*r = present time, therefore 1-1 is one zime period prior, -2 is *Wo
rime periods prior, etc.

Similar formulations of exponental smoothing have
been developed to forecast data that have a cvclic vari-
atior or a combination of 2 trend and cyclic variation.
Monigomery (1968) and Brown {1963} discuss these
cases at lengrh.
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Regression Forecasting

PREREQUISITE TOOLS

Nene.

USAGE

PURPOSE

Regression forecasting obtains the relationships be-
tween two {or more) variabies based or pairs {or sets} of
past data values.

USES

Regression forecasting is used to:

1) Obtain economic forecasts.

2} Forecast demand for services and products.

3) Forecast any variable where past behavior is as-
sumed to continte.

KEY DEFINITIONS

1) An independent variable is the non-random variable
which is used for torecasting other variables using the re-
gression. M is the independent variable in:

= a+{(bXM) i}
where
B = number of births
M = number of marriages registered
a,b= constants

2} A dependent variable i regression forecasting is the
variable being forecast. Ir is writren in che regression equa-
tion as being dependent on the independent variable. For
example. in [1] the dependent variable is “number of
births.”

3} A variable is regressed on another when the former
is dependent on the latter. In [1], the “number of births™
is regressed on the “number of marriages registered.”

4) Correlative behavior is an assumed relationship be-
tween two or more variables in which the changes in one
vaziable may be associared with predictable changes in the
others. The change, however, is not necessarily cause-
effect.

SHORT DESCRIPTION

Regression relates 2 dependent variable with an inde-
pendent variable in the form of a mathematical equarion.
The independent variable is usually time, and regression
extrapolates the past into the fature. The eguation ic ob-
tained from past data gathered in pairs (a value of the de-
pendent variable corresponding to a value of the inde-
pendent variable),

1f the relationship is assumed to be linear, the regres-
sion of the dependent variable on the independent variable
isa straight line when plotted on a graph (see figure 1}. The
simple linear regression equation is used to obtain fore-
casts of the dependent variable for a given value of the in-
dependent variable. A dependent variable may be re-
gressed on two or more independent variables, but this is




FIGURE1
Graph of Regression Line

Pependent Variable, y <=

Regression equation ¥ = a + bx

T T T T T T T T T ™
independent Vartable. X _gu

(usually time)

not easily visuaiized on a graph. The forecasting method is
similar, however, to simple linear regression.

ADVANTAGES

1) Regression is 2 simple and straightforward process.
2) Regressicn can be used in a wide variety of site-
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ations and is often the orly recourse for forecasting, For
example, in many social and economic contexis, causal or
predictive models based on theoretical grounds are diffi-
cult to construct. Regression gives an empirical modcl
which can be used for forecasting.

LIMITATIONS

1) Regression models estimate the correlation be-
sween variables. This correlative behavior is often mis
taken as meaning *“a change in the independent variable
causes a change in the dependent variable.” This may lcad
to false assumptions about causal relarionships {see Oval
Diagramming, OVD, page 81].

2) Regression forecasting extrapolates the dara in or-
der to obrain the forecasts. The relationship obrained
from the data does not necessirily hold outside the range
of available data, and erongous forecasts are obtained.
For example, the relaticuship between two variables may
be linear only in the region examined and non-linear in
other regions.

REQUIRED RESOURCES

LEVEL OF EFFCRT

The effort required is minimal if the data for the regres-
sion modet are availzble. However, a considerable amount
of effort may be required if data collection is necessary.
For example, surveys (SVY, pag> 36) may be needed ro
obtain the data.

SKILL LEVEL

Some statistical knowledge is needed to fully under-
stand and use regression.

TIME REQUIRED

The time required to gather the data depends on the
nature of the variable and the amount of dataneeded. Ad-
equate regression models can be cbrained using 20 to 50
pairs of data points.Once the data are obtained, the caicu-
lations require only a few hours. Regression on more than
one variable takes more time depending on the number of
varizbles being considered.

SPECIAL REQUIREMENTS

A calculator or a slide rale is useful in making thecal-
culations.
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DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1} The regression coefficient is the coefficient of the
independent variable in 2 regression equation. In [1].
“}7 is the regression coefficient.

21 Symbols:

xis the independent variable
y is the dependent variable
a and b are regression coefficients.

REQUIREDINFUTS

Knowledge about the vatiables defined in the regres-
sion equation Is needed. Between 20 and 50 sets of data
points are needed o cbrsin the regression equation. The

higher the number of data scts, the higher the reliability of

the regression equation.

TOOL OUTPUT

The outpur is the regression equation modz! relating
the variables. The model may then be used o forecast
values of the dependent variable for given values of the in-
dependent variable.

IMPORTANT ASSUMPTIONE

Regression models assume that the independent vari-
able is deterministic (nonrandom) and can be measured
with an accuracy that is moch higher than thar involved in
measuring the dependent variable. Often both the vari-
ables are random, and the variable which can be measured
with less error is chosen as the independent variable. How-
ever, most often observations of one variable are made at
intervals of time. Time becomes the independent variable
in the regression equation, and the assumption about the
independent variable is then valid.

METHOD OF USE

GENERAL PROCEDURE

Linear regression fits alinear equation between the var-
jables (see figure 1). The regression coefficients of the
equation are selected so that the data values have mini-
mum deviation from the line.

The following procedure is recormmended to developa
regression equation.

1. Obtain thedata.
Once the independent and dependent variables are de-
termined, the data values are obtained in pairs, Le., 2

datum point for the dependent variable corresponds to
each vahie for the independent variable. The data
should be recent and should be representative of the
trend. Consider a situation where the total industrial
output in a region for the next year is to be torecast.
The industrial output is known to be comrelated to the
annual stec] production. The industrial cutput will be
regressed on the steel preduction. Data for past five
years are used to obtain the equation (see figure 2).

2. Determine the equation coefficients.
1f the relationship between the variables is assumed to
be linear {see figure 1}, the regression equation used is:
{2}

y=a¥ bx.
The regression coeficients are calculated using:

L +¥
H ’, . [ . rn2
b= x-xHy—y}iZix—-x)

i3

where
rr - - -
x.'y" = averages of n data points for xand y
v
¥ = summation of all terms in parentheses
computed from data points

The calculations for [ 3] are easily done using a table
{see figure 2b}. The daa points for x and y are first
filled in and the averages x” and y' calculated. Using
these averages, the test of the table is filled in. The
totals for columns {x-x") and (y-y'} should be zero, This
can be used asa check for calculations. The ratio of the
votals in columns 5 and 6 then gives the value of b:

b =26.86/11.70 = 2.29.

The coefficient a is calculated by
a=y - bx 41
In the example,
a=162-iZ29X 5.5} =3.6,
the regression equation is
v=36+225X x. 5]
3. Forecast using the equation.
The forecast of a new value of the dependentvariable is
made by fitting the corresponding new value for the in-
dependent variable into the equation. For example,
steel production is known to be six miflion tons. The
industrial ountput is estimated by substiturngin {5}, so
that:
() =36 +229X 6=17.34 (6]
The industrial oucput (y} is estimated ar $17.34 miltion
using the linear regression equation.

EXAMPLE

Many examples of regression analysis may be foundin
the literatiice. Fredericks' {1976) analysis of cooperative
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FIGURE2
Regression Computation

a} Data for Forecasting Industrial Ourput

Year 1970 1971 1972 1973 | 1974
Steel Production/yr {million of tons) 7.5 6.8 3.1 3.2 3.9
Industrial Qutput/yr (millicns of 3) 20.3 19,2 0.3 13.5 15.6
b) Table for Computing Regression Coefficients
(1) 2} i3] b ) {6}
x v x-x At e i
7.3 20.3 22 4.1 82 1.0
6.8 15.2 1.3 3.0 3.9 1.69
3.1 103 2.4 5.9 12.16 5.76
5.2 15.8 0.3 0.4 12 0%
4.9 154 0.6 0.8 48 36
TOTALS 275 810 0.0 0.0 26.86 1170
. , 26.86
AVERAGES x =55 y =162 0.0 LAY b= “im = 2.29

moveme its in West Malaysia is flusrrative and instructive,
Twelve L cructural variables were included in the analysis of
structural development.

THEORY

Regression equation models are widely treated in statis
ties texts {Fryer 1966, or Wetherill 1972}. The theory is
based on summing the squares of the deviation of each
data point from the corresponding value of the model. and
then selecting coefficients of the model which minimize
this sum. If the model equation isa straight line, the coetfi-
cients fit a linear regression model Non-linear regression
models are used to fit equation coefficients to dara which
do not appear to fall on a straight line.

Multiple regression models nse the same basic principle
to fit the observed data to two or more independent vari-
ables. The forecaster is referred to specialized texts
{Draper, 1966) for details.

Bedworth {1973} has an excellent presentarion of re-
gression forecasting when the independent variable is
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Scenarios

PREREQUISITE TOOLS

None.

USAGE
BPURPOSE
A sceauarid forecasts the future statz{s) of 2 sysrem

based upen assumptions sbout interactions and external
conditions.

USES

Scenzrios may be employed ro:

1) identfy aad clatily major issues for debaze among
policy makers and interest groups.

2} Fommnulate 3 mawratdve for dynamic behavior of a
social system, eg., for inzerpreting Cival Diagramming
(WD, page 81).

3) Provide the input for techniques such as Gaming
GAM, page 124}

41 Provide a framework for pormartive forecasts of
drsired futore conditions,

BEY DEFINITIONS

1) A system is 2 coliecton of components which inter-
act to achieve 2 commoen function.

2) A srate scenario describes conditions and events
{the state of the system and the exiernal context) at a
single future point in time.

3} A tramsient scenario forecasts the changes in and che
alternative acrions on 4 system at varfous siages in the evo-
Iution of the sy sterz.

SHORT DESCRIPTION

A scenaric is a narrative forecast of the futare crates of
a system. it is developed from a description of the present
conditions and an extrapolated forecast of futnre condi-
ttons. The torecast is based on the external constraints to
change, and the likely inzeractions between system vard-
zbles in the progression from cument conditions te some
future staze.

A scemario may be cither a state scemario for a single
peint in the furure or a rransient scenario rracing the evo-
lution of the system over dme.

ADVANTAGES

1) Sceparios help illeminate the inseraction of psycho-
logical, social, economic, culural, political, ard milizary
dimensions in a form that permits understanding many
such interactions at once. They are especially useful for
policy decisions.

2} Kahnand Wiener {1967} argue that scenarios call az-
tention to the larger range of possibilities that must be
considered i the analysis of the fumre.




3) Scenaries help stimulate and discipline the imagina.
tion.

4} Scenatios generaily have an iilustrative and peda-
gogical value for the decision maker.

LIMITATIONS

13 i1is a formidable task to take into account and suc-
cessfully predict the interplay of the various dimensions
{e.g., social, political].

2) Scenarios suffer from umiqueness: they represent
only the views of thosc cxpests who constructed them,
and there is no guarantee that the future is accurately pre-

dicted.

REQUIRED RESOURCES

LEVEL OF EFFORT

The decision maker and the analyst collaboratively de-
fine the subject of the scenario. The analyst identifies. or-
ganizes, and interacts with a group of experts to under-
stand the present system and to construct the scenarios.

SKILL LEVEL

The analyst and experts should be able to identify the
major dimensions and atributes of the present system in
otder to identify new developments and understand their
character and significance.

TIME REQUIRED

The time required depends on the complexity of the
system being studied and the nime span of the scenario.
The analyst and the experts may spend several days zon-
structing from three to five different scenados which de-
scribe the same general sitvaden.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1) The dimensions of a system are collections of its at-
tributes, where each collection represents a major aspect
of the system, e.g., political, econemic, social, or psycho-
logical.

2) The artributes of a system include the elements or
compoaents of the system and the interrelationships
among them.

3} A goul is a value judgment which satisfies one or
more human needs, e.g., “to promote equality in school-

L33
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T A areving force is an attribute of o sestem which
catses changcs in the system state over time.

g
-+

5) The buse svstem state is the set of current conddi-
rions which describe the essential characterntios of the
scenario. It is denoted by Sirr, where £ s the present time.

6% An iutermediare fmage, Sz + b, describes the
state of the system after a time interval 2.

7 The exrerval context represents the constrinis on
the base svsteni.

REQUIRED INPUTS

Scenarie constraction requires prior agreenent on L
kind of scenario (either tread or state}. the subject of the
scenario., and the time span 1o be incladed.

The subject of the scenario s generally & system or
sector of a country or region. c.g.. the tourist industry or
the cnergy siteation for the country of Temaseh or the
social structure of u river basin pepulation.

The time span varies according to the importance of the
system snder consideration. The time spar of the scena-
rio. for most situations, should cover at least 13 yeurs 1o
preject beyond characreristics of the present sitzation.
Future images become increasingly blurred as the time
span is extended, effecdvely limitiag 2 scenario 1o 30
years.

The anzlyst may wish to assembie 2 group of experts.
cach familiar with a major dimenston of the system,
though the scenarioc may be developed using a Delphi
{DLP. page 168.

TOOL QUTPUT

The scenarto technigue generates 2 narrative descrip-
tion of the furure state{s} of the system. The formar is the
buse system srate description and cne or more inter-
mediate images. together with a description of the ex-
ternal context and the driving forces behind the forecasted
changes {see figure 1].

Orne or more scenarios may be constructed:

1) Several alternative state scenarios for a single point
in time, or

2} One {or perhaps two} transient scenarios which
forecast the effects ot different policies on the evolation
of system conditions.

‘These scenarios may be compared and contrasted for
review by decision makers and interested parties.

IMPORTANT ASSUMPTIONS

A scenario is conswructed by exwrapolating future cor-
ditions from present conditicns and foreseeable driving
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FIGURE 1
A Swondard Format for a Scenario

K 71, Pase at time

Progression over time in terval 1

S 1+ u), Intermediate image a1 time £ ¥ 7

Progression over time interval »

)

\

§ (1 + 22, Intermediate image at time 1 + 2n

Progression over time interval

/4

S (t + 3n), Intermediaze image at time ¢ + 3n

{orces for change. Consequently. 2 fundamental assump-
tion concerning dynamic system behavior is impled: a
system exhibits current conditions which are the result of
all the previous current and prior forces on the svstem.
However, social systems are self-organizing and anticipa-
tory. and the current system state may be influenced by
anticipated future conditions. Accounting for these
factors in scenario construction requires that the analyst
be aware of the possible effect of anticipated actions on
the future state of the system.

METHOD OF USE

GENERAL PROCEDURE

The following steps describe the development of a

sransient scenario and are based on the work of Durand

{1972) and Gerardin {1973}

t
.

Consiruct the base svster state,

1.1 identify the major subgroups in the base system.
1.2 Identify the atcributes of the subgroups.

1.3 Choose cne of the atsributes as the driving force

for change in the systen.

2. Kdentify the external context.
2.1 Formulate hypotheses about the constraints on
change in the base system state.

2 Comsider constraints which may change during the

L

time span of the system. .

Develop the progression to the firse intermediate
image.

3.1 tdentify any trends in the interacton between at-
tributes of che base syster for time inserval #,
where s bs ty picaliy 3-10 years.

Identify any changes in the external constraints
for time interval s

If aleernative or competing trends are likely. com-
sirzet an intermediaze image at Time § ¥ 7 for

cach major trend.

Construct the intermediate image.

2,1 Usinyg rthe dimensions and atoibutes identified in
step 1. describe the likely system state or condi-
fions at time? + .

4.2 Take into account the forces for change, the ex-
ternal constrainzs. and the trends internal ro the
system.

5. Repeat steps 3 and 4 undl che desired time span has
been covered.
5.1 The last intermediate image becomes the pew base
sysTern state.
5.2 To vrogress [0 the next intermediate image. con-
sider changes for the interval from time ¢ + 7 to
omer + 2r,ec.

P\
(3]

End the scenario with the last intermediate image.

If a normarive scenaric Is being developed, the pro-
cedure in step 4 is inverted. Instead of predicring the inter-
mediate image. the analyst rries to identify the alternative
actions or policies that are necessary to achieve a desired
system state. This is typically an lrerative process, where
first one set of policies, the internal trends of the system
and the external contexe, are used to forecast a kikely pro-
gression. The discrepancy with the normative system state
is then used to indicate alterrative pelicies until the de-
sired and the predicted intermediate image merge.




EXAMPLE

A scenario was developed for the cattle indusiry in the
country of Temasck. The goal was “to improve the quality
of life for all Temasckians.” Two criteria indicate achieve-
ment of this goal: a decrease of nutritional defictencies
among the population, and an increase in foreign ex-
C}laﬂgc.

The base system srate was described:

Four subgroups have been identified: the herdsman, the mid-
dlemen, the meat-packing industry and the consumers of beef, The
herdsmen are generatly nomadic and ewn 90 pereent of dhe catile
in Temasek. Cartle breeding and feeding practices ate inefficient,
The nomads have a strong vmotional attachment to their cattle as
thev eguate the ownership of catile with prestige.

The lierdsmen sell their cattle to middlemoen. The cattle reaches
consumers after going through several levels of middlemen, thus
inflating the price of beef.

The meat-packing industry s smaall at present but b cwned by a
big mulei-national company. The beel s packed mainly for ox-
pori.. ..

The attributes of the subgroups were the value svstem
of cach subgroup, the cconomic finkages between the sub-
groups, and major institutions. The mear-packing industry
was seleczed as the driving force for the scenario because it
wanted to increase its growth rate.

The exzernal contex: may be described as:

There will be maintenance of faverable trading conditions with
the develeped couniries. No adwerse weather conditions will oc-
cur. ...

Starting with the base and external context. the progres-
sion was formulated to give th: following scenaro:

1t is the vear 1977. The demand for beef in developed countrivs
is scen to increasc greatly over the nexrt seven years. To meet this
demand a multi-national company invests 20 million dollars in a
meat-packing plant geared for both domestic and vverseas con-
sumprion of beef.

Educational efforts are carried ont 1o make the herdsmen sertle
and learn better cattle breeding and feeding practices. This will ea-
sure a regular supply of beef for the meat-packing plant. There is
considerable ~esentment by the herdsmen. Since only a few herds
men react positively to the efforts, the herdsmen are not allowed
to graze on land wherever or whenever they wish thus forcing them
to settle.

By 1982 the meat-packing plant has been established and most
herdsmen have reluctantdy settled. The multi-national company
pays the herdsmen high prices for their cattle. The middlemen find

themselves being forced out of their maditiona? supply tinks. The
middilemen, who handlc many foadstufis other than beef, organize
into a cohesive unit and in 1985 go on strike. There Is mass hoard-
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tng of food by homewwes and prces meresse remarhabb. T
catittary Iy ashed eo provide wrochs for the wansprortition of o
sential foodstatts, . o

Several such seenarios were formulazed for review and

evaluation by the deciston maker.

THEORY

Scenarios are comstructed based on o planning philo-
sophy which might be called “fuures-creative™ (Goerardin,
19733, Scenarios are effective decision aids it the decision
maker accepts such a planning phdosophy. A totore is to
be designed which is in bine with stated goals. A fumre will
not be zecepted if it & simply un extrapolation ur exien
sion of past events.

Scenarios have been used widely and are especially use
(E96T) con-
structed scenasios for imterumational political systems.
Purand {1972
plications in France. including regional development plun-

ful for policy making. Kahn and Wiener

;and Gerardin ( §973} recorded severad up-
ning. Kraemer @ 1973; cites a study in wurban plenning.
prown | 1968 describes political scenarios done at the De-

partment of Do fonse.
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Delphi

PREREQUISITETOOLS

Nonce.

USAGE

PURPOSE

The Delphi is 2 group process rechnigue for <liciting,
collating, and generally directing informed {expert) judg-
ment towards a consensus on a particelar ropic.

USES

The Delphimay be usedin:

1} Establishing goals and their prioritics.

2) Identifying the dimensions and the atmributes of a
problem.

3) Providing forccasts (e.g., identifying future devel-
opments and their effects).

4) Clarifying positions and delineating differences be-
tween group members.

5) Gathering information from a group whose mem-
bers do not meet face-to-face {cither by choice or practi-
cality) and wish to retain their anonymity.

SHORTDESCRIPTION

The Delphi is a method whereby individuals are al-
Jowed to focus on and debate issues anonymously. The

study is typically conducted by mail through several
rounds of questionmaires (QTN, page 19j. The results of
each round are collected. collated, and analyzed by a de-
sign teain. Based oa this analysis. questions for the subse-
quent round are developed. The Delphi gemeizlly pro-
motes convergence of opinions, although it may s-ovide
the basis for disagreement.

ADVANTACGES

1) The anonymity provided by the Delphi precludes
some undesirable aspects of face-toface communication,
such as dominance by certain personalities and inhibition
of expression.

2} A Delphi parzicipant may respond with cpinions
which more uly represent his or her feelings.

3} Individuals who may not atherwise afford the aime
required for 2 gronp meeting may participate.

4} With the Delphi, a large heterogeneous group can
participate on an egual basis.

5) The Delphi is obvicusly nseful whern the respon-
dents are geographically scatrere. .

LIMITATIONS

1) The Delphi is precluded when there is a limited time
available to aggregave participants’ judgments, because of
the delay in gathering and assimilating responses.

2} The Delphishouid not be used with individuals who
have ditficulty reading or expressing themselves in written
communication.




3) High participant intercst and commitment is as-
sumed or the quantity and quality of responses decreases
with successive rounds.

4) Desirable features of a group mceting, such a» in-
stant communication and imtellectual stonularion, are
compromised.

REQUIRED RESOURCES

LEVEL OF EFFORT

The design team will have 1o spend a significant amount
of time designing questionnaires and analyzing completed
guestionnaires. Integration between the decision maker
and Delphi design team is mecessary 1o ensure that zhe
goals or requirements of the decision maker are under-

stood by the design team.

SKILLLEVEL

The design weam must be able 10 establish unbiased
guestionnaire designs which relate the Delphi exercise zo
its purpose {sce QTN, page 19). The feedback of com-
ments and reactions to the respondents should be succinet
and representative without reflecting the bias of the design
team. Members of the design team who are knowledgeable
in the subject matter greatly facilitare this crucial process.

TIME REQUIRED

Approximately six weeks arc reguired to complets 2
Delphi exercise which consists of four rounds of question-
naires {see figure 1). Since eight days are allowed for each
set of responses {including three days for dunning). the
Delphi requires only about two weeks of actual efforr.

The continual mozivation of the respondents is impor-
tanr in order to get a quick response and good return per-
centage. Consequently, the design ream needs to minimize
the delay between receipt of questionnaires and mans-
mitzal of the next one to participants. Analysis of the re-
turned questionnaires and design of the subsequent ques-
tionnaires should begin immediately rather than waiting
until the expected return for each round.

DESCRIPTION OF TOOL

DEFINITIONS

1} Dunning is the process of recontacting participants
who have failed to return their gquestionnaires.

2} A rarget group is a set of persons with certain com-
mon characteristics, ¢.g., all experts possessing knowledge
about a particular problem, or fermers with land in the
same tiver basin.
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REQUIRED INPUTS

Since Delphi is & tool 1o aid decision making. icwill be
most effective it the decision maher is involved through-
out the process,

Respondents should be con. dered who:

1; Have special exprerience or knowledge to share:
2% Represent a cross-section of opinions:and
3; Canbe motivazed to participate.

The size of the design seam will vary from two to five,
in direct proportion to the size of the respondent group.
Delbecy. et al. £1975) found thus, in thelr experience,
30 well-chosen respondents were sefficient: tew addi-
tional ideas were generated by having more purticipant..
Abour ] 3% of the selected participants will decline.

For the questionnaire te communicate successfully.
the questions should:

1} Beasshorzas possible.

2} Be adapted to the language most familiar to the ve-
spondent’sarea of cxpertise {e.g.. health or educutiont.

3; Elcit useful responses at the level of abstraction re-
quired iie.. general vs_specific.

TOOL OUTPUT

The output of the Delphi exercise will generally bea
convergence oi opinion,

One type of ourpur may be a frequency distribution or
histogram of forecasts (see HIS, page 131}). For example.
the respondents may estimate what the legal mintmum
wage should be for the country of Temasek in 1980 in
arder to ensure adequate housing and food for citizens.
The frequency discribution graph in figure 2 indicates that
an interval of to 3100 was favored by most re-

o ——

372
spondents as the desirable minimum wage. it also shows
that a greaz majority of the respondents would not set a
minimum wage below $75. The mean and smndard devia-
tion may be compurted for the responsesand added 1o the
graph (HIS, page 131},

Another type of outpur is the ranking of responses oa
particular question. For example, the respondents may lise
the problems they perceive in the health ficld. The outpuz
is 2 vote on the importance of the probiems.

METHOD OF USE

GENERAL PROCEDURE

Delbecy, et al. (1975) recommend that the following
steps be followed in designing and im;»*enenting a Delphi
exercise. This procedure is ouly one way in which a Delphi

exercise may be carried out. The number of rounds of




FIGURE i1
Schedulc for Delphi

Activitics Minimum Time Required
. Develop problem statement ¥z day
one dav
2. Select respondents 12 dav
3. Contact respondenis 2 davs
4. Develop questionnaire #1 and test Lx day
5. Type and send out 1 dav
6. Response time 5 davs
7. Dunning time (it used) 3 davs
8. Analysis of questionnaire 1 ¥ day
5. Devclop questionnaire =2 and test “ day two davs
10. Type and send out 1 dav
11. Respense uime 5 days
12, Dunaing time {if used) 3 davs
13. Analysis of questionnaire #2 % day
14. Develop questionnaire Z3 and test 13 day two days
15. Type and sesd out 1 day
16. Response time 5 davs
17. Dunning time (if used) 3 davs
18. Analysis of questionnaire #3 ¥ day
19. Develop guestionnaire ¥4 and test 5 day wwo days
20, Type and send out 1 day
21. Response time 5 days
22, Dunning time (if vsed} 3 davs
23. Analysis of questionnaire =4 1 day
24. Prepare report 1 day
23. Type report and send out 1 day
26. Prepare respondents’ report ¥ day
27. Type report and send out 1 day
The minimum time is 47 days, allowing 8 days {including dunning) for cach response.

SOURCE: Andre Delbecy et al., Group Technigues for Program Planning: A Guide to
Nominal Group and Delphi (Chicago, ill.: Scott Foresman. 1975}, p. 87.
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FIGURE 2
Frequency Distribution of Estimates of dMinimum Wage
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questionnaires. the types of questions, the responses re-
quired, and the analyses performed will vary depending on
the type of application and the actual sitvation.

1. Determine the basis for a Delphi.

1.1 A statement of objectives or problems is de-
veloped by the decision maker in cooperation
with the rest of the design team.

1.2 Targe: groups of respondents {e.g., agricultural
economists, engineers, planners, etc. in an agri-
culrural development exercise) are generated by
the design team. Names of potental respon-
dents are then identified.

1.3 Telephone or personal contact is made with the
potential respondent. The respondent is in-
formed of the objectives of the Delphi, the
nature of the respondent group, the obligations
invelved, how long the Delphi will rake. how
the Delphi works, and how his or her participa-
tion will be murually advantageous. The safe-
guards on anonymity may be explained.

2. Design questionnaire F1.
2.1 The initial task of the respondents is generally
to genet.te a kst of items. Examples of such

itemns would be barriers to delivery of services,
perceived problems, or potential developments.

2.2 The design team formulates questions which are
consistent with the stazement of objectives {see
Questicnnaires, QTN, page 16},

2.3 A short cover letter outlines the task and re-
iterates the agreemnentreached in the initial con-
tact with the respondentin step 1.

3. Solicitresponses for questionnaire #1.

3.1 if possible, the questionnaire is pretested to en-
sure that questions are not misinterpreted. The
group may be composed of several typical re-
spondents from the Delphi group.

3.2 The questionnaire and cover letrer are distrib-
uted to all respondents. Return of the com-
pleted questionnaires should be prearranged
{e.g.. by enclosing self-addressed seamped cn-
velopes;.

3.3 If sufticient questionnaires are not returned by
the specified date, dunning, or carefully com-
posed reminders, should be directed to the
Delphi group. A response rate of 85% isusually
considered acceptable.
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4. Analyze questionaaire 71,

4.1 Kesponses are copied and cut into slips so that
sach member of the design team has a ser for
cach question. For example, for the question.
“What agricultural developments do you fore-
sce for Temasek in the next 15 years?™ the slips
may read “wore effective fertilizers.™ “lining of
irriga tion ditches with concrete.” ete.

La
]

Each member sorts the responsc items for all
questions into stacks representing similar re-
sponses to a question. The stacks are then
lubeled, ¢.g.. for ugricultural development. “'ir-
rigation.” “Education.” “Technology.”

4.3 A member of the team reads his stack of kabels.
Through group discussion, the design team
agrees upon categories of responses.

4.4 Response slips are reordered according to the

category labels. Obvious duplications are clim-

inated, and closely related items are combined.

Statements expressing the resulting items with-

in each stack are formulated. The result of this

effort constitutes the list of itemsfor quesdion-

naire #2,

5. Design questionnaire £2.

5.1 Questionnaire #2 should help respondents un-
derstand, clarify. criticize. and support items
identified in questionnaire #1.

5.2 Several things may be asked of the respondent.
He may b asked ro forecast when a develop-
ment may take place or if the items identify
potential {uture developments. He may be
asked to identify what impacts such a develop-
ment might have, or he may be asked to vote on
the items. The respor:dent is enconraged to pro-
vide comments, e.g., he may state why he thinks
a problem: is important.

5.3 1f the respondent is to vore on the items, the
rank-order procedure may be used {see Nominal
Group Technique, NGT, page 14).

6. Solicitresponses for questionnaire #2.

Repeat step 3, including pretest and dunning (if
NECessary).

7. Analyze questionnaire F2.

7.1 The comments for each item are placed in
stacks (see step 4) ro be summarized and com-
maunicated to the respondent in questionnaire
#3.

7.2 if voting has taken place, the results are ag-
gregated and the items are ranked according to

their votes. If quantitative forccasts have been
made. a frequency distribution is constructed
isee figure 2) and distributed to the respondents
in the next questionnaire {see Histograms. HIS,
page 131},

7.3 The responses are revicwed to see if they are
1seful in achieving the objectives set up in step
. If necessary, the next guestionnaire can be
altered by encouraging a different kind of com-

ment or by making responses pore specific.

8. Design questionnaire ¥3.

8.1 This questioanaire aims to explore disagree-
ments identified in questionnairs #2.

8.2 The resules of siep 7 —the ranking of the items.
the aggregated forecasis, and the summariced
comments—are giver te the resposdents.

8.3 The cover letter informs the respondents that
they should react to any quistions arc crit-
cismsand should lobby for or against items they
feel scrongly about.

9. Solicit responses for quesiiennaire 3.

Repeart step 3. though a pretsst is seidom necessary.

0. Analyze questionnaire 3.

The design tea™ reviews the reactions to the com-
ments znd summarizes them in a procedure similar 1o
that outlined in step 4.

11. Design quesdonnaire 324 {optional).

11.1 Thisisa final atrempt towards comsensus.

11.2 Questionnaire =4 is similar to %3 exc-ptthatic
also provides a summary of respondents’ reac-
tions.

11.3 The respondents consider the final reactions
and are asked to provide a vote or gquantitative
forecast similar to that indicated in question-
natre Z2.

12. Solicit responses to questionnaire 74 {optional).

Repeat step 3, omirting the pretest.

13. Analyze questionnaire ¥4 {optional).

The rankings are totaled for each item to identify its
importance. Where forecasts were made, final fre-
quency distributions are constructed.

14. Closure.

The participants are informed of the results 1o pro-
vide a sense of closure.



EXAMPLE

In dealing with a country’s economy. the deeision
maker determines that continued inflation Is a yajor goub-
lem. To combat the problem, he must identify the factors
causing inflaticn and its effects. Target groups may be
economists, corporation heads, consumer advocates. rade
union Jeaders, and agriculrural experts.

Questionnaire #1 asks, “Waar are the facrors which
may contribute to inflation over the next five years? " The
respondents answer by listing several items they feel are
important:

Increase price of oi
Strengthen border defenser
Shortage of rice

Questionnaire #2 iists all the responses, and each re-
spondunt provides comments and votes by giving each
item a numerice] value which comresponds 1o the impor-
tance of that item.

Ttem Voie Carmments
Increas: price 3 1f new sources of ol
of of are found, price

increase may be less
S+engthen defenses 0 High likelthood of
on korder military aid from

another country
Shortage of rice 4 Import prices and

number of tonsof
Tice tmporied
will increase
The responses for questionnaire #2 are analyzed. The
votes are aggregated and comments at¢ summarized. Ques-
tionnaire £3 asks for reactions zo the aggregated votes and
comments. One respondent’s reaction may be:

Item Yore Comment Reaction
Srrengthen 153 High likelihood The other couniry
defenses of military aid failec. co support
on border from another our country last

country vear despire

previous pledaes
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Questicnnaize =3 then circulates all resctions and
asks for a final vote.

THEORY

A number of theoretical argrments have been made to
support the claim that the Delph? method s superior to
conventional uses of groups in pioblem solving or fore-
casting. In 1964, Gordon and Helmer faid the foundetions
for the Deiphi. Delbecy. et al. {1973 compared the
characteristics 2nd performances of interacting, nominal,
and Delphi groups. Dalkey {1969} provided empirical
arguments for the relative acevracy of Delphi ostimuates
compared o individual or face-to-face group estimates.
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VI
Analyzing Projects

Cash Flow Analysis
Discounting

Net Present Worth

Benefit-Cost Ratio
Internal Rate of Return
Impact-Incidence Matrix

Cost-Benefit Analysis
Cost-Effectiveness Analysis

The financial and cconomic analysis of projects requires the synthesis of wany tech-
niques. The primary process is the weighing of project benefits against the costs {Cost-
Benefit Analysis). The time stream of benefits and costs must be considered (Cash Flow
Analysis) and weighted {Discounting} in order to make project alternatives comparable. Dis-
tribution effects are an essential factor in a systems approach to economic analysis (Impact-
Incidence Marrix). Various criteria are used to decide the merits of projects {Net Present
Worth, Benefit-Cost Ratio, and Internal Rate of Return).

The effectiveness of projects {or systems) is weighed against costs (Cost-Effectiveness
Analysis) to evaluate the degree to which various alternatives achieve given objectives. Thisis
a criterion not unlike those used for analyzing benefit-costs, except that berefits are not
valued in monetary units.




Cash Flow Analysis

PREREQUISITE TOOLS

None.

USAGE

PURPOSE

Cash flow analysis determines the-difference berween
the incremental costs and the incremental benzfits for
each year of a project in order to evaluate its financiat
viability.

USES

Analyzing cash flows:

1) Provides an overall picture of the costs and benefits
accroing from a project over the estimated life of the
project.

2) Enables calculation of the totai cast flow or tae net
incremental benefit of the project.

3) Indicates any negative cash flow years which may
affect project viability.

4) Provides the basis for calculating measures which
account for the time value of money {c.g.. Net Present
Worth, NPW, page 188; Benefit-Cost Ratio. BCR., page
194:and Internzl Rate of Retern, IRR, page 200).

KEY DEFINITIONS

i) Incremental costs and benefits are computed by
subtracting the “withov: project™ values from the “with
preject” values. They represent the changes the project s
expected o produce compared to what would otherwise
occur, Nore that this is not the same as computing “be-
fore™ znd “after”™ project values, since condirions may be
predicted to change whether or not the project is imple-
mented {see Sirken, or Gittinger. 1972).

2} Awmnual cash flow is the net incrementa! “benelits™
for each year of a project and the difference berween the
incremnental benefits and costs.

3) Joral cash flow is the sum of annval cash flows for
the life of the project. It is an undiscounted measure* of
the aggregate change expecred from mmplementing a proj-
eCt.

4} Financial gnalysic is done from the viewpaint of the
individual. group. or business which will dircctly gin or
lose because of the project. Ali costs ard benefits are
valued at market prices.

3) Economic analysis is done from the viewpoint of
the national government and the economy. Taxes. inter-
est, custom duties, etc.. are excluded from the calculation
of costs and benefits, and labor and foreign exchange may

be shadow-priced.

=In conwast 10 net present worth or other discounted mezsutes

{see DS, page 1845



ANNUAL CASH FLOWS FOR PROJECT

NET CASH FLOWS FOR PROJECT

cush inflow

cash outflow

Units of Nat'l Currency

FIGURE1
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6) Shadow prices are adjusted marker prices which re-
flect the true benefit or cost to the economy, e.g.. the dif-
ference between the market {subsidized) price of fertilizer
and the world price the government must pay.

SHORT DESCRIPTION

Cash flow analysis is a central part of the financial and
economic evaluaticn of projects. Distinguishing between
“with project™ and “without project”™ benefits gives tne
incremental benefir {Gittinger. 1572} and the changes in
benefits thay are projected during each year of the project.
Incremental costs are computed using the same disting-
tion.

The armmal cash flow is the difference beiween incre-
mens:al benefits and incremental costs in that year. A
typical project has an early negative and a later positive
cash flow when the incremental benefits exceed incre-
mental costs {see fignre 1.

Cash flow analysis for development projects distin-
guishes berween financial and ecomomic analysis {scc
Cost-Benefit Analysis, CBA, page 212). This distincrion
affects the identification and estimation of projecr costs
and benefits. Otherwise, the subsequent computation
procedure isthe same.

ADVANTAGES

Cash flow analysis shows the changes that the project is
expected 1o bring about in both increased benefits and in-
creased costs. There may be changes in the amounts of
benefits or costs as well as in the sources (USDA. 1971),
The project may replace an existing service ur production
arrangement whose costs and benefits represent the “with-
out project” financial situation.

The total cash flow for a project gives an indication of
the performance of a project during its life.

A negative annual cash flow may indicate financing
problems for the project, and credit may need to be
arranged.

LIMITATIONS

The annnal cash flow of a progect Is an aggregared mea-
sure of the complex interaction among gross benefits and
costs from “‘with project” and “withour project” estr
mates. As a CONSEquence, Many assumprions apout indi-
vidual projectinduced changes in the environment may be
lost in the aggregate data.

The total cash flow for a project fails to acccant for the
dme value of meney. Cash flow analysis does not account
for benefits or costs which canneot be assigned a monetary
value {e.g., good will. customer confidence, or 2 farmer’s
sense of securzity ).
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REQUIREDRESOURCES
LEVELOF EFFORT

Cash flow analesis demunds extensive data gathering
and forecasting of costs and benenios. These tasks should
not be underestimared, particularly sinee cush flow analy-
sis is wswally che fisst step in a sequence leading to an analy-
sis of the ceonomic and sinancial feasibility of 4 project.

SKILLLEVEL

Skills in cash accountimg. balunced by the abiliny to
judge future disbursements. are essential. I data wre avail-
able. the subscquent computations are eather meechanical.
Buz at ali times the meaning behind the figures muost
ternper cheir use. This is wndoubtedly a skilf which must be
learned from amalyzing related projects in similar en-
vironmenrs.

TIME REQUIRED

Several days to several weeks may be required for data
gathering. A longer period 1 necessary if a survey is in-
volved {SVY. page 36}. The analysis should not require
maore than a few hours.

SPECIAL REQUIREMENTS

Budgetary data and computation devices {e.g.. hand
calculators) are useful.

DESCRIPTION OF TOOL

REQUIRED INPUTS

Cash flow analysis requires an estimaidon of costs and
benefits over the ife of 2 project. Where accounting infor-
mation is avzilable and reliable. the determination of capi-
tal and operating costs and projected profits s straight-
forward. However, the indirect costs and benefits which
may not be easily derived require considerable astuteness
and information-gathering.

TOOL GUTPUT

Cash flow analvsis gives a pattern of benefits and costs
which can be analyzed directly to influence investment de-
cisions {figure 1). For example, if a cash fiow in any year is
negarive, the project may have 1o be redesigned or credit
may have te be provided, Typically . however. the dara will
be used o compute other criteriz of economic feasibility,
&.z.. the Net Present Worth (NPW, pege 188} and the Bene-
fie-Cost Ratlo (ECR,, page 194},



FIGURL: 2
Stall Faemer Tractor Utifizadion: Parclase Option

YEARS FROM STAIRT OF PROJECT

i 2 3 4 15 6 7 8 9 10 CTOTAL
WITHOUT PROJECT - - Unis ¥ Temasek Nattonal Careeney s - -
Gross CUStS T [EUSR st i e 2 - TS S e R
Usual Production Expenses 100 | 100 1040 log ¢ 1o | 100 100 100 too 100 oo
Gross Benefits 160 | 160 | to0 | oo | teo | teo | veo | oreo |iew | e | aeeo
Net Benefits (Annual Profit) 60 | 60 O L i) 60 60 1 60 600
WITH PROJECT
{iross Costs
Investiment Costs (uractor) 500 0 0 v 0 { \ 0 0 0 500
Production Bxpenses
Usual Bxpenses 130 130 130 130 130 L3 110 130 | 30 110 1300
Operating and maintenance
of tractor 50 50 50 50 & 50 50 50 50 50 500
Gross Benefis 360 RTitH ol Joh 360 ETHH 36 300 360 | 360 3600
Net Beneflits (Annual profit) (320} 180G 180 180 | 3} i 8 180 P80 L& 180 1300
CUANGES DUE TO PROJECT
Ineremental Costs (Cash outflow) 580 30 80 R0 80 80 80 801 80 a0 1300
Iicremental Benefits (Cash inflow) 200 201 200 200 200 200 200 200 z.od 200 2000
Net incremental Besefios
(Project annual cash fow) (380} 1 120 120 120 120 120 120 1240 120 120 700

TOTAL CASH FLOW = {1 700




IMPORTANT ASSUMPTIONS

it s assumed that the relevan: costs and benefizs have
been identificd and quaniified in monctary units. Where
this i impossible. the cash flow analysis gives only an ab-
breviated picture of an investmient decision. Other mea
sures, such as Cost-Effectiveniess Analysis (CEA. page
219), nrast then be used.

METHOD OF USE
GENERAL PROCEDURE

1. identify the cost and benefit ~omponents of the proj-
ect. ldentify the zarger population ~the people who are
to directly benefiz from the investment or proje.s [sec
Impact-Incidence Matrix, IPX, page L .75
1.1 Llist the costs which will be changed as a resuit of

the project. These include changes in the costs of
goods, services, labor, and management iden tified
by Conu'astnng the “with project™ and the “with-
oul project” situation. The “without project
costs are zero i the investment is not replacing a
current practice or productive enlerprise.

1.2 list the caregories of bemefits which will be
changed as a resulr of the project. Increased pro-
ducticn efficiency. higher yields, and more mar-
kewable products contrast “with project™ benetin
with the “withount project™ benefis.

1.3 If the cash flow analysis is part of a financial anal-
ysis of the project, identify the costs und beaeiis
which affect the individual, cooperative group.
enterprise, or targel populatior. These include
taxes, the subsidized prices of inpurs, and the pre-
vailing market prices for yields,

1.4 If the cash flow analysis Is part of an economic
analysis, identify the costs and benefits for the
targer population which represent a return or cost
<o the whole society. Taxesare excluded,” and the
unsubsidized price of Inputs and the world prices
of exportable produce are used. Shadow prices
maust be determined for imported goods and laber
i{see Gittinger, 1972).

2. Determine the Lfe of the project or the sime span of
analysis.
2.1 Estimate the effective life of any major capital
equipment, e.g.. tractors, pumps, buildings.
2.2 Estimare the probable time span for the full reali-
zavion of benefits.

*Taxes are not a net benefit to the econcmy as a whole, only 2
rranster of résources within the sociery.
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2.3 Sclect a prm} wot liie based on these estitnates and

v .
thie h.‘:uv‘he.d that costs or benetin e LT Hrs L]

v

more than 20 vears have Betle eflect on crliteria

ﬁ

o

such as net present worth, The discounted values
sec ﬂumcmn*m»m. S, page T84 ure siuball i v
E&uor rvalaes in che fha decade of o projece.

3. Estimate the gross costs and benefies during each proj-

eCE Year.

3.1 Estimate afi uﬂwnmmbw costy wnd benelits prov
ovred for cach project yeor and enter i a table
isee figure '_;.. These are the “with projecs™ valz o
A conventent sccounting convention i to usseme
thar ol costs and benefits are puid ar the cnd of the
wirar b which they oecur.

3.2 Esvimate the ~withowt project™ costs and beneties
which will by pothetically occur i the cument sige-
ation continues in the absency of any Dvestment
projeet. itmay be pecessery to conduct 4 surey to
devermine the uverage costs and benetiny sceruing
from curremt practives of the target population
psee Survevs, SVY . page 360, Enter these estimates

ir the neble | sew figure 25,

4. Compure the incremental costs and benefiss of dhe

project for vach year.

+.1 Subrract the “without projecs™ benefits from the
“yith profect” benefins o gve the ineremenial
benefits for cach project yewr and enter i the
table 25 2 change due o the project.

4.2 Subtract the gross “without project™ costs from
the gross “with project”™ costs tw give the imere-
mental custs 107 cuch project veas and enter in the
Table as a change due to the projec:.

3. Compute the annual cash flows or met imeremenial

henefirs,

5.1 Compure the annual cash ows by subtracting the
incremental costs from the incrementsl benelits to
give the net incremental benetic.

5.2 Compute the total cash flow for the lite of the
profect by summing the annaal cash flows. The
computations in steps 4 and 3 are illustared in
ﬁgun: 3.

6. Diagram the snnupal cash flows {oprional}.

6.1 Plot the incremental costs (cash ourtlow: and
benefins:cash intlow: see figure 1.
6.2 Plot the ner incremental bemefirs [annual cash

flow: to reveal the fluctuacions m benetits which
may occur througheut the project life. (These
graphs are particularly useful in computing the
Inzernal Raze of Return, IRR, page 200.)
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FGURE 3
Computing the Net Incromensal Benefit or Cash Flow Resulting from a Project
Gross Costs Gross Benefits Net
With Project C B B -C
Without Preject ol I g ..
Incremment ¢ .C'=C s BB B
Tacromoental Cost Incremental Benefiz Net Incremental Benefit
I CASH QUTFLOW CASH INFLOW CASH OUTFLOW

EXAMPLE

A small {unaer in Temasek faverage holding of seven
acres) has an average annual preduction cost of U100 W =
Lnis. the Temasek currency notel.” These costs include
land preparation. cultivetion. seed. and other production
inputs. The current annual benefits were YIS0, giving the
farmer a net profit of Y60 per year.

The Ministry of Apriculiure wanted o introduce small
walking tractors (five to ten horsepower). A techpical
analvsis of power requirements indicated that such a rac-
tor would cnable the farme, 1 -ultivate more intensively
{c.g., double cropping) and 1o e¢xpand his hoidings, in-
creasing his production by 20040 (sce Balis, 1974, This
would cvcnma]}}‘ iead to 2 U3H0 rise in annuval benefits
with corresponding production costs of P130.°* Trictor
costs were initially 2 Y300 investment with PS50 for opera-
tion and maintenznce per year. The estimated lite was ten
vears with 1o salvage value.

The Minisiry of Agriculture field staff prepared a finan-
cial cash flow analvsis from the viewpeint of a tvpical
farmer (sec figure 2). By accounting convention. all costs
and receipts were assumed 10 be paid at the end of cach
year. For example, the purchase price of the wacror was
listed asan cxpense for the first year,

A diagram of the annual cash flows was constructed to
clarity the components of the net incremental benefits.
The analvst noted thaz, in the first vear, the farmer wonid
have a negatve cash flow of W3B0. Therefore, many
tarmers needed financial assistance to purchase the mac-
ror. Feasible loan arrangements were included in subse-
quent cash flows analyses, The interest costs of berrowing
money were entered in the gross “with project ™ costs.

*in thinx example. the analvsds s financiz] rather than economic.,
.. the cost esrimates are all based on market values,

=41t was assumed that che increase in seed, fertilizer, and other
costs would be countered by a reduction in labor costs,

_.___._._‘-f—'

The et incremental benefits were estimated ax $700
over the ten-year tractor ife. Since the farmer would make
Y700 more than he would etherwise, the project seemed
to be justificd.”

The economic amalysis of the farmer . ractor purchase
option would look at the target group as 2 whole and the
impaer of the macter purchases on the ecomomy as a
whole. This znalysis involves many assumptions about the
cffective shadow prices for necessary farm inputs leg.,
tuel for che tructors and spare parts). the cost of labor, and
effects on foreign exchange. This is bevond the scoprofa
non-economist, The reader is referred to the many texts
oneconomic analysis  e.g,. Gittdnger, 1972}

THECRY

Cesh flow analesis conceprualizes a smweam of cash
flowing cot of & project or enterprise and an incoming
stream. The cash cutflow pavs fur capital goods, services.,
management. and labor for the project. The cash intlow is
the benefit streara or retarns to the projece. The ner cash
tlow, the difference berween casi. nflow and ourflow.
deseribes the dvaamic wamsactions of the project at yearly
inzervals.

"“he description of cash flow analysis is drawn lazgely
from Girringer :1972: and the Economic Development
Insrrare of the Weorld Bank, The distincrion between
“with prejece™ and “withous project™ sirnztions is less
critical than the differsnce between financial and eco-
nomic analysis. it necessary, “wichour project™ values can
be incorporated into the dezermimation of the bencfits
expected rom the project teg.. reduced labor costs
brought a:out by a product can be meated as an incre-
mental benefit of the project].

However. the difference between financial and eco-
nomic analyvsis significantly affects the inputs o the cash

“This cxample is continued through z sequence of project
analysis tools ending with Cost-Benefic Anaivsis,



flow analysis and the conciusions which may be drawn
from the results. Adjustment of market prices by using
shadow prices or some other multiplier is a complex pro-
cess (see, for example, Bruce, 1976: Lirtle and Mirless.
1968: Squire and van der Tak. 1975; and Weckstein,
1971-72) and is the subject of some dobate.
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Discounting

PREREQUISITE TOOLS

None,

USAGE

PURPQOSE

Discounting provides a basis foranalyzing and compar-
ing future streams of costs and benefits by reducing them
to their equivalent present worth,

USES

1% Future payments, either single. a uniform series (an-
nuity), or an irregular series can be converted to their
present worth by using discount fucrors compured from
an appropriate discownr rate.

2} The difference between payments made now and
payments made In the furure can be translated into a con-
stant discount rate to measure the preference for present
as opposed to furvre benefits,

3) Discouniing permits inclusion of time preference in
anaiyzing the net value of a single project, and in compar-
ing two or more projects with dissimilar time-sireams of
costs and benefits.,

REY DEFINITIONS

1} Presem worth is the value today of a furere pay-

ment.,

2} Discoumt rate 1s a percentage rate (usually annual)
which equates the present and the future worth of a pay-
ment.

3! Adiscount factoris a fraction berween zero and one
which gives the present worth of one monetary unit spent
orreceived.

+; Time preference is the general preference of individ-
zals for present over future receipts and for furure over
present expendirures,

5! Opportunity cost is the cost of committing re-
sources 1o a particular use as measured by the highest re-
rarn that could have been obtained by committing the
same resources to an alternarive use.

SHORT DESCRIPTION

Discounting is a process of converting a single furere
payment or series of future payments to their equivalent
present wosth. The compuradon requires specifying a dis-
count rate from which a discount factor may be deter
mined.

Discounting future payments accounts for the time
preterence for present rather than furure benefirs. By dis-
counting, pavments that occur at various times through-
out the life of a project can be made equivalent to present
payments. A complex flow of paymentscan be converted
o a single net figure. facilitating the valuation of one
project or a comparison between projects in a way thar

reflects time preference and opportunity cost. It is the
reverse of the compound interest process.




ADVANTAGES

1) Discounting provides a logical basis {time prefer-
ence-cpportunity cost) for comparing pavments at vagious
times. [t facilizates the valuation of a single projectora
comgarison between projects.

2) Discounting puts more value on near-term than on
distant payments. Since more distant forecasts are gener-
ally less reliable than short-term forecasts. discounting in-
creases the degree of confidence that the analyst may have
in his valuation.

LIMITATIONS

1} Establishing the discount rate is a theoretically
complex and practically difficult chore. It may be based
on the longterm market interest rates on relatively safe
investments, ¢.g. government bonds are Investment secur-
ities after taxes. Most analysts would argue that thisis too
low. ané the discount rate should be estimated from the
opportunity costs of capital {DeNeufville and Stafford,
1971). Gittinger (1572, puge 90) reports thar mou
countrics use discoun: tates of 8% 1o 13% in their
analysis, with 127% being used most often. In pracrice, a
high rate is preferable to 2 low one.

2} The choice of a particular rate will influence the
attractiveness of a preject and may determine the ranking
among alternative prospests. Itis often desirable 1o repeat
the analvsis with varving discount rates. all of which are
censidered reasonable on some basis. If the resulis differ
widely. the decision maker should be made aware of the
significance of the choice of rate.

3} The appropriate discount rate. like other interest
rates, might be expected to vary over time: vet discounting
generally treats the rate as a constant parameter. It is, of
course, possible to use varying discount rates for varving
furure periods if you have a basis for making such detailed
forecasts.

REQUIRED RESOQURCES

LEVEL OF EFFORT

Discounting can be dme consuming. but it is not a diffi-
cult task. First, the appropriate discount rate must be de-
termined. Then the discount factor is either computed or
read from tables. Finally, the present worth is compured
by mulsiplving the future pavmens by the discount factor.
A pocket calculator and pretabulated discount facrors re-
duce the efforz.
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SKILLLEVEL

Establishing the appropriate discount rate requires
some expertise and subjective judgment. The opporrunicy
cost of capital musr be estimated. requiring 3 hnowledge
of the best retumn from alternative sources of investment.

The rest of the discounting process is ruther mechanical
and has a buie-in self-checking process  see General Proce
durel.

TIME REQUIRED

The time required to discount a series of paymentsisa
function of 1! the number of payments, 2: whether they
are uniform or irregular, and 3 che availabilivy of calesla.
tors and discount ables. This time is insignificant com-
pared to the effort and vime required to estimate the cash
flow of future payments see CFA. page 1777,

SPECIAL REQUIREMENTS

A pocker calealator and s ser of discount tables not
onlv speed up the process. thev belp o climinate simple
errors in cormnputation.

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

i° DF [r/mn| = discount faczor of an amount paid at
end of vear x at r discount raze : 7,
2 ADF [rfn] = annuiry discount factor ar r discount

(2

rate %, for nvears.

3] PW {rin] = present worth at discount rate r : % of
amoun: pald during » vears.

For example. PW (137710} = -300 DF 115751} + 120
ADF 113%¢10] is the present worth ‘at a disconns rate of
13%; of a single disbursement of 500 units at vear 1 and
receipts of an aneuity of 120 units for 10 vears.

REQUIRED INPUTS

Computing the present worth requires:

1; The specification of the appropriate discount rawe
see. for example. Hinrichs, 1969},

2! A wsbularion of the future payments { costs or bene-
fits’ for each vear see Cash Flow Analysis. CFA. page
1775

TOOL OUTPLUT

Discounting gives the presenc worth of a furure pay-
ment or strzam of payments. This discounted valve can be
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used to compute financial criteria for project evaluation:
1 the net present worth (NPW., page 188;:
2; the benefir-cost ratio {BCR, page 194):and/or
3) the internal rate of return (IRR, page 200).
Any one of these measures may be used in the cost

benefit analysis of a single project or multiple projects.

IMPORTANT ASSUMPTIONS

Discounting reflects the pr-ference for benefits now
rather than at some later time. This time preference as-
sumes that there is an opportunity cost in waiting to re-
ceive the benefits. One cost is the opportunity to invest in
an alternative project which will yield a greater return than
the amount invested. The second cost is the uncertainty of
receiving delayed payments. The risk increases wirh the
period of delay.

METHOD OF USE

GENERAL PROCEDURE AND EXAMPLES

Discounting a Singie Future Payment
1. Determine the discount rate, r {see Net Present Worth,
NPW, page 188).
2. Compute the discount factor, DF [rir]:

DF{rin] = 1/]1+{r/100}]* [1]
W]'lere
n = number of years hence that the payment
will occur
r = discount rate {%)

Or. determine the discount factor from the appropriate
discounting table (see Gitzdinger, 1973).*

3. Maltiply the discount factor by the payment amount
to get the present worth:

PW = Payment X DF{r/n] 12]

The present worth of a $200 payvment five years hence
was computed for discount rates of 10%, 15%, and 20%.
Ara discountrate of 10%, the discount factor is:

DF{10%/3] = 1/{1+{10/100}}° = 0.621.
The present worth Is:
PW = {8200 X 0.621)=3124.
The other discount factors are:

DF([15%/5] = 0.497
DF|20%/5] = 0.402,
giving present worths of $99 and $80, respectively.

*Discount factors for a sngle payvment ate always less than one.
Usually, three significant {igures are sufficient accuracy.

FIGURE1
Computing the Present Worth of a
Serics of Nonuniform Paymenss

Payment Discount Factor Present
Year  jor receipt)” at 207 Worth
1 {100} 0.833 (83}
2 1109 0.694 169}
3 200 0.579 116
TOTAL ¢ 2.106 (36}

“Negative amounts are shown io the table in parentheses.

Discounting a Series of Nonuniform Payments

1. Determine the discountrate.r.

2. Constrrct a table which lists che year and the payment
amount in each vear {see figure 1},

3. Determine the discount factor for each year at the ap-
propriate discount rate.

4. Determine the present worth of each yearly payment.

5. Compute the sum of the present worths in order ro give
asingle value. (Payments may be both negative expend-
irures and positive receipts.)

Two $100 expenditures were to be made in consecutive
vears in crder to receive $300 at the end of the third year.
The present worth of the three payments was computed
by determining the piesent worth of each payment and
summing {see figure 1}. Two conventions were used: 1} all
pavments are assumed to occur at the end of the year
twhich means thar the first expenditure must also be dis-
counted): 2 expenditures are negative amounes (shown in
parentheses) and receipts are positive. If the three pay-
me s ate summed, the investor gains $100. However, us-
ing a discount rate of 20%, the sum of the discounted pay-
ments is only $22. A higher discount rate wenld further
reduce the present value of the series of pavments.

Miscovntingan Annuity
1. Determine the discountrate, r.
2. Compute the annuity discount factor, ADF Ir/n]:

by -
ADFirin] = % 1/{i+z/100)] (31
P
where
it
< = the sum of zerms of index §, i ranging from
=l lwomn
7 = the number of years for which the arnuiry

is to be paid, each payment falling at the
end of the year
discount rate (%)

oy
1



The annuity discount factor may be compuzed from
the single payment discount facror:
ADF{r/q} = 1 -DFirin} 14]
f;’l 00
Or, the annuity discount factor” may be determined
from discounting tables.

3. Muldiply the annuity discount factor by the eniform
payment amount to get the present worth of the series
of future payments.

PW {series) = payment X ADF [rini i3i
A series of five-year-end payments of $40 each were
discounted to determine their present worth at a dis-

countrate of 15%

The annuity discount facter was compured:

15/100 .13
The present worth is:
PW=(340X 3.352)=$134,

Discountinga Uniform Series of n Pavments
Which Have Been Delayed d Years
1. Determine the discountrare, .
2. Determine the annuity factors:
" ADF {r/d]
ADF [7/{n+d}}
where
n=number of yearly payments
d = years before first payment is made
(rn+d)=yearin which final payment will occur

3. Subtract the present worth of the payments made
during the delay from the present worth of the pay-
ments as computed from the present t the final pay-
mentin year n+d.

PW = payment X ADF{#/{n + d)]

— payment X ADF|+/d] €]

A project which hasa life of 15 vears required an inirial
investment of $300 during the first year. The project will
yield $1,000 in ten equal payments beginning six vears
later. If the discount rate is 12%. the present worth of the
ipvestmentis:

PW = $500 X DF{12%/1}

+ $100X ADF|[12%/{5+ 10}

— $100X ADF[12%5]
($500 X .893)+ {$100 X 6.811)
[$100 X 3.605)
$446 + 3681 — 5360
= §767
*The faczor is often calied the series discount factor or the uniform
series discount factor,
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Note: Although present worths of future payments can be
sumned algebraically. the discount factors alone may nor,
€.g ADF{r/(n+ Y} - ADFir/d) ¥ ADFirin}.

THEORY

Discounting is the reciprocal process to compounding
an amount at a fixed interest rate. The discount rate cor-
responds to the interestrate mathemartically. However dis-
counting is used for analyzing projects. the discouns rate
does not correspond to the interest rat~ on investments
savings. Interest on savings may be much lower than the
return rate from a project. The discount rate is selected e
correspond to the highest remen available from alrernative
investments. This represents the time value of money
{World Bank. 1575} as an opporturizy cost, The cost of
investments not made {the loss of a higher rate of rerurn!
figures prominendy in the evaluation of projeces using a
discounted measure of projece worth.

It is pessible 1o evaluate cost and benefit streams at any
poinz in the Jife of the project. Discounting can be used to
determine the cquivalent worth of payments after the
analysis date. and compounding can be used to determine
the equivalen: worth of payments occurring before that
date. The advantage of using discounting is that the greater
weight is placed on cost and benefit estimates in the near
future. in fact. the discount factors for discount rates
greater than 15% and more than 20 vears in the future are
negligible. Consequently, these distanr ¢stimates {which
tend o be increasingly uncertain) figure less in the evalu
ation of the project.
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Net Present Worth

PREREQUISITE TOOLS

Cash Flow Analysis (CFA, page 177) and Discounting
{DIS, page 184},

USAGE

PURPOSE

Net present worth evaluates project ner benefits by
com paring diffcrent time streams of benefits and costs.

USES

Nez present worth s used as:

1) A criterion for deciding if a single project should be
funded.

2} A criterion for choosing among musuallv-exclhisive
Projects.

3) An intermediate calculation in determining a proj-
ect’s internal rate of return {1RR, page 200).

KEY DEFINITIONS

1} Discounted cash flow i a single value which repre-
sents the present worth of the ner incremental benefits es-
tdmated for cach project vear. Itiscomputed by discount-
ing annal cash flows at a specified discount rate.

2) Muruallv-exclusive projects are incompatible alter-
natives—implementing cne precludes implementing the

others, A project’s alternative time phasings may also be
analyzed in this manner.

3} Rawmk-ordering is the process of weighting one item
against others and then ordering the items by weightona
scale such as importance or prioricy.

SHORT DESCRIPTION

MNet present worth measures a project’s financial and
economic viability by taking into account 2 time prefer-
ence for money. The difference berween “with proiect”
and *“without project™ benefits and the similarly derived
incremental costs determine annual cash flow:s (see CFA,
page 177}. The net present worth is determined from the
discounted cash flow. Alrernatively. computing the differ-
ence of the project’s discounted annual incremenral bene-
fits and discounted annual incremental costs gives the ner
present worth.

An appropriate discount rate must be selecred in order
to estimate the oppostunity costs correspording to de-
laved benefizs and alrernative investments. A positive net
present worth indicates thar the projected rerurn from the
preject investment is greater than the estimated opportu-
nity io invest elsewhere.

ADVANTAGES

Net present worth reduces benefits and costs occurring
ar different timcs to a comparable basis: the equivalent




value today. This permits comparison between alterna-
tives and provides a decision rule for fundinga single proj-
ect.

Net present worth estimates the amount that dis
counted benefirs exceed discounted project costs.

LIMITATIONS

Investment decisions using net present worth as a cri-
terion ate often sensitive o the choice of a discount rae.,
Consider, for example, two projects having identical bene-
fit streams and equivalent total costs. A high discount rate
favors the project having lower inidal investment but
higher annual casts: annual costs are weighted less heavily
in the computation of net present worth.

Net present worth gives the size of projected benefirs
from a project. bur it gives no indication of how well the
project uses the capital investmenz—the return en capiral.
Conseguently, net present worth is not 2 valid measure for
rank-ordering projects when funds are limited ¢ Giringer,
1972, page 92).

REQUIRED RESOURCES

LEVEL OFEFFORT

The major effort is in compiling the necessarv costand
benefit data {see Cash Flow Analysis. CFA. page 177). The
subsequent determination of ner present worth is straighs-
{forward once the appropriate discount rate has been deter-
mined.

TIME REQUIRED

The first stages of identifying and estimating costs and
benefits require the most time. The actual computation is
casier with a simple hand calculazor and appropriate dis-
count tables {for example. Girtinger, 1973). See Discount-
ing, DIS, page 184,

DESCRIPTION OF TOOL

REQUIRED INPUTS

Computation of the net present worth requires two pri-
mary inputs:

1} A descriprion of the annual benefits and costs for
the project {Cash Flow Analysis, CFA. page 177},

2) Information on the opportuniry cost of capital in
order to determine an appropriate discount rate {see Dis-

counting, DIS, page 184).
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TOOL OUTPUY

The technique gives a quantitative measere of the gain
te be expected from a project micasured in terms of its
equivalent present worch. This criterion can then be ased
for funding decisions. Net present worth is also an inter-
mediate calculation when dezermining a project’s internal
rate of return [IRR. page 200,

IMPORTANT ASSUMPTIONS

The net present warth eriterion assumes that benefins
and ¢osts can be discounted at o discount rate which re-
flects the opportunity cost of tying up project resources
tor the lite of the project.

METHOD OF USE

GENERAL PROCEDURE

1. Determine the incremental benefits and costs for
cach year of the project {see Cash Flow Amalysis. CFA,
page 177 .

2. Specify the discount rare (see Discounting, DIS,
page 184,

3. Determine the presen: worth of the incremental
costs by discounting each annual cost at the discount rare.

+. Detetmine the present worth of the incremental
benefits,

5. Computc the net presenr worth from the differ-

ence: . . ayr
NPR = PW, - P,

5 " - 1 o 3 7 -
witere PWy, s the present worth of incremental benetis

and PW. is the present worth of incremental costs,

6. Apply the criterion to the evalvation of the
project:

a: If NPW is greater than zero. the project is
accepred.

b} If NPW is less than zero. the project is not
financially acceprable,

c} 1f NPW equals zero, the project’s rate of return
is equal to the discount rate {see Intermal Rate of
Return, IRR, page 200},

7. When comparing the net present worth for two or

more mutuallycxclusive projecis, select the project with
the greatest positive net present worth.

EXAMPLE

The annual cash flow for 2 small farmer tractor weili-
zation project was computed in the Cash Flow Amnalysis
techaique {see figure 2, CFA. page 180}.



FIGURE 1
Computing the Net Present Worth: Small Farmet Tractor Utilization —Purchase Option
PI{ESLzN:T' W(?!(']‘H . PR FSI}NT W(?!l'l‘l'l
s e | gy | MR e nEET | o R
Year | o Yo e — | ar 16% Vv i g Y Y
1 500 8O 580 0.870 505 200 174 {380y (331
2 0 80 BO 17506 60 200 151 120 91
3 0 B0 Bo 0.658 53 200 132 120 79
1 0 80 80 0.572 A0 200 114 120 ] 68
5 0 BO 80 0.497 40 200 u9 120 59
6 0 80 80 0.432 35 200 86 120 51
7 0 80 80 0.376 30 200 75 120 45
B 0 8O 8O 0.327 20 200 05 120 39
9 0 &0 80 0,284 23 200 57 120 3
1Y) 0 :14] 80 0.247 20 200 49 126G 29
Total 500 800 1300 5019 B38 2000 1002 700 164

Net Present Worth = Present Worth of Gross Incremental Benefits Minus Present Worth of Gross ncremental Costs

NPW = 1002 - Y838 = Y164




FIGURE 2
Cash Flow Analysis: Small Faemer Tractor Utilization —Rental Option

YEARS FROM START OF PROJECT

1 2 3 4 5 6 7 8 9 10 TOTAL
Wl’l‘l(ij(:(t{:‘(l:’é{s(t)s}li(fl‘ T Ty o~ Unis (W) (Temasek National Cureeney) > — - <o YL
Usual Production Expenses 100 100 | to0 101 100 100 ) 100 100 100 100 1000
Cross Benefits 160 160 160 160 160 160 160 160 160 160 1600
Met Benefits (Annual Profit) 60 60 60 00 60 60 60 60 60 60 600
WI'TH PROJECT
Gross Costs
Production Expenses
Usual Expenses 120 120 | 20 120 120 1 420 | 120 | 120 | 120 120 1200
Tractor and opurator rental foe 40 40 40 4 1) 40 40 40 4 40 400
Gross Bencfits 240 240 210 240 240 240 240 240 240 240 2400
Net Benefits (Annual profit) 80 8O 80 80 80 80 ) 80 80 BO 800
CHANGES DUE TO PROJECT
Incremental Costs (Cash outfiow) 60 60 60 60 00 00 66 66 60 60 600
fncrentental Benefits (Cash inflow) 80 80 80 RO 80 80 80 #o 80 ) 800
Net Incremental Benefits
(Project annual cash flow) 20 20 20 20 20 20 20 20 20 20 200
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FIGURE 3
Net Present Worth Caleunlated from Discosnted Cash Flow for Tractor Urilizztion—-Rental Ogtion

GROSS GROSS NET INCREMENTAL
Discount § INCREMENTAL | INCREMENTAL BENEFITS PRESENT WORTH
factor COSTS BENEFITS (CASH FLOW OF CASH FLOW
Year | a1 157 v g % @

} 0.7 60 80 26 17.4
2 0.756 60 20 20 5.1
3 0.658 b0 B 20 13.2
3 0.372 60 80 20 1.4
3 0.497 60 80 20 9.3
6 (.432 60 80 20 8.6
7 0.376 60 80 20 7.5
8 0.327 50 80 20 6.5
G 0.284 60 80 20 3.7
10 0.247 60 80 20 19
Towall 5019 600 800 200 100.2

Net Present Worth:

NPW = Sum of discounted annuzl cash flows for life of project = WI00.2 = Y100

Computing NPW using annuity discount factor {see DIS, page 184}:

NPW = V20 ADF[13%/106] =

The net present worth of the project was to be calcu-
lated using a discount rate of 15%, the assumed opportu-
nity cost of capital. The calculations {see figure 1) gave
2 net present worth of 7168. Since this measure was
positive. the investment was financially scund.

Farmers in: this region also had the option of renting a
tractor. The tractor and operaror rental fee were estimated
at W40 for a ten-vear period. A cash flow analvsis indi-
cated an annual cash fiow of ¥ Z0 {see figure 2). The ret
present worth for this option was also calculated ata 15%
discount rate by directly discounting the net incremental
benefits {see figure 3). The net present worth was pro-

jected to te ¥ 100 for this cption.

Both opiions had a positive et present worth. but the
farmer would gain more by purchasing the tractor since
the discounted net benefit is greater.

[203{3.01%) = Yi00

THEORY

The analytical formula™ for the net present worth is:

3
NPW= X

=1

el — DG £ [+ 1003 F

where

# = number of vears of the project

2By = gross incremental benefirs of the projecr for
vear §

AC; = gross incremental costs of the project for year i
r = discount rate {7a!

The formula may be modified to include varying dis-
count rates and inflation factors {Fleischer, 1972). But

~See also figure 3, Cash Flow Aaalvsis, CFA, page 182,




each elemens is an estimate which requires careful judg
ment by the analyst. The project life,n, must be cstimared:
the incremental benefits must be estimated and projected,
often from sparse data of the “without™ project situation.
These estimates become more questionable as the project
life increases. Finally, one must exercise caution in choos
ing the appropriate discount rate for the analvsis,

Nevertheless, net present worth is a popular means for
evaluating projects, partly because it corresponds 1o the
commonly accepted noton of a time preference for
money. Tradeoffs with other criteria are discussed farther
in Cost-Benefit Analysis (CBA. page 212).
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Benefit-Cost Ratio

SREREQUISITE TOOLS

Cash Flow Analysis {CFA, page 177) and Discounting
(DIS. page 184,

USAGE

PURPOSE

The ratio of project benefits to preject coses evaluates
the efficiency of project resource utifization.

USES

Eenefir-cost ratio is 2 criterion for project evaluation
which isused to:

1) Determine if a profect should be fonded.

2} Determine the zank-ordering of several projects.

KEY DEFINITIONS

1) Raml-ordering is the process of weighing one frem
against others and then ordering the items by weight
on a scale such as importance or priority.

2) Project efficiency is the ratio of project ovtputs o
fputs, e.g., the productior rate for a given resource utili-
zation rate.

SHORT DESCRIPTION

Benefit-cost ratics are computed by companing the
“wizh project” to the “without preject”” casts and benefits

{see Cash Flow Analysis. CFA. page 177}, The time prefer-
ence-opportunity tasts of money are weighed in the com-
putztion by discounting the berefir and cost streams (see
Discounting, DIS, page 184). The benefir-cost ratio is the
present worth of the gross incremental benefits divided by
the present worth of the gross incrementai costs.

A benefit-cost ratio greater than cne means thar the
project berefits exceed the project costs when dis-ounted
a1 the opportunity cost of capital. The size of the benefie
cost ratic reflects the efficiency of the project. Rank-
ordering projects according to the benefiz-cost ratio gives
the highest prionty to the project which uses resources
maost efficiendy.

ADVANTAGES

The berefit-cost ratio reduces the investment decision
0 2 single number which reflects the preportion of total
bemefits 1o toral costs. When roral resources are limired,
rank-ordering projects by the benefit-cost ratio maximizes
the return for each mvestment dollar.

LTMETATICONS

The disrribution of benefits and costs is not reflected in
the bencfir-cast razio. One group in society may benefirat
the cost of other groups {see Impact-Incidence Matrix,
IPX. page 207).




Precisely because the benefit-co t ratio reduces the eri-
terion 1o a single dimensionless ne mber. the individual e
timates. projections. and assumptions may be lost. Noz all
benefits can be quandfied. ner expressed in moneztary
anits. Hence, the benefit-cost ratio refiocts only the cco-
nomic aspects of efficient resource urilization.

1f the projects are mutually exclusive. the benefis-cost
Taliy may give an erroneous ranking, A project mav have a
high benefit-cost ratic compared to other projects bur a
far smaller net present worth. Since the usual objective is
to maximize the net benefit, the net present worth crite-
rion is preferred for choosing between mutually-exclusive
projects {see NPW, page 188).

REQUIRED RESQURCES

SKILL LEVEL

Judicions use of the benefit-cost ratic reguires an un-
derstanding of the underlying assumptions used in the as
sessment. Prolects can be erronecusly justified by subjec-
tive selection of benefit and cost components, alternative
valuations of the factors, and selective presentation of the
results. The decision maker needs to recogrize the rele-
vance and accuracy of the analysic components.

TIME REQUIRED

The major time is spent gathering dara. This may in-
clade surveying the project area to determine the “with-
our project” siztuation and garhering baseliae data o pro-
ject the expected benefits of the project {see Survevs,
SVY, page 36). The benefitcost ratic computation for
financial analysis is usually a straightforward caleularion.
An econcmic analysis requires more time as additional
factors must be esdmated {eg., shadow prices for labor,
foreign e~ change, eic.).

SPECIAL REQUIREMENTS

A calculator and discounting tables smplify the com-
putation procedure.

DESCRIPTION GF TOOL

REGUIRED INPUTS

The benefit-cost ratic requires accurate and reliable
dara on the relevant costs and benefits projected over the
life of the project. These cash flows {see CFA, page 177)
must be estimated and discounted according o an as
sumed discount cate. The latter requires information
about the opportunity costs of capital.
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TOOL OUTPLT

The ratio of benefits to costs provides a dimensionless
criterion for financial evaluation of a project and for com-
parison of alternative projects. The benefit-cost rutio may
be used to redesign project components to improve cff
clency.

IMPORTANT ASSUMPTIONS

All benefits derived from the project are jdeatifiable
and measurable. The oppormunity cost of capital is spech:
fied: if the benefit-cost ratio is less than one. the project is
mot returning as much as the best alternative Imvestment
{assuming ome exists:.

METHOD OF USE

GENERAL PROCEDURE

1. Determine the incremental benefirs and costs of the
project for each vear of the projece life.
The incremental costs  benefits) reflect projected
changes in costs ! benefits) due to the project {see Cash
Flow Analysis. CFA. page 177},

ta

. Discount the anmual incremental benefirs and costs 1o
determine their present woreh.
An appropriate discount rate s selected in rhe dis
counting process (see DIS, page 1841, This &s useally
the oppermunity cost of capital.

3. Compute the benefir-cost ratio.
BOR = POy, [ PW,
where PWj, is present worth of pross inerementad
benefits and PR, is present worth of sross
incremental costs.

4. Apply the benefit-cost ratio as a aiterion for preject
evaluation according to the following rules:
a} If the benefit-cost ratic is greater than or equal to
1.0. consider the project for funding.
b} If the benefir-cost ratio is less than 1.0, then the
projectshorld not be funded

6. Apply the benefit-cost ratio as a criverion for selectisg
projects by rank-ordering the projectsaccording to de-
creasing benefit-cost rarios.

EXAMPLES

The projected cash flows of a project to purchase a
small tractor were presenied in figure 2 of Cash Flow Anal-
ysis {CFA, page 180;. The benefit-cost ratio determined




FIGURE 1
Computing the Benefit-Cost Ratio for Senall Farmer Tractor Utilization -Purchase Option

PRESENT WORTH PRESENT WORTH
RO iNCRE‘\?ENTAL ‘,“:USTS Piscount n\i)usé\ﬁ\é}?';w ENCSEE.{:&E;%TAL IINSHEE(;?E?:ETSAL
Tavestiment  Oiher Gross facior COSTS BENEFITS BENEFITS
Yiur bm e mm—— y———— — i at13% e ©w ¥
1 300 B0 380 9.870 303 200 i74
2 0 O b8 (0.7 5 o) 2040 1510
3 4 50 80 | 0.5658 53 200 132
3 T 50 80 0.572 K 200 114
5 0 40 80 0,497 10 200 93
o 0 B4 80 0.432 32 paky Fats)
7 0 80 80 0.376 ‘SU iy 75
B Q i L3t 0.327 25 2 53
“ o 80 80 0.281 23 200 57
10 0 20 80 0.247 26 20m3 19
Toral 300 Ul 1300 5019 838 2030 1002

BUR = Present Worth of Gross Incremental Benefies!Present Worth of Gross Incrermental Costs = J10027 838 = 1.2



FIGURE 2
Cash Flow Analysis: Small Farmer ‘Tractor Utilization — Tractor Cooperative Option

YEARS FROM START OF PROJECT

1 2 3 4 5 0 7 h 9 Y TOTAL
WITHOUT PROJECT Unis (W) {T'emasck Nationad Currency)
Gross Costs
Usual Production Expenses 100 100 100 100 100 100 100 100 100 100 1000
Gross Benefits o0 160 160 160 160 160 160 160 160 160 1600
Net Benefits (Annual Profit) 00) 60 60 60 00 | 60 60 60 60 60 600
WITH PROJECT
Gross Costs
Usual Production Expenses 120 129 120 i20 120 120 120 120 120 120 1200
‘i'ractor Cooperative
Anaual membership fee
{tractor maintenance
and operating costs) 25 25 25 25 25 25 25 15 25 25 250
Inival Chaveer fee 150) 0 1) 0 ) 0 0 0 0 ¢ 150
Giruss Benelis 27 70 270 270 270 270 270 270 270 270 2700
Nee Beredits (Amnual profie) {25) 125 125 125 125 125 125 125 125 125 1106
CHANGES DUE 'TO PROJECT - 1 o 7 . o
Incrensental (,‘;;ts {Cash vutflow) 195 45 45 15 45 45 45 15 45 45 60
Incremental Benelits (Cash inflow) 1o 110 110 10 114 1o 11D () 110 110 1100
Net Incremental Benelits
(Project annual eash flow) {B5) 05 65 05 65 05 68 65 65 65 500




FIGURE 3

Computing Benefie-Cost Ratios for Small Farmer Tractor Utilization—Cooperative Option

PRESENT WORTH PRESENT WORTIH
(IROSS INCREMENTAL COSTS | Disconnt INE,)xlu(rvh(i)\?FAl lN(;lﬁmgi‘ﬁ‘rAL IPJEZ)II{?!'B(;}{I:‘LI:?"IE’;;\l, _ PRESENTWOR'TH
Investment  Other Gross factor COSTS BENEEFITS BENERITS CASH FLOW OF CASH FLOW
Yeur e el BLRLEL U Y Y [ v
1 150 45 195 0.870 170 to 96 i85) (7))
2 0 45 ;45 0. 756 7 3 110 B 83 65 49
3 0 45 -45 0.658 30 . ) HO | .?2 (1-5” 43 ]
4 0 45 45 0.572 26 Lo 63 h 65 37 |
") {) 4% 45 0.497 2 !‘I U 55 05 32
6 0 45 45 _ 0432 ] 1o .48 65 ’ 28
7 0 4f;'a 45 0.3-‘}(; I‘77 lr l() e 4i G5 21
8 0 45 15 0.327 15 110 30 05 2i
9 0 45 45 0.284 13 Ho n 05 19
10 0 “”*45 7 45 0247 n __lI;) -';??“ 7 65 16 N
Total 150 150 600 5010 357 7 1100 o 552 500 - 195

Net Present Worth = Sum of discounted cash flows = VItus

HCR = Present Worth of'('iruss.'nurcum-::t.'llIh'lwl"ilw‘l’rvscmWorthni‘(.‘mssIﬂcrmnent;li(.Iust.s

= YES2/WA57 = 154 = 1.5



from gross incremental benefits and costs aiscounted ag
15%1s 1.2 {see figure 1} This stmply means that the deci-
sion to purchase the tracter is financially sound: the ex-
pected benefits will ourweigh the expected costs for the
life of the tractor.

The small farmer has another option: he may form a
tractor cooperative. The cooperative would pool the mem-
bers" resources {or credit} to purchase = farger tractor.
Each farmer would pav only the initial charter fee and an
annual membership fee. Because the tractor's time is to be
shared. the projected gross benefits for cach farmer would
be less than if he had purchasced his own (smaller) tractor.

A cash flow analysis for the individual cooperative
member reveals an annual cash flow of ¥125 after an ini-
tial cash ourflow of W23 ar the end of the first vear ‘see
figure 2). The net present worth for the projectis Y196 ax
a discount rate of 13%. The benefit-cost ratio is 1.5 ‘see
figure 3). This latter measure treacs charter membership in
the cooperative asan investment. A similar financial anal ¥
sis could be conducted from the cooperative’s point of
view.

The benefit-cost ratic may be compured from an econ-
omic analysis of the tractor vtilization opticns. This in-
volves a more sophisticated assessment of costs and bene-
fits (sec CFA. page 177). including shadow prices for labor
ang other inputs. and the sales for increased production
{see. for example. Gitringer. 1973).

These examples are continued in Internal Rate of Re-
turn {IRR. page 200). The comparison between projects
using the benefit-cost ratio is discussed in Cost-Benefit
Analysis (CBA. page 212).
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THEORY
The analytical formula for the benefit-cost rario is:
B
N AR T
iT1
b o= pren|d
=1
where
H = the number of vears of the projece
B = the goss incremerzal benefits tor vear i
CCG = the mross incremental conts for vear ¢
r = discount rate *

Each parameter of the formula represents an estimate
by the preject analvst. The estimated costs and benefis
§FoW more uncertain as the mumber of vears from the pres-
ent increases. However, the discounting proces: gives more
weighs o the carly project benetirs and costs. Ax with net
present worth {NPW. page 188}, care must be excercised in
establishing the appropriate discount rate.

The relation of benefitcost ratio 1o other project cri-
teria is discussed further in Cost-Renefit Analvsis (CBA.
page 2123,
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Internal Rate of Return

PREREQUISITE TOOLS

Cash Flow Analvsis ‘CFA. page 177}, Discounting
D18, page 184}, and Net Present Worth (NPW. page 188).

USAGE

PURPOSE

The internal rate of rerurn IRR) is a criterion for ana-
lyzing projects based on the percentage return on invess
ment,

USES

1% The IRR is used as 2 criteri-m for evaluating the fi-
nancial {and economic’ advantages of a single project,

2% The IRR is used 1o rank projects according 1o the
rost efficient urilizarion of resources (see Cost-Benefit
Analvsis, CBA, page 212},

REY DEFINITIONS

11 The iternal _firw:z:iai rerurn of a project is the rate
of rerurn derived from a financial analysis of the project
cash flows. Le.. from the viewpeint of the individual. en-
terprise, Or group.

2V The internal economic rerurn of a project is che rate
of return derived from an economic analvsis of the bene-
firs and costs 10 the societv or economy of the couatry.

SHORT DESCRIPTION

IRR is one of three widely used criteria for evaluating
the financial and economic viability of projects. Like net
present worth  NPW, psor 188), IRR is computed from
the present worth of gross incremental benefits and costs.
Unlike net present worth, IRR does not indicate the pres-
ent worth of the net incremental benefir, Le., the equiva-
iemt present amount of 2l future project benefits. Rather,
the IRR is an efficiency measure, reflecting the payoff of
the project in terms of the precent retumm on cutlays. In
this regard., it is similar to the benefit-cost ratic { BCR,, page
154,

A project’s [RR is the discount rate ar which the
present worth of the net incremencal bemefits is exactly
zero. Since this cannot be solved amalyrically. it must be
determined by interpolation.

The IRR 15 compared to opportunity costs ro deter-
mine if the zmount of rerurn on investmence is sufficiendy
high o justify the proiect. The difference between inter-
nul tinancicl reryen ané internul economic return is not
only in the assessment of costs and benefiss, bur in decid-
ing whether the recurn is sufficient for the individual or for
the society. respectively.

ADVANTAGES

The IRR may be computed withour specifying the dis-
count rate which corresponds to the opportunicy cost of
capital. Net present worth and berefitcost ratio reguire
this specificatior.



The IRR is the preferred eriicriun for ranking projects
when total funds are limited (Gittinger. 1972).

LIMITATIONS

The IRR cannot be determined if the annual cash flows
for 2 project are always positive {or zero). There must be at
least one negative vearly cash flow so that the discounted
benefits are equal to the discounted costs.

The computation of the IRR may yield more than one
discount rate which gives a zero net present worth. This
asually occurs if there are large negative cash flowslare in
the project. However. most development projects szart
with an initially negative cash flow followed by a rising
stream of benefits from which a single IRR may be com-
puted.

REQUIRED RESOURCES

LEVEL OF EFTORT

Determining the IRR is more difficulr than compuring
net present worth or benefit-cost ratic. There is no analyri-
cal solution for the IRR jexcept for uniform cash flows .
and a trial and error process must be followed. The bulk
of the effort is in assembling the necessary data for anal-
vsis (see Impacr-incidence Mawrix. IPX, page 2067

SKILL LEVEL

Since computing the 1RR is not a straightforward pro-
cess, the analyst must be skilled. pardcularly in inter-
preting cash flow patterns {see Cash Flow Analysis. CFA.

page 177).

TIME REQUIRED

Compuring the IRR may =ke significantly longer than
computing net present worth or benefit-cost ratio, but the
overall process is primarily constrained by the availabilicy
of the appropriate data on cash flows.

DESCRIPTION OF TOOL

REQUIRED INPUTS

A complete analysis of the costs and benefits over the
life of the project is required {see Cash Flow Analysis.
CFA. page 177).

A criterion level Jor selecting or rejecting the project
must be specified, preferably in advance. Thislevel may be
the opportenity cost of capital or the minimum rate of re-
turn which » funding agency will accept on the project.
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TOCL OUTPUT

The technigue gives a single measure. the percent of te-
turn on investment, which mayv be used as a criterion for
funding or for ranking projects for funding. The IRR i
compared o the specific criterion level cg. 157 mini
mum rate of return. If the IRR 3 barger. the project &
recommended Cor funding. When ranking profeces, thowe
with the largest IRR should be tunded firse

IMPORTANT ASSUMPTIONS

IRR assumes that one discount rate wili apply during
the life of the project. This is not necessarily a Hmiting as-
sumpricn, but it does make the measure fess flexible than
net present worth [see Fleisher, 1972

METHOD OF USE
GENERAL PROCEDURE

Compuring the IRR For & project is basically s trial and
error process which starts with a wial discount rare and
uses the procedure for compuring the net present worth,
New discount rares are selected until one gives a zerer net

present worth,

1. Determine the incremental benefits and costs for the
life of the project.
This is essentially the procedure found in Cash Flow
Analvsis see CFA. paye 1777, The net benefie for each
vear of the projecr 13 determined from estimatres of
“with™ and "wirkour™ project beneties and coses.

2. Estimate the discount rate for the first tal compu-
tation.
Select rthe discount rate by cxamining the cush flow
pattern: rather than by using the opportunicy cost of
capital. If the project involves large negative cash flows
followed by a delay in benefits. then the IRR is rela-
tively low ‘choose a trial disconnt rate in the 10% o
20% range:. It the project has immediate positive cash
flows  benefits are not delaved more than a vear or
twol. then the IRR may be very high (choose a trial
discouvnt rate of 30% or more . If the cash flows for the
project are never negative in any vear of the project.
then the IRR is infinite and canpor be used. Ner

present worth or benefitcost ratio may be substituted.

3. Compute the net present worth of the project for the

wrial discount rate.”
Designate this value as NPW ;. 1f NP'W is zero. then the

*ry = the trtal discount rate.



FIGURE 1

Flowcharr of Interpolation Procedure to Determine Inteinal Rate of Return
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FIGURE 2
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The Annnal and Total Cash Flows for the Small Farmer Tractor Utilizacion Options

If the NPW; is less than zero. select a discount rate
smaller than ry. How much smaller depends on how
much NPW; isless than zero. Generally. select ry equal
to 10% less than ry. If NPW; is pesitive, then selecta
larger trial discount raze.

Recompute the net present worth using the tria? dis-
ceunt rate r5 .
Designate this discount rate as NPW,.

Select wial discount rates and compute net present
worths until reaching both 2 positive and a negative
present worth.

Increase the discount rate if the net present worth is
still positive, and decrease the trial discount rate if the
discount rate is negative.

Esrimate the IRR by interpolation:

IRR =71y + [&r X N f{lNHl'é‘lNLl)E (1}

OPTIONS
Purchase Rental Cooperative
Net Incremental Net incremental Net Incremental
Benefits Beneflts Benefits
Year {Cash Flow)~ {Cash Flow)" {Cash Flow!"
1 (3807 20 85
2 120 26 63
3 120 20 65
4 120 20 65
5 120 20 63
6 120 20 65
7 120 20 65
8 128 20 63
g 120 20 65
10 12¢ 20 63
TOTAL . . <00
CASH FLOW 70 260 3
~In Unis (¥). Temasek National Currency
trial discount rate is the IRR. The first selected dis  where
count rate is unlikely to give a zero present worth, and ry = lower discount rate
the process must be repeated. iy = difference berween discount rates
Np = net present worth for lower discount rate
. Select a new trial discount rave, ro. Ny = net present worth for higher discount race

Note: The lower and higher discouxnt rates must produce
net present worths of opposite signs.

For example the lower discount rare ir jis 8% with a
net present worth {N; } of $100. The higher discount rate
is 10% with a net present worth ‘N, } of - $50. The sum of
absolute values of the net present worths is $150. There-
fore,

IRR

1l

8% + [10% — 8% {S100/S150;]
= 8%+ [2%{.67)}
8%+ 1.34%
= 9.34%,
To reach a net presznt worth of zero, the IRR must be
9.34%.

I

This may be reduced to a simple procedure where the
early vears have a large negative cash flow and the later
vears have cash flows that are ail positive. The flowchartin
figure 1 may be used if the analys* is aware of the possibil-
ity thar the multiple solutions o the IRR may exist {see
Decision Tables, DTB, page 113}.




FIGURE3
Computation of the Internal Rate of Return for the Small Farmer Tractor Options

Algorithms for Net Present Worth
Purchase Option:
NPWI#7/10] = 120 ADF|r7%/10] - 500 DE[r5/1]
Rental Option:
NPW {4/ 19] = 20 ADFjri/ 14]
Cooperative (Opdon:
NPW[r410] = 65 A “Bf 18] - 130 DF[»%/1 ]

internal Rare of Rerarn Computations:

Option 1: Tractor Purchase

5X0675=3.4
memem=—e— =P 25+ 34=2840r 28%IRR

% 120 ADFgmrmg} 500 JIDFR{r1y] = |NPWrEr10]
i3 5,02 0.869 167.6
20 4.1% 0.833 86.3

1 > 3.57 0.800 :- 234

|

i 30 3.09 765 |1 3.7

g I

! — d

| ™

: INTERPOLATION: 284+ 13.7 =421

| (scefigure 2 28.4/42.1 = 0.675

i 30-25=5

1

i

Option 2: Tractor Rengal

IRR canrot be computed since the cash flow is always positive isee figure 21



(Figure 3 Continued;

Oprion 3: Tractor Cooperative
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r% 63 ADFg:‘%j’iO}! -130 | DF [~} 8 = NP\\&'&»‘%HGEI

36 3091 0.769 86.6

40 2414 0.714 19.8

5¢ 1.965 0.667 2.7

70 1.421 0.588 +.2

80 i.24¢6 0.535 -2.3
INTERPCGLATION: 4.2+2.3=46.3

4.2/6.5 = 0.646
80-76=10
16X 0646 =6

7O+ 6 = 76 or 767 IRR

EXAMPLE

Three oprions for small farmer tractor utilization have
been presented in the prerequisite tools. The options and
net annual cash flows are shown in figure 2. The bene-
fit-cost ratio and net present worth for each option were
calculated using a discount rate of 15% for the oppor-
tunity cost of capital.

The IRRs were caleulated {figure 3}: the procedure is
given in the fowchart (figure 1), To simplify the repeti-
tive calculation, an algorithm was developed {sce Dis.
counting, DIS, page 184).

if the farmer purchases the tractor, the estimated IRR
is 28%. This is low for an agricultural project, but is well
above the estimated rate of return from altemative invest-
merTs, e.g., the 13% discount rate.

If the farmer joins a tractor cooperative, the IRR is
76%, which is more thzn dcuble the IRR for purchasing.
This indicates that joining the cooperative is the mest effi-
clentuse of the farmers’ limited resources.

The option of tractor rental hasan infinite IRR. It can-
not be calculated becanse the annual cash flow is always
positive. This happens quite often in the financial analysis
of agricultural projects where there is lirtle or ne capital
investment.

Even though the IRR for the tractor cooperative s
most efficient, further analysis is necessary before thisal-
ternative is recommended.

The computed IRRs represent the internel financial re-
turn of the project. In order to compute the inrernal eco-
nomic return of the project, 2 similar procedure must be

followed. However. the valuarion of costs and benefies will
be for the targer group of farmers as a whole, and the
prices will be adjusted {shadow-priced; to reflect more ac-
curately the impact cn the pation’s economy. Because
economic analysis is a more comprehensive and time-con-
suming process, and because many more assumprions are
necessary. this task requires skills in macro-economics
isee, for example, UNIDO. 1972,

THECRY

The inzernal rate of retwmn is the discount rate r= at
which the net present worth is zero. It is given by solving
the following equation for r*:

E
b ~ TR gL - f I R =
i1 By =GR 1 S 100 =D 12}
where
2 = nuomber of vears of the project
&B; = gross incremental benefits for vear §
C; = gross incremental costs for year i

internal rate of retum /%)

The formula cannot be solved analydically unless the
pattern of benefits and costs are uniform. Otherwise. a
trial and error approach {as described in the procedure} is
necessary.

Considerable debate has addressed the pracricality of
the IRR as a criterion for project evaluation. Certain pat-
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terns of bencfits and costs {in particuiar, a large cost near
the end of a project) may result in more than one solution
10 eguation {2]. Gittinger (1972} answers the crirics by
claiming that the muldiple solution problem is not likely to
occeur for cash flows typical of development projects.

IRR is a widely used criterion for analyzing the finan-
cial and economic soundness of development projects. It
has been adopted as the principal measure for project ap-
praisal by the US Agency for Internarional Development
{USAID, Handboock 3). The distinction between internal
financial return and internal economic return underlines
the importance of both financial and econemic analysis
for project evaluation (Gittinger. 1572).
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Impact-Incidence Matrix

PR EREQUISITE TOOLS
Benefit-Cost Ratio, BCR, page 194.

USAGE

PURPOSE

An impact-incidence matrix tabulates the distributions
of project costs and benefits 1o the affected groups in the
sociery.

USES

An impact-incidence matrix is used to:

1) Provide a decision: maker with detatled information
on the distribution of costs and benefits of a project or
alternative projects.

32) ldenufy the relative gain or loss for various groups
affected by the project.

3) Break down tae benefit and cost data by type of
measurement and accuracy.

4) Presenz measures of effectiveness and other non-
moneiary project impacts in conjunciicn with costs and

income data.
53} Permit decision makers to examine the ineguidesin
project design with regerd to the distribution of benefits

and costs.

FHORT DESCRIFTION

An impacrincidence matrix identifirs the various
groups affected of ker directly or indirectiy by a preject,
and the cost and benefit measurements by rype (see figure
1}, The fmadence of nen-monetary project impacts is alsa
tzbulzred, including strictly qualitative factrers.

With the matrix, the decision maker has an expanded
view of the attributes of the decision with regard ro possi-
ble mequities in distribution. Becefit-cost rarios {BCR,
pagz 1943, are presented not only for rhe project as a
whole, but for the affected groups {e.g.. different income
groups}.

ADVANTAGES

i} In contrast 1o a single economic measure of projecr
merit, the impact-incidence marrix reguires the decision
maker and the anzlyst o expand their assessment of a
project ro irs dist-iburional and qualitative impacts.

2; The disparities in impactincidence among various
groaps are identfied.

3} The type of measurement and the sccuracy of the
informarion is identified te.g., an indirecdy measured cosz
measurement is ikely to be more subjective than 3 direct

Project Cost estimare ).
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FIGURE {
Impact-incidence Matrix for Cese Benelit Analysis

Imapriict
1
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NOTE. From Svszeems duadyis ror Ewgpers dond Mavaeers by Richard DeNewfeille znd
& o E b 4 ks
Joseph H. Stafford. Copyright . 1971 by MeGraw-Hi Book Company. Used with per-

massion of MeGraw-Hull Booh Company.

LIMITATIONS

b) Omitzing <ither 4 group or an impact on = group is
lessened by a syswomatic approach. bur the danger stll
ealsta. The impaceincidence matrix may give a false sense
of a comprehensive szarch for preject impacts. when in
fagr the mamix Is simply the tabulation of the results of
that search. The informadon and amalysis rask must
preceed the marrix mbulaton.

2) 1t ix one thing to identify a group affecred by a proj-
ect and another 1o ascertain the nature and extent of char
effect. The skill of the analyst in searching out this infor-
mation constrains the validity of the impactincidence
matrix asa decision-making rool.

REGUIRED RESOURCES

LEVELOF EFFORT

Constructing ar impact-incidence matrix and preparing
surmmaries to pinpoiar the findmgs is the ap of an iceberg.
Lurking below is the difficult zask of first ideniiving the

impacts of the project and ther identifying the groups thae
are affected. Where the groups are not immediately ap-
parent. they may be categorized by distribution criteria
{e.g., geograpnic. economic, ethnicy. The relevane infor-
mation can be gathered with a sample survey (SVY, page
36 ;. winich can be s major eftors,

Tae intormation s rarely availzble from existing statis-
ticed data. The da.s are often so general that they are unre-
liable, andior they are cusofdare. Nevertheless. the
impact-incidence matrix is a useful formar for designing
and organizing information-gathering and analysis,

SKILL LEVEL

Cost data may require accounting, econemics. and
marketing to gather. assess. and interprer. Non-monetary
factors require insight and ar ability 1o grasp impacts of a
project which are far-reaching and distant (both spatially
and temporally]. A variety of siiils is essential. This sug-
gests using a team approach. guided by systems concepts
and forecasting taols {see Oval Drmgrammmg, OVD. page
81, f

/

&
£
»

F

#
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4

W,



TIME REQUIRED

The time required to construct an mnpact-incidence
matrix s in direct propertion to the number of different
groups affected by the project and the ways in which the
prajest will affect them. An analyst completely familiar
with the project eavironment and with ready access to
data sources could construct a preliminary impace-
incidence matrix in u week. This would then serve as =
guide to estimate the time required for further informa-
tion-gathering and analysis fanywhere from two o ten
wecksi,

DESCRIPTION OF TOOL

DEFINITIONS

1) A mudriplier ¢ffect occurs when a project impact on
one aspect of an economic system generutes a stimulating
effect on other aspects, c.g.. when a labor generation proj-
cct gives more money ¢ consumers, which expands the
economy, which leads to more jobs, etc.

2) Direct market values measure project costs or bene-
fits which are assessed from equivalent marker prices. e.g..
average wages. construction costs. and price of impues
which are not subsidized.

REQUIRED INPUTS

Before the impactincidence matrix can be con-
structed, the technical aspects of the project must be
specified with enough desil to assess the likely impacts of
the project on the social, economic, and environmental
systems. For exampie. if a power plant is ro be consmracted
and the likely zlternates are a conventional fossil fuel
burning plant or 2 nuclear powered planz, a separate
impact-incidence matrix is required for each.

The objecrives and purpose of the project must be clear
in order tc identify interest groups and affected organiza-
tions and individnals. Function Expansion {FEX, page
43), and intent strucrures {INS, page 55} are useful for
this purpose.

TOOL GUTPUT

The technique results in an impact-incidence mazrix
which breaks down the elements of a cost-benefit analysis
by the groups affected, the type of measurement. and the
degree of accuracy. This permits the decision maker to ex-
amine the disrributional effects of a proposed project as
well as agpregated measures, such as the benefit-cost ratio
{see BCR, page 194).
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IMPORTANT ASSUMPTIONS

The decision 1o go abead with 4 project should not be
made on simple cconomic critesta alone, Qther messnzes
are equally important i unintended or unexpected conse.
guences are o be avoided | o.g.. one groups failure to par-
dicipate because of ineyuitics.

Aggregated measures give only « general vew of project
merits. Disageregating sccording to distributional eriteris
pemmity a decision maker to exercise judgment based on
multiple attributes f the project hmpusct.

METHOD OF USE
GENERAL PROCEIMURE

1. Determine the groups affected by the projece.

L1 Listall groups which ure atfected by or otherwise

asseciated with the predect.

1.2 Categorize the groups by determining whether the
project impact will be disect or indirect.
Comsider distributional criteria in categorizing the
groups. v, geographic, cconomic. soctal or age
SEETUS. OCCUpational. property ownership,
fdentity anv special interest goups who stand 1o

gain or Jose as & result of the project.

2. Specify the costs and benefits aceruing from the proj-
ect,
2.1 Desermine the directly estimable costs and bene-
frs using criteriu such as willingness to pay for the
project product or service as well as direcs marker
ﬂ‘uz!dle‘s fwr PI@jeCE COsts Or imﬂﬂ)nl'ﬁ'ﬁ accruing Lar
wach identiiied group.

.2 Determine indirectly estimable costs and benefirs,
such as cost savings and higher land projects as a
result of project.

i~

3. Specify all other impacrs of the project.
3.1 Dezermine those impacts—internal or external or
tangible or intangible ~which affect each group.
3.2 As tar as possible, quangity the impacts ro give a
numerical measure (sce Multiple Criteria Uniliry
Assessment, MCU, page 32].

4. Compute the benefit-cost ratios (see BCR, page 194).
4.1 Add the directly and indirectly measured costs for
each group; repeat for the berefits, and compute
the benefitcost rativ or benefizs divided by the

costs.
4.2 Compure the rotal of all benefits and all costs
across all groups and determine the benefit-cos:

ratio,




FIGURE 2

hopact-Ineidence Matrix Example: Fractor Traising Program

GROUP IMPACTED

IMPACTS

Directly Estitnated

Indirectly Estitnated

Estitnated Numerically

Estitnated Qualitatively

Directly:

Small farmers
{Number)

University

Tractor manulacturers

Reduced tractor maintenance
and operatingcosts (+)
Educationalt overhead

costs per student !

Inereased tractor sales (4)

Redueed service revenues
per tractor (-

Reduced training costs (+)

Increased production (+)

Increased implenient sites (4)

Reduced teacton dowit time 0+
Hours away {rom
university classes {4

Hours devoted to service
and repair {

Laposure to better
Carmiing, practices (+)
Field expuosure tor
stafF & students (+)
Goudwill of suecesslul
tractor operators [+}

ndirectly:

Large farmers
{Number}

Fuel suppliers

Farm input suppliers

Landless laborers

(Number)

Iaereased fuel sales (1)

Decreased farm labor

demand {unskitled} ()

Pook of trained personnel (+)

Inercased demand for
production nputs (1)
hiereased demand for
produce handlers (4

Reduced labor-days pea
hectine (-

lncreased level
ol mechanization* * {4}

liereased level
of meclhanization® !

Migration to vities ()

Special interest groups:

Ministry of Agricultire
extension servive

Credit institutions

Bducation overhead costs (v
Direct costs per student {-)
Extension serviee overhead ()

Loan service for
increased purchases (+)

Increased contagt
hours with Faomers (+)

Better aceeptatice of
impraved farming
technigues (+)

NOTE: (+) positive benefit; (-} negative benefit or costs, These may be replaced by benetit-cost vatio where appropeiate,

YZeronet cost for taining each student because Ministry of Agricolture reimburses direer costs,

Hneluding more technicians, mannfacturers, parts and maintenance services, implement ehoices, ete.




5. Preparc a summary of the data in the matris,

5.1 idenniy thuse Foups that wouald L,am stgnificuntly
or lose disproportionately as a resuit of the project.

5.2 Discuss the significance of the individual and ag-
gregated benefitcost ratios.

5.3 Clarify the assumptions about mudriplier effec s o
other indirect consequences of the project.

5.4 Relate non-monetary measures and qualitative
impacts to the affected groups and the project.

EXAMPLE

A project to assist farmers with the purchase of smuil
tractors was started without giving full consideration to
the farmers’ difficulzies in learning vo use. operate. and
maintain tractors. 1t was initially assummed that the tractor
manufucturers would provide a brief Training covrse: bur
when this was fourd o be inadeguate, the manufacurers
balked at providing 2 more extensive effort, The Ministry
of Agriculture proposed to give this task 1o the Temasch
University 1o be supe vised by the Ministry’s farm exzen-
sion. All University costs were to be met with a donor
agency loan, making the cost to the furmers nominal.

An impact-incidence matrix was prepared for the proj-
ect 10 specify the costs vs. the benefizs for the various
groups which would be affected {see figure 2;. Each ety
in the matnix implicd a set of assumptions about the train-
g program and the impact of increased tracror wrilization
on the agricultural system.

A causal scquence of interaciion was assumed:

Betrer urilization of tractors leads to Sreater uccep-
tance of mechanization and increased production. which
feads to more demand for productien inputs and de-
creased demand for unskilied lubor leading to higher un-
employment for the Jandless excepr as bulanced by higher
volume of production. etc. This was the most likely
scenario for the causal interactions in the svstem {see Qval
Diagramming, OVD, page 81 ;.

The analyst assigned values to the quantified impacts.
A benefitcost ratio was computed for the directly and in-
directly estimated costs and benefits for each group. The
quantifiable benefits outweighed the costs for all groups
except the landiess.

Consequently, the Ministry of Agriculture medified
the aining program to permit landless laborers to take

part in the course, supporzed in part by a special tax on als
tractor owners holding land in excess of 20 hectares.
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THEORY

Cost-benetic analvsis has produced an extensive lrera:

() - . " . -

ture whick secks cither torationalive or o diseredin s gue

as o decision-making ool o, for example, Lavard,
1972

Weighing

aczion makes § IR TRITIVE st . Howeve r, there s ]]i";i%v: STy

the bereties against the Sesis of o Course of
ment on bow or whether 1o attempt the tash az Wi,

Maximizing the public weltare s no casy task: deviding
what is in the pu"-nhc welfare is the first stumbling ¢ ko,
The impact-incidence matris addresses the problem of the
distribution of the benetits, costs. and ather i iempacts oof
projects ¢ Lickficld, 1966: Eiliot wnd Picard. 19700 he
impact-incidence breakdown is useful because of the fus-
I.apus,tuum U‘ﬂ wan-moncmrv tasures  of l“ﬁu.u.ﬂ‘-tﬂlu, N
with distributional projections of costs and benefite, The:
decision maker is presented with s divaggrevation of bene
fizs and coses according 1o the Lreups in woctely who stand
w0 zain or lose by the project ;DeNeufville and Stafford,
1971, While this counters 4 majer criticism wl cost
benetic snabvsis ‘de V. Grafl. 1475; the praoblem srill re-
mhins of ﬂdunmunmn ond measorement of the incidence
and impact of the project.
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Cost-Benefit Analysis

PREREQUISITETOOQLS

Cash Flow Analysis, (CFA, page 177): Discounting,
{DIS, page 184): Net Present Worth {NPW, page 1883:Ben-
efir-Casz Ratio (BCR, page 194}: Internal Rate of Return
IRR, page 200): ImpactIncidence Matrix (IPX. page
207).

USAGE

PURPOSE

Cosr-benefit analysis identifies, assesses, and weighs
costs vs. benefits to evaluate the financial and economic
merits of development projects.

USES

Cost-benefit analysis isused te:

1} Provide a comprehensive analysis of costs and bene-
fits including secondary. indirect, intangible, and societal
benefits and costs of a proposed project or program.

21 Provide measures for deciding whether a project is
financially viable and. in the process of analvsis, 1o raise
guestions for consideration in redesign or implemenza-
tion.

2

3! Rank projects for funding priorirv.

e

4! Decide among alternative policies. swrategies. or
components of a single program, e.g., for Planning, Pro-
gramming, and Budge ting { PP, page 236).

SHORT DESCRIPTION

Cost-benefit analysis is a generic term covering a range
of thecretical issues and practical rechniques. Because
cost-benefit analysis has practitioners in many disciplines.
a universal approack has not evolved. This description
presents the systems engimeeting approach which views
cost-benefit analysis as a multi-srage process leading to a
comprehensive picture of project benefits vs. costs {Bord-
man, 1973: DeNevfville and Stafford, 1971).

A systems approach using cost-benefir analysis begins
by specifving objectives, generaring technically feasible al-
ternatives. and then evaluaring their economic and social
consequences. Techniques for derermining evalvarion cri-
teria are listed a5 prerequisites. Cost-benefit analysisis a
synthesis of these techniques as well as technigues for
idendfving objectives, generating alternatives. and gath-
eringcost-benefit data.

Project costs are both direct [e.g.. equipment, labor.
management. physicai resources! and indirect {e.g.. dis-

-placed workers, pollution. added infrassrucrure require-
ments]. Similarly, the benefits mav be both direct feg.
increased producdon. reduced transport costs, increased



carning power. betzer health) and indirect (c.g.. emplov-
ment generation, support of local service enterprises. up-
graded manpower). Some costs and benefirs may be intan-
gible (¢.g.. goodwill. improved morale, aestherics), but are
included in the presentation to decision makers isee Im-
pact-Incidence Matrix., IPX. page 207).

Costs and benefits are identified and valued from three
viewpoints:

1) The individual project entity {private or financial
anaiysis).

2) The economic system {public or economic analysis,
see Gittinger, 1972,

3) The socio-political-cconomic system {social cost-
benefit analysis).

The second differs from the first in that marker prices
are adjusted to true equilibrium values using shadow prices
or “accounting prices” {Little and Midees, 1974) (see
Cash Fiow Analysis, CFA, page 177). Social cost-benefit
analysis is the more controversial approach of using ““con-
version facters” to welght cost-benefit estimares {Squire
and van der Tak, 1973). Subjectively estimared factors
incerporate social-political goals inre the analysis. c.g..
equitable distribution of project benefits favering employ-
ment generation, or prometing independence frem for-
eign goods.

ADVANTAGES

1} Cost-benefit analysis rationalizes the decision-
making process to make the bestallocation of scarce devel-
Opment resources. Attenton is focused on the direct and
indirect project impacts. Faczors other than cost may
enter into the compurarion and evalvarion. Uninrended
side effects (indivect costs) and unequal distribution of
benefits can often be pinpointed.

2} Socially desirable objectives mayv be explicitly
treated as parr of the evaluation criteria,

3} A common measurement dimensicn {monetary
units) permits comparing alrernatives.

LIMITATIONS

1} Many social costs and benefits cannot be quantified
or accurately measured, e.g.. the value of educational pro-
grams or the benefits of increased health, security. oraes
thetics. Quantitative factors receive disproportiunate em-
phasis simply because they are measurable. Cost-effective-
ness analysis partly addresses this problem {see CEA. page
000).

2) Selecting projects using the benefit-cost ratic { BCR.
page 194} or internal rate of rerurn (IRR, page 200} pre-
supposes that project efficiency is the overriding goal. Yet
an efficient project may be ineffective: that is. it may con-
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rribute litde to achieving development objectives [see
Cost-Effectiveness Analysis, CEA. page 2195,

3) If a project is of sutficiendy large-scale, the
increased production or other project outpuzs will have an
impact on prices. Consequently. “no "partial’ measure of
project worth is appropriate and much more elaborate
analyticz! procedures must be called into play™ iGittinger,
1972, page 513,

4} Conversion factors for social-cost-benefit anabvsis
are subjectively estimated value judgments. Contlict in val-
ucs clouds the subsequent cost-bencfic analysis | Stewarr,
18733,

REQUIRED RESOURCES

LEVELOF EFFORT

An overall analvsis of the project is pecessary in order
to be aware of its social and economic effects, as well as jrs
direct and indirect costs and benefits. An appropriate unit
measare must be developed to evaluate each variable.
However. value data are often not readily available. So-
phisticated models max be necessary in order tocaleulate
values for social variables {see Squire and van der Tuk,
1975). The leve! of effort will vary with the number of
project alernatives and variables being considersd. In
short. cost-benefit analysis is a difficule and demanding
task.

SKRILL LEVEL

Considerable skill and judgment are required to iden-
tify cost and beneflt components, to estimate the changes
over the life of the project. and *o adjust the values using
shadow prices or conversion factors. The lateerisa partic-
ularly thomny task because of the difficulty. if not the
impossibility. of getting the “right™ shadow prices. Train-
ing in cconomic analysis and financial accounting is essen-

iial.

TIME REQUIRED

Costbenefir analysis is a time-consuming exercise,
particularly when cost and benefir data must be gathered
by interview or survey (see SVY. page 36). Careful analysis
and weighing of alternatives may take from several days to
several weeks,

DESCRIPTION OF TOOL

REQUIRED INPUTS

A tormal cost-benefit analvsis begins after project goals
have been defined and the akernative programs 1o meer
those goals are specified {see Objectives Trees, OBT, page
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49, and Murpholagical Analysis. MPA, page 10 In order
1o identity the social and ecenomic components of both
ctssts and benefits, a careful analysis of the projecz and fts
environment is essential isec Oval Diagramming, OVD,
page 81 A systems viewpoint is recomirended ‘see Sys-
ten 1 refinitton Mazrix, SDM. page 675,

TOOLOUTPUT

A proper cost-benefit analysis presents recommenda-
tions o fanding sources and decision makers. including:

1) The financial and economic merits of cach project
relative 1o minimum acceptable returns on the resources
invested.

2} A rank-ordering of alternatives according to de-
creasing benefit-cost ratios or decreasing internal rates of
Teturn,

3) A concise statement of the assumptions inherent in
the analysis and, where possible. the sensitivity of eco-
nomic criteria to changes in assumptions and analytical
paraxn#:tcrs.

4} A discuscion of intangible facrors related to both
econom’s and non-economic criteria.

IMPORTANT ASSUMPTIONS

Al relevant project benefits and costs are identifiable
before the project is implemented. Berefits and costs
occurring at diffe.ent dmes during the project mav be val-
ued at their presen+ worths by assuming a discount rate.
The discounting process reflects the tdme-preference for
monev, Le. the opportunity costs associated with com-
mitting resources 1o he project and foregoing other in-
vestment altemnarives (see Discounting, DIS, page 184).

Itis usually arsumed tha: inflation will affect all project
alrernatives equally and thus is ignored in projecting fu-
ture cash flows. However, if inflation rates can be accur-
ately estimated for each vear of the praject. the differen-
tial impact on both costs and benefics may be incorpor-
ated in the cash flow estimares. ™

Weighing costs againsz projected benefits assumes thar
anetrbenefit accrues to society, Le.., that the project recipi-
ents may realize a net benefir which does not cavse a nega-
tive benefit to some other segment of society {Sirken.
n.d.). A comprehensive analysis of indirect costsand bene-
fits theoretically reveals such anomalies. but this degree of
thoroughness is not always feasible.

*G.A. Fleischer, “Engineering Economic Analvsis in Developing
Counmies.”” Trehnos January-March 1972): 27-35,

METHOD OF USE

GENERAL PROCEDURE

As there are numerous texss devored exclusively to the
subtieties of cost-benefic analysis. the following steps
sketch the process in the broadest senze.

1. Identify the cost and benefit components expected to
result from project implementation.

1.1 3dentify those groups directly and indirectly af-
fected by the project (see Impact-Incidence Ma-
trix. TP, page 2073,

1.2 fdentifv and estimate all benefits and costs pro-
jected for the fife of the project {see Cash Flow
Amnalysis. CFA. page 177},

1.3 Summarize all assumprions of incremental costs
and benefits in a clear format for examination by
decision makers,

2. Determing the present worth of sl future costs and
benefies.
2.1 Discount the cash flows to the present using the
appropriate discount rate {see Discounting, DIS,
page 1841,
2.2 Compute the net present worth of the project cash
flow {sce Net Present Worth. NPW, page 188),

3. Determine the cfficiency measures of project perfor-
mance.
3.1 Compute the benefitcost ratio {see BCR, page
194
3.2 Compute the intermal rave of return /IRR. page
2606,

b

Consider a project for funding if :

4.1 The ner present worth is zero or positive where net
present worth is computed at a discount rate equal
10 the opportunity cost of capital.

The benefit-cost ratio is 1.0 or greater {using bene-
fits and costs which have heen disconnted at a rare
equal to the opporrunity cost of capiral).

The internal rate of retern is not less than a mini-
mum acceptable rate of retum, ie.. the opportu-
nity cost of capital ‘usually specified at 15% or
higher?.

4.2

4.3

5. Rank alternarive projects or components of a project.

3.1 Rank the alternatives in order of descending inter-
nal rate of return or benefit-cost ratio measures,
unless the alternatives are mutually exclusive.

5.2 If the alternatives are mumally exclusive, select
the one with the largest net present worth.




6. Repeat steps 2 through 4 for each goup directly
affected by the project {see Impact-Incidence Marrix.
IPX, page 207).

7. Conuast the financial analysis of the project with the
econoimic analysis by separately computing costs and
benefits from the viewpoine of the national economy.*
7.1 Determine the costs and benefits for all direcsly

and indirectly affected groups.

Estimate the shadow prices for the factors of pro-

ducrion.

Estimate shadow prices for foreign exchange.

Estimate shadow prices for government price sup-

ported commodities.

Determine conversion factors for socictal goals

{optional}, e.g. weighting benefits by income

groups. favering employment generating projects.

promoting independence from foreign goods (see

UNIDO. 1572, znd Sguire and van der Tak

1973},

Compute the criteria net present worth, benefic-

cost ration, and internal rate of return using the

adjusted cash flows,

7.2

7.3
7.4

e
W

&

Complete the analysis with a considerazion of non-

monetary impacts of the projocr.

8.1 Impacts which may be quantitied (but rot in mon-
etary units) should be listed (see Impact-Incidence
Matrix, IPX, page 207).

8.2 Impacts which may be qualitatively estimated
should be presented alongside the quantizative
data. The relevant impact, importance, or signifi-
cance of the factors may be assessed to aid deci-
sion makers {see Rating Scales, RTS, page 2¢, and
Interaction Matrix Diagramming, IMD, page $Z5.

EXAMPLE

The Ministry of Agriculture in the country of Temasek
commissioned a cost-benefit analysis of the utilizarion of
small tractors by farmers having limited land-holdings {less
than 15 hectares).*™ The project anuysts identified the

*These steps represent theoretically complex rasks which cannor
be covered in a short description. The reader is referred ro the proj-
ect evaluation lizerature. See, for example, Gittinger, 1972: Litzle
and Mirlees, 1974: Squire and van der Tak, 1975: Hinrichs, 1969:
or UNIDO, 1972,

“*This example was stimulated by the report by John Balls, “The
Utilization of Small Tractors in Integrated Agricuitural Develop-
ment: The Tractor Evaluation Project Applied.™ Cornell Agricul-
tural Economics Staff Paper No. 74-15 {lthaca. N.Y.: Department
of Agricultural Economics, Cornell University, fune 1974,
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target group and considered three alterrative means by
which each farmer could zcquite a tractor, These alterna.
tives were:
Option 1: Purchase a five horsepower walking tractor.
Option 2:

Option 3: Form u cooperative to share in the purebase

Rent a tractor and services of an operator,

and maintenance of a 15 horsepower tractor, *

Financial analvsis of the options began by estimating
the projected cash flows: option | 1* was analvzed in Cash
Flow Analysis {CFA, page 177): option : 2} was amalvzed
in Net Present Worch (NFW. page 1881 and oprion : 31 was
analyzed in Benefit-Cost Ratio {BCR. page 1941 The cash
flows for the three options were summarized in frternal
Rate of Return {IRR. page 200}, A summary of assump-
tions which were necessary to contrast the “with™ and
“without” sttuations was prepared [see figure 10

Four measures of financial soundness were computed
‘see figure 2}, Option (1} gives the largest toral cash flow
over the ten-year life of the project. Option (3 gives the
next largest cash flow. A'iernative projects compared
using the total cash flow criterion must have the same proj-
et life. ten vears in this case, However., the time value of
money 15 not considered in cash flow comparisons (see
Discounting. DIS, page 184,

Discounted measures. net present worth. bemefit-cost
ratio, and internal rate of return rake into account the line
streams of benefits and costs. A discount rate of 15 was
selected 1o reflect the best return of money invested in a-
ternative projects.

The net present worth criterion applied to the three op-
tions indicates that all are financially feasible. Since the
options are murually exclusive (e.g. the farmer is not
Ekely to rent and purchase a tractor simultaneocusly). the
net present worth may be used 1o select the best projece.
Gption {3) has the highest net present worth followed by
vption {1} {see figure 2], This simply means thar if the
farmer joins a tractor cooperative. the value of his future
earnings translated to the present is more than for the
other eptions,

Benefitcost ratio and internal rate of return measure
project efficiency. Ranking the options on the basis of
benefir-cost ratic indicates that option /3: gives more ben-
efits per unit of cost than oprion {2). and option {1} has
the lowest ratio {see figure 2}. The benefit-costratio rank-
ings may ditfer from the net present worth rankings when
there are differences in the relationships between goss
benefits and cperating costs for the two projects isee
Gittinger, 1972, page 65}.

=& fourth alternative is to continue carrent practices which urilize
amimal power. However, this alrerrative was meated in the cash
tlow analyds by determining the incremental costs and benefizs—
the difference berween the “with project™ and the “without prog-
ect”™ costs and benefics.




FIGURE 1
Surmary of Assemptions for Small Farmer Tractor Uriifization

Projected lncreases in Cost and Benefis Date and Pereent Change 754,

WITH PROJECT!
WITHOUT | Option | Oprion 2 § Option 3
PROJECT Purchase Rent Couperative
Production E.\puﬁu::-: 1 (i} o e it W LY
Ustiad expenses® 10 130 | 30758 1200 20051 120 | 2005
Oprration & maintenance 0 30 30 23
Investment 300 o 150°
Gross Benefis® Tty SeG 12504 240 ¢ 30 270 | FoRh

LAl cuonts 3 benetits are constant over the 10-year project lite.

*inflation atfects all project costs equaily.

? Additionad costs of seeds and other inpets are compensated by reduced bibor cost,

FThe charter fee tor Joining the cooperative is an nvestment in shared owntersnip of the wactor.
e increased production is realized in the first vear of the project.

FIGURE2
Comparing che Smail Farmer Tracror Utilization Oprions
Tetal NPV IRR
Cash Flow 6] BCR,D BCRipy, =
Option 1 Purchase 700 168 1.2 1.3 28
Option 2 Rent 200 100 i3 - o
Opnien 3 Cooperative 00 193 1.5 235 76
1st 1 3 3 2 2
L .
i\%.la L?!‘dt,l'\ Ind 3 1 2 _ 3
of Options
3rd 2 2 1 1 H

" Avcording to criterion.




Compuring internal raze of rerurn was not possible for
all options” (see Internal Rate of Rerurn, IRR. page 206"
The internal rate of return for tractor rental was inderer-
minate. The third aprion has a significanty higher internal
rate of rerurn thar option ! 1}. and on this basis the farmer
should join the cooperative rather than purchase his own
tractor. However, since the projects were mutually exclu-
sive. the internal rate of return would not normally be
used for ranking. since it may give an erroncous ordering
{see Gittinger, 1572,

Ar internal rate of return of 287 for option (17 simply
means that this investment would generate a return omn
capital which would be equivalentto a compound interest
rate of 28% per annum. While this was nearly double the
estimated opportunity cost of czpital, 15%. it was not par-
ticularly high for an agricultural project. The internal raze
of retumn for option (3) is more representative of the re-
turns 1o be expected.

Computing the criteria lustrates the mechanics of
cost-benefit analysis In order 10 develop a single merric
for judging rhe financial worthiness of Projects, many as-
sumptions tend to get further submergedin the manipula-
tions of the dara.

The impact-incidence marrix presents not a single mea-
sure such as net present worth. bur rather a tabularion of
individual memics compured for various groups directy or
indirectly affected by the project {see Lapact-incidence
Matnix, IPX, page 207). Who bensfits and who loses if the
small farmer mechanizes those tasks which require human
or animal labor? Are all the benefits and costs quantifi-
able. ler alone measurable. in monestary units? Answering
these questions adds essental dimensions o cost-benefic
analysisas a decision-making tool.

Many examples of cost-benefi: analysis may be found
in the literature. although only in the past decade has irs
applicadon in service fields such as family planning, educa-
tion, and health heen documented.

The Gambia ca~ study (Jones, 1673) presents an excel-
lent weatment of tie technical side of cost-benefit analysis
applied to rice production. Frianeza {1974) has a fairly
complete example of cost-benefir analysis applied to the
local grape industry in the Phillipines. Bruce {1976) pre-
sents a case study of the application of conversion factors
2o social cost-benefit analysis along with a critique of the
approach.

“The IRR may only be calculated if the incremental costs exceed
the Incremental benefits at least once in the life of the project.
Since by convention all costsare computed at yvear-end, opticn {2}
never hasa negative cash flow.
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THEORY

Cost-benefit analvsis arose in the 1930s as 2 tool for
evaluating water resource projects in the United States, fes
application to other fields grew. producing & stream of
cricical comment | see. For exam ple, Graaf¥, 1975: PreNewh
ville and Stafford. 1971: and Hines. 1962 and altermative
approaches (Little and Mirless, 1974, and UNIDO. 19720,
Tht Wc:!knl:s& 0{ lhf Cﬂst'benﬂfit Jpprodch ;lnd il:i contri-
bution to decision making have been explored (see, for
example, Hinrichs. 1969 Kendall, 19712 wnd Lasard.
19725,

The work of Girtinger {1972 and the Economic De-
velopment Instituee of the World Bank in developing 4
comprehensive approach to the analysis of agriculrural
projects provided the basis for the techniques in this st of
tools. The problems of applying costbenefic amalvsis to
other sectors have been reported (see Sirken. n.d., and
Divine. 1966}, though much remains to be leamned abowt
valuing the benefits and the costs of social secvice pro-
g—"‘ams.

Soctal costbenefiz analysis. which attempis 1o weighe
cost-benefit factors to incorporate sogivral gouls. is « cons-
plex process {Sguire and van der Tak. 1975, There are
many problems with the added complexity and the possi-
bility that value judgments are hidden from decision
makers. Many argue that the best analysis presents a broad
array of evaluation criteria to the decision maker. rather
than attempting 1o produce a highiy aggregated single
figure of project merit ; Bruce. 1976, and Stewart. 1975
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Cost-Etfectiveness Analysis

PREREQUISITE TOOQLS

None.

USAGE
PURPOSE

Costeffectiveness analysis evaluates the effectiveness
relative to the costs of alternative systems.

USES

Cost-effectiveness analysisis used to:

1) Evaluate alternative means for achieving specified
ends, e.g., aliernative components of a system or project
design.

2} Evaluate and compare alternative projects or sys-
terns for the purpose of selecting the most cost-effective
alternative.

3} Analyze the trade-offs in varying the size, complex-
ity, or scope of a design, e.g., estimating the cost of in
creased effectiveness,

KEY DEFINITIONS

1} The effectivensss of a project or system is the de-
gree 1o which the project or system design objectives are
achieved.

2} Project efficiency is the ratio of project ourpurs to
inputs, ¢.g., the production rate for a given respurce vrili-
zarion rate.

3} A system is a collection of components which incer-
act to achieve a common function.

SHORT DESCRIPTION

Cost-effectiveness analysis is a crucial step in a systems
analysis strategy. After decidingon cbiectives, identifying
alternative means to achieve the desired ends, and estab-
lishing criteria for evaluarion, components are selected
which maximize costeffectiveness. Costs and effective-
ness are central to the evalvation and design of systems or
projects.

The crireria are used in one of two ways to rank alterna-
nves:

1} By leasr-cost, considering only those alternatives
which achieve the specified mininmm level of effective-
ness.

2} By maximum effectiveness, in which all alternatives
have been designed so as not to exceed a specified maxi-

UM resOUrce requirement.

Cost-effectiveness analysis is similar to cost-benefit
analysis {CBA, page 212) except that the non-monetary
performance of the project is estimated.



2210

s

I ANALYZING PROJECTS

ADVANTAGES

1} Costeffectiveness analysis ranks alternatives by a
process which it accessible to cridical examination, in con-
trast to intuitive or commitiee decision-making processes.
The technique provides a framework for systematic deci-
sion making and “efficient employment of the knowledge.
judgment, and intvition of available experts™ ‘Quade,
1968, page 32).

2) While the benefits accruing from a project are often
not measurable (particularly in monetary terms). indexes
of effectiveness can always be developed from project gosl
statemients.

3} In contrast to project efficiency measures, e.g.. the
benefit-cost ratio (BCR. page 194 and the internal rate of
return (TRR. page 200), cost-effectiveness analysis com-
pares the relative achievement of goals.

4) Because costeffectiveness analysis is a carefully
structured zpproach. the process lrading to a decision may
be retraced; and new knowledge or different subjective
Judgments can be used to update recommendations.

LIMITATIGNS

The analyst mast necessarily limit che scope of a cost-
effectiveness study., which may lead to sub-optimization.
The most cost-effective alternative may not be the best
choice when the larger problem situation is considered.

The complexity of the analysis increases significandy if
more than one furure situation {contingency) is examined
{see Contingency Analysis,. CGA, page 147. Conse
quently, analysts and decision makers tend to restrice the
analysis te the most Likely contingency.

Projects with different objectives cannot be compared
using cost-effectiveness analysis because the scales of e
fectiveness wall differ significandy. Cost-benefit analysis
(see CBA., page 212), although limiting the choice 1o finan-
cial or economic criteria, permits a comparison of these
projectsif benefits can be vatued monerarily.

Ranking projects can be inconclusive when more than
one measure of effectiveness applies. Often, determininga
suitable measure of effectiveness is difficult, ifnot impos-
sible {e.g.. evaluating goal achievement of social service
Drograms),

Cost-effectiveness focuses only on the system and its
performance, in contrast to cost-benefit analysis which in-
cludes benefits and costs accruing to other elements in the
environment. This may not promote better decisions, but
cost-benefit analysis alerts the decision maker to these is-

sues.
Costeffectiveness analysis may be used to choose
among projects only if they are alternative means to the
same ends. Otherwise, a common measure of effectiveness
cannot be identified for evaluating each alternative.

REQUIRED RESOURCES

LEVELOFEFFORT

The major task in cost-effectiveness analysis is gather-
ing information to measure effectiveness and cost. Once
these data are obuained and transformed into guantitative
measures. the analysis is essentially complete.

SKILL LEVEL
Considerable judgment must be applied to determine

measures of effectiveness and to 2ppiy them in the analy-
sis. This is mever strictly a mechanical process of wanslar-
ing goals inte measures, although construction of asystem
model is desirable for analyzing performances of large
complex systems , or projects).

TIME REQUIRED

A cost-effectiveness analysis may take several days if
Many projects are to ke compared on mere than one mea-
sure of effectiveness. The actual time required depends
primarily on the availability of appropriate informarion,

DESCRIPTION OF TOOL

SUPPLEMENTAL DEFINITIONS

1} Resource analysis is the ““process of systematically
determining the economic resource impact of alternative
proposals for futuze courses of action™ {Fisher, 1968, page
122}. It includes not only estimating the direct costs, but
measuring the drain on economic resources which conld
result if varions alternatives were selected and imple-
mented, e.g., diverting essential raw materials and skilled
mMaNPOWer 0 & project.

2} Sensitivity analysis is a process of varying the esti-
mated values of selected parameters in the design in order
to determine the sensitivity of resulis to the uncertainty of
the estimate. For example, the variatior in total system
cost is determined for selected values of key system speci-
fications such as size, respensiveness, or reliability.

REQUIRED INPUTS

The objectives must be established {see Objective
Trees. OBT. page 49). Alternative means will have ro be
specified, e.g., various project approaches have been iden-
tified.

Cost data must be available to desermine the cost for
each slternative.




TOOL OUTPUT

Costeffectiveness analysis presents a rank-ordering of
alternatives to aid decision makers. It does not select the
best alternarive unless non-guantifiable variables such as
the poiirical, social, and culrural implications are wo be ig-
nored—an unlikely situation for development planning.
Consequently, the resules of the cost-effectiveness anzlvsis
represent one part of the total information desired for
project selection.

If project effcctiveness is not identifiable as a single
measure, the analysis may result in several rankings of ef-
fectiveness vs. cost, all of which are presented to the dect
sion maker.

IMPORTANT ASSUMPTIONS

The resulss of a program or project can be evaluated us
ing a criterion which measures the achlevement of objec-
tives. The objectives are determinate, stationary. and sta-
ble over the life of the project and consensual amiong the
decision makers {seec Objective Trees, UBT. page 491, Al
though these assumptions are not limiting, they should
caution the decision maker and analyst against naively ap-
plying a cost-effective criteria withovt considering their
implications.

METHOD OF USE

GENERAL PROCEDURE

1. Given the project or system goals. identify the measure

of effectiveness.

1.1 Translate each goal into measurable sub-obiectives
{see Objective Trees, OBT, page 49).

1.2 Repear 1.1 until quantifisble sub-chjecrives are
identified.

1.3 Select quantifiable objectives which characterize
the effectiveness of the prejece/system.

2. Construct an effectiveness scale.

2.1 Determine the units of measurement, e.g.. passen-
ger-miles per hour. extension contact hours per
farmer.

2.2 If necessary, use a dimensionless index to compare
subjective estimates of effectiveness.

2.3 Identify the range of the effectiveness scale, tvpi-
cally 0 o 1 for an index {see Rating Scales, RTS,

page 29).

3. Give alternative meansand evaluate their =ffectiveness.
3.1 Whken feasible, comstruct an analytical modal to
compute effectiveness estimates for each alterna.
tive {see Computer Simulation Models, CSM. page

129,
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3.2 When mathernatical modeling is not feasibic, est-
mate the effectiveness subjectivelv. Pooled expert
jodgments may be used {see Delphi. DLP, page
168", oremipiricai data may be obrained {either by
experiment or pilot studyl.

4. Determine costs by making a resource analysis of the
alemadives.
4.1 Determine a basis for costing which is comparable
across all alternatives.
Identify direct costs. both initial and recurrent,
and cosis associated with making resovrces (e.g..
raw materials and manpower available o the proj-

4.2

ect (see Cash Flow Analysis, CFA. page (777,

If the cozs are distribured differently in time for
each alternative. discount all costs to determine
the present worth {sec Discournting. DIS. page
183

4.3

5. Rank-order the alternarives.

Compute the rario of effectiveness tocost foreach

alternarive.

Plot effectivenessvs. cost {optional).

.3 Determine the cut-off levels for corsidering alter-

natives:

a; If 2 minimum level of effectivenessis required.
ignore all objectives which fali below this level.
if nore exczed the level either change the
specificarion or identify new alrernarives.

b} If a2 maximum level of cost is permitied, ignore
all alrernatives which exceed thislimir. If none
has acceprable costs, consider scaling down the
scope of the alternatives or identify less costly
means.

Rank-order the remaining alternatives using the ra-

tio of effectveness to cost. If two or more alrers~-

tives have identical ratios, select the most effective

or least costly depending on whether a} or b}

holds.”

54

6. Test the sensitivity of the rankings.

6.1 Select a variable feost or effectiveness) for which
the estimate is most certain.

6.2 Using either the analysical model or an experi-
mental design, estimate how asmall change in this
variable will affect the subsequent computation.

8.3 Repeat 6.2 for several values inciuded in the likely
range of the variable.

*Specifying both a minknom level of effectiveness and a maximam
scceptable cost may lead to an underspecificarion of th . system.

The designer may fail to identdfy the most costefiective alterna
TIVES.
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FIGURE 1
Redizbility ané Acceptance Rages for Alternative Means of Birth Control
Probabilivy of Average Acceptance Rate
Alternative Mears Preventing Pregnancy for Specific Populztion Eifectiveness
Male contraceptives Rt TS, &3
Female contraceptives:
Horawone pills 95 Serie 76
Intrauterine devices S0 S0 45
Made sterilization 99 Gy =z
Femiude sterilizaton 1wy 2 20
FIGURE?2
Cost Amralysis of Alrernative Means of Birth Control
Couple Year{s Estmated Protection Cost
Altrrnative Means of Protection Method Cost’ Per Year
Male contraceptive ©.0083/condom” ¥ 4.2/condom b505
Femuale Conlraceptive
Oral C.0667/cvcle” @ 30/cvcle 449
intrauterine 3/iup? ¥ 60/1UD U 2e
Male sterilization 107 450 v 45
Female sterihzarion 108 [T v %0

. B = Umis = the national currency of Temasck,

2, Assuminganavetage use of 120 condoms per year.
3. Assuming 15 cvclesare required cach year (including wastage ).

4. Assuming each 10D inserted is vetained for sn average 5 years.
5. Assoming 10 years from average age of sterilization {33} o onset of menopanse.

& Assuming same average age of wite of the man steriired.




FIGURES3
Cost-Effectiveness of Alternative Birch Control Means

2 Eifectiveness-Cost Rario

Yearly Cost Effecriveness Rutio:
Alternative bl i Eftecriveness Lo Cont

1. Male contraceptives : 506 &3 Qi
Female contraceptives
2. Oral 339 7o 0.17
3 IUD 20 a5 2.25
4, Male sterilization 43 5 w.i1
5. Female sterlization R 1e) 20 .22

b ¥lot of Effectiveness vs, Cost

EELISIE S
Oz
3
bt lo)
P -
= . .
= E Slnimemn Avcepluble Level ur BElfectiveness
: 30 r—._—.___...___....._ e o
= O3
04 ;
| ] i i
Clg 5200 12 300 [WETEY] S0R)

LOsT PER YEAR
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6.4 Frewnt the sensitivity analysis results 1o the decic
sion maker as a range of variation in the e ffective-
ness to Cost ratio or @s a box which indicates the
uncertainty on the plot of effectiveness vs. costs.

EXAMPLE

The Temasek Family Planning Council proposed toex-
amine the cost-cffectiveness of various means of birth con-
trol in se in Temasck. The obiective of the project was to
determine the best means of birth conerol for funding,
Two criteria were idengficd: the reliability of the parrice-
lar method and the perceniage of the population accepting
that method. The effectivencss was defined as the product
of reliability and rate of ucceptance [see figure 1.

The next step was 10 analyze the costs of the alterna-
tives. The measure adopred was the eguivalent Couple
Year of Protection for cach technique {Edmonds. 19755,
For example, data indicated that each couple used an aver-
age of i 20condoms per year. Then each condom afforded
0.0083 CYP. Similarly. a sterilization operation would
protect acouple for the remaining child-bearing vears. The
comresponding CYP wascomputed by subtracting the aver-
age age at sterifization from: the average age for onser of
menopanse {see figure 2).

The protection cost per year of each birth control rech-
nique was compured by dividing the estimated methed
cost™ by the CYP. On a cost basis alone, there were vast
differences in the resources reguired 1o provide a vear of
protection by various alternatives.

The costs weve compared to the estimared effectiveness
{see figure 3). Computing the ratio of effectiveness to cost
revealed that an intravterine device was by far the most
cast-cffective technique. However, the level of effective-
ness was estimatzed at less than 30% {due to the low rate of
acceptance). If 50% were taken as the minimum leve] of
effectiveness, then only oral contraceptives and condoms
would be considered.

This analysis considered only the means of birth con-

trol. A cost-effectiveness analysis of a birth contro!l pro-
gram wonld ultimately have 1o examine the effects of us-
ing various technigues on the birth rate vs. the infrastruc-
ture necessary 1o deliver the techniques. Unfertunartely.
such an analysis is complicated by 1) the delay in observ-
able changes in birth rate and 2) the mulsitude of alterna-
tive explanations for changesin birth rate. The problem in
evaluating costeifectiveness of thess programs is de-
scribed in Schultz {1972}, In an earlier paper. Schulez
{1967} formulated an economic model of family planning
in order 1o measure benefits vs, costs.
“These costs imnore the infrasoructure required for delivering the
various techniques. Although this could ke incorporated into each
method cost as an overhead component. 2 separate analvsis of the
means of delivery is more appropriate.

THEORY

Costeffectiveness derives from cost-benefit amalysis
'Rowen., 1969). Defense Department analysts realized
that valuing the benefits of weapon systems was not feas-
ible and looked for other measures of svstem perfor-
mance. The theoretical znalysis of system models and tac-
tical and strategic plans followed /Quade and Boucher,
1968:. The technigue has been applied to policy planning
and project design in fieldslike social services, The formid-
able task of valuing benefits s circumvented by using non-
monetary effectiveness scales to compare alternatives.

The role of resource analysis and sensizivity analysis in
cost-cffectiveness studies is presented by Quade and
Boucher ‘1968, eNeufville and Stafford (1971) address
sddidonal chroretical issues, such as determining the opti-
mum system effectiveness as a fancrion of the cost.

Krueckeberz and Silvers {1974 give an excellent de-
scription of costeffectiveness analysis applied to urban
planning and the theoretical basis for selecting among al-
ternative projects using the effectiveness-cost ratio.
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IX

Planning, Controlling an
Evaluating Projects

Program Planning Method
IDEALS Straregy
Planning, Program ming. and Budgeting
Critical Path Method
Ganrt Chares
Logical Framework

Several technigues have been selected which de not fall exclusively within any of the
major purpose categories. Two {Program Planning Method and IDEALS Straregy! are com-
prehepqvc approaches to project des:gn and implementation. A formal sysrem for planning
ang management {Planning, Programming, and Budgeting: isalso described.

Successful implementation and management of complex projects depend on careful ar-
tention to details in the planning stage. Diagramming the sequence of necessary activities
{Critical Path Methed} and scheduling according to available resources ‘Gantt Charrs) assist
this process.

Evaluation ofa develrpment project must begin with design. The final tecknigue * Logical
Framework) is a test app-uzch to planning. documenting, and evaluating projects. Attention
is directed 1o the logical asse mptions and verifiable indicators of project achievement.

All these techniques are unified in their arrention ro planning for implementation. stress-
ing systematic analvsis. and emphasizing results,



Program Planning Method

PREREQUISITE TOOLS

Nominal Group Technique (NGT. page 14,

USAGE

PURPOSE

Program Planning Method provides 2 comprehensive
approach to:

1} 1dentifv and define problems.

23 Specify program alternatives ro solve the problem.

3} Select and detail programs.

USES
The Program Planning Method i used to:

1; Coordinate the best use of experts, decision makers,

J

and client/citizens in the planning process.

2) Plan programs in different fields. such as health,
urban. and cducarional planning,
3) Develop conscnsus in group decision making when
people from widely different backgrounds are involved.

4} Legitimize decisions in the minds of the public in
order to increasc public acceptance of programs.

SHORT DESCRIPTION

Program Planning Method i u systematic and struc-

rured planning strategy involving clients or consumers, ex-
peris, and decision makers in goup processes. The

Nominal Group Techmique NGT. page 14 1 used in
three stages. First. o number of clientproblems are
identified and rank-ordered. Second, this st is used to
senerate possible solutions. Resources necded to anple-
ment the solution are also Hsted. Third, the group arrives

at the final program.

ADVANTAGES

The wriginarors of the Proguan Plaooing Aethod

strategy Delbecg end Vande ¥en 1971l thar i

T Orgenizes client, consumer, or community paroivi
paticn,

2 increases the legitimacy of the program i view of
the redipients” clients citteens imvolvemnent.,

3 Decrvases potentid resstance o the mplonent.
tion of the program.

4 Increases the program’s eftectiveness beosise ali
voncerned pariies participate in the desiza.

50 Faalitates proper problem ideatification and re
duces the chances of sobving the wrun s problem.

6 Fucil

tates the use of cutside vxperts i the planning

PrOCess.

Technique see NGT. page 145

LINUTATIONS

1: The participation of comsumer and client groeps

may be unfeasible either financiully or logisuicalis.
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20 The rale of the group leades S more mmportans than
i sangde applications ol the Noming Groap Technrigne,
The saine leader 1w often in tharge of three ditterem aretips
arrd thare camcomtrad the s coss of the eaeriise,

o CHentivitizen p.n‘li{ip.n‘]un may have a Begalive e
Teot vay the planning process. Co e PRORTETHTC © 2 PEC e Lo
My at e,

30 The highly sorucroned sature of the Program Plan
uing Muethod ey stifle elfective participation. See Nom-
al Group Technique, NGT. page 15, for related

Biiations,

REQUIRED RESOURCES

EEVEL OF UFFORT

Mormbors o Clwens groups. experis, and othier con-
certied people muost be identitied, and the gronp sessions
maust be wrranged and conducted, This mav pose prodlems

of lognstics and requires planniag.

SKILL LEVEIL

Comsiderable WAl i rogquired 1o direct the Frogram
Planning Methad, The group leader must be able o 1
mnderstand and break down the plunning process into a
discrete series of workable phasesy 2; identity and e
gwate the target wicrence groups in cach phase: und 3,

direct the groups sa that they perform eifectively,

TIME REQUIRED

The Program Planning Method requires three sor more
sessians of vne-half dav cach. There ma ¥ he s ap of o fow
davs beiween the sessions. Leud time is needed for or

wanizing groups ond meetings,

SPECIAL REQUIREMENTS

The Program Planning Method SITalegy Tegiiizes:

i) A meeting room where groups can cluster around a
table.

2% Indea vards to record the group members” ideas and
pra:fcr{"m:cs.

31 Flip charts with large sheets of paper, marking or

wh pens, and wpe.

DESCRIPTION OF TOOL

DEFINITIONS

1Y A selution compoanent is the part of & program thar
15 proposed as the selution. ¢.g..a mobile medical anitina
health care program.

PLANNING, CONTROLLING, AND EVALUATING PROJECTS

2 Ravl-owdeving i the process of weighing one item
azatin? others and then ordering the frems by weighe oo a

wa!u .\MLE’H d ﬂzru;w.wz,mcu- < prw::t}‘.

REQUIRED INPUTS

Program Plasming Method requires o Lnowledge of

1 The problem wrew. ez urban renewal, health care
delverv.

2. The tarael wrei, e « CERON. o CORINURITY. OF a%
cthuic TP,

The mezhod wle requires that nser groups, experts, and

ehedinionn makers partic apate.

TOOLOUTPLTY

FooA st of consumer or elient problems ordered 1o in-

dicare priesrivies,

_Ié

Speciitcation of the probicm o be solved.
3 Specitication of the program designed to solve the

preoblem.

IMPORTANT ASSUMPTIONS

Frogram Planning Method wssemes that problem identi-
fivation s necessary before planning a program. The best
ueliticd people 10 1dentify the problem are the groups ai-
tected by pozential programs or corrent madequate pro-
grams. These prople are brought towcther with planners
and program prrsonned o idenaiy problems and ro rank
them.

Program Planning Method is also bused on assumprions
regarding chunye processes in organizations. and the best
use of experts in the provess  see Delbecy and Van de Ven,
1971 ..

METHOD OF USE

GENERAL PROCEDURE”®

1. Orgamize the client group.

1.1 Idenrify a cross section of clients or consumers in
the program area. Inclede members of different
sges. locations. rechrical abilities, erc.. depending
on the nature of the problem or service. For ex.
ample. in the development of an employmeat
service, the client group would include potential
employers, the currendy unemployed, the cur-
rently employed, and retired people,

Select a group jusually between 2@and 50 pecple}
that will represent the cliert population.

“The procedure recommended by Delbecg (1971) should he fol-
lowed closely by the program planter and group leader.




1.3 Organize @ group meeting to discuss common
problems in the program arca.

Identify problems.,
2.1

Divide the group inte subgroups of six 1o nine
members according to a common characteristic,
C.g.. dgc.

-2 Indicate that the decision malers want zo gnder-
stand clients views,

Instruct the group in Nominal Group Technique
{NGT. page 14}. Stress that the meeting should
produce adist of problems - nor solutions,

Reqguest members 1o list “personal” problems in
Caf d HME

problems on the other side, For

the program arca on one side of the indey e
“organizational]”
eaxzmple. a client in the improvement program far
an employment service may list 1 do badly in ord
interviews™ as 3 personal problem and “the job op-
portunity list comes toe late™ usun orgamsational
problem.
Ler the members lsr ideas silenddy for abour 30
minutes.
2.6 Record the gencrared irems on u flip chart one
for each subgroup.
Using the Nominal Group Technique rank-order-
g voting procedure, select the rop five priority
items on the flip charz.

27
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Explain that some members will participare fur-
ther in development of the program. Have them
Select three Cr four rﬂPrfSenmIiVﬁS-

Generate program ideas.
3.1 Identify external rechnical and organizarional ex-
perts whose skills relaze to the listed priority
items. Identify internal experts from the principal
organization connected with implementation of
the program.
Arrange a group meeting to include these experts
and the group’s representatives. Explain Nominal
Group Technique to them.
Prepare and display the list of priority problems
generated by the clien: group and explain each
irem.
Instruct the group to prepare a list of sofurion
components and the resources required to imple-
ment them. The list should be in rwo parts: 1}
those items currently available and easily procz.reé
(writter on one side of an index card), and 2
thosc items to be developed {written on the orher
side of the card).
3.5 Allow the members 1o write silently for
40 minuges.

z2bout
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_5.[! (fnmgpiﬁc Igh‘: ﬁs:’s .ﬂ".d! &isgi‘ﬁ.i} t:“‘ve:'n;l [ I4 '} g.br:._‘,g‘ CE e
chars.

3.7 Following & five toten minute break, reessetible
the w’u::;) and divcinss cack itewm brietly .

3.8 Using the rank. (m‘v* W woting ;wnwu!ws‘, whevt
the components snd resourees comidered to b ew
\'t.":!l:l.:h.

3.9 Exaplain the rest of the Program Plasning Method

and have participunes elecs Teproscitatives for

f:mJ'hcr ST,

4. Generate spectfic program aliermatives.
4.1 denrife the Rev admmistratons and resesrrce o
tralfers whe were Fisted by the sevond gronp

4.2 Presemt the p.,nwr.am fdeus and it

R (420

idt"d HII\Z

v
Blbe Crewep

Tay Wl \t‘ﬁtc.lh HN .hft native EW'LM?J P Brestnn e

3. Dwsign the Prowram,

5.1 Onwinize 2 miceting of represcntatives from it
und expert groups, deciston mabers, sod resor,e
controliers.,

5.2 Prosent details of afternerive progrons {rom S
and discuss them brictiy.

3.3 Conduct nominad growp eoting to arrive ar the
tinai desion.

34 IF & consensus or shentficant sgreement canant be
reached. repear steps 4 and 3 uiter o fow davs de-
ﬁm}‘.

3.5 The final solurion should be satisfacrory toall con-
cerned.

EXAMPLE
Though Program Plinning Method has only recently

been developed. its use has been varied. For example. it
wsed by the Governor’s Task Force tor Plannia ng

Health Services in the State of Wisconsin iz 1972, Ir was

Was

also used by a health planning agency i Texasin 1973 ro
design health service programs.
g E

THEGRY

Delbecy and Vun de Ven 11971; developed the Pro-
grum Planning Method at the University of Wisconsin’s
Graduate School of Business. The method extends experi-
mental and feld research on the use of the Nominal Group
Technigue 1o planning processes,

The e

- .
O organizy

ved l‘*u.oncs

v oad-

chnigue is rooted in empirically de

ational change processes whick specific
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drows the wcheduling of client participation and the atiliza-
tion of malt disciplinary expertise “see Delbeeq, Van de
Ve, und Gistafson, 1975 .
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IDEALS

PREREQUISITE TOOLS

Function Expansion (FEX. page 45, and Svstem Defi-
nition Matrix {SDM. page 67).

USAGE

PURPOSE

The IDEALS (ideal Design of Effective and Logical
Systems) Strategy provides a comprehensive approach for
solving problems by specifying svstems to achieve a de-
sired function,

USES

The IDEALS Strategy can be used zo:
1) Design systems and plan for their implementation.
2) Provide a conceprual framework for studying

problems,
3} Generate alternative solutions to a problem.

4} Develop products or services.

KEY DEFINITIONS

1) An ideal svstem target achieves the function in the
best possible manner as judged by the criteria for evalu
ating the systera. Such systems typically require the least
possible cost. the least amount of human resources, and
the least time while providing maximum henefits.

Strategy

2. Reguedarizy b the most Frequent or dJumines:  and
cccasivnally the moest importent: condition of concern o

the project design,

SHORT DESCRIPTION

The emphasis in the methodology is first on “why ™ and
then on “how™ the system operates. The function of the
system is determined by using Function Expansion ' FEX,
page 35 : and an sdead system targer tor the units or regu-
iariry which will meer the function is developed. With chis
ideal system target as a guide. alternarive svatems, which
incorporate necessary irregularities, are developed which
are as close 1o the ideal us possible, One of these krecom-
mended for implementation, and the details arc then
specified using the System Definition Marriy (SDM, page
67, The process of implementation is suggested. snd
measures of evaluation are established.

ADVANTAGES

1. A key concept is to develop an ideal system before
specifving the feasible solution. Thus. innovative and of.
fective systems are likely to be developed. rather than
patched up versions of existing systems or solutions.

2} Thinking is not inhibired by the recorded charac-
teristics of the current system. The emphasis in IDEALS
Strategy is on the function of the desired svstem ruther
than on improvement of the current system.
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LIMITATIONS

1o The comeept of what s dead or optima may be dif.
tiguls tor sonze people 10 comprehend and applv.

30 The tunetnon of asvaterm may ot be casy identifi-

Jble wee Fanguon Fapansion, FEX page 43,

REQUIRED R ESOURCES
{EVELOF EFFORT

The desgn process often invoelves o group of people
wen hing o a protdem, The eftor? required is direcely pro-
portional 1o the smapnitude and complexity of the prab-
ler at hand, BHort iregnired 1o eapand the susters fune
tion, 20 develop an ideal svstem and 1o recommend the

frasible solution.

SKILL LEVEL

Some kuowledpe abont the problem arey is necessary
o solve o problem using the IBEALS Strategy. Nospeciad
-\l‘iﬁs AT TICCOSNETY 10 L:Jlds:rxt.uu‘l AT e :hv: .ipps"iuch. Re-
reated use of HIEALS Strategy in disferent conteats en-

Jances 1ts ctlecTive noss.

TIME REQUIRED

The time regquired s proportional 1o the magnimde und
complenity of the problem being solved. Tvpicallv, oss
than aweek s n‘quircd for preliminary dc:-ign ol prUducE.\'.

mot e than a weeh for service systems involving people.

DESCRIPTION OF TOOL

REQUIRED INPUTS
The Jdecision maker must have knowledge of the
problem arer and a statement of the problem at hand.
When solving o problem by the IDEALS Strategy. it
muay be necessary 1o use tools such as Brainstorming  B3G,
page 30 o1 Cont-Benetit Analvsds (CBAL page 212, Knowi-

edge of such teols or access 10 an analyst may be nwoded,

TOOL OUTPUT

The recommendarion of a solution is the primary out-
put. The recommended system can be specified in the
form of 2 System Detinition Marrix [SDM. page 67}. Use
of HDEALS Strategy also provides insight into the prob-
lem.

Figure 1 gives an example of a possible outpus for a job
information system.

AND EVALUATING PROJECTS

FIGURE1
Functios Hicrarchy for iDEALY Strategy

Function Mierarchy

1. Provide list of job opportunities

2. Communicate job opportunities to
enemploved people

3. Mazch job specifications with applicant

specification

% 4. Get people and jobs together”

3. Find empluvment for people

6. Fill vacancies in industry and government

7. Have jobs and services carried out

8. Getjobs done

%, Provide services

19, Kezp economy functivaing

11, Promotwe general welfare

*Function level sclected for design of the system.

NOTE: The heerarchy lsts che functions from the most
waigue funciicn at the top 10 the most general at the
botiom.

IMPORTANT ASSUMPTIONS

The IDEALS Sirategy wssurmes that when developing
alternatives. ereativity is improved by focusing on func-
tion and #n ideal situation rather than on the problems and
limitations of the existing svstem. The strategy abso as-
sumes thar functions can be clearly identified for all
svstems., and that ideal svszems are conceivable. However,
“ideal™ implies optimization. and optimizing a system for
all pessible conditions is not feasible. hence the regularity
Concept.

METHODCF USE
GENERAL PROCEDURE

1. Determine the function.
1.1 The function of the system to be developed is
idendiied by using functicn expansion { FEX, page
45, A hierarchy of functions is developed, and 2
level in the hierarchy is chosen as the appropriate
function for the system.



1.2 Determine the measures or critetia of the sUStem’s
effectiveness. Selec: those measures considered
necessary and important to ensure the olimination
of unnecessary comstraints and conditions in the

design.

2. Develop idest systems targets.

2.1 First, try climinating the funcdon chosen i sTep
T to review the necessity of the function and to
make certain that only required svstems are de-
veloped. Preview the function hicrarchy and check
to see if 2 different tusually higher funceion level
may be more appropriate.

2.2 ldcnti{'_\' regularizies. which are the Primary con-
corn or the most frequent characzeristios of the
system. The focus on :w:guiuri fes addresses the
consisteney of the ideal situarion. For example. tu
an irrigation project most of the dry Lind is on the
north side of the river. The Teginarity concept
argues for ignoring the opposite side in nitial plan-
ming. When an educational s svstemn I» being de-
signed for a regios where a smali part of the popu-
lation is bilingual. the regiela

Toncept reconm-
mends that planning hv.:ﬁm nvh INstrUCTion given
only in the language spoken by the majoriny

2.3 Develop gu:dehm s for the ideal system urger
based on the identitied funcrion and azreed upon
measures of effectveness. For exmaple. some
guidelines developed for the deuign of 4 ferrilizer
distribution system may be “least cost of ransper

most equitable distriburion.” and “least

LI

tation.
~onsumption of fertilizer per unir of foud prox-
duced.™ Differcntiate berween the ideal CURCTPTS
that are feasible und those that are not currentiv

feasible due ro technical or theoretical considera:
tions. Sciecr only theose ideal values thatr are

feasible.

b
Jn

From the guidelines above. develop ap p opriate
ideal svstems. Select one as the ideal system 1o be
the target for subsequent design.

2. Develap the system 1o be recommended. ™
Obrain information concerning the questions
raised during the development of the ideal system
tatget. Experiments or analytical calculations may
be accessary. The purpost is 10 deterriine those
facets of the ideal system which need to be atrered
and those which can remain as they are.

“The ideal system targer developed relates only o the regu-
larity conditions, This step takes care of the irregular condi
dons while staying as close to the ideal svstem targer as
possiide,

EXEALS STRATEGY

FIGURE 2
Sdenzitying Measures of Effectiveness,
Regularicies. wnd 1deal Conceprs

Criteria

4} Measures of Effectiven

Amount of delay i getring cinplover and
dp?ﬂécant Eogcthcr

Cont ot ;zrlmnging the xuwe:ialg For f:mg)'ﬂn:\.ct.
for applicant. for the ugencs

Ratie ol vacancivs to applicants

Ratio of aember job spplicants matched (o
aumber of applicanss

Nuember of Intervicws peor stveensbul march

Teotad mumnbor of clenzse served

bi Regularities

Applicants comie 1o agency requiring jobs

- I
SRS Ty Wl u.nr:z’sn?wu\. L&

Eoaception: spplicaniis Want reas-iennient
¥ i

Empioyers come (o agency expressing need
ot applicants

E:\CC?:iUM: 'J;EL““L’C}' Liy A Wers E)'ﬂ).‘spﬁ."ﬁ:‘l\’&"
Umpﬂuyt‘r\

T}uc UL wi Ehv Pt 1 ts the et Eig ¢ T 1 4
of interviews

Exception: physicailv bring rogether two

parties or be prosent af the interview

¢ IDEALS Concepts

No deizy in fnding jobs for applicants or
epplicanrs finding ivbs

Cbtain complete specification of applicant
skillse

Obtain compiere speciiication of job require-
ments”

All jobs will have broad specifications

All applicants huve murkezable skills

All ineerviews resalt in jobs

All vacancies are reported

Minimum cttore by service in soliciting jobs

Minimum effore by service in tinding applicents

“At 1o cost

b
b

z
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SYSTEM ELEMED

Function

Inputs

Ouiputs

Sequence

Environment

Plyysical
Catalysts

Human
Agents

information
Catalysts

FIGURE 3

Preliminary System Definition Matrix fura Job intormation System

SYSTEM DIMENSIONS'

Fundamental

Rate

Control

Interface

To find job vacancies
and to maintain records

Find more vacancies
than applicants

Information about job openings

Daily reporty

Cost per joir to be low,
daily update

Otlier employent

agencies

Reports of job openings
presentable to applicants

hily repurts

Weekly update and
check of reports

Interview systems,
applicant information
S)’ST{'[H

Gather information, order
and arrange, vetrieve, mateh

Number of jobs per day

Applicant information
sy stein

Economic: service sector, induseriasl
sector. Political: gain support o)
agency, public cooperation

Maximum public
cooperation

Unemploymeut
insurance

Data guthering system records, files,
stovage/retricval systemscomputer

Liaison officers, employer
represeitation, job counselors

Daily and evening
job counseling

Rorate evening shifts
per schedule

Government contracts, list of firms,
newspapers, trade and professional
journals, stock-exchange lsts

Applicant information
system, other
employment agencies

NOTE: See System Definition Matrix (SDM, page 67) for clarification of terminology.
*The future state is omitted in this example butis part of the final design process.
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3.2 identify alternative systems. Group processes.
such as Nominal Group Techaique (NGT. page
14), may be used. Selecting a feasible system close
w0 the ideal targer involves predicting how the
system will perform as well as evaluating and com-
paring different suggestions.

4. Recommend implementation procedures.
This step may involve testing the cffectiveness of the
systenl. Training personnel may berequired. Establish
performance measures for the system and guidelines
for future changes in order to effcct ongoing improve-
ments in the system.

EXAMPLE

Developing an employment service in a region where
unemployment is high is discussed in Function Expansion
(FEX, page 45). The function hierarchy developed is given
in figure 1. The functicn level selected in step 1 is*“to get
people and jobs rogether.” This selection allows maximum:
flexibility in generating shrernative ideal systems which
achieve the fonction. Criteria for evaluaring the system are
given in figure 2a.

In step 2, reguiarities and exceprions in the system are
identified (sce figure 2b). A group process is used to
generate the criteriz and regularities. Guidelines for ideal
systems are developed and listed [figure 2Zc). Ideal
systems as targets are then developed. From the list of
criteria and regularities, the following target systems are
identified:

1) Svstem to find the maximum number of vacancies.

2) System to assess markesable skills of upplicanes.

3; System that eliminates interviews,

The first two target systems reflect the need 1o satisty
criteria, e_g.. having a high ratio of vacancies to applicants.

HPEALS STRATEGY [ 2335

The ¢hird system bypasses the funcrion level “getting
jobs and people together™ to wrrive at the function leved
“fil vacancies™ in the function bicrarchy. That is. the ideal
syster for the function level selected. “get praple and
jobs together,”™ may be a svstem whick accomplishes the
higher function of “fill vacancies™ s shown in fimsee 1.

System 1 s selected as arger svstem. Part of this
system is another system where information abwout avail-
able jobs is obtzined. A preliminary system detinition
matrix (SDM. page 67 partially specifies the teasible
system {figare 3%

An exampie of applving the strategy 1o information
system design & documented in Nadier et ab. . 19755, Other
exampies may be found in health education and induserial
applications titeratere.

THEORY

The IDEALS Strategy was developed by Nadler [1967)
and has been wsed extensively in industrv, commerce,
public service agencies. and government. A detailed discus-
sion of the strategy is given in Nadler { 197¢).

BIBLIOGRAPHY
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Planning, Programming,

and Budgeting

PREREQUISITE TGOLS

Coat-Bonetit Analysis (CBA, page 212

USAGE
PURPOSE

A Plunuing, Programming. and Dudgesing (FPB)
strategy mahes evalvoanion part of the program selection
process by clearly defining gouads and evalusning profected

LULPUTs priet wo selecting s specitic prugran:.

USES

PPBE may be used to:

1) Plan a program with emphasis on its goals and on
how well cach alrernative mects those gouds,

2) Prepare a budget sratement that Bsrs expenditures
and evaluates outputs according ro geals.

31 Chouse from amoeng several projects which meer

program goals when resources are limized.

SHORT DESCRIPTION

PPY iy 2 comprehensive plunning strategy. It structures
the declion-making process inzo identiiication of guals.
development of programs 10 meet diose goals, and evalua-
Thon of slternative program cosis and vutputs or bene-

FEEC

First. the podicy gouls of an agener are defined. and
then programes are developed to meet the gouls, Then,

technigues ke Cost-Benefit Anelysio ‘CBA. page 212}

and Cost-Etfectivencss Amalvsis (CEA, Page 2157 may be
wied 10 determine the resource costs and the projected
sutputs benctizs. of the program. Estimares of Ferure
resource costs and ourput are specified. This information
is then included in u Fodger scaement with the programs
arranged by policy gouls. Dechions between sltermative
progrums may be miade bused on the planning, program-

. Tr a . \ R
ming, and budgering pouls wnd 4 cost-benetis anabvsis.

ADVANTAGES

1} PPRE represents a grunsformation of budger planning
bused on resources and input requirements to function-
cutput vrnented budger planning und decision making,
This approuach has advantuges for government budger
analvsis. Resouree needs are not mercly lsred under a de-
parmment hieading: thev are provped by programs where re-
quired. This allows « decision maker 1o evaluure the COSTs
ol cach program vatego

Zory relarive tw overal goals.

2; PPE ailows the dechion maker w re-evaliate on-
going prog wms cach budget year. Avtomaric continuarion
of funding is less likely . due ro the improved feedback of
performance.

LIMITATIONS

especially for kage government agenvies. Because of the

i} The initial step of serring goals can be difficule,




difficulty in reaching agreement, the final goals are often
wo general 1o be used for developing or evaluating pro-
£rams,

2} The necessary data collection is time-consuming, In
addition, many decision makers feel that too much infor
mation is presented for effective evaluation,

3} Many variables. particularty the outputs. cannot be
adequately quantified in 4 uniform unit meusure. In socisl
programs. this is especially difficulr.

4 It is difficalt to show the relationships of progyam
components o more than one goal in the budyet staze-
mient.,

5, The PPB approach gives the tasks of program
development and evaluation 1o the sume decision
maker(s). Hence, output measures most fuvorable 1o the
program evaluation can be selecied.

REQUIRED RESOQURCES

LEVELOF EFFORT

PPB is a comprehensive planning rechnique. and more
cffort is required as the complenity of the system in-
creases. Decision makers will often be engaged in a con-
tinuous eifort o define geals. develop programs, and
evalvate costs and ourputs. When this happens iz {s neces-
sary 2o collect data on costs and cutpurs for the next
budger statement.

Somewhar more effort may be requised than simple
tudgeting and boakkeeping: however, PPB miav be con-
sidered an alternarive to normal budgetary contral.

SKILL LEVEL

The vser needs a knowledge of systems analysis tech-
niques like Objective Trees (OBT, page 49 and Cost-
Benefiz Analysis (CBA. page 212). Skills in accounting
methods and cost data collection may alse be necessary.

TIME REQUIRED

Time required depends on the complexity of the svs-
tem to be planned, programmed, and budgeted. in many
agencies, this is a continuous process.

SPECIAL REQUIREMENTS

A PPB system may be done on a computer, as in other
cost-accounting systems. In large orgarizations, com-
puterized data-handiing may be essental for effecrive
planning, programming, and budgeting.

PLANNING. PROGRAMMING. AND BUDGETING

DESCRIPTION OF TOOL

DEFINITIONS

I A Programs Category Ivoa MHLeTE Cukogory R
which specitic projects. or progum sub-caregories. s
developed: eg. development of agriculture or health
Rrvices.

2 A program sud-category refers to the specttic
projects considered wnder 3 program categery: e a
sub-category of agriculueral development i bvbrid wed
rescarchs.

3% Program elements aze the resources or inpats

needed to carry om a project.

REQUIRED INPUTS

When duwwﬂopmg goals and measurable wbjectives, the
agency or umit responsible tor planming must eoderstand
the ergenization s purpese and how other spencies conper
ate within the organization.

Knowimnyg the resoures reguirenents and the resources

available and having access to cost duta are necessary.

TOOLOUTPLUT

Tacre are four arcus of information for decision
making:

i; The defined goals of the agency.

2} Alrernartive programs to meet those gouls.

3 Am cvaivation of the costs und bemetirs of cach al-
fernative.

1) A means tor measaring the results of the progrem
selected for future evaluatrion,

IMPORTANT ASSUMPTIONS

PPB assumes that well-defined goals can be aprecd
upon. Using ambigucus goal statements weakens the plan-
ning process and the attempts 1o measure program resules
versus program goals.

The results of a program must be measurable . However.,
in social programs such as health care, measuring the in-
creased health level as 2 resulr of the program mav be diffi-
cule, if not impossible. Yer, the planning process assumes
that the future output of a program can be adequately esti-
mared.

A project keader. or agency head. must contribuze to
the presentation of well-defined geals for agency programs
and rhe evaluadion of ali program results each budget year,
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METHOD OF USE
GENERAL PROCEDURE

The proceduse Is divided into three stages: 1) planniag,
2 decision making/implementation, and 3; review,

Planning Stage
1. Define the goals of the organization or insticution.

3.1 Determine the type of programs to be developed.
and help evaloate the resuls of the programs. Use
echniques such as Function Expanson [FEX,
page 43, Objective Trees {OBT. page 49, and
Intent Structures (INS. page 33 to identify goals,

1.2 Initially, state goals in broad terms. Then define
cach phrase in the goal statement in more detaii.

2. Develop programs to achieve goals.

2.1 Gather relevant informasion. Program develop-
ment requires extensive knowledge of the relevane
social and economic system and of the particular
problem 1o be solved. A wide range of informarion

b
h

gathering may fizst be required. Explore theorics
on the subiect and interview experts. Other tools,
such as Delphi (DLE, page 168) or Morphelogical
Analysis (MPA, page 10}, may be useiul.

Use this inicrmation to develop programs that
promise to achicve the defined goals. List pro-

to
(%]

grams by types into different program caregories.
When a program involves more than one project.
program sub-caregorics wil]l be necessary {sec
ﬁgurc 13

BZ’CJ;& Ihe program iaICgOTiL‘S QT &-Ub'ciitegorieﬁ

b
L

into program clements, the specific re.ources

llt’t:d!.‘d 1o Carry on I}]L‘ progmm.

3. Estimate needed resources {inputs).
3.1 Estimate the cost of each program clement and
determine the average cost per project.
3.2 Discountall future costs to the present for analysis
and comparisca on the same basis {see Discount-

ing, DIS, page 184).

4. Estimate outputs and benefies for each program
category.
Determine a unit measure of the outpuis. For ex-
ample. an education program category requires a unit
measure to estimate the value of a college education,
.2 dollars. number of persons receiving a degree, or
number of graduates emploved. Information on
measuting outputs {benefits) can be found in Cost-
Benefit Amnalysis (CBA. page 212} and the Logical
Framework {LGF, page 2801,

FIGURE 1
Geals and Programs for che Federal
Economic Development Administration

Goal: Economic Devclopmcnz in De-
piessed Areas
Specific Gonl: Increased Jobs in Rural Depressed
Arcas

Progrrin Categories
A. Educaticn
B. Public Waorks
C. Business Loans
. Planning Grurts

Program Sub-categories
{for Prograra Category B}
B. Public Works Projecis
1. Water/Sewer
2. InduserialfCommerial
3. Ocher factlivies

Program Elements
{for Sub-Category B.1}
A. Water/Sewer Engineering Plans
B. Construction materiat
C. Construczion labor

wun

- Evaluate program categories {or sub-categories).

5.1 Determine which program provides the meost out-
puts for the least cost using cost benefit anziysis,

5.2 Derermine which program best meets the goals of
the agency. This goalrelated criterion for evalua-
tion distinguishes PPB from a purelv economic
analysis {as in cost-benefit analysis). Although a
number of programs may have a favorable bene-
fit-cost ratio (see BCR, page 194}, some programs
achigve the stared goals better than others.

Decision Making/Implementation Stage

In the decision-naking/implementation stage, the in-

formation from the planning stage is presented to the deci-

sion maker. The infoumarion will include the general and

specific goals of the agency, possible program categories,
sub~categories and program elements, an analysis of pro-

gram costs and benefits, and an evaluation of how the pro-
gram outputs achieve the goais of the agency.

6. Select program caregories and elements.

6.1 Evaluate the above information and determine
which projects and programs are to be imple-
mented.




6.2 Set priorities and. if necessary, defer implementa-
tion of some programs o the next year feg.. if
there are budget constraints).

Review Stage

. Monitor outputs.

7.1 Once the program is funded. set up 2 mechanism
to measure program outputs. The unit measures
have beer establishied in step 4, 50 a system of con-
tinuous data collection is needed.

Determine multipic indicatoss which may be use-
ful in reviewing program cutputs in order to verify
the results. An indicator will seldom cover all out-
puts. These data will be used to evaluate the actual
resules of the program and will be used in future
budget analysis.

Develop 2 computer model of costs and outpus
{optional).

With the informartion gathered in steps %7, a computer
mode] can be develored to estimare changes in the cost
or ourput data and o help evaluate tumure program
changes. For a2 more detailed discussion, see Tenzer
(1969).

PLANNING. PROGRAMMING, AND BUDGETING / 239

EXAMPLE

The goals and programs for & PPB syseem for the
Federal Economic Development Administration are given
in figure 1. The program is broken dewn into four program
categories: the public works proiecr s divided inte three
sub-categories: and program clemenss for the waterjsewer
sab-category are shown.

Figure 2 presents an analysis of the second and chird
prograwe categories. The specific goal of creating jobs has
beon cvaluated. Program alternative B, Public Works Pro-
Jject. creates more jobs than alternative C. Business Loans,
but at a greater cost of $2,000 per job. Most of the jobsin
alternative B will last only as long as the project itself. In
alternative C. more of the jobs should be for the fife of the
business,

Another importent evaluaiion criterion concevas who
will receive the basic benefits. Alternative B distinguishes
benefits to many residents in the depressed area, pardca-
larly becavse of the water/sewer projects. la alternative C,
the basic business loan is a direct benefit to only a small
group of business people in the community. The indirect
benefizs (increased tax base and long-term craplovment;
were net estimated & this example.

FIGUREZ
Analysis of Program Alternarizes
Alzernative Program B: Public Works Praject
Average
Average Cost Average No. | Investment
Per Project of Jobs per Job
1. Water/Sewer 21,028,000 172 8 5,976
2. Industrial/Commercial 1.367,000 228 5,995
3. Other facilizies 618,000 43 15.073
TOTAL 3,013,000 441 6.832
Alternative Program C: Business Loans
Average Cost | Average No. Averzge investment
Per Project |  of Jobs per Job
$366.000 H 75 i $4 880

SOURCE: Raymond H. Milkman, et al.. Alleviating Economic Distress: Evalu-

ating a Federal Effort {Lexington, Mass.:

D.C. Heath and Co.. 1972}, chapter 7.




240/ PLANNING. CONTROLLING, AND EVALUATING PROJECTS

THEORY

PPB was originaily developed by the executive branch
of the U.S. Federal Government for agency budget pre-
paration. [t stems from the application of a systems ap-
proach 1o planning and management. The first rask in the
conventional systems analysis strategy s to identify cb-
jeetives. then te find alternative means for achieving the
desired ends. The systems analvst then determines mea-
sures to evalvate the alternazives und ranks the aleernatives
accordiug 10 their effectiveness in reaching desired goals.

A systerus approach merges planning.implementation.
and cvaluation phases in a comprchensive system design.
PPH represcnis one manifestation of the application of
this strategy to public institutions ~primarily the Depart-
ment of Defense. i1 has 2 particular zppeal to centralized
decision makers because of the appearance of increased ac-
countability, the implied recrganizadon along funciional
lines. and the Bnage of scientific “systems™ sophistication.
This latter point is dluswrated by the wend toward auto-
mating PPB accounting und reporting procedures with
comprehensive management information computer sys-
TEms.

it is not clear, however, whether PPB really works as
rended. There is considerable evidence {for the reasons
cited in Limitations) that it doecs not (see Caldwell. 1573,
and Hoos. 1972). Nevertheless, it is an important toed o
understand because it has been widely acclaimed {see
Hinrichs. 1969} and because it Hlusrrates many aspecis
of the systems approach. The caution for analysts and
decision makers is to be skeptical of any such system
ingluding mapagement information systems} until it is
tested and evaluated on its own merits, rather than on
the basis of unsubstantiated claims and promises.
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Critical Path Method

PREREQUISITEFTOOLS

None.

USAGE

PURPOSE

The Critical Path Method (CPM) is 2 nerworking tech-
mique for planning and managing projects.

USES

CPM aids in planning and managing the executiou of
activizies in a preject where the activities must be per-
formed in 2 specified sequence. CPM:

1) Idenuitfies critical acrivities which require special at-
tentien from manageinent.

2) Assists in estimating the minimum rotal time
needed to complere the project.

3} Gives the times when activities must be scheduled
to complete the project in the minimum time.

4) Serves as a planning and management device to
communicate complex procedures ro staff and funding

sources.
5) Facilitates the consructon of Gantt Charts {GNT.

page 232,

KEY DEFINITHONS

I An acrivizy is an operation with o wel? defined be
zinuing and end. and 2 specific purpose. Seme examples
ate PREPARE QUESTIONNAIRE :nd MALIL QUES.
TEONNAIRE. activities which may be necessary to com-
plete a Survey (SVY . page 36,.

20 A critical uctivity s an activity which. ¥ no: com-
pleted on dme, will delay the endre project,

3 The critreal parh s the sequence of critical acrivities
trom project start 1o project finish that determine the
shortest project duration.

SHORT DESCRIPTION
The Crideal Path Method begins by describing the ac-

tivitivs necessary to complete the project. The time re-
guired to complete cach activity is estimated. taking into
consideration the resources available and the desiced per-
fermance specitications. Arranging the activities in a net-
work shows the logical sequence from start to finish (see
figure 1), The critical path through the network is com-
puted by determining the activities which ure critical to
the tmely completion of the project. From these calcula-
tions, the totzl time needed o complete the project may
be estimated.

The Critical Path Method can be vsed during the man-
agement of the project o direct attension and resources to
critical performance arcas.




FIGURE1
Project Network for the Activities Necessary to Arrange a Seminar
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ADVANTAGES

1) Using CPM for 2 project promotes advance plan-
ning.

2} CPM provides a concise framework for an ongoing
review of project progress.

2) The visual representation of the total project com-
municates effectively to line personrel. funding agencies.
and other interest groups.

4) CPM identifies those acrivities that must be com-
pleted on time in order to end the project as carly as pos-
sible. Extra attention can be devoted to these critical ac-
tivities, or rescurces can be scheduled accordingly.

3) Using CPM frequently results in a significant redue-
tion in project duration by avoiding unnecessary delays

{Moder and Phillips, 1964).

LIMITATIONS

1) 1t is necessary to estimate in advamce the exacy
nature and timing of each activity in the project.

2) The fact that most activities may take less time if
resources are shifted from other activities is not weated in
the critical path calculations.

3} CPM does not consider additional information that
the project manager may have. e.g., the relarive skill of dif-
ferent workers or the expected delay in procuring some
resources.

4) 1Ir is tedious to manually analyze a CPM network
containing more than 3Q activities.

5) CPM does not consider planning projects when
there is limired availability of a particular resource. Ganzt
Charzs (GNT, page 252) may be used in such cases.

REQUIRED RESOURCES

LEVEL OF EFFORT

Drafting a CPM nerwork for alarge project can be a sig-
nificant undertaking. However, when activities are identi-
fied during the planning or budgeting stage of the project,
the CPM newwork may actually provide a framework
which will reduce the total planning effort.

It may be necessary to update the nerwork during the
course of a project. This may be done on a weekly or
monthly basis depending on the nature of the project.

SKILLLEVEL

The calculations or a simple network involve no more
thar simple arithmetic. For larger networks, the calcula-
tions are no more complex, but careful bookkeeping is im-

portant.
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TIME REQUIRED

The time required depends on the number of activitics.
the decision maker's familiaricy with the project. and the
difficuley in gerting accurate data estimates. Construction
of the CPM network. analysis of critical activities, and
computation of minimum total project time TeGUIre one
day for projects with less than 50 acrivities.

SPECIAL REQUIREMENTS

One index card {or something similar) for each acrivity
is needed. farge sheets of paper may be needed o con-
struct the CPM necwork for 2 large project. A calculator
will be useful for chart computations. A compuzer is de-
sir-ble for handling large project networks. Many CPM
compucer programs are available {see Moder and Piilkips.
1964).

DESCRIPTION OF TOOL

SUFPLEMENTAL DEFINITIONS

1) The dwrarion of an activity is che estimated time
needed to perform the activity.

2) The predecessor activity for an activity must be
completed before the latter can stare,

3; An immediate predecessor of an activity is any
other acrivity that immediately precedes it and which
must be completed before the aciivity can start.

4} The earliest ssart {ES) of an ac tivity is the earliest
time {measured from the start of the project; when an ac-
tivity may begin, assuming that all immediate predecessors
are completed.

5] The earliest finish (EF} of an activity Is the sum of
its earliest start time and duration.

6} An immediate successor of an activity is any ac-
tivity that immediazely follows it and which may not start
untii com pletion of the acriviry.

7} The latest finish {LF} of an activity is the latest ime
{measured from the start of the project) when an acrvity
may be complezed without delaying any immediate suc-
cessor{s}, thereby delaying completion of the project.

8} The latest starr {LS} of an activity is its latest finish
time minus its duration.

9} Slack is the amount of feeway allowed in either
starting or completing an acrivicy. Slack can be computed
in two ways:

Slack =
Slack =

1S — ES
LF — EF

1}
2}
which is simply the differences between the latese and
earliest starts [1] or finishes [2].
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10; A milestone isa point in time {specif: date) which
marks the completion of 2 sequence of activities or he be-
ginning date for subsequent activities,

REQUIRED INPUTS

The Critical Path Method requires knowledge of the
project objectives, and the activities necessary to achieve
them, in order to estimate the duration of the different
activities and consmuct the sequence.

TOOL OUTPUT

The CPM gives the minimum total project duration
based on the identification of the critical path. The eritical
path calculations determine the leeway in scheduling each
activity: the time interval designated by the earlicst and
latest start times and the carliest and latest finish rimes.
This information enables the project manager to deter-
mine scheduling priorities and concentrate eiforts on the
¢ritical activities, those activities which have no scheduling
leeway or slack.

The CPM is the first step in preparing a Gantt Chart
{GNT. page 252} for examination of any potential prob-
lemsin allocating resources to the project.

IMPGRTANT ASSUMPTIONS

All activities mecessary to complete the project are
known during the planning phase. Ali activiries identified
as necessary must be completed. i.e., there is no provision
for alternative choices of action contingent upon later in-
tormation or actions beyond the conmrol of project plan-
ners, One may prepare alternative networks for each con-
tingency {sec Contingency Analysis, CGA, page 147).

The time estimates for each activity are determinate,
i.e.. CPM does not permit variation in estimating duration.
The duratiens estimated for each activity are assumed to
be independent of the other activity durarions. Rescurces
required to complete any activity are not constrained {see
Davis. 1966).

METHOD OF USE

GENERAL PROCEDURE

Describing nerwork techriques may be complicated,
depending on the level of abstraction. This procedure is an
easy approach for relatively simple networks: the analysis
proceeds directly on the network. Other procedures which
use a complex notation to represent the actvities are not
necessary unless the procedure is to be carried cut ona

computer,

1. Identify and list all activities necessary to complete
the project.

1.1 Briefly describe each activity in the center of an
index card {see figure 2}.

1.2 Examine the activities and discard or modify
any which are too detailed when compared with
the other activities.

1.3 Give each activity an identifying number, e.g.,
10, 20. 30. ctc., leaving intervening mumbers for
activities which may be included later.

2. Estimate the duration of each activity.

2.1 Consider the normal level of resources available
to complete the acivity.
.2 Consider the desired specifications for the ac-
tivity 's performance.
2.3 Write the duration at the bottom of each ac-
uvity card (see figure 2},
2.4 List the activities and their durations { figure 3}.
3. Draw the project network.
3.1 Place rhe activity cards on a large sheet of paper.
3.2 Arrange the activities in their logical sequence
from left to right, and fasten the cards to the
paper.
3.3 Use arrows 1o connect each activity to its im-
mediate predecessors and immediate successors

{see figure 4).
FIGURE 2
Activity Card with Location of Notations
Milestone Activity
Earliest Acthiiry Description Farliesr
Start (ES? Number Finish (EF}
{Dec. 15}

f*

Identify Experts

|

Actviry
Dursticon

Latest
Start{LS}

Slack Latest

Finih{LF)




FIGURE3
Table Format for Computation of Critical Path

PROJECT: NETWORK PLANNER: START DATE: TIME UNITS:
ACTIVITY START FINISH
IMMEDIATE | IMMEIMATE
Nao. Desciiption DURATION HPREDTCESSORS) SUCCESSORS | GARLIEST | LATesT | cArLiest | Lavesr SLACK STATUS

=




FIGURE 4
immediate Predecessor and Successor Relationships
and the Computation of Earliest Start and Latest Finish 'Times for an Activity
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3.5

Check the network for the logical consistency
of activity sequences.
Enter each activity’s immediute predecessors
and successors in the table {figure 3} using their
identifying numbers.

4. Identify the PROJECT START and the PROJECT
STOP.

4.1

if the project begins with several simultancous
activities (cach having no immediate predeces-
sors). then place 2 PROJECT START card on
the network and connect it with arrows to these
activities {see figure 1). This activiry has vero
duration.

If the project ends with several simultaneous ac.
tivitles (cach having no Immediate successors,
then place a PROJECT STOP card on the net-
work and connect it with arrows to these ac tivi-
ties. This activity has zero duration.

Assign a reference time of zero to the desired
starting date of the project.

5. Determine each activiry's earliest starr {ES) and
earliest finish {EF).

5.1

5.2

i
=

5.7

Begin with PROJECT START and work for-
ward through rhe nerwork.

Set the ES for the PROJECT START cogual T
Zere.

Compute the EF for cach activity by adding the
duration to its ES,

For each sequential activiry with only one im-
mediate predecessor. set the ES equal 1o the
predecessors EF,

Fer cach sequential activity with more than one
immediate predecessor. set the ES equal 1o the
fatest EF of the predecessor activities. The ES
of an activity is the earliest time imeasured
from the start of the project) that an activity
may begin assuming that all immediate prede-
cessors are first completed. Therefore. the ES
can be no earlier than the EF among the pre-
ceding activities (see figure 4. For example. if
activity D is preceded by acrivities A, B.and C,
and if the carliest that these activities may be
finished is 4, 2, and 3 weeks from project starz,
respectively, then the carliest that activity D
may start is the fourth week of the project. ie.,
ES = 4.

Write the ES and EF on the top corners of the
activity card {see figure 2) and enter in the table
{figure 3}.

Repeat steps 5.3 through 5.6 until the PRCJ-
ECT STOP isreached. Note. the ES for an activ-
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fty may be calewlated only after the 1. of 48

immoediate predecessors have been derermined.

6. Determine cach acaviey s lavest start (1.5 and laress
finish (LF;.

6.1

6.2

6.3

6.3

6.7

=

7.1

7.2

74

8.1

Begin at the PROJECT STOP cad work back.
ward through the network.

Set the LT for the PROJECT STOP eqaal fo s
EF.

Compute  the LS tor cach sctivity by sub.
tracting the durasion froms ies LI

For cach wctivity with only onte imrmedicte s

cessor. set LF equal 1o the LS of the viccesws
acrivity.

For each activity with more than one im-
mediate successor, st the LF equal 1o the
cariiest LS of the successor activities. The LF of
an activity is the lutest time measared from the
start of the project; when an activity mav be
completed without debaying the projece. Con

sequenty. che LF must be no later than the LS
ity for uil the activiey > mediate successors
see flgare 45, For example. it retivicy B s -
mediately followed by activition E and # and &
the letest thar these activities may begin i 10
and 9 wecks., respeetively. then the latest thit
activity I may fmish is the ninth week of the
project, te.. LF = ¢

Write the LS and LF on the bortom corners of
the activicy card {see figure 2} and enter in che
table ; figure 3.

Repeat steps 6.3 through 6.7 until the PRe)-
ECT START is reached. Note the LF For an we-
tivity may be calculated only after the LSs of ol
immediate successors have been determined:
hence the necessity o pass backward through
the network.

- Compute the slack times for cach acriviry.

Slack is zero for an aciivity with idenccal £8
and LS or identical EF and LF.

Otherwise, slack is simaplv the ditference in time
berween the ES and LS or between the EF and
LF of cach acriviry.

Write the slack at the bottom of cuch activity
card :sec figure 25 and enter it in che table.
Check the calculations for cach activity by add-
ing the duration and slack ro the earlies start
tme. The sum should give the latest finish time
for the activity,

8. Ideatify the critical path for the project.

Any actvity with zere slack is critical. Mark che
seatus in the tble i figure 37
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8.2 The sequence of critical activities from start to
finish is the cridical path for the project. (There
may be more than onc critical path.] Mark the
critical path on the network diagram with heavy
lines on the connecting arrows andior by
shading the critical activity cards in the se-

{uonee.

9. Determine the duration of the project.
9.1 Examine the sequence of activities to see if all
a7 tivities are necessary. or if the project method
wiglit be changed (Melvaney, 19693,
9.2 Exanine the activities on the eritical path 1o see
if they might be shorrened in deration.
9.3 Consider the application of additional rescurces
to shorten eritical activities.
9.4 Consider 4 change in specified performance of
the activity to shorten the estimated duration.
Finally, take the duration of the project as the
EF wf the final actvity or PROJECT STOP.

10. Use the projec: network to manage the project.
1.1 Assuming the project is to be completed as carly
as possible, set the calendur date of the PROJ-
ECT START at the carlivse feasible time. This
becomes the fime reference for scheduling all
subsequent activities.

§40.2 Schedule every activity ro start in its £S5 0 LS
tine interval. Note thar there will be no leeway
in scheduling critical uctivities.
if days are the basic time unit. schedule accord-
ing 1o calendar working davs (unless overtime is
suthortzed).

10.4 if a deadline for completion of the project has
been set and if resources and staff are not avail-
able vnul the last minuze, set the PROJECT
START date by subwacting the 1owal project
time from the deadline.

10.5 Write in significant milestones on the network
using the elapsed rime from the date of the
PRGFeCT START. Milestones usually mark the
latest finish date for several simultaneous activ-
ity sequences.

EXAMPLE

Though the Critical Path Method is most useful for
prajects involving 30 or more activities. a simpler example
illustrazes the technique: a planning seminar which brings
experts together with doner agency represenzatives.

identify and List All Activities
Necessary to Complete the Projece

The seminar plan calls for selection of donors and ex-
perts and the arrangement of financing. facitities. and
wravel. These activities are listed in table form (see figure
5. Alf activities invelve about the same level of detail, f.e.,
minute specification of tasks is omitted at this stage. Many
other activitics may be necessary to plan a particular
serminar, but only six tasks are shown in order to simplify
the example.

Estimate the Duration of Each Activity
The durations showr in figure 3 are in time units of
wreks, These are estimutes bused on the number of experts
and donor represenzatives involved in the seminar and the
staft available to complete the activities.

Draw the Project Network

The activities are written on index cards and arranged
in & jogical sequence (see figore 1), Indtiadly. the nerwork
may look rather confusing with many arrows criss-
crossing. Sometimes rearranging the activiry cards and re-
drawing connecting arrows will clarify the diagram. 1§
crossing two arrows cannot be avolded, use a *bridge™ for
clariry,

Cireck the network for consisteacy. Is the activicy se-
gueace logical? Can activities sequenced one after the
other be performed simulianeously? Activities 10 and 30
are tHustrarive.

The immediace predecessors and successors of all activie
ties are noted in the table | see Hgure 31

ldentify the PROJECT START
and the PROJECT STOP

In this example. it is necessary to add both a PROJECT
STAKRT and & PROJECT STOP activity » . he project be-
@ns and ends with simulrancous acrivities. The final ac-
tivity 1s mot HOLD THE SEMINAR since the project is
completed when zrrasgements for the seminar are
finished. This includes setting a date | which may be in
several months).

Determine Each Activity’s
Earliest Stare and Earliest Finish

Computztion of the earliest starr 2nd finisk s <> awn
directly on the top corners of sach activity card (see figure
63. For example, acdvity 50, ARRANGE FOR DONOR
REPRESENTATIVE'S TRAVEL. is preceded by activ-
izies 10 and 60 which have earliest finish times of one and
five woreks, respectively. Since ecrivity 50 may start on]y
after all preceding activities are finished, irs ES is five

weeks from the starting date of the project.




FIGURE 5
Completed Activity Table for Activitivs to Arrange a Seminar

PROJECT: Atrange Donor Sponsored Seminar NETWORK PLANNER: D, Susckind START DATE: Dec. 2 TIME UNITS: Weeks
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Determine Each Activity's
Larest Start and Latest Finish

These times are computed directly by working back
through the network /see figure 6. For example, activity
60. ARRANGE MEETING TIME AND PLACE, has three
immediate successors. activities 4. 30, and 80 {the PROJ-
ECT STOP). Thesc activities have latese stares of five, six,
and seven weeks. respectively. from the starting dare of
the project. Since activity 60 must finish before the fol
lowing activities can begin. the latest finish is five woeks
from the PROJECT START.

The latest stzre time of the PROJECT START is com-
puted aszer 0. This provides an easy check of the COwPULa-
tions for 21l activiries.

Compute the Slack Times for Each Activity

The slack for each activity is shown on the activity card
and in the wable (figure 3). Activity 30 has the largest
slack ~four wesks. Since its ES is woel zero and its LF is
week {ive. experis may be identified during anv week in
this time period. This task har been estimated o ruke only
a week. bur it would be wise to scheduls it as carly as pos
sible (even though there are four weeks of slack .

1dentify the Critical Pask for the Project
The activities with zero slack are noted in the rable
(fignre 5} by wriring “criticai” under the status column,
The ¢rirical path is shown on the network by shading the
eritizal activity cards and datkesning the connecting arrows
{see figure &2,

Determine the Duration of the Project

The earliest finish of the last activity is seven weeks
from the PRUJECT START dare. Upon examining the
crizical path, one may conclude that the most kkely place
to shorten the time is to expedite the arrangements for
financing. However, since rhis is largely bevond the plan-
rer’s control, the total estimated completion time is seven
weeks, the EF {for the PROJECT STOP.

Use the Network to Manage the Project
The starting time for the prejecr is to be December 2.

o

W

ic

en the activiries with slack are scheduled, the plunning

o

inished {note that the table, figure 5, is nota schedele ).
The beginning of activity 40 is selected as a key event in
the project and the milestone date of January 6 is shown
directly on the network diagram {see figure &). The project
manager assigns staff roles 1o each task and monitorspro-
gress against the planned performance. Construction of a
Ganrt Chart {GNT, page 252} facilitates these tasks.

This example voeld be expanded to reflect the many
details that go into setting up 2 seminar and activities prior
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1o the date of the conference sy be appended te the net
work 1o give the tosal picture, However, it o anezally goed
practice to start with o network thae identities the gros
activities and then to redo the network. with o finee beeak-

down.

THEORY

The Criticad Path Methed CPM and Project Evalua
tion aad Review Technigue | PERT! were both developed
i the Lite 19505 Moder and Phillips, 19641 Originally.
the CPAM ncowork technique considercd the costs of
shortening critical petivities and thus optimized the Goiiny
of the task. PERT permitted three thne estiniates | pessic
mustic, optimistic, and most Yikely: fir the duration of
cach sctivity. PERT sbowed the planners to estimate o
date for projeci completicn. iachiding his confidence in
the variance of che ~stimate { Bedworrh, 1972,

Subsequently, chese two techoigues have beem ex.
panded and modified. and wany other nctwork rech-
nigues have beer developed. Davis £ 1966) gave an excel-
len survey of the treatment of resource allocetion in net.
works. Pritsker and Happ (1966 developed u micrhod
which considered the probabilicy of czrruin activities not
cocarring a limising sssumption of CPM;.

From the beginning, network technigues have been
programmed for digital compurers. Moder and Phillips
11994 listed some of the many versions. Efforts to
simplify she wechnique for mamual compeadon draw
from the desirable fearures of both PERT and CPM as well
as Gantt or Bar Charts. Mulvaney (1969 pave an excellent
weatment which serves as the model for this ool descrip-
tlozn.
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Gantt

PREREQUISITETOOLS

Critical Path Method (CPM, page 241).

USAGE

PU

The Gantt Chart {acilitates planning and manzging

FOSE

project activities and resouTces.

USES

The Gantr Chart is vsed to:

1) Plan a project to schedule acrivities.

2} Communicate the project plan to cthers and to
mark milestones in the project sequence.

3) Determine the minimum projeci duration. given
that same resources may be mited.

Project managers may use Gante Charts to schedule re-
sources and staff assignments and to record actaal progress
against the planned performance of activities.

SHORT DESCRIPTION

A Ganer Chart displays the schedule of project activi-
ties [see figure 1). Each activity is represenied by a bar that
exiends along the time sczle. The bar’s length is propor-

Charts

tional to the duration of the activity. The position of the
bar along the time scale indicates the starring and ending
times for the activity.

The required amount of a limited resource {¢.g.. man-
power; ey be tabulzted for each unit of time ro allow for
a direct examination of scheduling problems. Activides
may be shifted 1o keep the roral amount of the resource
wichin the limiz.

ADVANTAGES

The primary advantage of the Gantr Chart is its simplic-
ity and intuitive appeal. It is 2 popular scheduling device
because the timing of each task is clearly indicated.

The crirical parh or sequence of critical activities is re-
vealed on a Gantr Chary by direct inspection; there will be
no leewav in scheduling these activities if the projectisto
be completed in 2 minimum time.

Allccation of a limited resource can be explicidy
treared on the chart, and activiries can be reschedeled or
resources shifted from one activity to ancther.

Milestones may be marked to clearly show impertant
intermediate stages of the project. The project’s progress
may be marked directly on the Gantz Chart; if preceding
activities are not completed ar the corresponding mile-
stone, then corrective action is indicated. For example,
the 20th working day after project start is 2 milestone fora
survey project {see figme 13.




FIGURE 1
A Gantt Chart Example: Planning and Conducting a Survey
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LIMITATIONS

The Gamt Chart does not cuiphasize the Jogical se-
auenee B activities as clearly iy the network diegrams in
the Critica] Puth Method /CPM. puge 241

it quore than one resource is Tmited. the Gante Chart
technigue does ot emtre an optimum resource alloca-

Lica1s,

REQUIRED RESOURCES

SKRILL LEVEL

As in any project planning technique. developing o
Guantt Charg requires breaking duw s project into irs logi-
cal and distinet activides. it also requires estimating the
duration of activities and resource requirciaents. Since
there s a tradeotl botween resources allocated and the
durazion of an activity, these tasks are enhenced by re-
peated practice in constructing charts and comparing esti-

mares with actual progress.

TIME REQUIRED

The time required is directly reluted 1o the complexiy
of the project to be scheduled. Experience in estimuting
resource requircinents and tusk duration shortens chart
vomstruction time. Gantt Charts often require updating
during project implementation.

DESCRIPTION OF TOOL

REQUIREDINPUTS

Kaowledge of the activities necessary to complete a
project is the precondition for developing a Gantr Charr,
The dutes for starting and ending the project fix the time
scale of the Gantr Chart. Resource needs and availabilizy
must be spcciﬁcd.

TOGOL OUTPUT

The primary output is a project schedule depicted by a
Gantt Chart, The Charz can then be used to mark the prog-
ress of the project and to adjust it according to manage-
ment decisions.

IMPORTANT ASSUMPTIONS

The Gantr Chart construction assumes that a sroject
may be broken down into clearly distinguishaile activities

with o definfte beginuing and end: that is. the time 1o com-
plece cuch activity can be accurately determined during
the plunning phase.

The Ganze Chart wechnique doer not enable oprimum
allocation of resources- - more sophisticated techniques are
required < Davis, 1966, However, the technigue is useful
for graphically sequencing activities to avoid exceeding
the amount of o limited kev resource. This assumes that
the interaction between reguired resources and the dura-
tion of an activity can be specified (e g.. if additional man-
power i assigned to the activity. is the duration shore-
enedj. Determination of the minimum project duration
using a Guntr Charr is depending on these relationships
see Bedworgh, 19730,

METHOD OF USE

GENERAL PROCEDURE

A Gantt or Bar Chare is constructed by idertifying all
the sctivities involved in the project and determining their
sequences. Each activity is drawn as a bar locared ona time
scale so that the length of the bar corresponds to the dura-
tion of the activity and the position of the bar denotes its
scheduled start and end | see tigure 1),

The foliewing procedure concentrates on constructing
s Gaprr Chart as a heuristic rechnique for taking into ac-
count the requirements for a limited resource. As such, it
extends the Critical Pagh Method 1 CPM, page 243 ).

1. Construct the CPM network for the project.

1.1 Diagram the network in order to observe the fogi-
cal sequence of project activities.
Compute the earliest {ES} and latest starts (LS} for
cach activity and the earliest [EF} and the latest

1.2

finishes | LF! for each activity.

Compure the slack for cach activity and determine
the critica! path.

Estimate the minimum project duration.

Estimate how much of the Emiced resource is
necessary for each acziviey.

2. Consiruct the Gantr Chart for an unlimired resowucce.
2.1 Mark off 2 horizenzal cime scale approximately
one-third greater than the estimared minimum
project duration. {If the time unit 3s in days, then
include only working days unless overtime is con-
sidered.)

.2 Draw a horizontal bar for the firss acuivity lying on
the critical path by starting ar the zero reference
on the time sczle and extending to the extimared
duration of the acrivicy.

b




2.3 Draw a bar on the chart which corresponds o the
duration of the next activity on the crizical path.
The beginning of the bar must f2ll on the same ver-
tical time Hne as the finish of the preceding ac-
tivity. The bars may be drawn in the same row of
the chart or in different rows to facilitate identific
cation of the activity (see figure 13

Continue adding bars consecutively unril all the
critical activitics in the puth are represented on the
chart,

Make certain thar the end of the bar for the lust
activity falls on a vertical Hne on the time scale
which equals the estimated minimum project
duration.

Add the activitics not on a ¢ritical path 1o the
chart. The position of the bar is determined by the
carliest star: and earliest finish times of the project
activity,

Append a bar 1o the right end of each noncriticel
activity. The length should equal the slack for the
activity {see CPM, page 241).

Praw vertical arrows berween the ends of the bars
to show the predecessor activities for each aczivity
{sce figure 1.

Determnine resource requirements.

3.1 Write the amount of the limited resource required
for each acrivity direcily on: the bar.

Starting with the first time unit on the scale {e.g..
day 1 or week 1). add the amount of the limited
resource used in ail activities scheduled ar rhar
time and enter it in the column below the chart
{see figure 1).

3.2

3.3 Continue calculating the total resources required
for the rest of the time unizs.

3.4 Sum these unit torals to give the total resource re-
quirement for the project.

Divide this total by the number of time unirs ro
give the average resource requirement per unit of
time {e.g., man per day, secretaries per week, com-
puter hours per month). This gives an indication of
how uniformly the limited resource isused by the

scheduled acrivities.

Adjust the schedule for the limited resource.

4.1 Record the amount of the limited resource which
is available for each time unit of the project (see
figure 1),

Compare this to the total resource requirement
estimated for each time uniz.

if the amount of resource required exceeds the
amount available, then the schedule for that time
unit must be shifted.
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4.4 Within che constraines posed by the ogical s
quence of activitios, shift activities forward o
backwurd alonyg the time scale so that the toal re-
sources required do not exceed those available,
Consider lengthening the duration of non-crisical
activities to reduce their resource tequirenent.

If necessary sehedule 1wo simubancons activities
to follow cach other sequentially.

4.7 Exzend the total project duration. it necessasy, to
avoid exceeding resource limitations.

4.8 Make certali atter any modificarion of the vzl
schedule thut no acrivity has been shifeed soch
that it starts before all prodecessor activitios wre
tinished.

5. Usc the Ganet Chart to snanage the project.

Indicate the signiticant milestones by drawing a
vertical line through the appropriate date.
Consider the scheduliing of acrivisies with shack: if
the activity is scheduled for the earliost start time,
the slack will all oecur at the end: i the sctiviry i
scheduled to start a: the latest possible sime, the
activity will become crirical to avaid delays T sub-
sequent activities Jand the project ).

Assign staff und other resources ro cack ACCIVILY
and discuss the schedule and expeeted perfor
mange,

Develop a reporting system which can be used 10
mark the progress and completion of cach activity
on the charr.

Provide for a period s staft review of project ac-
tivities to emphasize the interdependency of the
work.

if the project fails to meer the schedule, update
the charr and, if accessary, recalculare the critical
path for the remaining activities. This process is
facilitated by providing space on charts to addac-
tivitics and to expand or shift the ime scale.

EXAMPLE

A simple Gantt Charr illustrares the activities required
to design and execudve a survey (SVY, page 36). The
example is adopred from Moder snd Phillips { 1964.

Construct . he CPM Nerwork
for the Project
The survey task was broken down into eightactivities,
and the CPM network was constructed {see figure 2). The
carliest and latest starts and finishes and the slack for each
activity were calculated on the network and tabulated fsee
figure 3). The minimum deration for the project was esti-

mated to be 36 days.




FIGURE 2
Critical Path Network for Survey Project
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FIGURE 3
Activity Table for Survey Project

PROJECT: Planning and Conducting a Survey NETWORK PLANNER: G, Gallup START DATE: April 6 TIME UNUTS: Days
ACTIVITY IMMEDIATE | IMMEDIATE START FINISH
Ne. Description DURATION § RESOURCE || PREDECESSORS | SUCCESSORS [| EARLIEST | LATEST | BARLIEST | LATESTH SLACK | $TATUS
A PLAN SURVEY 3 3 - 3,C 0 0 3 3 0 Critical
4] HIRE PERSONNEL 5 1 A H 3 8 8 13 5
¢ | DRaFr 10 3 A B,G,H 3 3 13 13 o | Critical

QUESTIONNAIRE

D | SELECT HOUSEHOLDS 1 2 C b 13 16 17 20 3

E [ CONDUCT SURVEY 13 " D.G.H I 20 20 3 kK] 0 Critical

F | ANALYZE RESULT 3 3 E 33 33 k1 36 0 Critical
PRINT N <

G | QUESTIONNAIRE 5 ot ¢ G i3 15 I8 20 2

I | TRAIN PERSONNEL ? 1 BC B 13 13 20 20 0 Critical

LIMITED RESOURCE: Manpower

*Only one supervisory stalf required
¥¥8ent to printers




FIGURE 4
Gantr Chart for Survey Example after Adjustments for Limited Manpower
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The limited resource for this example was the staff
available for planning and conducting the survev. The
manpower necessary for cach activity was determined see
figure 3. column 4.

Construct the Gante Chart
for an Unlimited Resource
The Gantt Chart is shown in figare 1. The scale is in
working days. Note that the slack for non-critical activities
is shown directly on the time scale. This chart represents
an carly start schedule since the slack period alwavs fol-
lows cach activity.

Determine Resource Requirements
The 1otal resources for cach day were tabulated. The
toral requirement for the project was 81 man-days; the
average daily requircment was 2.44 men.

Adjust the Schedule
for the Limited Resource

No more than three staff members are available during
the project. Though this exceeded the average require-
ment, a comparison with the Gantt Chart {figure 1) re-
vealed that four men are needed on days three through
cight of the schedule. Hiring personnel to conduct the sur-
vey and designing 2ad drafting the questionnaire could not
be schedvled concurrently. All three staff members were
uceded to draft the questionnaire and the duration of that
activity remained as estimated Five davs of slack followed
the hiring of personnel; this task’s manpower requirement
could be halved and the duration doubled withour delay-
ing the project. Yet, the resources required would still
have exceeded those available by half a staff person per
day. Assuming that the job of hiring personnel could not
be delegated to ancther part of the organization, the oaly
remaining choice was to reschedule .2 two actvides so
that they no longer overlapped.

The revised schedule reguired a2 minimum of 41 days,
bur the manpower requirement remained within the linirs
for the entire project period {see figure 4). The average
daily staff requirement was just under two men. Activity
B, HIRE PERSONNEL, became a critical activiry in this
schedule.

Use the Gantt Chart
to Manage the Project
Milestones were added to the Gantt Charrt ar 25 work-
ing days, or May 11, assuming the project began on April
6. The non-critical activities were scheduled to stare at
their earliest feasible rime in order to provide a cushion if
time estimates were wrong or delays occurred. The prog-
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ress as of May 420 working davsafter the project began”
was shown on the chart by cross-hatching the stares of
vach activity. Note that houschold selection had not
started, and attention was given o getting that task unde:
way. However, it was not necessary to redraw the Gangt
Chart since there was sut¥icient slack to complete dhis tsh
without delaving the project.

THEQRY

The construction of & Bar Chart ro illustrate the
schedule of project sctivities originates from uanagement
practive rather thar froma complex theory. However, the
Cante Chart rechnigue as deseribed here drwws from two
theoretical arcas: nerwork scheduling technigues  sec. fosr
example. Moder and Phillips. 1965 and resource afloca.
tion theory sce Davis. 1966, for & review of refevant
theory .

The Gantr Chart techniyue described in the seneral
procedure section constructs a time-scaled CPM nezwork:
that s, & oeiwork in which the tengeh of the connecting
arrows shows the duration of the acriviries.

The Gantt Chart providesa graphic record-keeping for-
mat for scheduling a limited resource. It does not provide &
mezns for eptimum ellecation of scarce resources as this iy
bevond a trial and crror approach. The technique has been
described as heuristic and, as such. is more an art than a
science {see Mulvaney, 1969.and Bedworth, 1973},
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Logical Framework

PREREQUISITETOOLS

None.

USAGE
PURPOSE

Logical Framework enables the decision maker to
identify project purposes and goals and plan for project
outputs and inputs.

USES

The Logical Framework has been used widely by
USAID Missions to:

1) Aidin planninga project.

2} Provide measures £o evaluate a project.

3) State assumptions about causal linkages.

KEY DEFINITIONS

1} The purpose of a project is its primary intention or
aim:; it is the reason why a project is designed.

2} Thegoul of a project is a value judgment which satis-
fies one or more human needs. A program or secror goalis
the broader objective to which 2 project conaributes.

3} The outputs of a project are the desired and unde-
sited resuits of the transformation process of a system,

¢.g., patients leaving a hospital, cured or not, are the re-
sules of a heaith delfivery system.

4) The inputs of a project are the people, information,
and/or physical izems which enter the system to be wrans.
formed by a sequence into the cutputs of the system, e.g.,
for an agriculteral development project, inputs may be
seeds, money, etc.

5) The sector is the larger system of whicha projecris
part, e.g.. building a dam is 2 project in the agricultural
sector.

6} Objectively verifiable indicators demonstrate that
certain desired results are being accomplished.

7} Means of verification are the specific mechanisms
by which quantitative indications of the accomplishment
cof a project may be observed,

SHORT DESCRIPTION

The decision maker uses two types of logic o arrive ar
explicit statements which serve to help in planring or in
evaluating a project in progress.

A vertical logic clarifies why a project is being under-
taken. It specifies the program or sector goal, and project
purposes, outputs, and inputs.

A horizontal logic identifies what is to be produced and
the evidence that wll signal success. It lsts objectively
verifichle indicators, means of verification. and important
assumptions. Figure 1 presents the basic formar for the
Logical Framework.



FIGURE t
‘The “Logical Framework”

Project Title: _.

PROJECT DESIGN SUMMALY
LOGICAL FRAMEWORK

Life of Project:
FromFY __ .. __toFY ...

Total US. Funding
Date Prepared: . .

NARRATIVE SUMMARY

OBJECTIVELY VERIFIABLE

MEANS OF VERIFICATION

IMPORTANT ASSUMPTIONS

Progtam or Sector
Goal: The broader
objective to which this
project contributes

Measures of Goal
Achievement:

Assumptions for
achieving goal targets:

Project Purpose:

Conditions that will
indicate purpose bhas been
achieved: End of project
stitus,

Assumptions for
achicving purpose:

(Type and Quantity)

Outputs: Magnitude of Outputs: Assumptions for
providing outputs:
Inputs: Implementation Target Assumptions tor

providing inputs:

SOURCE: Reprinted from Leon J. Rosenberg and Molly Hageboeck, “Management Technalogy and the Developing Workd, ™ in System Ap-
prouches to Develaping Countries, Proceedings of the symposium sponsored by 1IFAC and 1FORS. May 28.31, 1973, Algicrs, Algeria, page 5. Used

with permission.
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ADVANTAGES

1, The Logical Framework is simple to enderstand. 1t
provides a structure for concepts. ensuring that the deci-
sion maker thinks through the fundamental aspects of a
project design,

2) The framework zids in evaleating a project since
both initial gouls and final results arc clearly delincated
isimidlar 1o the System Definition Marrix, SDM. page
67 ;. By eaplicitly identifying how the project is to be eval-
tzted, the decision muaker can make realistic estimates of
project vutconzes and car identify problems which might
be encountered,

LIMITATIONS

1j During the planning process. the Logical Frame-
work does not take uncertainty into account. Neither does
it allow for the consideration of potential alternative
4TINS,

2) A lincar causal sequence is assumed which is an un-
likely simplification of the relationships ameng various
project components and elements in the environment (see
Oval Diagramming, OVIY, page 81 1.

REQUIRED RESOURCES

LEVEL OF EFFORT

The decision maker must define the project goals, pur-
poses, inputs, and outputs in measurable or objectively
verifiable rerms. Thus. while the Logical Framework may
guide the planning process, it is aot a substiture for the
considerable effort required to plan effectively.

SKILYL LEVEL

The decision maker must be sble 1o think logicaily and
to consider the important attributes, both quantitative
and qualitative, of the project.

TIME REQUIRED

Completing the Logical Framework takes from several
days 1o several wee ks, depending on the size of the project.

DESCRIPTION GF TOOL

REQUIRED INPUTS

The decision maker needs to identify the project which
is part of a program or sector. The success of a program
depends on the success of the various projects carried out
within that program or sector.

Orher tocls may be used to complete the Logical
Framework. The objective rree {OBT. page 49! can help to
structure goals, purposes. and criteria feor evaluation, To
cxplore the links berween inputs 2nd outpets. interaction
matrin diagrams (IMI. page 92! would be useful. To de-
velop » more thorough structure of a svstern. the System
Definition Matrix (SDM, page 67 can be used.

TOOLOUTPUT

The comipleted Logical Framework matrix is one our
put of the technique. The other is the contribution that
the process makes to the project design or evaluation. By
thinking through the horizontal logic, crucial hypotheses
about causal linkages may be determined. Developing the
horizontal logic forces the planner to think in terms of
realizable resules. The Logical Framework then servesasa
statzment which. o some degree. indicates rthe complete-
ness and soundness of these analytical processes.

IMPORTANT ASSUMPTIONS

Underlving any planning techaique of this sort is an as-
sumption of the inherent rationality of project inter-
ventions. Une necd only identify the causal linkages from
inpus to outputs to purpose, and the project has been de-
signed systematically. Yet it is not a systems design neces-
sariy. since svstems seldom exhibit exclusively linear
caupsality. There are interactions with environmental com-
ponents, feedback relationships. and complex relation-
ships among the elements of the system. Thus the Logical
Framework assumes a simplicity qualified only by entries
in the “zssumprions” column.

METHOD OF USE
GENERAL PROCEDURE

The recommended procedure is based on the work of
Rosenberg and Hageboeck {1973) and the Office of Pro-
gram Evalvation. USAID {1974}, The vertical logic {col-
umn 1 in figure 1) clarifies why a project is being under-
taken. It characterizes a project as a set of linked hypoth-
CSESL

1f we provide the following inputs,

tiien we can produce the requisite outputs.
If we produce those outpurs,

then the purpose will be achieved.
1f the purpose is achieved,

then the goal will be realized.™

“Leon I. Rosenberg and Moy Hageboeck, “Mamagement Tech-
nology and the Developing World,” in Systems Approaches ro
Developing Countries, Proceedings of the Symposinm sponsored
by IFAC and IFORS, May 28-31, 1973, Algirs, Algeria,

-—-&-——-—-——————.—;




FiGURE2

An Example of a Logical Framework

NARRATIVESUMMARY

OBJECTIVELY
VERIFIABLE
INDICATORS

MEAXNSCF
VERIFICATION

IMPORTANT
ASRSUMPTIONS

Program or sector goal:
Provide universal
education geared

o needs of Temasek

Measures of

goal achievernen::
{a) Degree of
shertage surplus

. . -
IR Various proiesslons

A Questionmaires
to major indusiries

-1 Contrparison

of number of
students eraduated
with objective in
10-vear plan

Assumptions for
wehieving goal Targe s
Abfllﬁty wt

CCOTBOME seCToHT o
provide jubs predicecd
b BOveer phas

Preject purposes:

1. Meez the educational
needs of a tural
agriculrural communicy

Measures of

PUTPOSE al 3‘13&&.“."1.‘!1‘&«: h+ R

{a) Number of students
from rura! and urban
arcus proportionate to
the populstion or
potendal students

{5} Rescarch and
course directions in
School of Agricolture

1} Demographic

data

{1y Opinicns of
. -

leaders of rural
terest growps

Assumprions for
achicving pu Fpose:

Ability of primury
annd secondary whools
i rural areas to
provide studeats

with an ade guate
toundation for
tertiary eduecation

Qurpurs:

1. Students with
degrees in:

Magnitude of ourputs:

Dara coilecrion
by university

Assumpiions for
providing ceipurs:

Agricuiture. 300/ year
Science, 100 year
Engineering 200/ vear
Assumprions for

Iapuzs: Implementarion targer : providing inpugs:
1. Facalty Type Quanriry Data collection Brain drain is cur
2, Students PhD in Ag. g by university by half in five years
3. Schelsmship program MSinAg. 5

MS in Science 3

PhD in Engr. 10
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1. Complers the vertical logic.
Deterinine a1 cacl Jower lovel the conditions which are
nevessary and sufficient to achieve the next upper level
fope dygrure ), The inputs must be necessary and suffi-
cient 1 produce off the vutputs: the outpets must be
neceveary and sufficient to achicve the PUTPOSeS, €IC,
For example, for the construction of rrigation canals
Coneting LK) wares output ). there could be several
dputs: 20 shovels,” “fanmer suppert,” and an i
sation engireer.” The analyst me:t be swre that cach
ARPIET 3 Poclssary L dckiiove the construction of the
canals, He shontd determie i the uputs are sufficient
it 3 ST e Dl
2. Complere the hortzoatal fogic.
2.0 Ar evach lewel of the wertical logic, complete the
three part horizontal logic. Degermine:
a) Ubjectively  verifiable indicators which de-
monstrate that the desired end has been
accomplished,
by Means of verificarion, or specific mechanisms
through which accomplishment is objecsively
verified.
<! Important sssumptions which affect the suc
coss of the project. Here, the project designer
eaplicitly idenzifies the uncontrellable facrors
that may affecr PIOJECT SUOCESS.
Consider objectively verifiable indicators which
may of may not be gquantifiable, The two step
“olarification of evidence™ imvolves identifving
{irst the indicaror and then the means of verifica-
tion. The project designer is encouraged 1o mea-
sure what is important, rather than what is easy 1o
TRCasIIe.
Follow each of the vertical logic evels through the

13
I

horizontal logic. For instance . after the purpose of
the project has been established, 3l in the condi-
tivns which indicate thut the purpose bas been
achirved according o the means of yerification,
There may be many Indicators which point o suc-

cess at the purpose level since o single indicaror is
seidon sufitcicons (o signal seccess,

2.4 State the assumptions which underiie the achieve-
ment of the project purpose.

EXAMPLE

Consider the cducational sector in the counery of
Temasck. Currently, there is & National University in
Bandar Beser. the capital, which & attended mainly by
students $rom wrban arcas. The northern ruval areas., with
stromg sgricultural needs, do not receive encugh agricel-
turs) education from this eniversity. A project is under-
taken to cstablish a wniversity at Bandar Keehil o serve
that area’s needs. Figore 2 shows a partially completed
Lonrical Framework for this project,

THEORY

The Logical Framework technigque i based on a sys-
tems planning model. The vertical logic closely relates to
the Sy stem Definition Marrix {SDM, page 67). Soine theo-
yrtical work has been done on identifvirg social indicators
and objectively verifiable indicators {see, for example,
DeGrecae, 1973
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Glossary

ACTION STUB. That portion of a decision zable which lists the actions or decisions to be taken it a
particular combination of circumstances cccurs {DTBY.

ACTION-EVENT PATH. The sequence of alternative actions and relevant events represented by
the branches in a decision tree (DTR}.

ACTIVITY. An operation with a well-defined beginning and end and a specific purpose (CPM},

AND LOGIC ELEMENT. lLinks sub-objectives to objectives where all sub-objectives must be
achieved in order o a:tain the higher level objective/s! (INS ).

ANNUAL CASH FLOW. The net incremental benefits for each vear of a project and the difference
between the incremental benefits and costs (CFA,

ASSESSOR. A person who estimates the probability distribution of a set of events {SPA).

ATTRIBUTE. The elements or componcents of the system and the interrelationships among them
{MPA_SCN).

AXIOLOGICAL MEASUREMENT. inveives value judgments. where the data necessary to dever-
mine accomplishment of an objective are gathered via subjective methods {OBT).

BASE SYSTEM STATE. The set of current conditiens which describes the essenzizl characteristics
of the scenario {SCN).

BINARY-EVENT OBJECTIVE. An objective that either clearly occurs or does not occur (OBT).

BRANCHING RULE. A rule that governs the construction of relationships in a tree diagram
(TRD).

CAUSAL CHAIN. A sequence of cause and effect relationships betw een variables (OVD).

CAUSAL LOOP. A causal chain which is connected so that a change in any variable evenzually
feeds back through the chain to affect this variable {QVD1.

CENSUS. A survey of all members of a subject population (SVY).

CENTRAL TENDENCY. Tke most likely, or average value of the varizble {HES).

CHECKLIST. Used in design or analysis where items are marke . or otherwise noted item by irtem
(SDM).

CLASS INTERVAL. A uniform division of the variable range {HIS}.

CLCSED QUESTIONS. Questions which require the respondent to limit responses to prespecified
categomes (QTN).

CLUSTER SAMPLE. The process of randomly selecting several clusters of subgroups from the
total population and surveying all members of the selected subgroups (SVY .

CLUSTERED DATA. Used to aggregate the data into fewer poines for analysis and plotting (HIS).

COMPONENTS. An entity iv a system which may be elemental. or it may be a subsystem having
distinct components {SDM, TRD).

CONDITION ENTRIES. The conditions of each factor {or question) listed in the condition stub

DTBj.

COND{ITIO;} STUB. Thar portion of a decision table which lists the factors to be considered when
making decisions in a given situation. Each factor is written in the form of a question (DTE]}.

CONTINGENCY. A particular combination of factors that describes 2 frtuze environment {CGA ).

CONTINUQUS MODEL. A model which teats variables that change continuously over time
(CSM).

CONTINUQUS VARIABLE. Takes on an infinite number of values over some range of possible
values (HIS).

CONTROL DIMENSION. Evaluates and reguiates any element’s specification. This dimension
measures each element as the system operates, compares the measure 10 what is designed or
desired, and takes action if the diiference is greater than desired (SDM).

CORRELATION. An observed relationship berween two or more variables in which the changes in
one varizble may be associated with predictable changes in ancther . the relationship, how-
ever, is pot necessarily cause-effect {(OVD).
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CORRELATIVE BEHAVIOR. An assumed relationship between two or more variables in which
the changes in one variable may be associated with predicrable changes in ch= others (RGF).

CRITICAL ACTIVITY. An acrivity which, if not completed on time, will delay the entire project
(CPM).

CRITICAL PATH. The sequence of critical activities from project start to project finish that deter-
mine the shortest project duration {CPM).

CROSS-INTERACTION MATRIX. A representation of relaticnships between dissimilar sets of
variables {IMD.

DECISION RULES. The sction entries of a decision table which link a particular combination of
condition entries to specified actions (DTB).

DECISION SYMBOL. Represents a step in a process where there is a choice among two or more
alternative actions {FLW).

DEPENDENT VARIABLE. The variable being forecasz {RGF}.

DESCRIPTIVE MODEL. A representation or imaginary entity containing information in a prede-
fined form, intended to be interpreted by its user rules (SDM).

DETERMINISTIC MEASUREMENT. Where the realization of the objective is uneguivocally de-
termined from numerical dzea {OBT).

DIMENSION. Collections of attributes of the system, where each collection represents a major
aspect of the system {SCN3.

DIRECT ANALOGY. Compares the problem being faced to a parallel situation in another field,
technology, or discipline {SCN.

DIRECT ANALOGY METHOD. Used in Synectics sessions when members compare the problem
being faced t0a paralle] sitvation in another field, techrology, or discipline (SYN].

DIRECT EFFECT. An interaction between two variables so that a change in one results in a similar
change in the other {OVD),

DIRECT MARKET VALUES. Measures of project costs or benefits which are assessed from equiv-
alent markes prices (IPX}.

DIRECTED LINE. Links rwo symbols tegether with an arrowhead indicating the sequence (FLW}.

DIRECTED RELATIONSHIP. Specifies that the existence of the relationship is dependent on the
order in which the two elements are considered {IMD].

DiSCOUNT FACTOR. A fraction between Dand 1 which gives the present worth of one monerary
unit spent or received [DIS}.

DISCOUNT RATE. A percentage rate {usually annual} which equates the present and the future
worth of a payment {DIS).

DISCOUNTED CASH FLOW. A single value which represents the present worth of the net incre-
mental benefits estimated for each project year (NPW).

DISCRETE STOCHASTIC MODEL. A model which describes the changes in variables at definize
points in time [CSM).

DISCRETE VARIABLE. A variable with only a finite number of values which are multiples of
basic unit {HIS).

DRIVING FORCE. An arttribute of a system which causes changes in the system state over time
{SCN].

DUNNING. The process for recontacting participants who have failed to return their question-
naires {DLP).

DURATION. The estimated time needed to perform the activity (CPM).

DYNAMIC BEHAVIOR. A consequence of delayed interactions among system variables. The
dynainic state of a system depends on the prior values of state variables {OBT, RTS).

EARLIEST FINISH {EF). The sum of an activity’s earliest start time and its duration {CEM).

EARLIEST START {ES}. The earliest time {measured from the start of the project) when an activ-
ity may begin, assuming all immediate predecessors are completed {CPM).

ECONOMIC ANALYSIS. Analysis from the viewpoint of the national government and the econ-
omy {CFA}.
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EFFECTIVENESS. The degree to which the project or system design objectives are achieved
(CEA).

ELEMENT. Part of a problem situation which can be described by ali its elements {MPAY,

ELSE RULE. A column in a decision rable which applies when no other decision rules may be
added o cover the case or where no combination of conditions applies (DTB}.

ENVIRONMENT. Tke set of all factors which are salient to the understanding of systems relation-
ships, but which are outside the influence of the system variables {OBT. SDM1.

EVENT. A future ouicome, the occurrence of which is uncertain {SPA}.

EXTERNAL CONTEXT. Represents the constraints on the base system {SCN}.

FANTASY ANALOGY. The participant’s wishful thinking that the problem may solve itself or
cease to exist (SYN).

FEEDBACK STRUCTURE. The set of relationships describing a system that involves one or more
interlocking causal loops {(OVD). -

FINANCIAL ANALYSIS. Analysis from the viewpoint of the individeal. group, or business which
will directly gain or lose because of the project {CFA).

FREQUENCY DISTRIBUTION. Plots the frequency of different categories of response {QTNL

FUNCTION. The primary concern of the system. It is the fundamental dimensior of purpose
(FEX, IDL, SDM).

FUNCTION HIERARCHY. An ordering of system functions from the most specific to the broad-
est (FEX).

FUNDAMENTAL DIMENSION. The basic characteristic of the eight system elements (SDM!.

GOAL. Avalue judgment which satisfies one or more needs (FEX, LGF, SCN).

GOVERNING RULES. Describe the relationships between decisions made by the participantsina
game and the resulting changes in the simulared environment (GAM).

HIERARCHY. An ordered structure iflustrating which factors are subordinate to others {TRD).

HUMAN AGENTS. The personnel who may be necessary for the system to achieve its function,
yet aze not themselves inputs or ourputs of the system {SDM).

IDEAL SYSTEM. A system thatachieves the function in the best possible maaner as judged by the
criteria for evaluating the system. Such systems typically require the least possible cost, the
least amount of human rescurces, and the least time while providing maximum benefits
(IDL).

IMMEDIATE PREDECESSOR. Any activity which immediately precedes an activity and which
must be complered before the activity can srart ({CPM).

IMMEDIATE SUCCESSOR. Any activity which immediately follows an activity and which may
not start uatil completion of the activiey (CPM}.

IMPORTANT ASSUMPTIONS. The factors which affect the success of a project and which are
beyond the influence of the decision maker (LGF).

INCREMENTAL COSTS AND BENEFITS. Computed by subtractig the “without project™
values from the “with project’ values {CFA}.

INDEPENDENT VARIABLE. The non-random variable which is used for forecasting other vari-
ables usingregression {RGF}.

INFLUENCE RELATIONSHIP. When one variable’s change in value influences change in another
variable {TRD).

INFLUENCE TREE. A tree that diagrams the variables which influence other vuriables which are
higher in the tree (TRD}.

INFORMATION CATALYSTS. The communication {written or verbal} and the knowledge which
enable the system process to occur, yet which are not inputs or ourputs of the system
(SDM).

INPUTS. The people, information, and/or physical items which enter the system o be trans-
formed by a sequence into outputs of the system (LGF, SDM).

INTERACTING GRQUP. A process that permits discussion among participants {NGT). .

INTERFACE DIMENSION. The relation to other systems or elements—a linking entry toreiared
system definition matrices {SDM].
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INTERMEDIATE IMAGE. An intermediate image describes the state of the system after a time
interval n {SCN ),

INTERNAL ECONOMIC RETURN. The rate of return derived from an economic analysis of the
benefits and costs to the society ~. economy of the country (IRR ).

INTERNAL FINANCIAL RETURN. The rate of return derived from a fnancial analvsis of the
project cash flow (FRR ).

INTERVAL SCALES. Scales that reflect not only the rank of one factor over ancther, but the
degree 1o which one exceeds the other. The difference berween them corresponds ro alength
of scalc interval {RTS .

INTERVIEW SCHEDULE. The plan for conducting an interview. it includes the questions to be
asked (VW

INVERTED EFFECT. An interaction between two variables so that a change in one resultsinan
opposite change in the other OV, -

IRREVERSIBLE VARIABLE INTERACTION. When the variable only increases or only de.
creases (OVDL,

LATEST FINISH {LF). The latest time {mcasured from the start of the project) when an activity
may be complered without defaying any immediate successor{sj, thereby delaying comple-
tion of the project {CPM.

LATEST START (LS). An uctivity's lazest finish time minus its duration (CPM}.

LIMITED ENTRY. A type of decision table which permits only a limited set of condition and
action entries in the decision rule columns {DTB).

LINEARLY LINKED MATRICES. Matrices with a common set of rows or columns {IMD}.

LOGIC ELEMENT. A symbol indicating the nature of the relationship between two or more ob-
jectives at adjacent levels in a hierarchy {INS3.

LOGICAL INCONSISTENCIES. When hypothesized relationships among variables are inconsis
tent {OVD),

LOGICAL MEASUREMENT. Determines whether a binary-event obiective has or has not oc-
curred {OBT).

MATRIX. A mathematical and graphical representation in two dimensions IMD?.

MATRIX ENTRY. The symbol used to indicate the existence or absence of 2 relationship between
the clement in the row and the element in the colemn {which together define the entry}
{IMD).

MEAN. The average value or central tendency of the data {HIS}.

MEANS OF VERIFICATION. The specific mechanisms by which quantitative indications of the
accomplishment of a project may be observed {LGF}.

MEANS-ENDS ANALYSIS. The identification of alternarive actions to achieve specified ends
{OBT, TRD;).

MEASURING INSTRUMENT. A technique for eliciting and measuring responses from a subject
{OCA.SVY,.

MEDIAN. The value corresponding to the midpoint of the data points {HIS}.

MILESTONE. A point in time {specific date} which marks the completion of a sequence of activi-
ties or the beginning date for subsequent activities {CPM).

MiXED ENTRY. A type of decision table whick permits exrended entries suchasa range of values
for a question in the condition stub {DTB).

MODE. The value or class interval whick oceurs most frequently (HIS}.

MODEL. A representatior of an imaginary entity that contains information in a certain predefined
form and bas specified rules for interpretation {TRD}.

MULTIPLIER EFFECT. Occurs when a project impact on one aspect of an economic system gen-
erates a stimulating effect on other aspects (IPX).

MULTI-STAGE SAMPLING. Draws random samples in stages {SVY).

MUTUALLY-CAUSAL VARIABLES. Variables that occur witen a change in one variable causesa
change ia another which is fed back to affect the first (OVD).
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MUTUALLY-EXCLUSIVE PROJECTS. Incompatible alternatives where implementing one pre-
cludesimplementing the others (NPW).

NOMINAL GROUP. A group process in which the members work independentiy but in cach
other’s presence (NGT.

NOMINAL SCALES. Scales that categorize different factors {RTS).

OBJECTIVE. A specific statement of purpose expressing a desired end (INS. QBT .

OBJECTIVELY VERIFIABLE INDICATORS. Indicators that demonstrate that certain desired
results are being accomplished {LGF;.

OPEN QUESTIONS. Questions which permit the respondent to answer as he or she chooses
[QTN).

OPPORTUNITY COST. The cost of committing resources to 2 particular use as measured by the
highest return that could have been obtained by committing the same resosrees to an alter.
native use (DIS).

OR LOGIC ELEMENT. Links objectives where the attainment of any one or a combination of
sub-objectives will achieve the higher level objective {INS).

ORDINAL SCALES. Scales used to rank-order a set of similar objects along z criterion dimension
which reflects 2 basis for comparison, but not the degree of difference (RTS).

ORGANIZATIONAL ATTRIBUTES. The elements or components of an organizational system
and the interrelationships among them {OCA}.

ORGANIZATIONAL CLIMATE. The relatively enduring quality of the internal environment of
an organization that {a} isexperienced by its members, {b} influences their behavior. and (¢}
can be described in terms of the values of a particelar ser of characteristics {OCA].

ORTHOGONALLY LINKED MATRICES. Matrices with the same set of elements in the rows of
one matrix and the columns of the other matrix {IMD).

OUTPUT. The desired and the undesired resules of the mansformation process of a system {FEX,
LGF, SDM).

OWNER. An organization or person who possesses intent for. or hasa vested interest in. a project
(INS).

PARAMETER. A gquantity with only one value over the entire range of the system behavior being
simulated {CSM).

PARTICIPANT OBSERVATION. The gathering of information about and impressions of a se-
lected group by direct interaction over an extended period of time (SVY).

PAYOFF VALUES. Represent the gain resulting from the occurrence of a particular action-event
path {DTR).

PERIOD. The time interval between successive « bservations of the underlying process (EXF).

PERSONAL ANALOGY METHOD. Used in Synectics sessions where a group member identifies
with an element of the problem and looks at it as though ke were that element (SYN;).

PHYSICAL CATALYSTS. The equipment, facilities, etc. whick are necessary for the inputs to be
transformed into cutputs, but which are not themselves inputs or outputs of the system
(SDM).

POLICY. Long-range decisions which influence alarge number of diversified groups with different
values. Policy made at one level of an institution forms the guiding criteria for shorter-range
decisions at a lower level {INS).

PREDECESSOR ACTIVITY. An activity that must be completed before another acriviry can start
(CPM).

PRESENT WORTH. The value today of a future payment {DIS}.

PROBABILISTIC MEASUREMENT. Qccurs when the attainment of the cbjective may not be
determined with certainty {OBT}.

PROBABILITY DENSITY FUNCTION. Regcesents the probability distribution of a set of contin-
nous events {SPA}.

PROBABILITY DISTRIBUTION. Associates each event in the set with its probability of occur-

rence {SPA).
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PROBLEM ENVIRONMENT. The set of variables and relationships which are germaine to the
decision process under study {(GAM},

PROCESS SYMBOL. Represents an action which takes place over time {FLW].

PRODUCER-PRCDUCT RELATIONSHIP. When one variable is a product of the other {TRD}-

PROGRAM CATEGORY. A system category under which specific projects, or program sub-
categories, are developed (PPB).

PROGRAM ELEMENTS. The resources or inputs needed to carty on a project (PPB}.

PROGRAM SUB-CATEGORY. Refers to the specific projects considered under a program cate-
gory {PPB).

PROJECT EFFICIENCY, The ratioc of project cutputs to inputs {BCR, CEAJ.

PURPOSE. A project’s primary intention or aim { LGF).

QUALITATIVE OBJECTIVE. Objectives that are judged subjectively o determine if chey have
been accomplished (OBT).

QUANTITATIVE OBJECTIVE. An objective that represents 2 quantifiably verifiable end or re-
sult {OBT}).

RANK-ORDERING. The process of weighing one item against others and then ordering the itsms
by weight on a scale such as importance or priorizy {BCR, NGT, NPW, FPM].

RATE DIMENSION. The performance measure for a system element (SDM).

RATIO METHOD. Estimates probabiiities for a set of events by first obzaining the relative chance
of pairs of events for all possible pairs (SPA).

RATIO SCALE. An interval scale for which the dim=nsion of comnparison hasa natural zero point
(RTS).

REDUCED MATRIX, A mawix formed by omitring one or more rows or columns from the origh
nal matrix {IMD}.

REFLEXIVE RELATIONSHIP, Occurs when the varizble interacts with itself {IMD?}.

REGRESSED VARIABLE. A variable is regressed on another when the former is dependent on
the larter (RGF).

REGRESSION COEFFICIENT. The cocefficient of the independent variable in a regression equa-
tioa [RGF).

REGULARITY. The most frequent or dominant {and cccasionally the mostimportant) conditton
of concern to the project design (IDL, FEX].

RELATIVE CHANCE, Reflects whether one event will occur rather than another {SPA}

RELEVANCE TREE. A tree that diagrams the relationships among different sets of factorsat each
level of a hierarchy {TRD).

ROUND-ROBIN. A process for serially recording ideas where each participant providesan ideain
turn. No discussion occurs, aithough the leader may ask for a show of hands on how many
participants had 2 similar idea. Those responding then eliminate tharidea from their respec-
tive lists. The process may continue in a circular fashion until all participants’ lists are ex-
hausted (NGT).

SAMPLE. A subset selected from a subject population, the artribures of which zre assumed to hold
true for the rotal popalation (SVY).

SAMPLE STATISTIC. A quantitative parameter which characterizes some aspect of the popula
tior from which a set of dara are drawn {(HIS}.

SCORING. Used in games as feedback to the participants toreflect the effactiveness of their deci-
sions (GAM).

SECTOR. The larger system of which a project is part {LGF).

SELF-INTERACTION MATRIX. A representation of relationships within 2 single set of variables
{IMD).

SEQUENCE. The process by which the iaputs are worked on, transformed, or processed into out-
puts, usually with the aid of catalysts (SDM).

SET. A collection of elements having some common propesty (3MD).

SET OF CONTINUQUS EVENTS. Consists of an infinite number of events (SPA).
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SET OF DISCRETE EVENTS. Consists of a finite number of mutually-exclusive events (SPA}.

SHADOW PRICES. Adjusted market prices which reflect the true benefit or cos. 1o the economy
(CFA).

SIMPLE RANDOM SAMPLE. A sample made so that every member of the target population has
an equal probabiliry of selection (SVY).

SLACK. The amourct of leeway allowed in either starting or completing an activity {CPM).

SMOOTHED VALUE. An estimate of the average value of the variable being forecasc { EXF).

SMOOTHING CONSTANT. A fraction between 0 and 1 that indicates the degree of confidence
placed on the most recent datum (EXF).

SOLUTION COMPONENT. The part of a program that is proposed as the solution {PPM}.

STANDARD DEVIATION. The measure of the dispersion of the data values about the mean
{HIS).

STATE DIMENSION. A specification of anticipated changes and plans in specific time horizons
foreach of the four dimensions {SDM).

STATE SCENARIQ. Describes conditions and events {the state of the systern and the external
context} ata single furure point in dime (SCN).

STATE SYMBOL. Represents a tangible product, requirement. or specific condition associared
with a process sequence (FLW).

STOPPING RULE. A rule that determines when any branch of the tree diagram should end (TRD).

STRATEFIED SAMPLE. A sample that selects a proportional sample at random from each of the
groups in a stratification of the total population (S VY.

SUBJECT POPULATION. The set of all events or entities which possesses certain specified
characteristics {SVY).

SUBJECTIVE PROBABILITY. A quantified judgment of the chance of an event occurring (SPA}.

SYMBOLIC ANALOGY METHOD. Describes the problem by objective and impersonal tides.
These titles are used to identify other problems which may be described by the same title.
They are generally expressed in two words, usually describing two conflicting atzributes of

the problem {SYN).
SYMMETRICAL RELATIONSHIP. Occurs when the relationship between two elements is non-
directed (IMD), .

SYSTEM. A collction of components which interact to achieve acommon function {CEA.CSM,
FEX.IDL, SCN, SDM, TRD}.

TARGET GROUP. A set of persons with certain common characteristics (DLP, OCA).

THRESHOLD EFFECT. When one variable does not change until the other variable changes signif-
icandy {OVD).

TIME PREFERENCE. The general preference of individuals for present over future receipe: and
for future over present expenditures {DIS}.

TOTAL CASHFLOW, The sum of all annual cash flows for the life of the project;an undiscounted
measure of the aggregate change expected from implementing 2 project {CFA).

TRANSIENT SCENARIO. Forecasts changes in and the alternative actions on 2 system at various
stages in the evolution of the system {SCN).

TRANSITIVE RELATICNSHIP. Requires that a directed relationship among three or more ele-
ments be consistent {IMD).

TREE GRAPH. A set of linked elements where only one exists between any two factors {OBT,
TRD).

TUNING. The process of making changes in the parameters and initial values for variables in order
to minimize the errors between expected and acteal simulation output or between observed
or simulated data {CSM).

UTILITY. A quantitative expression of the worth or satisfaction associated with 2n outcome
(DTR, MCU;.

UTILITY FUNCTION. Associates the possible leveis a criterion may take with the urilites for
those levels (MCU).




274 /| GLOSSARY

UTILITY MATRIX. Presents the clements of a decision under certainty (MCU).

VALIDATION. Testing whether a computer simulation program simulates the observed system
behavior. [t is a proces: of simulating the past and checking the simulated data against actual
dara {C3M].

VARIABLE. A factor used to describe a system which may change value as 2 function of time
(CSM, OVD).

VERIFICATION. Testing a computer simulation program to see that the program functions as
intended. It is a process of eliminating logical errors in the program {CSM}.

XOR LOGIC ELEMENT. Links mutually exclusive sub-objectives to the higher level objective(s}.
The achievement of one sub-objective alone achicves the higherlevel objeetive (INS).
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