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Chapter 1: An Introduction to Monitoring and Evaluation

What is M&E?

Monitoring and Evaluation (M&E) is a conjoined process. **Monitoring** is the systematic collection of data on specified indicators to help you know if you are on track toward achieving your desired results. **Evaluation** is the objective assessment of the relevance, efficacy or efficiency of a program. With both, a program can determine results and lessons learned about its efforts.

In order to work, M&E must be an integrated system, one that is rigorous and objective but also reflective of individual program approaches and needs. Only by inculcating M&E at every stage of a program’s lifecycle can the pistons of this system work effectively.

Why M&E?

Succinctly put, M&E is the process of learning about a program’s implementation and results, and using that knowledge to make decisions about a program. Done well, M&E can help you set goals and design an effective program, help you adapt the program to changing circumstances, and improve the program along the way. This ensures that activities themselves are the “right” activities to address the problem you are trying to solve in the environment in which you operate, and ensures that those activities are effective and efficiently implemented.

In other words, you carry out M&E to improve your programs continuously. Of course, you also conduct M&E because it is an important part of being accountable to your donors, your beneficiaries and other stakeholders. M&E helps you justify your rationale for your program, demonstrates that you are doing the right thing and doing it well, and ensures that you can point to the broader impact of your efforts.

Lastly, you do M&E because it is critical to the overall goal of your work! M&E is an important tool in helping to develop cutting edge programs, adapting programs to meet changing circumstances, and advancing the field of democracy and governance (DG) by learning from and utilizing evaluation results.

**M&E at the International Republican Institute**

The International Republican Institute’s (IRI) rigorous and innovative approach to M&E reflects its commitment to continuously improving its programming, capturing and communicating its results, ensuring resources are invested in programs that produce results, and helping advance the field of DG work.

IRI’s evaluation philosophy is guided by the following four principles:

- M&E efforts reflect the highest standards of objectivity, rigor and ethics, including guidelines established by the American Evaluation Association.

- M&E efforts are participatory and focused on use, resulting in relevant findings that show the impact of IRI’s work, and inform and improve program implementation and design.
• M&E efforts respect the interests of key stakeholders, in particular in-country partners, and avoid unnecessary risks and disruptions to ongoing programming.

• M&E efforts embrace the fact that DG programs are implemented within complex and often quickly changing environments, and should therefore explore program results in the context of the broader system of actors, relationships and processes that affect and are affected by IRI’s work.

**IRI’s Office of Monitoring and Evaluation**

The Institute’s M&E efforts are overseen by its Office of Monitoring and Evaluation. The Office offers a one-stop shop through which program staff can get advice on M&E needs at any point in the program lifecycle, including: developing M&E plans, infusing evaluative thinking into program design, developing data collection tools and assisting with analysis, compiling data into meaningful reporting, and designing formal evaluations.
M&E 101 Cheat Sheet

What is Monitoring & Evaluation?
M&E takes place over the lifecycle of a project – from the proposal stage to the final report, which is then used to inform the next program. Monitoring is the systematic collection of data on specified indicators to help you know if you are on track toward achieving your desired results. Evaluation is the systematic and objective assessment of the relevance, efficacy or efficiency of a program. Evaluation can take place at any time, and any part of the program can be evaluated: from program needs to program outcomes and impact.

Why is M&E Important?
• It helps keep you on track to achieve your desired results – helps identify program weakness and allows you to take corrective action
• It shows others that what you’re doing makes a difference – or if not, why not
• It helps you learn and improve your program and the field of DG

M&E is Logical!
When starting a new program, ask yourself these questions:

- What is the problem?
- What are the desired results?
- What resources will be necessary to achieve these results?
- What activities will take place to achieve these results?
- What will these activities produce?
- What will be the benefits of these products?
- What change will all this make?

Then all you have to do is put your answers in “M&E-speak”:

<table>
<thead>
<tr>
<th>M&amp;E Term</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>Goal, Desired Result</td>
<td>Political parties in Country X select party leaders through an inclusive, participatory process.</td>
</tr>
<tr>
<td>Inputs</td>
<td>Resources</td>
<td>Staff time; transportation, etc.</td>
</tr>
<tr>
<td>Processes</td>
<td>Activities</td>
<td>Trainings on internal democracy.</td>
</tr>
<tr>
<td>Outputs</td>
<td>Products, Yields</td>
<td>Party members trained on internal democracy.</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Benefits</td>
<td>Political parties elect their leaders.</td>
</tr>
<tr>
<td>Impact</td>
<td>Change</td>
<td>Parties are more representative of their members.</td>
</tr>
</tbody>
</table>

For visual people, it might help to think about it this way:

INPUT ➔ PROCESS ➔ OUTPUT ➔ OUTCOME ➔ IMPACT
**What Makes a Good Objective?**

**Specific** – What are you trying to achieve, where and with whom?

**Measurable** – Will you know when you’ve achieved it?

**Achievable** – Can you do it, with the money you have and the people you have, in the time you have?

**Relevant** – Is it actually a solution to the problem you’ve identified?

**Time-bound** – Is it clear when it will take place?

- Problem: I’m not in shape.
  - Bad objective: To get in shape.
  - Good objective: I qualify for the next Boston Marathon.
    - I know what I’m trying to achieve; I’ll know when I’ve achieved it; I can realistically do it; it will get me in shape; timeframe is clear.

An objective is the highest level result you want to achieve through your program; thus, it can be at the output, outcome, or impact level, depending on the circumstance.

**What is an Indicator?**

- An indicator is a signpost – it visually shows the condition of a system.
  - Example: To see if you’re sick, you take your temperature – your *temperature* is an *indicator* of whether or not you are sick.

- An indicator helps you know if you’re on track to reach a goal.
  - Example: If you want to lose 15 pounds by August, weighing yourself regularly helps you see if you’re on track – your *change in weight* is the *indicator* of whether or not you’re on track.

- You can have all kinds of indicators:
  - Process Indicator: Measure of activities
  - Output Indicator: Measure of products/yields
  - Outcome Indicator: Measure of the benefits (often behavioral change)
  - Impact Indicator: Measure of systemic and sustainable change

- F-indicators are general foreign assistance indicators developed by the U.S. government. These grants should include F-indicators in their M&E plan.

**What Makes a Good Indicator?**

**Direct** – Is it actually measuring what you’re trying to measure?

**Clear** – Is it clear what kind of change is taking place? Is it clear where and with whom the change is taking place?

**Quantitative** – Is it quantifiable? Can you count it or otherwise quantify it? If not, can you definitively answer yes/no as to whether it has been achieved?

**Feasible** – Can you realistically conduct this measurement with the money/people/time at your disposal?

Remember: An **objective** is a goal. An **indicator** is a measurement of progress toward reaching that goal.

**Example Indicators**

*Output:* Party leaders and members have increased knowledge.

*Indicator:* Number of party members demonstrating increased knowledge of internal democracy.

*Outcome:* Political party leaders adopt internal election law.

*Indicator:* Number of parties that institutionalize internal elections.

*Impact:* Party leadership is more representative of its members.

*Indicator:* Increase in party members’ opinion about leaders as measured by poll.
Chapter 2: M&E at the Program Design and Planning Stage

Why It Is Important to Think About M&E When Designing Your Project

Successful programs have one thing in common: they are led by a team that thinks analytically about the cause and effect of the program, adapts the program based on evidence and focuses on achieving results and documenting the achievement of those results.

In the end, the impact of your work depends heavily on what your participants do with the support given to them, and how these actions combine with other external factors to produce systemic change. For this reason, influence is strongest over activities (you control how they are implemented) and weakest when it comes to impact (you can’t control whether a parliament passes legislation). This influence can also be thought of in terms of sustainability. The immediate change that results from activities (such as knowledge gained) is short-lived. Systemic change (a law is passed) is much more lasting.

These different degrees of influence and change are described in terms of different levels of results. Results demonstrate the progression of change from inputs (whether you succeed in utilizing your resources) to impact (whether systemic and sustainable change has taken place).

What is a Result?

A result is whatever happens as a consequence of something else that happens. You include inputs and activities/processes in a results chain to illustrate all the steps from the beginning to the end of a program.

Please note: In M&E-specific terminology, result is also used to refer to a significant result at the outcome or impact level that indicates a milestone progress point in achieving the objective. Often, these are referred to as intermediate results or interim results.

Input: Inputs are what you put into a program: staff time, cars, opinion surveys, etc.

Process/Activity: Processes are basically activities; it is whatever process a program undertakes as part of its intervention – what the program does.

Output: An output identifies the immediate product or yield of an activity. If the activity is a training, then the output is that participants acquire knowledge or skills. The knowledge and skills are the activity yields. A program has a lot of control over outputs. You provide the training (input) → people are trained and gain knowledge or skills (output).

Outcome: An outcome measures the benefit of an activity, such as a change in behavior, relationship or action. In a training program, the outcome would be what participants do with the
knowledge or skills they have gained from the training. If a participant holds a town hall meeting after receiving constituent outreach training, that is an outcome. Outcomes are a step beyond your control, but are linked to the service you provided. The service you provided may not necessarily have caused the outcome, but it facilitated the process. The participant gained skills from the program (output) → the participant goes out and uses those skills (outcome). Note that there can be multiple levels of outcomes (immediate, intermediate, long-term).

**Impact:** An impact measures permanent or sustainable changes in a system or condition. Examples include substantive policy changes, increased voter support for a political party that campaigned based on issues, changes in political party operating procedures or strategies, or an increase in voter turnout. This is the ultimate goal of your work: to see impact. Impact is rarely (if ever) a direct or exclusive result of your work. Often, there are complementary developments, over many years, that together lead to change. With the training program example, if the participant holds a town hall meeting, receives feedback from constituents, and then goes on to achieve something based off that feedback (such as a budget allocation, new law or regulation drafted, or a service is delivered), that constitutes impact. The participant uses the skills gained from trainings to do something else (outcome) → as a result of using that skill over and over, the participant gains information that (s)he uses to promote a new regulation that provides permanent or sustainable change (impact). The key to impact is sustainability of the change.

As you can see from these examples, influence in the change process (from inputs to impact) is strongest at the outset, and then gradually reduces the further you move up in the results chain toward impact.

This can be illustrated in the following chart (see figure one). On the horizontal axis you can see the progression of results, which is essentially the progression of change. On the vertical axis you can see the influence or relative control programs have. The solid line denotes your program’s influence and the dotted line denotes the influence of your partners.

**Figure One: Attribution vs. Contribution Chart**
Persuasive and focused writing is critical: make sure the reader understands why the problem you discuss is the root of the overall problem and that your program addresses it. Too often the objective does not match the problem!

Figure one shows that the program has the most control over activities it implements and increasingly less control over what follows. Why? Because things like the political environment or the literacy level of participants influence whether or not a training program will have an effect.

For this reason, it is difficult to attribute an observed impact directly to the program’s work, or to say that the program caused something to happen. So, attributing something to the program is often spoken about less versus the program’s contribution. What did the program do to support that change?

**M&E at the Program Design Stage: What You Need to Know**

Most donors require you to submit a monitoring and evaluation plan together with your proposal. The M&E plan outlines your program objectives as well as how you will measure progress toward those objectives. But M&E thinking can, and should, inform your proposal from the very first stages. A well-designed proposal is easy to monitor, and is more likely to achieve your goals in an efficient and effective fashion. Using M&E thinking, you can identify what about a situation needs to change, how that change will happen, and how your program will contribute to that change. M&E also helps you define realistic goals for your program and develop a plan to monitor progress toward your goals.

The following section explains how M&E thinking should inform proposal design, and then how that proposal design can be linked to a robust M&E plan.

**Step 1: Defining Your Problem**

The first step is to clearly explain the purpose of your program by defining the problem you are trying to address. This is your problem statement.

The problem statement should include:

- Information about the situation that needs to change
- Who the problem affects
- The problem’s causes
- The broader effects of the problem; its impact on society

**Step 2: Identifying Your Objective(s)**

**Identifying the Level of the Objective(s)**

With your problem defined, you are ready to write objectives. Remember that, while your goal is the longer-term change you hope to influence, your objectives are more narrowly focused and measurable.
An objective is the highest-level result you promise to achieve through your project. An objective is frequently set at the outcome level, but can also be set at the impact or output level. In rare cases, you may decide to set your objective at the input level. The level or ambition of your objective will depend on the country in which you work, the size of the grant, the donor’s priorities and the history of your work in that country.

An objective can, in theory, be at any level along the results chain:

**Process/activity-level objective:** In some countries, accomplishing an activity, such as a training activity, is in and of itself an accomplishment; think about a closed society program.

*Example:* Party agent coordinators from all registered parties have access to training programs in the lead up to the 2015 parliamentary elections.

**Output-level objective:** In some programs, your goal is for participants to gain knowledge and skills, or to develop something, such as a document.

*Example:* Political party research units develop five-year plans that address the party’s research needs and lay out clear timelines for completion.

**Outcome-level objective:** In situations where you are more confident that you can achieve a goal over which you have less direct control, you can write outcome-level objectives. An outcome-level result depends on a chain reaction influenced by the program’s work: you cannot guarantee that an outcome will occur, but you are confident – because you know the situation, you have enough time and funds – that you can influence it to happen. Often, you can think of this as encouraging changes in behavior.

*Example:* Political parties develop issue-based platforms targeting youth in expectation of the 2011 local elections.

**Impact-level objective:** An impact-level objective is much more ambitious, and depends on a more complex chain reaction influenced by the program. This type of objective is most likely appropriate for situations where the political environment is such that you have confidence you can encourage more systemic movement in a positive direction, or change in a larger system or process.

*Example:* Parliament passes legislation aligning domestic processes with international labor conventions in advance of the 2014 international summit.
It is important to consider what level objective you want to achieve. Half the battle of a proposal is understanding what you are trying to achieve! Don’t change or reword objectives at the last minute; doing so may significantly alter the scope and scale of the program.

**Writing S.M.A.R.T. Objectives**

Now that you have decided what degree of change your objective is focusing on, you can write S.M.A.R.T. objectives.

A good objective is:
- **Specific** – What are you trying to achieve, where and with whom?
- **Measurable** – How will you know when you’ve achieved it?
- **Achievable** – Can you do it, with the money, people and within the time frame of the program?
- **Relevant** – Is it actually a solution to the problem you’ve identified?
- **Time-bound** – Is it clear when it will take place?

### Example of a S.M.A.R.T. Objective:

**Problem:** My program needs funding.

**Weak Objective:** To write a good proposal.

This is a weak objective because it’s vague about what defines success (what is a good proposal?), making it impossible to measure or achieve. There is also no timeframe indicated.

**Strong Objective:** I will write a proposal that responds to all request for application (RFA) requirements in 2015 that wins funding.

This is a strong objective because you know what you are trying to achieve, you will know when you’ve achieved it, you can realistically do it, and the timeframe is clear. An underlying assumption is that by winning funding through a proposal, you are writing a good proposal. Note that you have defined good by (1) winning funding and (2) responding to all RFA requirements.

Here are some examples of objectives for a defined problem, with explanations of how to make them S.M.A.R.T.:

**The Problem:** Political parties do not offer voters meaningful campaign platforms that parties can be held accountable to achieving while in office. Political parties generally campaign using famous names rather than discussing and promoting specific issues of interest to citizens. Voters tend to support parties based on what famous person joins rather than the important issues.

**Weak Objective 1:** Voters join political parties based on issues.

This is a weak objective because it is not specific (voters from where?), it is not achievable during the life of the grant (you cannot force voters to join parties), it is not a solution to the root of the problem (it’s not relevant because the focus is on the wrong target audience for your interventions – voters rather than parties), and it is not time-bound. It is probably measurable.
**Weak Objective 2:** Voters in city X join political parties in anticipation of the 2011 parliamentary elections based on identification with party support of issues.

This objective is now time-bound (2011 parliamentary elections), more specific (voters in city X), and probably measurable, but it is still not achievable or relevant to the problem.

**Strong Objective (output level):** Political parties in city X are better prepared to perform issue-based constituent outreach in anticipation of the 2011 parliamentary elections.

This objective is now S.M.A.R.T. You have shifted focus to parties and off the voters, recognizing that voter decisions are limited by the options presented to them; this makes the objective relevant. With the change to “strengthen capacity...” the objective is now achievable. You can’t force parties to campaign a certain way or voters to vote a certain way, but through your activities, you can impart skills and knowledge that strengthen the capacity of parties to perform issue-based outreach.

**Strong Objective (outcome level):** Political parties in city X campaign on issues of concern to voters, in anticipation of the 2011 parliamentary elections.

This objective is an aspirational objective because it is far more ambitious: stepping beyond increasing skills, you are aiming to achieve an outcome – a campaign in city X that is based on a substantive dialogue.

**Step 3: Describing Your Program Theory**

After identifying what level of change you expect to work toward, you can define your program theory.

A program theory lays out the approach or framework for your program. You may also hear a program theory referred to as a development hypothesis or change model; they are all similar concepts. The theory basically explains how and why the desired change is expected to come about: What has to happen for goals to be met? How do your activities achieve results? Thinking through the program theory first is essential to guiding the remainder of the proposal: from determining and defining activities to designing the evaluation plan. A side benefit of the program theory is that it explains why you selected your activities, so when someone reads the program description (s)he already understands the need for those activities, given your approach.

A program theory statement can be about a paragraph or more in length, and must answer the following questions, all stemming from the problem as you have defined it.

To create a program theory, Sue Funnell and Patricia Rogers suggest considering a program theory as comprised of two parts: a theory of change (what change do you want to see and how will change happen?), and a theory of action (what action must be taken to encourage that change?).

---

What is your theory of change?²
What will change look like, and which main actors will bring about this change?

What is your theory of action?
- What community/need are you addressing? (e.g., what is your goal?) [Question I]
- What is your strategy/approach? (e.g., what kind of program are you proposing, a local governance support program?) [Question II]
- What are your desired results? (output, outcome, impact) [Question III]
- What are influential factors? (e.g., support from party leadership) [Question IV]
- What are your assumptions? (e.g., that electoral regulations will be passed) [Question V]

² These checklist questions should provide a good starting point for drafting a program theory, but for more guidance please refer to: Funnell, Sue C. and Patricia Rogers. Purposeful Program Theory: Effective Use of Theories of Change and Logic Models. San Francisco, CA: John Wiley and Sons, Inc., 2011.
Step 4: Mapping the Results Chain

A results chain shows the sequence of results that need to occur to achieve the objective, from the lowest level result to the highest. It links the immediate results of your activities with the activities of your partners and other external factors.

Example:

**Problem Statement:** Political parties do not offer voters meaningful campaign platforms that parties can be held accountable to achieving while in office. Political parties generally campaign using famous names rather than discussing and promoting specific issues of interest to citizens. Voters tend to support parties based on what famous person joins rather than the important issues.

**Theory of Change Statement:** Parties will begin offering meaningful campaign platforms if they have access to knowledge about issues of priority to voters, and if they have the skills necessary to use these issues to gain more votes through the implementation of modern campaign strategies.

**Theory of Action Statement:** [Question I] Organization X proposes to work with political parties through trainings and individual consultations in a program focused on encouraging issue-based constituent outreach to provide voters meaningful choices. [Question II] Trainings and consultations will share knowledge of priority public issues of the day informed by organization X’s survey results, and will focus on developing party strategies that reflect voter concerns. [Question III] Through trainings and consultations, program outputs will include an increased knowledge base among party members at all levels on the subject of meaningful voter outreach. Program outcomes will include the development of issue-based party outreach strategies, supported by the increase in knowledge from organization X’s trainings and subsequent consultations. Impact will depend on other mitigating factors, but by helping to draft issue-based strategies and training party members on how to campaign effectively using issues rather than personalities, organization X aims to promote the development of a political environment based on a substantive dialogue during the 2011 parliamentary elections. This will be evidenced by issue-based platforms and messaging, as well as debates and town hall meetings. [Question IV] These achievements will depend on the policy context (including buy-in from party leadership and internal party structures), and the political environment. [Question V] The program also assumes that parliamentary elections will take place in 2011 as currently planned and that an electoral framework is passed and implemented in a way that is conducive to a free and open campaigning environment.

Notice that this program theory is the entire proposal summarized into a simple paragraph.
Why do you want to create a results chain? Because it helps you do the following:

- Think more analytically about the cause and effect of your program.
- Identify results that need to take place for your objective to be achieved.
- Determine the activities that will influence those results.
- Identify the link between program components.
- Differentiate between external factors that influence the program and factors within your control.
- Identify key assumptions.
- Highlight potential indicators for M&E.

Plotting out the sequence of results that need to be achieved – from your activity to your objective and beyond – helps you see where the gaps in your reasoning are. Knowing this puts you in a better position to plan both your activities and M&E.

There is no rule as to the number of results you need to define per objective. Just remember that the results indicators are also an agreement between the program and the donor about: (1) what constitutes your criteria of success, and (2) what kind of information the program will provide to the donor during the program.

**Step 5: Developing Effective Indicators**

Each result has a range of possible signs or indications of successful achievement. These are commonly referred to as **indicators**. Indicators tell you if you are on track or if something changed as a result of your work and how it changed.

Indicators can be quantitative or qualitative. **Quantitative** indicators provide information about things that can be expressed in numbers. **Qualitative** indicators provide information about things that are expressed through description and narrative.

---

**Never promise activities or results that do not meet the objective! If activities don’t address the objective, then they are often a waste of time and resources. Make an effort to engage with the funder to strategize a better use of funds. In the end, the funder wants what is most efficient and effective.**
**Indicators**

Just as results can be at the output, outcome or impact level, indicators can also be defined as being at the output, outcome or impact level. The result and its corresponding indicator share the same level of change.

<table>
<thead>
<tr>
<th>Example:</th>
</tr>
</thead>
<tbody>
<tr>
<td>To see if you’re sick, you take your temperature – your temperature is an indicator of whether or not you are sick.</td>
</tr>
<tr>
<td>If you want to lose 15 pounds by August, weighing yourself regularly helps you see if you’re on track – your change in weight is the indicator of whether or not you’re on track.</td>
</tr>
</tbody>
</table>

A good indicator is:

- **Direct** – Measures only what is intended to be measured.
- **Relevant** – Measures a result that will lead to the achievement of the objective.
- **Clear** – It is clear what kind of change is taking place where and with whom the change is taking place, and is unambiguous.
- **Definitive** – You can definitively determine whether the result being measured has been achieved. The indicator consistently produces the same measure of results when used repeatedly to measure the same condition or event.
- **Measurable** – It is actually possible to measure. Often, the change you hope to achieve is difficult to measure, especially at the impact level.
- **Feasible** – It is realistic to conduct the measurement with the money, people and/or time at your disposal.

> It is recommended that you select a range of result levels for the simple reason that doing so provides a balanced look at how the program is going overall, and it tends to diversify the kind and complexity of data collection you do.
Field staff input into the matrix is critical: field staff will need to be a reality check. Can you really get that data? Is the indicator off-base, too ambitious, not ambitious enough? Can you achieve these in the time frame and on budget? Does the target make sense? Is that an accurate baseline figure?

Choosing What to Measure: Which Indicator is Best?
Now that you know what an indicator is, you can decide what you want to use them for: what you want to monitor and/or evaluate. It is often difficult to decide what to measure or evaluate. Indeed, the hardest part of M&E is not how to collect data, but choosing what to measure!

An easy way to figure out what you need to measure is first to figure out your options. Look at the results chain you have already developed. Select a range of key results, from output to outcome, and where possible, impact (if your program has that expected) to measure with indicators. For example, in the following results chain, two results are circled:
Determining How to Collect Data to Support the Indicator

M&E activities are what you do to collect data to measure and demonstrate achievement of your objective and to report to the individual indicators and evaluation points in your M&E plan.

Some sample tools for data collection are:

- Focus group discussions
- Surveys (such as public opinion polls)
- Internally-administered surveys (such as pre- and post-training questionnaires)
- Scorecards and checklists
- Observation
- Documentation review
- In-depth interviews
- Sign-in sheets from trainings

Step 6: The M&E Indicator Matrix: What It Is For, and How to Fill It Out

The indicator matrix links results and indicators with larger donor objectives, and lays out data collection methods and instruments, baseline and target information, and the data collection timeframe of your program.

Why do you need an indicator matrix? Because:

- It’s often required by the donor.
- It shows you in one place how you are going to measure your success – or track your shortcomings.
- It lays out, in a simple format, what you are reporting.
- It helps keep you on track.

If you have already completed the results chain and identified indicator language, filling out the indicator matrix is only a matter of detailing the data collection method.
Filling out the Indicator Matrix
Below are details of what is entailed under each category of the indicator matrix.

**Indicator:** Write the indicator following the indicator guidelines above.

**Indicator Type:** Indicator type is the level of result it is measuring: output, outcome or impact.

**Indicator Source:** If you developed the indicator, write “custom” for the source. If it is drawn from another source (such as standard indicator required by the donor), note that source.

**Indicator Definition:** Clearly explain all aspects of the indicator that are not immediately obvious. There should be no ambiguity. For example, if your indicator is “Number of nominated civil society organization observers participating in election observation trainings,” you should define what a nominated civil society organization observer is, and what you mean by election observation trainings. For example: “Nominated civil society organization observers are individuals who are selected by their organizations as potential election observers but may not be accredited yet; election observation trainings are conducted by the program and cover observation techniques and election process regulations.” This may seem redundant, but it’s important to clarify what you mean and what you intend to do. This is especially important if you discuss such things as increased capacity. Further, the indicator definition is important internally, as in cases of high staff turnover, the indicator definition can, if properly completed, remove any chance that staff will interpret and report on the indicator in different ways.

**Unit of Measurement:** What are you measuring? If it’s “Number of political parties,” the unit is “political party.” If it’s “Number of civil society organizations that demonstrate improved organizational capacity” the unit is “civil society organizations.”

**Disaggregation:** If you are measuring individuals, as a rule of thumb, always disaggregate by gender, and if possible also by age (many programs include components aimed at encouraging youth participation, so capturing this detail is relevant), minority status, region, etc. If you say you are disaggregating, you need to follow through with that and report the disaggregated numbers in all of your reports.

**Data Source:** Where is your data from? How will you get it? Explain the answers under data source. For example, if you are collecting information on how many people attended your training, the data source may be “activity sign-in sheets.” If you are looking at increases in voter registration, the data source can be “National Election Commission voter registration list.” If you are measuring whether or not parties were able to use polling results to inform party messages, and you conducted interviews to ascertain this, this section would explain your method, which is “in-depth interviews.”

**Data Collection and Analysis Method:** How will you collect data and what sort of analysis method will you use? For example: “organization X will conduct in-depth interviews with 10 percent of the
participants three months after the training is completed. Organization X will use an interview protocol for all interviewees. Organization X will record each interview and transcribe the data. Then, organization X will conduct analysis of the interviews to ascertain major results of the training program and generate any program-relevant findings.”

**Potential Data Source and Collection Challenges:** Does your data source depend on cooperation from a political party, and how will that limit your indicator updates? Does your data collection depend on whether civil society activists are able to fill out pre/post-tests?

**Use of Data:** Explain how the data will be used. For example: to inform programmatic decisions, to measure progress towards the objective, and so on.

**Frequency:** Explain how often the data will be collected. After each training? Quarterly? Annually? Make sure the frequency is logical given the indicator definition and data source. For example, while participants can be counted quarterly, election results cannot.

**Responsible Party:** Explain what position will be responsible for the data collection and analysis. Staff member? Sub-grantee? Please be as specific as possible (but use the position title rather than the individual’s name).

**Baseline:** The baseline data tells you where you are starting from. Please spend time thinking about this and be as accurate as possible. If your indicator measures an increase in voter registration, your baseline data should come from the previous election. Please include the baseline year. If the indicator measures the number of participants at a training, the baseline should be zero, as you have not yet conducted any trainings as part of this program. The baseline year is the year the program begins. Never leave the baseline information blank.

**Target:** Similar to the baseline, the target is key to measuring your progress. Please note that it is okay if you do not achieve your target: there will likely be external factors that determine your success in achieving or surpassing targets. The important thing here is to give yourself and your donors an idea of the scale of achievement you expect. However, consistently outperforming or underperforming your targets may raise questions from donors as to whether the program is being implemented correctly. Remember also to explain how you came up with the target number.

**Step 7: Including a Graphical Framework**

A graphical framework illustrates all critical program components in such a way that you can clearly identify expected results. It’s a graphical representation of a complex process.

There are several different types of graphical frameworks. The results chain you discussed earlier is one kind, but it is usually quite messy and includes more detail than typically appear in other frameworks.

Most frameworks are used to showcase the important results and activities, and usually focus on the more intermediate-level results. Most graphical frameworks include these components:
• Your donor’s objective
• Your objectives
• Your key expected results
• Your activities
• Assumptions

Note that once you simplify, you lose some of the underlying theory of the program. This is why it is critical to develop the results chain first to help you with your proposal, and only at the end to reduce it to a tidy version for submission with your proposal. Please see the sample frameworks (figures two through seven) provided at the end of this chapter for different examples of frameworks.

**Step 8: What to Say in the Proposal Narrative about the M&E Plan**

The program evaluation section provides a narrative description of your approach to M&E for that grant. It is the main discussion of your M&E approach; the M&E indicator matrix is an accompaniment to this section. This section should include a discussion of each of the following components. It can be organized as outlined for clarity. Each section has questions to help you develop and write the narrative:

**Expected Results:** What are the expected results of this grant? How do they fit with the project’s program theory?

**Management and Coordination of M&E:** Who is responsible for M&E? Who will coordinate M&E activities? Will local partners have a role? What about contractors or consultants? How will M&E requirements be managed?

**Assessments:** Will the program be conducting any special assessments, such as a comprehensive baseline, midline and/or endline, or a political party, civil society or governance assessment? Describe the purpose and the initial design.

**Indicators:** Which indicators are qualitative? Which are quantitative? How many are output-level? How were outcome indicators selected?

**Data Collection and Monitoring Tools:** How will data be collected? What tools will be used? Will they be piloted? How will you try to reduce bias and ensure rigor?

**Data Verification:** How will the program ensure that data is accurate? What processes and checks will be put in place?

**Ethics and Rigor:** What sort of ethical issues are present (i.e. identity of participants)? What steps will be taken to reduce bias?

**Data Security and Storage:** How will data be stored? Where? Who will have access? Is there a timeframe for how long you will keep the data on hand? How will you ensure data is secure?
Analysis, Data Utilization and Learning: How will you analyze data? How will you use data? Will any data be used for program learning?

Reporting: What is your reporting schedule? To whom will you report?

Critical Assumptions and Risks: What assumptions do you have that govern your program and your M&E plan?

Sustainability: What efforts will you make to ensure sustainability of program results? For example, if results are knowledge and skills, efforts to ensure sustainability could include the dissemination of training materials and books that can be used for future reference.

Consider a More Rigorous Program Design

You often do not have time to take a more rigorous approach to designing your programs, simply because time allotted to proposal development is often scarce! This is regrettable, since there is a lot of learning from other programs that can go into the design of a new program, as well as many M&E methods to ensure that the program you design is as logical, efficient, effective, productive and results-based as possible. Figure two lays out some rigorous program design approaches that you should consider using if time and resources permit!
# Figure Two: Evaluation Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>In What Situation Would it be Used?</th>
<th>What It Is For</th>
<th>Ideal Timeframe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Needs Assessment</td>
<td>If you are not sure what areas partners need assistance in, how to craft activities in order to most effectively achieve activity goals, who important stakeholders are, etc.</td>
<td>Determines needs of the partners, how to fill that need, and establishes standards by which the program is evaluated separately.</td>
<td>Proposal design stage ideally, but could also be done at any time in the program lifecycle. Also, toward the end of a grant when you know there will be an extension or a new grant. It requires several days of interviews and consultations.</td>
</tr>
<tr>
<td>Formative Country Program Assessment</td>
<td>If you are developing a strategy for a new country or region, or embarking on a new sector of support, and are not entirely sure what to look for or what to prioritize.</td>
<td>Helps prioritize country and program goals, needs, entry points, problems to address and interests. It differs from a needs assessment by taking a more macro approach, and also because, in this case, the program likely knows very little about the situation.</td>
<td>Ideally before the proposal process, to help develop a larger strategy.</td>
</tr>
<tr>
<td>Outcome Mapping</td>
<td>If you don’t know what your underlying theory of change is, if you want to develop a vision and work up from activities. Developed by the International Development Research Centre.</td>
<td>Outcome mapping provides an excellent, detailed process to comprehensively lay out the strategic vision, mission, expected results and activities of a project, as well as indicators. It can also help a program focus on its sphere of control, influence and interest.</td>
<td>Proposal design stage through the end of the program. It requires one to five days of effort at the outset.</td>
</tr>
<tr>
<td>Program Theory Framework</td>
<td>If you want to streamline the project, clarify activities and their immediate purpose, to help get all staff thinking and brainstorming together. An effective way to get multiple offices working together on a proposal plan.</td>
<td>Clearly lays out each program step, what each step achieves, and what internal and external factors will influence the achievement. Helps identify criteria of success on which to base indicators.</td>
<td>Proposal design stage. It requires one to two days working internally with the program team and, ideally, a program partner.</td>
</tr>
</tbody>
</table>

Source: IRI
Objective: Country X civil society organizations have increased institutional capacity through completion of rigorous learning evaluation.

Evaluation partners act on findings and recommendations to improve program.

Evaluation partners finalize evaluation report and disseminate findings.

Program participants and beneficiaries have increased awareness about evaluation and their roles; increased empowerment and participation.

Evaluation partners engage in learning workshops and focus group findings and recommendations with social program participants and beneficiaries.

Evaluation partners analyze data and present findings in draft report.

Evaluation partners have increased knowledge about dissemination of findings.

Evaluation Partners participate in five-day data analysis, reporting, learning and utilization training program.

Program develops part A of evaluation curriculum.

Program develops part B of evaluation curriculum.

Evaluation partners have increased knowledge about data analysis.

Evaluation partners have increased knowledge about developing actionable findings and recommendations.

Evaluation partners have increased knowledge about use of evaluation findings and recommendations.

Evaluation partners have increased knowledge about data analysis.

Evaluation partners have increased knowledge about developing actionable findings and recommendations.

Evaluation partners have increased knowledge about use of evaluation findings and recommendations.

Program provides regular consultations on operationalizing evaluation findings and recs.

Program provides feedback on analysis and draft report; training Evaluation partner to lead a focus group discussion and learning workshop on findings and recommendations.

Program contracts evaluation partners to conduct evaluation.

Evaluation partners have increased knowledge about data analysis.

Evaluation partners have increased knowledge about designing data collection tools.

Evaluation partners have increased skills and knowledge about learning and accountability.

Evaluation partners have increased skills and knowledge about M&E for learning and accountability.

Evaluation partners have increased skills and knowledge about conducting data collection.

Evaluation partners have increased skills and knowledge about increasing rigor through methods such as triangulation.

Evaluation partners have increased capacity to define evaluative questions and to design an evaluation.

Evaluation partners have increased skills and knowledge about data analysis.

Evaluation partners have demonstrated capacity to develop appropriate data collection tools.

Evaluation partners have demonstrated capacity to collect data.

Evaluation partners conduct data collection and send data to program staff.

Evaluation partners refine and finalize data collection tools.

Evaluation partners have sufficient resources to undertake a pilot evaluation.

Evaluation partners have increased skills and knowledge about different evaluation designs and approaches.

Evaluation partners participate in five-day M&E 101, data collection and evaluation design training program.

Evaluation partners define an evaluation question of interest to them and announce how the results would be used.

Evaluation partners develop a results chain and program theory of their social programs.

Evaluation partners develop a small-scale evaluation of their own programs, including workplan and budget.

Evaluation partners develop part A of evaluation curriculum.

Program conducts initial stakeholder meetings to raise awareness about the importance of M&E and its relevance to institutional capacity building.

Stakeholders buy in to the importance of M&E for institutional development.

Stakeholders have increased awareness about what M&E is and its relevance to their work.

Stakeholders volunteer to participate in the evaluation as a partner.

Evaluation partners have increased awareness about different evaluation designs and approaches.

Evaluation partners have increased knowledge about different evaluation designs and approaches.

Evaluation partners have increased skills and knowledge about designing data collection tools.

Evaluation partners have increased skills and knowledge about conducting data collection.

Evaluation partners have increased skills and knowledge about increasing rigor through methods such as triangulation.

Evaluation partners have increased skills and knowledge about different evaluation designs and approaches.

Evaluation partners have increased capacity to define evaluative questions and to design an evaluation.

Evaluation partners have increased knowledge about data analysis.

Evaluation partners have demonstrated capacity to collect data.

Evaluation partners conduct data collection and send data to program staff.

Evaluation partners refine and finalize data collection tools.

Evaluation partners have sufficient resources to undertake a pilot evaluation.

Evaluation partners have increased skills and knowledge about different evaluation designs and approaches.

Evaluation partners participate in five-day M&E 101, data collection and evaluation design training program.

Stakeholders buy in to the importance of M&E for institutional development.

Stakeholders have increased awareness about what M&E is and its relevance to their work.

Stakeholders volunteer to participate in the evaluation as a partner.

Evaluation partners have increased awareness about different evaluation designs and approaches.

Evaluation partners have increased capacity to define evaluative questions and to design an evaluation.

Evaluation partners have increased knowledge about data analysis.

Evaluation partners have demonstrated capacity to collect data.

Evaluation partners conduct data collection and send data to program staff.

Evaluation partners refine and finalize data collection tools.

Evaluation partners have sufficient resources to undertake a pilot evaluation.

Evaluation partners have increased skills and knowledge about different evaluation designs and approaches.

Evaluation partners participate in five-day M&E 101, data collection and evaluation design training program.

Stakeholders buy in to the importance of M&E for institutional development.

Stakeholders have increased awareness about what M&E is and its relevance to their work.

Stakeholders volunteer to participate in the evaluation as a partner.

Evaluation partners have increased awareness about different evaluation designs and approaches.

Evaluation partners have increased capacity to define evaluative questions and to design an evaluation.

Evaluation partners have increased knowledge about data analysis.

Evaluation partners have demonstrated capacity to collect data.

Evaluation partners conduct data collection and send data to program staff.

Evaluation partners refine and finalize data collection tools.

Evaluation partners have sufficient resources to undertake a pilot evaluation.

Evaluation partners have increased skills and knowledge about different evaluation designs and approaches.

Evaluation partners participate in five-day M&E 101, data collection and evaluation design training program.

Stakeholders buy in to the importance of M&E for institutional development.

Stakeholders have increased awareness about what M&E is and its relevance to their work.

Stakeholders volunteer to participate in the evaluation as a partner.

Evaluation partners have increased awareness about different evaluation designs and approaches.

Evaluation partners have increased capacity to define evaluative questions and to design an evaluation.

Evaluation partners have increased knowledge about data analysis.

Evaluation partners have demonstrated capacity to collect data.

Evaluation partners conduct data collection and send data to program staff.

Evaluation partners refine and finalize data collection tools.

Evaluation partners have sufficient resources to undertake a pilot evaluation.

Evaluation partners have increased skills and knowledge about different evaluation designs and approaches.

Evaluation partners participate in five-day M&E 101, data collection and evaluation design training program.

Stakeholders buy in to the importance of M&E for institutional development.

Stakeholders have increased awareness about what M&E is and its relevance to their work.

Stakeholders volunteer to participate in the evaluation as a partner.

Evaluation partners have increased awareness about different evaluation designs and approaches.

Evaluation partners have increased capacity to define evaluative questions and to design an evaluation.

Evaluation partners have increased knowledge about data analysis.

Evaluation partners have demonstrated capacity to collect data.

Evaluation partners conduct data collection and send data to program staff.

Evaluation partners refine and finalize data collection tools.

Evaluation partners have sufficient resources to undertake a pilot evaluation.

Evaluation partners have increased skills and knowledge about different evaluation designs and approaches.

Evaluation partners participate in five-day M&E 101, data collection and evaluation design training program.

Stakeholders buy in to the importance of M&E for institutional development.

Stakeholders have increased awareness about what M&E is and its relevance to their work.

Stakeholders volunteer to participate in the evaluation as a partner.

Evaluation partners have increased awareness about different evaluation designs and approaches.

Evaluation partners have increased capacity to define evaluative questions and to design an evaluation.

Source: IRI
Figure Four: Sample Results Chain

**OBJECTIVE 1**

Objective 1: A democracy-based curriculum is developed for Country X, based on needs identified by local community, civic, and democracy leaders, under the program heading “Democracy Institute” at the X Center, that promotes increased participation of concerned citizens in the governing of their nation.

- **DI Core curriculum is finalized**
- **DI core curriculum is piloted with local stakeholders and potential participants**
- **DI Core curriculum is revised to reflect input from local stakeholders and pilot participants**
- **Experts provide input into the DI core curriculum, and the curriculum is strengthened**
- **A draft curriculum for the Democracy Institute (DI) is developed and submitted to various topical experts**
- **TOI participants have increased capacity to organize and conduct trainings**
- **TOI participants train CSO colleagues and other political stakeholders**
- **Year 1 Additional TOT component completed**
- **DI Participants targeted and selected based on recruitment strategy focused on program sustainability**
- **Training-of-trainers (TOT) participants identified and targeted**
- **Local and foreign experts are identified and selected**

**OBJECTIVE 2**

Objective 2: Civil society and democracy leaders are equipped with the requisite knowledge and skills, enabling them to participate in and influence the reform process and advocates for more democratic governance, and to engage in public, as well as the government at the local, regional, and national levels, to effectively promote and institutionalize a democratic basis of governance, as they have defined it.

- **Participants motivated to work together**
- **Participants motivated to participate in political process**
- **Participants increase capacity to influence reforms, and engage the public and government on all levels**
- **Participants motivated to work together**
- **Participants from different organizations interact, and develop personal trust and understanding**
- **Participants acquire skills/knowledge on the topic of coalition roles, development, political alliances, and legal/electoral aspects of coalition formation in Country X**
- **Unofficial and official activist networks nurtured**
- **Participants advocate for change and take part in policy creation and political process**
- **DI alumni and advocacy initiative participants share their experiences with DI classes**

**OBJECTIVE 3**

Objective 3: Opportunities for civil society and democracy leaders are created to build consensus and strengthen networks between and among themselves, their organizations and constituents.

- **Increased participation of democracy leaders, activists and citizens in political process**
- **Pro-democracy organizations are stronger and have wider reach**
- **DI participants reach out to one another and coordinate on advocacy and reform efforts**
- **Unofficial and official activist networks nurtured**
- **DI alumni and advocacy initiative participants share their experiences with DI classes**
- **Participants advocate for change and take part in policy creation and political process**

**Strategic Goal**

Country X's reform efforts and the policy development process are more inclusive

- **Democracy activists influence democratic debate and decisions in Country X**
- **Participants engage government and mobilize constituencies in more effective and coordinated manner**
- **Increased participation of democracy leaders, activists and citizens in political process**
- **Pro-democracy organizations are stronger and have wider reach**

## Figure Five: Sample M&E Indicator Matrix/Performance Monitoring Plan

### Title of Project

**Performance Management Plan**

#### Project Dates

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Type</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicator 1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indicator 1.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Uses and Reporting

<table>
<thead>
<tr>
<th>Year</th>
<th>Use of Data</th>
<th>Frequency of Collection</th>
<th>Responsible Party</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year 3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Baseline

<table>
<thead>
<tr>
<th>Indicator 1.1.1</th>
<th>Data Source</th>
<th>Collection and Analysis Method</th>
<th>Potential Data Source and Collection Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicator 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Data Source

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Collection and Analysis Method</th>
<th>Potential Data Source and Collection Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Frequency of Collection

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Current Frequency</th>
<th>Responsible Party</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Responsible Party

| Responsible Party | | |
|-------------------| | |

#### Critical Assumptions and Risks

| Critical Assumptions and Risks | | |
|--------------------------------| | |

#### Data Source

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Collection and Analysis Method</th>
<th>Potential Data Source and Collection Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Collection and Analysis Method

| Collection and Analysis Method | | |
|-------------------------------| | |
| | | |

#### Potential Data Source and Collection Challenges

| Potential Data Source and Collection Challenges | | |
|-----------------------------------------------| | |
| | | |

Source: Consortium for Elections and Political Process Strengthening
Figure Six: Sample Results Framework Template

RESULTS FRAMEWORK TEMPLATE

Funder Objective

<table>
<thead>
<tr>
<th>Objective 1</th>
<th>Objective 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR 1.1</td>
<td>IR 1.2</td>
</tr>
<tr>
<td>Sub - IR 1.1.1</td>
<td>Sub - IR 1.1.2</td>
</tr>
<tr>
<td>Result 1.1.1.1</td>
<td>Result 1.1.2.1</td>
</tr>
<tr>
<td>Result 1.1.1.2</td>
<td>Result 1.1.2.2</td>
</tr>
<tr>
<td>IR 1.2</td>
<td>IR 2.1</td>
</tr>
<tr>
<td>Sub - IR 1.2.1</td>
<td>Sub - IR 1.2.2</td>
</tr>
<tr>
<td>Result 1.2.1.1</td>
<td>Result 1.2.2.1</td>
</tr>
<tr>
<td>Result 1.2.1.2</td>
<td>Result 1.2.2.2</td>
</tr>
<tr>
<td>IR 2.1</td>
<td>IR 2.2</td>
</tr>
<tr>
<td>Sub - IR 2.1.1</td>
<td>Sub - IR 2.1.2</td>
</tr>
<tr>
<td>Result 2.1.1.1</td>
<td>Result 2.1.2.1</td>
</tr>
<tr>
<td>Result 2.1.1.2</td>
<td>Result 2.1.2.2</td>
</tr>
<tr>
<td>IR 2.2</td>
<td>Sub - IR 2.2.1</td>
</tr>
<tr>
<td>Sub - IR 2.2.1</td>
<td>Sub - IR 2.2.2</td>
</tr>
<tr>
<td>Result 2.2.1.1</td>
<td>Result 2.2.2.1</td>
</tr>
<tr>
<td>Result 2.2.1.2</td>
<td>Result 2.2.2.2</td>
</tr>
</tbody>
</table>

Source: IRI; “IR” stands for “intermediate result” in the chart.
## Logic Model Template

<table>
<thead>
<tr>
<th>Needs</th>
<th>Inputs</th>
<th>Activities</th>
<th>Outputs</th>
<th>Outcomes</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Needs of the community based on the social, political, and economic conditions of the country or region.</td>
<td>Staff Time Money Materials Equipment Partners</td>
<td>Conduct workshops, meetings Deliver services Provide Training Facilitate Partner</td>
<td>Products created Resources developed Services delivered Participants (e.g., NGOs, local citizens, media, host country government officials) reached</td>
<td>Increased awareness, knowledge, or attitudes Improved Skills Change in behavior, practice, or decisionmaking Policy change</td>
<td>Change in social, economic, or civic condition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Measured with performance indicators</td>
<td>Measured with performance indicators</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>External Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country’s political and economic condition</td>
<td>Change in government policies, such as NGO restrictions</td>
</tr>
<tr>
<td>Skills and knowledge level of intended beneficiary</td>
<td>Change in political situation, such as a coup or civil unrest</td>
</tr>
<tr>
<td>Implementer’s organizational capacity</td>
<td>Involvement from other donors and implementers</td>
</tr>
<tr>
<td>Level of engagement by stakeholders</td>
<td></td>
</tr>
</tbody>
</table>

Source: U.S. Department of State’s Bureau of Democracy, Human Rights and Labor


**Needs Assessment Guide**

A *needs assessment* is conducted to help define program objectives, strategy, partners, stakeholders and activities. Conducting a needs assessment is a key step in determining what your partners need in terms of programming, what might work to meet that need and establishing the standards by which you will evaluate whether the program made a contribution toward meeting that need.

Ideally, all programs would conduct a needs assessment. Practically speaking, consider conducting a needs assessment if any of the following situations apply to your program:

- The political context has changed significantly.
- You are starting work in a new country.
- You will be working with new stakeholders or partners.
- You are starting a new initiative or type of project that the program has not worked on before in your country.
- You are not sure who else is working on these issues or you are not sure what gaps in assistance there are.
- You are halfway through or toward the end of a program and you need to see if it should be continued or adapted.

The needs assessment ideally happens before a proposal is written, so that it informs proposal development. When you do not have time to undertake a needs assessment, it may happen directly after a grant is awarded, but it should take place before the implementation plan is developed and activities launched. The results of the needs assessments should inform the final strategy and implementation plan, and can inform how activities are designed and undertaken.

There are different ways of conducting a needs assessment, based on the objective of the assessment. Here are general needs assessment steps:

**Step 1: Identify the people involved:**
Evaluation expert E. Jane Davidson suggests considering needs assessment stakeholders in two groups:³

- **Immediate recipients** (your partners, such as elected officials or party members)
- **Impactees** (those people for whom something changes as a result of your program, such as the constituents of elected officials)

**Step 2: Determine what method(s) to use:**
There are several tools you can use to gather the data. Each tool should be used to elicit answers to all components of Step 3.

---

• **Direct Observation**: This is your experience and perspective gained from discussions and interaction with or witnessing program partners and other stakeholders.

• **Interviews/Focus Group Discussions**: With key stakeholders, such as staff, in-country experts, intermediary constituents, potential program recipients, partners and so on. Make sure the sampling size is slightly larger than you think you need to get a good mix of points of view.

• **Questionnaires**: Sent to stakeholders for written responses. Make sure to pilot the questionnaire first to be sure that the questions are clear and targeted.

• **Public Opinion Surveys**: Either previous surveys or existing surveys.

• **Other Existing information**: Academic literature, media reports, other funder reports, etc. can all be helpful information.

**Step 3: Using the tools you selected, identify the needs of impactees**:

E. Jane Davidson offers the following typology to analyze needs:

- **Conscious needs**: What they know they need.
- **Unconscious needs**: What they haven’t identified as needs.
- **Met needs**: Needs that have been met, to prevent program redundancy.
- **Unmet needs**: Needs that have not yet been met.
- **Performance needs**: Supporting needs to help address real needs (such as website training for an outreach website).
- **Instrumental needs**: Needs that help address performance needs (such as Internet connection or a computer for the website training).

**Step 4: Once you have identified the needs of impactees, analyze the data to answer the following questions**:

- What do your partners and impactees need?
- What can you do to meet those needs?

The answers to these questions will determine the program’s relevance and help define the scope of your program going forward. Ideally, the individuals conducting the assessment should write a report, to highlight the key data and conclusions so that programming decisions can be made.

**Formative Country Program Assessment**

Sometimes you have the opportunity to travel to the field to prepare for a proposal. It is especially a good idea do this for countries where you have never worked, countries where you have been absent for some time, countries where you have had programs but not had a field office, or countries where you are taking on a new kind of program or working in a new region.

---

Use a mix of these methods. At the very least it is recommended that the needs assessments include interviews and focus group discussions!

---

4 Ibid.
These situations are characterized by any of the following:

- Little institutional knowledge about the country, region or topic.
- Little institutional knowledge about working on the ground in the country or region.
- Few stakeholder contacts or entry points.
- Uncertainty about the best programmatic approach.
- Uncertainty about what can be realistically achieved.
- Uncertainty about the degree of influence of external factors or what these would be.

A country program assessment can really take any form. One way to do it is to use a rapid appraisal method (RAM). This method is simply a way of using multiple data collection methods in such a way that you get as much information as possible in a limited timeframe. It is less rigorous than standard data collection, but for a fast program assessment that aims to get a balance of views in order to inform program direction and approach, it is sufficient. If you have more time on the ground, then think about the following steps to develop your program assessment:

Prior to travel:

1. **Determine your main topical interest:** Party work? Civil society development? Democratic governance? Etc.
2. **Determine the kinds of information that is needed to know:** Examples include main actors, relationships, existing strategies, entry points, needs, political context and external factors.
3. **Determine key institutions and actors for your areas of interest:** Consult with country experts, scan media reports and journal articles. Develop a list of stakeholders.
4. **Determine what method to use to gather information from each stakeholder:** Group interviews? Individual interviews? Survey?
5. **Develop tools:** For interviews, develop open-ended questions to probe for different viewpoints, and to allow for stakeholders to prioritize their needs and interests. For questionnaires and surveys, make sure there is plenty of room for free and open response.

Once in the country:

6. **Meet with stakeholders:** Record all responses carefully, and ask for other contacts.
7. **Meet with newly identified stakeholders:** Adapt interview questions from the original interview guides.
8. **Observe:** Observe what is happening around you, make notes and record your reflections. These are important data points. If possible, take part in something, such as a town hall meeting organized by a potential partner.
9. **Monitor local news:** See what is prioritized in the local media, and observe how events or issues are being discussed.
10. **Talk to random citizens:** Hear what the average person is thinking or what the average person knows about your topical interest.
11. **Develop an initial list of findings:** As you meet with people and observe things, keep a running list of findings and a note about what sparked that finding.

---

12. If possible, test your nascent idea/approach with stakeholders before leaving: After meeting with different people and being on the ground, you should have a fair idea about what you think needs to happen. Time permitting, get a group of your most informative stakeholders together and float some ideas to get their feedback and their ideas. This will prove invaluable when you return from the trip and need to put things on paper.

After travel:

13. Finalize your list of findings: If possible, focus group the major findings with regional experts to get a reality check.
14. Develop your recommendations: Similarly, float the major recommendations to outside experts to see if they have additional ideas for entry points or approaches.
15. Develop your programmatic approach: Now you are ready to develop your programmatic approach, which entails identifying your objectives and developing your program theory!

**Outcome Mapping Guide**

**Outcome mapping** is an approach first developed by Sarah Earl, Fred Carden and Terry Smutylo at the International Development Research Centre (IDRC). They are the authors of *Outcome Mapping*, a handbook developed by the International Development Research Centre (IDRC). The handbook has step-by-step instructions on how to go through the process, and is available for free on their website: [http://www.idrc.ca](http://www.idrc.ca). The following section was informed by the IDRC handbook as well as other online resources on outcome mapping.

Since its creation, outcome mapping has been applied in many different ways. However, at its core, outcome mapping provides an excellent, detailed process to comprehensively lay out the strategic vision, mission, expected results and activities of a project, as well as indicators. It also can help a program focus on its sphere of control, influence and interest.

Outcome mapping acknowledges that impact is difficult, if almost impossible, to achieve, due to the complex environments in which you work. For this reason, rather than laying out explicit theories, which you may not know, outcome mapping focuses on your vision and builds up from your proposed activities. Instead of identifying indicators to measure and evaluate your work, through outcome mapping you develop graduated progress markers which essentially come from asking: what do you expect to achieve from your activity? What do you hope to see? What would you love to see? For the purposes of your donors, you can turn answers to these questions into indicators or evaluation points.

Outcome mapping should be completed before a program starts. It sets up a monitoring plan that focuses on behavioral changes and implementation strategies, with a focus on measuring the changes in behavior that correlate with each change of state. It takes a participatory approach and creates outcome ladders (dynamic indicators that have gradations of progress) that will allow the program to see how those impacted by programming are progressing towards change.

---

6 Earl, Sarah, Fred Carden, and Terry Smutylo. *Outcome Mapping: Building Learning and Reflection into Development Programs*. Ottawa: International Development Research Centre, 2001. The work is summarized here with permission from IDRC.
Below is a list of steps that are undertaken as part of this process.

**Outcome Mapping Steps for Proposal Design:**
You begin with a facilitated discussion that allows stakeholders to reflect on how best to measure the program. Stakeholders are determined on a case-by-case basis and could include: program staff (from headquarters and the field, if applicable), program partners (such as political parties, elected officials, etc.), donors and ultimate beneficiaries (such as constituents).

Through the discussion, which can take several days, the following are produced:

1. **A vision statement:** The ideal goal or final result toward which you’re working. What would things look like if all of the problems you are working to solve were solved? The achievement may be beyond the immediate capability of the current program, but the program could make a contribution toward the vision.
2. **A mission statement:** Describe how the program intends to support the vision. This is an ideal statement on how the program will contribute. This will include how the program intends to remain effective, efficient and relevant.
3. **Identification of boundary partners:** With whom do you work? Who are the people that will bring about change? Political parties, civil society organizations, elected officials, etc.
4. **Development of outcome challenge:** Describe how the behavior of the boundary partners would change if the program was extremely successful (i.e., if the program had achieved its full potential as a facilitator of change).
5. **Development of graduated progress markers:** These are markers that will help the program determine if boundary partners are progressing towards outcomes. This allows the program to gauge what it has accomplished, while still seeing what needs to be achieved. These are categorized into “expect to see,” “like to see,” and “love to see” – the idea being that the program team identifies minimum progress as well as ideal progress (to allow for gradations of progress).
6. **Creation of a strategy map for each outcome challenge:** Identify strategies the program will use to contribute to the achievement of the outcome.
7. **Articulate organizational practices:** This helps the program look at how it is going to operate to fulfill its mission.

At this point, to conform to your donor requirements, it is helpful to use the graduated progress markers to develop indicators or evaluation points.

The actual outcome mapping process, though, does not use indicators, and instead focuses on monitoring outcomes and performance. The goal is to assess a program holistically, recognizing that a program needs to know not only about outcomes, but also the processes by which they are attained and the program’s own internal effectiveness to achieve them. The goal is to monitor:

1. Behavior changes in boundary partners by creating an **outcome journal:** To collect data on the boundary partners’ achievement of progress markers.
2. Strategies the program is employing by creating a **strategy journal:** To collect data on the program’s actions in support of the boundary partners.
3. Functioning of program as an organizational unit by creating a **performance journal**: To collect data on how the program team works to remain relevant, innovative, sustainable and connected to its environment.

According to the outcome mapping approach, looking at how these three elements interrelate and the context in which change occurs is essential to program learning. By capturing information along the way, these journals become data collection guides, with which programmatic decisions are made.

**Program Theory Framework Guide**

An effective way of laying out the program before writing the proposal is by developing a **program theory framework**. This is a simple table that helps you by clearly laying out what goes into a program and directly linking each programmatic element to the different levels of results you are trying to achieve.

Why would you want to do it? If you have enough time, this is an excellent way of thoroughly thinking through the program steps and getting all staff members to participate in the analysis of proposed results and factors that go into achieving them.

It is based on a pre-determined results chain, so this should be done after a problem statement, program theory and results chain have been developed and agreed upon.

Information found in this table helps streamline program design and organize a more effective and convincing proposal. It helps identify what needs to happen for the program to have an influence on each step of the results chain. It is also helpful for those who are not familiar with evaluation principles, because it lays out all possible areas where data can be collected (see Step 5: Developing Effective Indicators). See figure eight for an example.

---

7 This program theory framework approach was developed by Sue C. Funnel; for more information, please see: Funnel, Sue C. “Developing and Using a Program Theory Matrix for Program Evaluation and Performance Monitoring.” *Program Theory in Evaluation: Challenges and Opportunities*. Spec. issue of *New Directions for Evaluation*. Ed. Patricia J. Rogers, Timothy A. Hacsi, Anthony Petrosina, and Tracy A. Huebner. 2000.87. (Fall 2000): 91-101.
### Figure Eight: Program Theory Framework Example

<table>
<thead>
<tr>
<th>RESULT CHAIN STEP</th>
<th>SIGNS THIS STEP HAS BEEN ACHIEVED</th>
<th>WHAT WILL YOU DO TO ACHIEVE THIS STEP?</th>
<th>WHAT OTHER FACTORS WILL AFFECT THIS STEP?</th>
<th>HOW TO MEASURE ACHIEVEMENT OF STEP (INDICATOR)</th>
<th>DATA NEEDED TO MEASURE ACHIEVEMENT?</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Party members participate in issue-based message training.</td>
<td>1. Full attendance 2. Leadership or decision makers attend 3. Active participation 4. Participants walk away satisfied</td>
<td>1. Public opinion survey conducted 2. Survey methodology and survey results training 3. Issue-based message/campaign development trainings 4. Solicit buy-in from leadership</td>
<td>1. Engaging training design 2. Qualified and effective trainer 3. Environment conducive to learning (room set-up)</td>
<td>Number of people trained 1. Buy-in from leadership 2. Political environment (ability to speak freely, ability to travel to a training, etc.)</td>
<td>Attendance records/participant lists Direct observation Written/verbal acceptance from leadership</td>
</tr>
<tr>
<td>(2) Party members gain knowledge/skills in issues and issue-based messaging techniques.</td>
<td>1. Increase in knowledge about issues and issue-based campaigning 2. Ability to draft issue-based strategy 3. Ability to conduct campaign</td>
<td>(There is no corresponding activity.)</td>
<td>(There are no factors within the program's control.)</td>
<td>1. Level of education</td>
<td>Pre and post-training questionnaire Knowledge scorecard</td>
</tr>
<tr>
<td>(3) Party members are more motivated to perform issue-based campaign.</td>
<td>1. Participants discussing issues in campaigning with leadership 2. Participants build buy-in among colleagues</td>
<td>(There is no corresponding activity.)</td>
<td>(There are no factors within the program's control.)</td>
<td>1. Level of pro-activeness 2. Level of empowerment 3. Level of power/influence</td>
<td>Number of internal party trainings, consultation designs, or meetings regarding issue-based campaigning Survey Focus group discussions with party members</td>
</tr>
<tr>
<td>(5) Parties/candidates campaign on issues of concern to voters (program objective)</td>
<td>1. Consistent use of issue-based message throughout campaign 2. Issues debated between candidates or parties 3. Less negative campaigning</td>
<td>(There is no corresponding activity.)</td>
<td>1. Skills/knowledge based on prior trainings</td>
<td>1. Buy-in from leadership and party members 2. Level of pro-activity of candidates 3. Political environment (ability to campaign freely, electoral framework etc.)</td>
<td>Number of leaders campaigning off issues Number of debates on issues</td>
</tr>
<tr>
<td>(6) Citizens ID party/candidates by issues.</td>
<td>1. Voters can differentiate between parties based on issues</td>
<td>(There is no corresponding activity.)</td>
<td>(There are no factors within the program's control.)</td>
<td>1. Political environment (ability to campaign freely, etc). 2. Free and open media; relatively equal media coverage</td>
<td>Voters can differentiate between party messages</td>
</tr>
<tr>
<td>(7) Citizens decide which party/candidate to vote for based on issues.</td>
<td>1. Voters select party/candidates based off issues on which the party/candidate campaigned</td>
<td>(There is no corresponding activity.)</td>
<td>(There are no factors within the program's control.)</td>
<td>1. Political environment (ability to vote freely, privacy of the vote, etc). 2. Free and open media; relatively equal media coverage</td>
<td>Increase in votes for parties that use issue-based campaigns Increase in percent of voters who think parties stand for something</td>
</tr>
</tbody>
</table>

Source: IRI, based on template developed by Sue Funnell
Chapter 3: M&E in the Field: Measuring Success with a Proper M&E System

A program’s M&E system describes how the program will use data to reflect on and communicate information to help implement the program, adapt to changing environments, report to donors and inform future programs. Remember, information is not helpful if it is not used!

A proper M&E system will include the following components:

- Established **Purpose and Scope**
- Established **Data Collection** Process
- Established **Data Analysis** Process
- Established **Data Use**, with a focus on learning, communication and reporting
- Established **Data Storage** Protocol
- Established **Ethics**

Some programs undergo assessments of their data quality, called **data quality assessments**. This section will discuss these as well.

**Established Purpose and Scope**

After the grant is awarded, ask yourself the following questions:

- What do I really want to know about my program?
- What do I need to know to be sure I am on track?
- What do I need to know to be sure I am achieving my results?
- How can I collect information efficiently to know that?
- What kind of staffing and resources do I need to gather and process that information? Do I have enough of these resources?
- Do I need any formal assessments or evaluations, such as a needs assessment, stakeholder assessment or anything else?

Once you have answers to these questions, review the indicator matrix, and refine your indicators and related information. Then, address your M&E needs and activities in your program workplan, or develop an M&E workplan.

**Note: M&E “system” versus “plan”**

Your M&E system is whatever system you have in place—formal or informal—to manage the collection, utilization and dissemination of information about your program.

The system should be formalized into a written M&E plan specific for each grant/project. Many funders require a formal M&E plan as part of a grant/contractual agreement.
**Data Collection**

You gather data to understand two things: (1) where you are in implementing your program (i.e., how your activities are going, which is basic monitoring) and (2) changes in behavior/state due to your work (i.e., project level results that are not specific to a particular activity, which is more evaluative but also important for monitoring).

Immediate results linked to specific activities tend to be outputs and sometimes outcomes. Project-level results tend to be at the outcome and impact level.

Data helps you make program decisions, learn from program results and inform others of your progress and results.

The M&E plan, including the indicator matrix, constitutes the minimum requirements for monitoring your performance and measuring your results.

**What Do I Need to Consider?**

Data collection takes place throughout the life of a grant. It often begins before a program starts (e.g., establishing a baseline or conducting a needs assessment), and continues after program activities have concluded, to collect information on program results and to inform the final report or future programs.

There is no single best way to collect data. In fact, it’s generally advisable to use a mixture of techniques to ensure objectivity and **triangulate** data (using different researchers, data types and data sources to corroborate findings). Below are some questions to consider with regard to data collection as you prepare activities and look through your work plan and M&E system:

- Do I need a baseline assessment? An endline assessment?
- Do I need to pilot test my data collection method?
- What are my available resources and time?
- When do I need to start collecting data for an indicator, and how often must I collect it?

> There has been a trend in recent years toward quantitative data: it’s often easier to manipulate and understand. For lower-level results like outputs, it can be straightforward: number of people trained. But this number does not tell you anything about the larger system you are trying to change. In addition, collecting quantitative data for higher level results can be difficult, and sometimes misleading; quantitative figures often depend on qualitative data and analysis. For monitoring purposes, quantitative data is usually used to gather information on lower-level results like outputs, while qualitative data is often used to describe higher-level results.

> Each time you do a program activity, ask yourself: can I use this opportunity to collect data?
• How will I use the data I collect?
• Who will analyze the data?

Data can be qualitative, quantitative or a mixture of both. Qualitative data uses words, pictures, video and narrative to describe something. Quantitative data uses numbers to describe something. Neither is better than the other; it depends on what you need!

Here is a breakdown and comparison of each method:

<table>
<thead>
<tr>
<th><strong>Comparison of Data Collection/Analysis Methods</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Quantitative</td>
</tr>
<tr>
<td>Qualitative</td>
</tr>
<tr>
<td>Mixed Methods</td>
</tr>
</tbody>
</table>

**Making Sure the Data is Actionable**
Collecting data is meaningless if the findings are not used. When planning for data collection, make sure you ask yourself: how will I use the data? If you can’t give yourself a specific answer, then you probably won’t use the information.

Examples of data use:

• Report to indicators for accountability.
• Tells you if you are on target to meet your objectives.
• Tells you if you are on the right track: e.g., if questionnaire results show that participants do not fully understand one of the training topics, perhaps you should rethink the way you present the content in future trainings.
• Helps you learn from what you are doing in order to inform future programs.

**Examples and Guides to Common Data Collection Methods**

Now that you have thought about the bigger picture of your data collection, you can turn to data collection methods. These methods can be used for any level of result: output, outcome or impact. The level it measures depends on how you use the method.

There are many different places where you will get data to report to your indicators.

Often a program will have access to existing program data (**primary data**), such as: participant lists, web statistics, survey results, etc. Or a program will have access to data from other groups (**secondary data**), such as: reports by other organizations, news clippings, etc. The kind of data you have access to will depend on your project type and the environment in which you work.

To collect new primary data there are common M&E data collection methods that most projects can use. Below is a table showing the differences in methods. These methods can be used for any level of result: output, outcome or impact. The level it measures depends on how you use the method.

---

8 IRI would like to acknowledge the efforts of Social Impact, Inc. in helping to develop this table.
# Common Data Collection Methods

Refer to the Data Collection Section for guidelines and tips for each of these methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Uses</th>
<th>Strengths</th>
<th>Challenges</th>
</tr>
</thead>
</table>
| **Public Opinion Survey**   | Polls are an ideal tool to measure the progress of a program, including its reach and impact. Polls are best with programs that reach a large part of the population or have been working for years on a single issue and seen more systemic change. | • Numerical responses enable statistical analysis.  
• Question design can be controlled.  
• Can reach many people quickly and efficiently.  
• Large sample size means results typically representative of bigger population.  
• Anonymity of instrument might improve honesty of respondents. | • Can be expensive to administer.  
• Data analysis can be technical.  
• If not designed correctly, questions may not adequately capture actual impact.  
• Can only capture results of programs that have broad reach or scope. |
| **Self-administered surveys (pre-/post-training questionnaires)** | Questionnaires can be an ideal means to measure various things, such as the effectiveness of trainings, to collect data on participants, or to test changes in knowledge. | • Inexpensive  
• Anonymous | • Depends completely on proper/ubiquitous question design and structure of responses.  
• Cannot capture unanticipated responses. |
| **In Depth Interviews (Individual or Group)** | Interviews help you to gain a deeper understanding of program outcomes, gauge why and how a program might (or might not) have had an impact, and learn more about the experiences and perceptions of stakeholders. | • Able to enter into another person's world view.  
• Can explore complex issues in depth and capture unanticipated results.  
• Flexible - questions can be altered as interview progresses. | • Difficult to conduct effectively.  
• Time consuming.  
• Subject to interviewer bias.  
• Difficult/time-consuming to analyze interview data.  
• Sample size typically not representative of population.  
• Can be expensive. |
| **Focus Group Discussions (FGD)** | FGDs are useful for efficiently and relatively inexpensively capturing the perspective of a select group of people. Useful in capturing the interaction between people. Sampling is an important consideration for FGDs. | • Efficient - can capture the perspective of several people in one session.  
• Group discussion helps to stimulate memories and past experiences. | • Difficult to schedule people together.  
• Planning of session takes considerable effort.  
• Focus can be lost.  
• Candor may be more difficult during group sessions.  
• Requires a skilled moderator. |
| **Participant Observation and Visual Evidence** | Useful to directly observe changes as a result of your programs and assess whether partners use techniques learned during training. Goal is to systematically view an activity until patterns become apparent. | • Can directly experience an activity.  
• Can capture aspects of an activity, such as intensity and perception.  
• Do not have to rely on others’ account of an event.  
• Visual evidence provides quick descriptions of a physical environment. | • Requires disciplined and prolific note taking.  
• The observer can often influence behavior.  
• It is often hard to interpret or categorize behavior correctly.  
• Observer will inevitably have own views/perceptions of activity and setting (difficult to be objective). If possible, have two simultaneous observers to reduce bias. |
| **Documentation Review (Content Analysis)** | Review documents to discern patterns. | • Find patterns in large volumes of information. | • Can be difficult and time consuming to find and review large volumes of documents.  
• Difficult to analyze and categorize information.  
• Subject to researcher bias. |
| **Scorecard/Checklists**    | To measure the progress of a partner. | • Effective at tracking progress of a partner over time.  
• Can allow for systemized comparison of multiple partners.  
• Provides a degree of objectivity by reducing bias in data collection and analysis.  
• Can facilitate the quantification of qualitative information. | • Depends on measures set out in scorecard (not able to capture changes outside of scorecard list). |
Data Collection Alternatives for Common Democracy and Governance Activities

Whenever you do a program activity, an M&E component should generally be included. To help you include evaluative components into your program activity, this table lists different data collection possibilities for common activities. This list will also help you fill out the indicator matrix by providing lists of possible M&E data collection method and sources.

### Major Categories of Processes (i.e. Activities) and Options for Measuring Associated Results

<table>
<thead>
<tr>
<th>Program Activity/Process</th>
<th>M&amp;E Activity</th>
<th>M&amp;E Tool</th>
<th>Result Level</th>
<th>Use / Purpose of This Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Types of M&amp;E activities that may be useful to accompany the program activity</td>
<td>Tools you will need to undertake this M&amp;E activity</td>
<td>This will depend on the program and tool used</td>
<td>Why you would undertake this M&amp;E activity</td>
</tr>
<tr>
<td>1) Trainings, Workshops &amp; Presentations (formal learning-related activities)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pre-/post-test of knowledge</td>
<td>Pre-/post-test</td>
<td>Output</td>
<td>To assess actual knowledge uptake and perceived knowledge uptake</td>
</tr>
<tr>
<td></td>
<td>Track participation</td>
<td>Participant lists</td>
<td>Output</td>
<td>To track participation</td>
</tr>
<tr>
<td></td>
<td>Post-test only of knowledge</td>
<td>Post-test</td>
<td>Output</td>
<td>To assess perceived knowledge uptake</td>
</tr>
<tr>
<td></td>
<td>Post-event questionnaire</td>
<td>Questionnaire</td>
<td>Output</td>
<td>To obtain feedback on training and other follow up information</td>
</tr>
<tr>
<td></td>
<td>Training observation</td>
<td>Observation checklist</td>
<td>Output</td>
<td>To assess participation, observed reactions, group dynamics, etc. during the training program. Particularly useful for events that bring together different groups (example: women and men for a gender training) or potentially acrimonious groups (example: civil society and parliamentarians)</td>
</tr>
<tr>
<td></td>
<td>Group discussion at end of session</td>
<td>Group discussion facilitation guide</td>
<td>Output</td>
<td>To gather immediate feedback and perceptions of the training/workshop/presentation; to gauge how much participants think they learned</td>
</tr>
<tr>
<td></td>
<td>Photographs, videos and other visual evidence</td>
<td>Camera, video, audio equipment</td>
<td>Input</td>
<td>To provide evidence of training/workshop</td>
</tr>
<tr>
<td></td>
<td>Collecting training products</td>
<td>None</td>
<td>Input</td>
<td>To provide evidence of training/workshop outputs</td>
</tr>
<tr>
<td></td>
<td>Document/content review</td>
<td>Document review checklist</td>
<td>Output/Outcome</td>
<td>To assess the quality of what is produced by participants during a training/workshop (such as the quality of a draft mission statement), or to assess quality of what participants produce after leaving the training/workshop</td>
</tr>
<tr>
<td>Program Activity/Process</td>
<td>M&amp;E Activity</td>
<td>M&amp;E Tool</td>
<td>Result Level</td>
<td>Use / Purpose of This Activity</td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------</td>
<td>----------</td>
<td>--------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td></td>
<td>Types of M&amp;E activities that may be useful to accompany the program activity</td>
<td>Tools you will need to undertake this M&amp;E activity</td>
<td>This will depend on the program and tool used</td>
<td>Why you would undertake this M&amp;E activity</td>
</tr>
<tr>
<td>Pre-/post- (or post only) focus group discussion</td>
<td>Focus group discussion guide</td>
<td>Output/Outcome</td>
<td>To assess perceived changes in knowledge, to obtain feedback on training, to brainstorm next action items</td>
<td></td>
</tr>
<tr>
<td>In-depth interview immediately after the training: phone or in-person</td>
<td>Interview protocol</td>
<td>Output</td>
<td>To assess whether participants changed perceptions based on the training, built relationships, learned new information or plan to implement any part of the training</td>
<td></td>
</tr>
<tr>
<td>In-depth interview several weeks after the training: phone or in-person</td>
<td>Interview protocol</td>
<td>Outcome</td>
<td>To assess whether participants changed behavior and/or used information from the training (example: follow on activities)</td>
<td></td>
</tr>
<tr>
<td>Survey immediately after the training: via email, online or SMS</td>
<td>Survey or questions</td>
<td>Output</td>
<td>To assess whether participants changed knowledge or plan to act using information from the training</td>
<td></td>
</tr>
<tr>
<td>Survey several weeks after the training: via email, online or SMS</td>
<td>Survey or questions</td>
<td>Outcome</td>
<td>To assess whether participants changed behavior and/or used information from the training (example: follow on activities)</td>
<td></td>
</tr>
<tr>
<td>SMS-blast questionnaire</td>
<td>Short list of questions</td>
<td>Output/Outcome</td>
<td>To gather immediate feedback on any topic; can be an outcome if it asks about changes in behavior</td>
<td></td>
</tr>
</tbody>
</table>
Data Collection Tools

There are any number of methods and tools to collect useful data. The following is a brief introduction to the more common data collection tools.

Public Opinion Research
Polls can also be a tool for M&E. They are an excellent way to gather data to measure progress in the implementation of your activities and any change that has occurred. They are often a missed opportunity when it comes to M&E! Remember, however, that polls are often expensive and require technical expertise. Here are some examples of how polls can be useful for M&E:

- **Using Polls to Measure Progress in the Implementation of Activities**
  Imagine that your program is helping a CSO watchdog by paying for advertising space in major newspapers to include information on parliamentary affairs. Your M&E plan could simply count the estimated readership of each paper to assess the reach of the information on parliamentary affairs. This may depend on estimates provided by the newspapers themselves, which may or may not be accurate.

  If your program is already conducting a poll, it could be used to get a more accurate picture of how many people actually received the newspaper, and *how many actually read those specific program-sponsored advertisements*. This is a better measure than readership estimates.

- **Using Polls to Measure Change**
  Imagine that your program is going to train and mentor government officials on constituent outreach – specifically, conducting regular public forums in each city. Let’s say you have two polls planned for your program for message development training. Your M&E plan could simply count the number of public forums that government officials hold, or the number of attendees. While useful data, it does not get to the real purpose of the public forums: encouraging public participation in the political process and strengthening confidence in government and the democratic process.

  If your program is going to train a significant number of government officials and is expected to have an extended reach, you could insert extra questions into the poll to measure, for example, the public’s perception of how engaged its officials are in each province; whether or not the public received information about outreach events; whether or not they acted on that information; and the level of public participation in town hall meetings.

  When conducting a poll at the beginning and the end of the program, the poll can show evidence of change. For example, the poll can show change in the public’s opinion of its government officials from the beginning of the program to the end. This would give you an indication of change.
Self-Administered Surveys (such as Training Questionnaires)
Self-administered surveys – such as post-training questionnaires – are often used to measure how well the trainer did, how well the training was organized, etc. Such questionnaires, properly crafted, can do much more. For example:

- **Pre-/post-training or event questionnaires can provide a more rigorous assessment of change.**
  It’s common to administer post-training questionnaires to gather feedback on the event. But a pre-training questionnaire can serve as a baseline, and a post-training questionnaire can serve as an endline. Perceptions, awareness, knowledge and expectations can be compared between baseline and endline. While you can measure some of this change through post-training questionnaires only (no pre-test), it is not as rigorous.

- **Self-administered surveys in the form of post-training questionnaires can be used to gather data about program participants and provide important program data points.**
  Perhaps a program wishes to know whether participants learned new information by attending a party witness training, to find out whether party members were getting information on election regulations from other sources (and if so, from where), and to gather sufficient information to further track participants. The program team therefore distributes post-training questionnaires to all 9,000 participants of its referendum program. In another example, a program designs a basic questionnaire template to be used in all trainings and events to gather sufficient information to track network members and gather data necessary for M&E purposes. The questionnaire template includes a space for questions from specific trainings, with sample questions. Data from the questionnaire will be included in the network’s global member database.

- **Guided surveys can be used to guide program staff in conducting proper follow-up with program participants.**
  A program may want to find out whether election training program participants applied the skills learned in the training, and whether these skills contributed to their success on Election Day. Program staff design a questionnaire to measure these aspects. Then, a few months later, they pick a random sampling of training program participants and call each participant to administer a survey. The questionnaire response guides their telephone questions, allowing for objective and comprehensive data for more rigorous analysis.

Questionnaires can be filled out by participants themselves, or if participants have limited reading or writing abilities, with the help of staff. Below are some different permutations of self-administered questionnaires, and some tips for which you would use in which situation:
Here are some tips on how to develop the best possible questionnaire:

- **Clearly define the objective of the questionnaire and develop a list of things you would like to know.**
  This will make the questionnaire flow logically and help you gain appropriate data and insightful information. If you are having trouble writing questions, it’s probably because your objective is not clear.

- **Keep the questionnaire as short as possible.**
  Define precisely what information you need, and write as few questions as possible to obtain that information. Ideally, respondents shouldn’t need more than 15 minutes to complete the entire questionnaire.

- **Only ask one question at a time.**
  For example, write: “to what extent is the material clear?” rather than: “to what extent is the material clear and helpful.” Material can be clear but not helpful, and vice versa. The multiple variables will confuse the respondent or they may only respond to one part of the question.

---

• **Avoid open-ended questions, wherever possible.**  
People won’t answer in depth. There will probably be a lot of bias (i.e., less literate participants will not contribute). Also, with larger samples, responses to open-ended questions take much more time to analyze. Rather than open-ended questions, categorize all possible responses to multiple-choice, and include a write-in spot for obscure categories relevant to only a few people [“other (please specify)”].

• **Allow for write-in answers for any numeric responses.**  
For questions that ask for a numeric answer, allow these to be write-in responses (open-ended). Why? Because doing so prevents you from accidentally fixing the answer. If your question asks how many hours per day does the participant watch television, and the range is zero, one, three or five+ hours per day, the respondent may be too embarrassed to pick the biggest option even though (s)he may watch seven hours per day. Also, you may pick the wrong range, which will distort the responses; this is often true for age. If you have a youth training, you may not pick a range that accommodates older participants, when in fact many are not “youth” but are forced to select an age range that is considered “youth.”

• **Be as clear as possible.**  
Rather than say “(1) very often (2) often (3) sometimes (4) rarely (5) never,” write “(1) every day or more (2) 2-6 times per week (3) about once a week (3) about once a month (5) never.” People can have different interpretations of “very often.”

• **Make sure your answer options make sense for the question.**  
When asking respondents to rate their feelings, knowledge, etc. against a scale, be sure to choose a rating system that makes the most sense according to the questions you are asking. For example, it is not appropriate to ask respondents to rate their feelings on a scale of 1 to 5 when they questions being asked elicit a binary (yes/no) response.

• **Limit rating scale points to four or five options.**  
A rating scale (never, rarely, occasionally, fairly often, etc.) is often confusing the more points you have.

• **When necessary, provide “Do not know” and “Choose not to answer” choices among possible responses.**  
This prevents the respondent from answering falsely just because the real answer is not available, or because of confusion or uncertainty, reading difficulty, reluctance to answer or question inapplicability. However, make sure to not include this option for questions that do not need it; sometimes respondents choose it simply to finish the survey more quickly, which means your results may be skewed!

---

• **Be cognizant of why you are offering a neutral response option (for example: “stays the same”).**
  Sometimes you cannot be sure the participant really has a neutral opinion. If that is the case, the data will not be accurate. However, questions that measure change usually require a neutral response option.

• **Clarify whether or not you required extreme stances in response choices.**
  Sometimes you want answers at the extreme end of the spectrum (“I strongly agree”). At other times, you want to ensure that people with some uncertainty can still make a choice (“Somewhat agree”). Decide at the outset what answer choice is appropriate for your survey.

• **Watch out for ingrained assumptions.**
  For example, watch out for conventional interpretations of words (i.e., “emotional” is often assumed to be a negative response when it comes to the workplace, where it could be a positive response when it comes to family).

• **Write questions so that all possible answers seem equally acceptable.**
  This will prevent the question from seeming to lead the respondent to an answer.

• **If you need respondents to rank a list of items, try to keep the list as short as possible, and ask for the single most important item and the second most important item.**
  People cannot be expected to rank more than six things, and it is an easy question on which to make mistakes. Consider whether or not you really need to know more than the top three items. Data beyond that is rarely useful in analysis.

• **If you need to include sensitive questions, put them at the end of the questionnaire.**
  First, try to rewrite it to be less sensitive! Also, those who are upset by the question may not complete the remainder of the questionnaire if it is at the top.

• **Decide whether anonymity is important or not.**
  If you also use the questionnaire to track a lot of participants for future follow-up, then the questionnaire shouldn’t be anonymous. If you only really need contact information from a few participants, consider getting that information separately, especially if the questionnaire has sensitive questions. Or, institute a code number for each questionnaire and have the code linked to a participant list.

• **Be consistent in what demographic information you ask for, particularly in a training program.**
  Establish what information you really need for analytical purposes and for following-up in the future. Some of the data may not seem applicable now, but aggregated over time can provide interesting information, especially at the end of a grant.

• **Pilot test the questionnaire.**
  This will show any question or formatting issues that may prevent you from getting the right response, as well as any translation issues. It will also weed out unclear questions.
• Take the time to make the questionnaire attractive, clearly laid out and clearly printed.
  Make sure that questions do not spill on to another page; start a new page for the question if necessary.

• Prepare the method by which you will analyze the data at the same time as you draft the questionnaire.
  This will help you format the questionnaire in a way that is most conducive to inputting the data. This is essential to using the data later. If you have gathered 500 questionnaires and inputting the data is arduous because of the way the questions are designed, you are unlikely to complete the project or you will delay the data management, which in turn delays the data analysis.

**Focus Group Discussions**
A focus group discussion (FGD) is a structured discussion among a group of people about a specific subject. You can use FGDs to help design polls, analyze polling results or to test messages, speeches and campaign materials to see if they resonate with voters. FGDs can also be used to gather data on your programs from an M&E standpoint, especially when it is important that you capture the interaction between individuals, or if you are looking for new responses. FGDs are different from group interviews. A group interview is a way of getting a lot of responses from different people in a short amount of time. In a focus group, the *interaction* between participants is important.

**Step 1: Select your topic and design your questions.**
The discussion can last anywhere from twenty minutes to two hours, depending on the scope of what you would like to find out and how long you think you can maintain the attention of your participants. A one-and-a-half-hour session would generally need five to six questions.

**Step 2: Select your group of individuals.**
FGDs are most effective when there are between six and ten participants. Participants should be carefully selected depending on the kind of information you need. There is no strict rule, but consider: gender, level of education, age, ethnic/religious/tribal affiliation, socio-economic status, membership in political party or civil society organization, and experience in relation to the topic.

**Step 3: Select your moderator.**
The success of the information garnered from a FGD is highly dependent on the quality of the moderator. The moderator must have strong communication skills, be adaptable, be able to listen and control nonverbal reactions, be friendly and not be intimidating.

**Step 4: Set up the space and decide how to record the information.**
Participants should sit at a round table or in a circle so that all members can see each other.

**Step 5: Decide whether the discussion will have an audio recording or will be videotaped, and ensure focus group participants are comfortable with the recording method.**
Practice with the recording devices and check them periodically throughout the session to ensure they are working. Determine in advance who is responsible for transcribing the recording.

---

Step 6: Guide the discussion.
- Start with an introduction to the topic to establish contact, explain the need for the focus group, and walk through the agenda.
- Explain the ground rules for the discussion, and explain how the session will be recorded.
- Start with the first question. Make it simple. Allow participants to think about their answers before facilitating discussion. Where necessary, summarize the result of the discussion out loud to participants for the benefit of the person taking notes.
- Move from simple to complex questions, or from least sensitive to most sensitive questions.
- Work to ensure even participation. Call on those who are more reticent. If necessary, allow each person one minute to answer the question. Discourage interruption.
- Close the session, summarizing key themes and inviting participants to give any final comments.

Step 7: After the discussion, write down immediate reactions and observations.
If hand notes are taken, read through them to clarify anything that does not make sense before you forget what was said.

Step 8: Analyze results.
Plan to transcribe, and where necessary, translate the discussion. Go through the discussion carefully and draw out general attitudes, specific opinions, and other inferences.

Step 9: Prepare the presentation of results.
Make sure the FGD results are not wasted! Prioritize the completing of a report draft, presentation, or method by which you will convey the results of the FGDs.

In-Depth Interviews
Interviews can be an important means of gaining a deep understanding of changes in perceptions, attitudes, and to gather facts and anecdotes. Here are some examples of when interviews might be a useful data gathering method:

- You have conducted extensive trainings with elected officials on the importance of responsiveness to constituents, yet the trained officials have not improved in this area. You could conduct interviews with these officials to understand why.
- You have worked with CSOs on various capacity building initiatives. While undertaking this work, the political environment for civic activism worsens. You could interview CSO members to understand how the political environment is impacting their progress, which can then help you re-tool your program accordingly.

An interview is more than just a conversation with a program participant or beneficiary. Interviewing requires skill and proper preparation. The right questions must be asked in the right way to capture high


IRI staff have benefited from Patton’s book and lectures on this subject, and encourage those seeking more information on interview techniques to refer to this book, specifically Chapter 7, “Qualitative Interviewing.”
quality data. The quality of information obtained during an interview is largely dependent on the interviewer.

There are different types of interviews, but consider following a semi-structured interview approach. In this approach, questions are formulated in advance. This approach has several benefits, including: 1) it helps to make sure that the interview focuses on the important topics; 2) it serves as a guide for a less experienced interviewer; 3) it can be provided in advance to an interpreter or facilitator for translation and piloting; and 4) the interviewer is also free to go off script and further explore topics that come up during the interview.

Here are some things to keep in mind when conducting interviews for M&E purposes:

1. **The interviewer is responsible for ensuring the interview goes well.**
   - *Be prepared and engaged:* Be aware of your demeanor, body language and energy level throughout the interview. Make sure that the interviewee feels that you value his/her opinions and are truly interested in what s/he has to say. Try not to schedule too many interviews in a day so that you can give each interviewee your full attention.
   - *Be neutral:* In order not to influence the responses of the interviewee, the interviewer must establish and maintain neutrality throughout the interview. Explain to the interviewee at the beginning that they should feel free to answer (or not answer) questions as they see fit. Then, be mindful of any conscious or unconscious reactions you have to what they say – remember that the tone of your voice, your facial expressions and your body language can convey subtle messages and potentially introduce bias into the interview!
   - *Guide the interview:* It is your responsibility to make sure that the interview stays on track and on time. Veering off-topic can sometimes yield unexpected, yet important, information, but remember that you probably have limited time to get the information you need. Therefore, try to keep the interview on track and on schedule. Use cues and transitions to help the interviewee know where you are in the interview, particularly if you are covering a lot of topics. Finally, feel free to gently course-correct if the interview is going off track. Evaluation expert Michael Quinn Patton suggests using either verbal or non-verbal cues: stop nodding, stop taking notes, and sit back (all cues that the interviewee should stop talking) or simply interrupt the interviewee. As Patton points out, while this might seem impolite, it is disrespectful to the interviewee if the interviewer is not making good use of the time being spent.

2. **How and when you ask questions is important.**
   - *Start off easy:* It is better to start with a question that is easy and comfortable for the interviewee to answer, but still relevant to the research topic(s). A good example is asking an interviewee to describe his/her experience with a program or personal background in democracy/advocacy work. This helps the interviewee understand the scope and tone of the interview and prepare to answer subsequent questions. Patton suggests avoiding potentially controversial questions, which can put the interviewee on the defensive from the outset, as well as demographic questions, which may condition the interviewee to respond with brief, purely factual answers.
   - *Ask one question at a time, and ask it clearly and directly:* While interview questions can (and should) be asked in a relaxed, conversational manner, don’t try to fill space by asking
several questions at once or offering potential answers. Formulate your questions in a way that encourages open-ended responses, but make sure it’s clear what is being asked. Rather than “Would you say the training was good, like maybe on scale of one to five, how helpful was it…would you come to another one?” try “What were your impressions of the training?” If the interviewee appears confused, feel free to offer clarification – but only after allowing him/her time to process the question and think about his/her response.

- **Try to not ask “why” questions:** Patton recommends against asking “why” questions, because they imply that the interviewee should understand the reasons behind the occurrence of an event, and that the reasons are even knowable. They can also imply that a person’s response has been inappropriate. So instead of asking, “Why did you undertake this program activity?” you might ask, “What is it about this activity that you thought suited your organization’s needs?”

- **Tread carefully when asking sensitive questions:** Sometimes you will need to ask questions, such as those about the political context or their political activities, that may be sensitive or uncomfortable for the interviewee. As mentioned earlier, don’t start off with these questions! Instead, ask them later on, once the interviewee has had a chance to feel at ease with the process overall. Patton’s “presupposition” format can be a useful way to introduce these questions. “Presupposition” questions assume that a potentially controversial or difficult answer is quite normal and acceptable. So instead of asking “Has this program had any challenges?” you assume the answer is yes, and ask instead, “What challenges has this program had?” Note that the interviewee can still say “none” with this question – so the question is not biased. Finally, when asking sensitive questions, be cognizant of the interviewee’s emotional state. If appropriate, remind them that their responses are voluntary but will be kept confidential should they choose to respond.

- **Follow up and ask for clarification as needed:** With a semi-structured interview, it is perfectly alright to ask additional questions that are not on the protocol for the purposes of following up or clarifying responses. Follow-up questions should be conversational and casual, allowing the interview to continue to flow freely. It may be advisable to prepare a few sample follow-up questions in advance, particularly for less experienced interviewers.

- **The closing question is important:** At the end of the interview, be sure to allow the interviewee a chance to offer any thoughts that weren’t addressed in the interview. Even the most carefully constructed interview protocol can’t anticipate everything that might be important to an interviewee! Patton frames this as allowing the interviewee to have the “final say”: ask, for example, if there is anything that the interviewee would like to add, or if there is anything that should have been asked, but wasn’t. Be sure to ask the question while the interviewee can still offer a complete and thoughtful response – don’t wait until after you’ve packed up your notebook and walked him/her to the door.

3. **Keep a careful record of the interview.**

- If at all possible, record the interview. This allows you to focus more completely on the interviewee and not be too concerned with taking extensive notes (which can actually distract you from what the interviewee is saying). Recordings also are more accurate and unbiased, since they are a verbatim record of what was said, and are thus an important way of ensuring transparency and objectivity in your data collection and analysis efforts. In group interviews, you may even consider video recording so that you can keep better track of who is saying what. Of course, be sure to obtain participant consent before any recording begins.
• Even with a recording, you should still take notes to remind you of important or interesting concepts, either for follow up or later analysis. As Patton observes, taking notes also sends a message to the interviewee that what they are saying is important. Taking notes can also help you mentally “place” the interview and specific comments that were made to help you remember details when you come back to the notes/transcripts. For example, make notes of the location, the interviewee’s demeanor, anything unusual or interesting that happened, etc. When the interview is over, briefly return to your notes and add any initial impressions and ideas that you think are worth further exploration.

Scorecards and Checklists

Scorecards and checklists can be used in a variety of ways to inform program implementation and measure program results. Properly used, they can allow for a systemized comparison of multiple items or one item over time. They can also provide a degree of objectivity by reducing bias in data collection, which benefits program choices and/or analysis of people, organizations, events and situations.

Here are some ideas for how to use scorecards and checklists:

• You are working to build the organizational capacity of a political party. You could conduct a baseline capacity assessment at the program outset using a scorecard to form a baseline, and another assessment at the close of the program using the same scorecard to form the endline.

• You would like to work with three CSOs, but you have a large number from which to choose. You want to have an objective decision-making process. You could use a checklist or scorecard to outline your priorities in your choice of CSO. Then fill one out per CSO, and you will have a basis for a decision.

• You will be tracking the quality of town hall meetings planned and implemented by a partner CSO, who you have trained to conduct town halls. You would like to observe the town halls over the course of the year, and track the CSO’s change in demonstrated capacity to undertake town halls. You could do this through an observation checklist or scorecard.

Scorecards and checklists are similar but have clear distinctions. With a scorecard, values are weighted. So, something that is not as important as something else is weighted less. Items in a scorecard can be valued on a scale, such as zero to five, or they can be binary with a value of zero or one. With a scorecard, a final score is produced, taking weights into account. With a scorecard you can say: “Organization X improved from 50 percent to 65 percent.”

A checklist may also provide a numeric value, but it is generally not weighted and there is no definitive score. Checklist items are binary: you achieve the item or you do not, so for each item you receive either a zero or a one in value. With a checklist you can only say: “Organization X improved on or achieved 13 of the 20 checklist items.” Note that in a checklist you can’t give a percentage score, because items are not weighted, and there is no score. You can, however, say what percentage of checklist items was achieved: “Organization X demonstrates competence in 60 percent of checklist items.”
Scorecards and checklists can be broken down into two types: goals-free and goals-based\(^{13}\), as follows:

- **Goals-free scorecards and checklists (universal criteria):**
  A goals-free scorecard or checklist uses universal criteria. For example, a goals-free scorecard for organizational capacity will consider what the universal hallmarks of strong organizational capacity are, regardless of where different organizations being assessed are in their development. So, for example, with a goals-free scorecard, you could compare a brand new organization with an organization that is 20 years old, and their scores would reflect their different levels of maturity. Unsurprisingly, it is challenging to develop this scorecard, because you need a huge range of criteria. You would use a goals-free scorecard or checklist if you needed to compare the absolute states of multiple organizations. You could also use it for a single organization over time or as a spot-check assessment, but given the amount of work it would take to develop a universal scorecard, it is not recommended; rather, you are better off using a goals-based scorecard or checklist.

- **Goals-based scorecards and checklists (individual criteria):**
  A goals-based scorecard or checklist uses individual goals to determine scorecard/checklist items and criteria. An individual organization can be measured over time using a goals-based approach; the baseline would be zero (no goals achieved), and the endline would look at how many goals were achieved. In this way, it does not matter where the organization is in its development, because your baseline is where it is now, and the criteria is where you want it to be at the end of the program (the goal). If measuring multiple organizations, note that you can only compare the rate of their individual progress; you can’t assess the absolute level of development of each organization against each other. So, you could say that some organizations are progressing faster in their goal accomplishment than others, but you could not say that one organization is absolutely more advanced than another.

Here is a comparison breakdown of the different types of checklists and scorecards, and in which situation you would mostly likely use which type:

<table>
<thead>
<tr>
<th>Scorecard/Checklist Objective:</th>
<th>Goal-Free (Universal Criteria)</th>
<th>Goal-Based (Individual Criteria)</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Snapshot / One-Time Assessment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single organization; snapshot assessment</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Multiple organizations; comparing absolute levels of each as compared to the other</td>
<td>✓</td>
<td>✓</td>
<td>✔</td>
</tr>
<tr>
<td><strong>Change Over Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single organization; comparing baseline to endline (or intermittently)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Multiple organizations; comparing individual changes or progress, not absolute levels</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Multiple organizations; comparing changes in absolute levels of each as compared to the other</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note that a scorecard or checklist is only as accurate and useful as the effort put into establishing appropriate criteria. The most difficult to construct is a goals-free (universal criteria) scorecard, followed by a goals-free checklist. A goals-based (individual criteria) checklist is the easiest to construct, with the goals-based scorecard slightly harder.

**Tips for Designing the Scorecard/Checklist:**

- **Clearly define your scorecard/checklist objectives.**
  Is your objective to measure progress at the beginning and end of the program? To compare across units? Clarifying your objective will help you keep the scorecard/checklist focused. Note that in the table above five general categories of objectives have been identified.
• Take care to differentiate between identifying potential for improvement and evaluating performance.

Potential for improvement and performance are very different things. An organization may be poorly structured and managed, but produce great results, and vice versa. Thus, a program that works to build CSO organizational capacity, but that writes a scorecard that will measure CSO performance, will not get the data it needs to inform program implementation or measure program results regarding organizational capacity.

• Whenever feasible, involve your stakeholders in the design.

Sometimes involving the people/organizations you are using your scorecard/checklist to measure actually helps in the design and data collection itself. If you are writing a scorecard to measure the performance of a government ministry, you may not include a key component of the ministry’s work or organization that would have been flagged had the design involved ministry staff.

• Make the scorecard/checklist variables as simple as possible.

If using the list requires a judgment be made by the individual completing it, having simple variables will reduce bias. Also, yes/no questions are preferable to questions that ask you to rate on a scale. Why? Because it’s easy to make a mistake or introduce bias with a scale, unless each scale parameter is spelled out comprehensively.

• Decide whether you are measuring over time, or a snapshot in time.

If you are measuring an organization over time, you need a much deeper set of unambiguous criteria, to allow for a wide range of change, as well as the potential that the person(s) conducting the endline assessment will not be the same person who constructed the scorecard/checklist or conducted the baseline.

Tips for Fielding the Scorecard/Checklist:

• Train the individuals responsible for fielding the scorecard/checklist.

This will ensure consistency in data collection.

• Whenever feasible, involve several people in the scoring decisions.

This will prevent haphazard guessing or quick judgments. For example, in the illustrative political party scorecard, there is a question regarding the existence of local party offices. One program had difficulty measuring this variable across different parties: how do you compare an empty room with a party sign out front to a fully staffed and functioning party office? The final, tailored scorecard/checklist either should have broken this item down to several other variables (is the party office staffed regularly, etc.), or defined very clear parameters used by several people together to define the rating for that variable for all parties subject to the scorecard/checklist.

Observation and Visual Evidence

In many instances, your observations can be legitimate and important sources of data for your programs. For example, let’s say you have trained government officials on the importance of holding town hall meetings, and how to do so. Your indicator could simply measure how many meetings have taken place, or how many follow-up activities were initiated by the officials as a result of the meeting.
However, these indicators would not answer the following questions: Did officials provide important information to the public? Was there active participation by constituents? Did citizens leave appearing satisfied with the meeting?

For some programs these are important indications of program progress, which are not captured in the first indicators mentioned above. Observation, correctly performed and documented, could provide data to answer these sufficiently.

Observation lets you:
1. Gain direct information.
2. Understand ongoing behavior, processes or events.
3. Examine physical evidence, products or outputs.
4. Supplement data drawn from other sources that may not be enough.

Here are other examples where observation may be a useful data source for your programs:
- Assessing whether candidates used techniques emphasized in trainings in their campaigns (speeches, posters, radio addresses, television advertisements, etc.).
- Monitoring trainings by CSO trainers who participated in train-the-trainer programs.

Tips for making the observation as objective as possible:
- If you will be observing and/or comparing multiple incidences (for example, the campaigns of several different parties), create a list of items you will be looking for to help track data and observations. See “scorecards and checklists” for more ideas.
- Be disciplined in documenting your observations. Patton suggests writing them down during the observation or immediately after.\(^\text{14}\)
- Triangulate your observations as much as possible. Triangulation involves using multiple sources or kinds of data. In the case of the campaign example, having several different people observe and compare their notes, or observing several different events, is preferable for data legitimacy.
- When reporting results, take care to consider, and if necessary report on, the strengths and limitations of the observers.

The data from your observation can be either quantitative or qualitative. If you observe multiple events and use checklists to manage the data, then your results could report quantitative information, such as: “Four of the five trainings observed had very active audience participation. Active audience participation was defined as…” If you are reporting on singular events, your information may be recorded in a descriptive narrative, which is qualitative data.

**Content Analysis (Document Review)**
Documents and other items, like video, can be good sources of data. A proper content review will help you find trends or patterns in the data from which to draw conclusions or ascertain program results. Here are some examples where a content review may be a useful data source for your programs:

• Parties were trained on how to draft election manifestos. Your organization would like an objective analysis of whether or not your advice on content appeared in the manifestos themselves. A document review would allow you to analyze the manifestos against predetermined criteria.

• Your organization trained journalists to be more balanced in their reporting. A content review of media reports could guide you in a review of media reports to assess whether the reports improve in quality.

*Step 1: Decide what you want to analyze, why you want to analyze it, and an appropriate sample size.* There is no fixed rule to the sample size, but be prepared to explain your reasoning behind your selection. If you are looking at party manifestos, you will probably need to see the manifestos from all parties with which you work. If you are looking at congressional research reports, you probably do not need all reports, but a smaller sampling and a mix of authors and subjects. Consider a random sampling, which would eliminate some bias.

*Step 2: Collect the documents.*
If you cannot find enough of the right documents, the analysis may need to be abandoned. Each document must be checked to make sure it is appropriate (e.g., not missing sections; on the right topic).

*Step 3: Decide what variables (criteria) you will use to analyze the documents.*
For example, if you trained parties on how to write proper manifestos, ask yourself: what makes a good or bad manifesto? What should I be looking for in the document to ascertain this? These will constitute your variables. Limit the number of variables as much as possible, and organize these variables into a numbered checklist or scorecard.

*Step 4: Scan the documents and code for each variable in the checklist.*
Coding is discussed in detail in a subsequent section (*Qualitative Data Analysis*).

*Step 5: Organize document sections by variable, and look for trends and patterns within each variable.*

*Step 6: Analyze the data and draw out conclusions.*
Be careful to track how you came to these conclusions. Keep the list of variables and the coded documents on file in case you need further analysis or to prove certain conclusions.
Data Collection Approaches for Special Circumstances

There are some situations when traditional approaches to data collection may not be appropriate. Here are some approaches that can be taken instead:

<table>
<thead>
<tr>
<th>What is it?</th>
<th>In what situation would you want to use it?</th>
<th>What does it involve?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Most Significant Change (MSC)</strong>&lt;sup&gt;15&lt;/sup&gt;</td>
<td>MSC is an approach that focuses on the collection of <em>significant change stories</em> to inform program results and activities, as opposed to vast sums of data. It is often associated with what is called an “indicators free” approach to M&amp;E. For your purposes, it can be used in conjunction with your M&amp;E plan to provide deeper evidence of program outcomes. It is more participatory, in that it empowers participants to select and tell their stories. These stories are then vetted by a panel using pre-determined criteria, and the final stories are used as part of program M&amp;E. The vettting process is intended to make the stories more rigorous than anecdotes.</td>
<td>If program activities are more open-ended in nature; if the program is operating in a very complex environment in which outcomes are not clear; or in contrast, if the program is focused on customized technical assistance such as long-term mentoring. Set up a schedule of regular change story collection; identify priority topics; identify key informants/participants; collect stories through interviews, written communication, telephone, etc.; write up the story in one to two pages; panel selects the top stories (those demonstrating the most change according to the pre-determined criteria) to inform program M&amp;E.</td>
</tr>
<tr>
<td><strong>Rapid Appraisal Method (RAM)</strong>&lt;sup&gt;16&lt;/sup&gt;</td>
<td>RAM is a way of packaging different evaluation methods to quickly collect data.</td>
<td>If the program has limited time on the ground to collect data. This is NOT a substitute for a proper M&amp;E plan. This is for programs that do not have field representation, that only have limited opportunity to collect data, or, if a program needs to make a quick decision and does not have time for a lengthy assessment. Any data collection method can be refined for RAM. For example: • interviews conducted with critical stakeholders (only) known for possessing important information • community discussions (such as through public forums) • mini-surveys that are not representative</td>
</tr>
</tbody>
</table>

---


In addition, some programs operate outside of the country in which the program is taking place, whether from headquarters or other field offices. This can be a challenge, because you depend on other people collecting data for you. Here are some common challenges and a list of ideas to mitigate them:

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Tips</th>
</tr>
</thead>
</table>
| There is limited manpower to implement any activities, including M&E activities; you are juggling activities and M&E activities remotely so it is difficult to complete everything. | - Include M&E activities in contracts.  
- Include M&E activities in the workplan as program activities so that they are integrated.  
- Reduce and refine the quantity and type of data to collect, focusing on key components; communicate these to your donor. |
| Program staff/facilitators/implementers do not feel it is part of their job description. | - Include M&E activities in the proposal in the activity section itself as program activities.  
- Include M&E activities in the workplan as program activities.  
- Headquarters-based staff can train implementing partners and facilitators on their roles/responsibilities in M&E.  
- Include M&E activities in contracts. |
| You lose sight of activities that took place six months ago that must have results now. | - In the workplan, set aside two weeks every few months dedicated to follow-up on past activities.  
- After a major activity is completed, set yourself a reminder for three to six months down the road to follow-up with the participants of that activity. |
| Contractors are not as concerned about results and M&E as the program is. | - Include M&E activities as separate, paid deliverables in the contract.  
- Provide contractors with activity report templates as well as follow-up data collection templates and instructions.  
- Separate the contract into two smaller contracts: the first contract provides the bulk of the budgeted funds to complete the activities and provide immediate data on those activities; the second contract is for six months later for the remaining amount specifically for follow-up data collection on the results of the activities. Or simply extend the life of the contract and make the final deliverable be follow-up M&E information/data. |
Program and M&E Activity Workplan

The indicator matrix can be difficult to use on an everyday basis because it is very detailed. It is suggested that you integrate data collection requirements from the indicator matrix into your program activity workplan.

Alternatively, you can develop a program and M&E activity workplan table. This simplifies the workplan, which is often in a narrative form, and integrates activities with the agreed-upon M&E activities. The M&E activities can help you collect information for the indicator matrix as well as general program information.

The workplan can be in any format you and your team find most helpful, however, it should include the following components:

<table>
<thead>
<tr>
<th>Activity/Result</th>
<th>Associated Indicator (if relevant)</th>
<th>Data Collection Activity (incl. method, frequency)</th>
<th>Responsible Person</th>
<th>Timeline</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Q1</td>
<td>Q2</td>
</tr>
</tbody>
</table>

The benefit of this format is that it provides a basic timeline of major activities and milestones, without all the accompanying narrative.

Increasing Data Collection Rigor

Data is only as good as the quality of the data collection activity, method and tools used. For example, there could be bias in the data. Bias occurs when the researcher’s interests and/or world view impacts both the data collection and/or process of analysis; bias can also come from the data source or the method used. There are many solutions to reduce bias, including randomization, involving two or more researchers in the evaluation and triangulating data collection using multiple methods. The following are ways to ensure that your collected data is as good as possible.

Piloting Tools

Pilot-testing tools is important to ensure that they not only get you the information you need, but are also politically/culturally sensitive, not too long or confusing, etc. It’s important to pilot-test tools, particularly if you plan to gather data from a lot of different people. For example, if you intend to use a single questionnaire for a training program that will reach 1,000 people, it’s critical to test the questionnaire well beforehand so you don’t waste time and effort processing 1,000 questionnaires that are not helpful. Without pilot-testing, participants often provide the wrong kind

Many print off a large, poster-size version of this workplan and post it on a common office wall so that all staff can work off of it and it can be referenced on a regular basis.

For larger evaluations or data collection efforts, it’s important to pilot test tools and have a record explaining any changes. This is particularly important for programs that will undergo a data quality assessment.
of information, are confused by the format, circle more than one response, have translation problems, and so on.

**Conducting Baselines and Endlines**

Ideally, the M&E system will include data collection at the beginning and end of a program. This allows you to assess changes over time. For example, how will you know if you improved if you did not know where you started from? It is sometimes possible to collect baseline data retroactively, but not always. For programs that are working on capacity development of a group of people or of an organization, a baseline and endline are important.

**Triangulating**

When you triangulate, you use different data collection methods (interviews, surveys, etc.), data sources (training recipients, impartial observers) and data collectors (for example, two different field staff members) to corroborate findings. Triangulating will increase the rigor of the findings. For example, if you want to measure the level of expertise after a training, you would collect information from recipients of the training as well as impartial observers, such as journalists or party leaders, and/or mix the methods you use, such as by using both interviews and pre- and post-training tests.

**Using Comparison/Control Groups**

An advanced way to increase rigor is to compare program participants (**treatment group**) with individuals that did not have access to the program (**comparison/control group**). Comparison group participants are selected to closely resemble the treatment group in many demographic variables (age, socio-economic status, minority status, education, etc.). A control group is randomly selected. Comparison and control groups can provide a counterfactual, which is a glimpse into what the treatment groups might have still looked like if the program had not taken place. Without a comparison/control group, you are less sure that any observed changes are the result of programs.

**Using Random Selection**

Random selection can be used as part of a formal evaluation, or to help lend rigor to everyday data collection. For example, for everyday data collection, random selection of follow-up interviewees is a good way to reduce selection bias. For formal evaluations using random selection, a group of people is randomly selected to participate in the program, or to serve as a control group. The randomization must take place well in advance of the program activity. Random selection is a technique to ensure that the only difference between control and treatment groups is their participation in the program. Without randomization, differences in the two groups could be attributed to external factors, and it would therefore be difficult to isolate the cause for the change.
**Using a Participatory Approach**

Often, you depend on data from your participants. This can be difficult to gather, particularly since participants often do not know what you really want to know, and/or are not invested in the process enough to commit to getting accurate or regular data. Engaging participants from the outset can fix many of these problems by building program buy-in and engendering interest among participants themselves about the result of the project.

**Data Collection Tips**

Here are some tips to increase the efficiency and usefulness of your data collection:

- Think about data collection as you would a regular program activity. Data collection is often the last thing you think about, which makes it an added burden. But remember that data collection is a requirement, just like a training program is a requirement.
- Integrate data collection into your existing system for activity planning rather than creating a new system.
- Assign responsibility for data collection to specific individuals.
- Use staff meetings to prepare for future program activities as well as future data collection efforts. This is especially helpful if your office has a database or M&E officer, so that they know what is coming up and how to help.
- For data collection that is linked to a specific activity, require data collection and analysis at the same time as the general report. Some programs have linked reimbursements to the submission of collected data and its analysis.

**Data Analysis**

How you analyze data is as important as what data you collect. Through analysis, data becomes information that can be used:

\[ \text{Data} + \text{Analysis} = \text{Information} \]

The process of analysis is finding themes through sometimes disparate data. Through analysis, you transform data into information, and thereby into findings.

Data analysis sounds fancy but is not necessarily difficult. The important part of data analysis is being as objective as possible. Different people can analyze the same data and draw different conclusions if they hold on to their preconceived ideas and assumptions. While it is natural to look for certain things in the data, it is critical to be rigorous and allow yourself to see an opposing or unattractive finding.

The analysis method you select will depend on your data: quantitative, qualitative or mixed methods.
Qualitative Data Analysis

Step 1: Data Reduction
Data reduction is the process of selecting, focusing and simplifying your data to a manageable quantity. It can be done by finding patterns and themes and associating pieces of data with those themes.

Determining the themes or patterns
You can predetermine your themes or patterns and then look for them in the data (a priori codes) or you can look at the data and generate themes or patterns that emerge (grounded codes). There is no right or wrong way; it depends on your needs. If you are evaluating press releases after training an organization on how to improve their outreach, you will probably have a set of things you are looking for; in this case you would probably have predetermined themes. If you are analyzing transcripts from an interview, you probably have major categories of information you are looking for, but not the theme itself; in this case you will probably look for patterns. Often, you will do both: start with some predetermined themes, and refine them as you go through the data.

Coding the data
Coding data sounds complicated but is a simple process. Work through the data and highlight or otherwise indicate in the content what piece belongs to what code. You can also code for things like the placement of an article on a page, length of an article, tone of an article, etc. If you already know what you are looking for, it can be helpful to develop a coding review form that helps guide your coding. Here are some tips for coding your data:

- When coding, it’s important to write memos to yourself at the same time. That way you can record your ideas, reactions, etc., and track draft findings along the way.
- Sometimes after you code data you may find that you have to go back and collect more data if there is not enough already available. The more you prepare in advance and design strong data collection tools, the less likely this will be.
- Be careful to not make more of the data than what is really there! It is tempting to hang on to an interesting theme, even if it becomes clear that it does not really bear out in the data.
- Sometimes if you see a piece of data that seems important, but you are not sure why, you can set it aside. Go back and look at your sidelined data and see if there are other themes to explore.
- Be aware of the biases you bring to analysis. As Patton observes, you are putting your worldview onto someone else’s world. You are putting meanings onto someone else’s perspective.\(^{17}\) Patton suggests that one way to test the robustness of your worldview is to

present the codes to people whose world is being analyzed, such as the program participants themselves. If you already know what you are looking for, it can be helpful to develop a coding review form that helps guide you through the coding.

**Step 2: Turning Data into Findings**

Once you have the data coded and organized, findings will begin emerge. You need to look through the coded data to interpret what you are seeing.

There is no secret recipe to establishing a finding. You can quantify (enumerate) some data from a code, for example: “6 out of 10 respondents indicated that they could not attend the training due to lack of affordable transportation.”

The critical point is that a finding must be substantiated by sufficient evidence. For each finding, explain how often it was reinforced in the data, the kinds of individuals that attested to it, etc. Here is a (fictional) example table drawing out findings to see the evidence for each question:

<table>
<thead>
<tr>
<th>Evaluation Question</th>
<th>Interview Question</th>
<th>Finding/Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have citizens increased their participation in local government decision making in effective ways, and if so, how and why?</td>
<td>1) What is your opinion about the relationship between local government and citizen advisory groups?</td>
<td>Respondent 1: “… During the meeting, it was clear to me that the relationship is bad, because the representatives of the citizen advisory group were too afraid to say anything…”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Respondent 2: “… After the training, I realized that part of my responsibility is to try to make my people's voice heard, even if it is difficult… but it was so difficult, during meetings.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Respondent 3: “… By the third roundtable discussion I felt like we were making improvements, making progress. I felt like the representatives from the advisory group actually had helpful feedback, rather than just complaints. Also, I am more comfortable talking to many of them. Before, I was afraid to talk to them because I know they are angry, because they don't understand.”</td>
</tr>
</tbody>
</table>

**Quantitative Data Analysis**

Generally, quantitative data analysis serves two purposes: 1) to determine characteristics of a specific population, and 2) to generalize characteristics from a sample group to a larger population.

**Generalizing characteristics to a larger population**

Let’s say you want to extrapolate findings from a sample population to a larger population. This can be done through public opinion polling – you administer surveys to a relatively small group of people in order to draw conclusions about trends within an entire country’s population. This type of analysis requires highly specialized statistical and methodological skills and should not be attempted without

---

18 Ibid.
assistance from an expert! As such, this handbook will focus on the second type of quantitative data analysis, which focuses on a specific population.

**Determining characteristics of a specific population**

Let’s say you have gathered pre- and post-test data from participants in a training. Your analysis will be limited to that group of participants: did they increase their knowledge? What topics did they already know a lot about? What questions did they still get wrong in the post-test (i.e., what topics could be better explained at future trainings?). This type of data analysis is fairly straightforward because you are drawing direct conclusions about a small group of people based on data taken directly from them.

If you use an online platform such as Survey Monkey, analysis is very easy because results are set up in a user-friendly way. In contrast, if you have hard-copies of the questionnaires, you will need to do most of the data entry and analysis work yourself.

You can do data entry in different ways, with Microsoft Access or Excel being most commonly used. Microsoft Access requires more work on the front-end and is difficult to tweak, but it is easier for other people to upload data without making mistakes. Microsoft Excel tends to be the default because it is straightforward to use and highly adaptable. This section provides advice using Excel as the platform.

**Step 1: Assign an identification number to each participant**

Creating identification (ID) numbers is important for confidentiality: to protect the identity of the participant, but also to reassure the participant that his/her answers will not be used against him/her. There are different ways of creating IDs. You only need them for multiple use questionnaires, such as if you are tracking responses over time in the form of a baseline and endline. Single use questionnaires do not need IDs, unless you are collecting demographic information at the same time as other confidential information.

Assigning IDs can be relatively straightforward. At the top of each form, ask the participant the following information:

- What is the last letter of your first name?     ----   E.g., O
- What is the last letter of your last name?     ----   E.g., E
- What is the number of the month were you born in? ----   E.g., 8
- What is the first letter of the city you were born in?    ----   E.g., A

Their unique ID is: OE8A

This information should not change, and it should not be sensitive; of course, pick options based on the specific circumstance! You will need to ask them this information each time they fill out a form.

**Step 2: Enter the data into an excel spreadsheet**

There is no strict rule, but for ease of sorting and counting, formulate your spreadsheet in this way, with participant/cases listed in different rows, and the variables listed in different columns:

**Training Database**
Your questions may extend very far out to the side – that’s ok, it’s what Excel is made to do! If you are doing a baseline and endline questionnaire (such as a pre/post-test, or a post-test after six months), then it is recommended that your original database include the post-test questions. It should be like the following:

**Baseline/Endline Training Database**

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Gender (0 = Male; 1 = Female)</th>
<th>Party</th>
<th>City</th>
<th>Age</th>
<th>Question 1: Have you ever used the following campaign methods? Please select all that apply</th>
<th>Baseline</th>
<th>Endline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3a - Door-to-door</td>
<td>3b - Cold calls</td>
<td>3c - Fundraising</td>
</tr>
<tr>
<td>101</td>
<td>0</td>
<td>Party A</td>
<td>City X</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>132</td>
<td>1</td>
<td>Party B</td>
<td>City X</td>
<td>33</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Open-ended questions require a little more work. First, after reading through them, develop some natural categories. Then, add in a variable column for each of those categories in your database, and indicate with a “1” whether that respondent gave an answer to that category. Like this:

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Gender (0 = Male; 1 = Female)</th>
<th>Party</th>
<th>City</th>
<th>Age</th>
<th>Please describe one or two reasons why you think your radio program is not reaching its target audience.</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Technical Challenges</td>
<td>Show Timing</td>
</tr>
<tr>
<td>101</td>
<td>0</td>
<td>Party A</td>
<td>City X</td>
<td>29</td>
<td>1</td>
<td>“We do not have the proper equipment.”</td>
</tr>
<tr>
<td>132</td>
<td>1</td>
<td>Party B</td>
<td>City X</td>
<td>33</td>
<td>1</td>
<td>“The station won't let us air our show during peak times”</td>
</tr>
</tbody>
</table>

This way you can count how many respondents mentioned each category, and also get a sense of other responses.

**Step 3: Entering invalid or non-responses**

Sometimes the questionnaire is not clear and the participant answers a question incorrectly (such as by providing multiple answers for a “select only one option” question). If the invalid or non-response rate is high, then your data may not be useful to aggregate.

Usually you can work with what you have. For invalid or non-responses, enter a random number that is not used in any of the database, like -9. For example:
Excel has handy tools and online tutorials for analyzing data according to all of these variables.

You can count the instances of this number through Excel. Do not leave the cell blank or with a zero! Zeroes are counted and factored into and averages you automatically calculate and blanks are usually ignored. Also, you may in the future need to know how many invalid or non-responses appeared; if you use a blank or zero, you probably won’t recall whether a blank or zero in the data set is there (a) because that was a legitimate option and the participant chose it, (b) because you incorrectly entered the data, or (c) because it was actually a non-response or invalid response.

**Step 4: Analyzing the data**

There are several ways of working with the data in the database to produce findings. Here are some ideas:

**Counting:** As simple as it sounds, enumerating the number of responses in a descriptive form can be very informative. For example: “20 of the 30 respondents responded that they ‘learned a lot’ about topic D,” or “85 percent of respondents requested more advanced training on fundraising.” It is easy to count in Excel.

**Cross-Tabulation:** Cross-tabulating is the process of comparing several variables across all or some of the respondents. For example, you may be interested to know whether the women that came tended to be younger or older women:

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Gender (0 = Male; 1 = Female)</th>
<th>Party</th>
<th>City</th>
<th>Age</th>
<th>2a - Topic A</th>
<th>2b - Topic B</th>
<th>2c - Topic C</th>
<th>2d - Topic D</th>
</tr>
</thead>
<tbody>
<tr>
<td>101</td>
<td>0</td>
<td>Party A</td>
<td>City X</td>
<td>29</td>
<td>1</td>
<td>-9</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>132</td>
<td>1</td>
<td>Party B</td>
<td>City X</td>
<td>33</td>
<td>3</td>
<td>5</td>
<td>-9</td>
<td>3</td>
</tr>
</tbody>
</table>

Here, you can see that the women who came were between 18 and 45, while the men were all 45 or older.

Using cross-tabulation is quite easy in Excel! Just access the sorting/filtering function.

**Mean:** The mean is what is normally understood as the average. With the mean you simply add up all the values of a variable and divide it by the number of respondents.
**Mode:** The mode is the value that is repeated the most. For example, with the mode you could say: “Category B was the most-selected response.”

**Median:** The median is the value that is in the middle of the data set. So, out of nine values, the fifth value is the median. This is not very useful when analyzing questionnaire responses.

Note: Be careful creating an average (mean) out of any data that is presented as words. For example, if a respondent selects a worded response from five choices (1 = strongly disagree; 2 = disagree, 3 = neutral; 4 = agree; 5 = strongly agree), you can give the percentage of people that reported a particular response (50 percent responded “strongly agree”) or the absolute number of people who selected that response (10 out of 20 answered “strongly agree”), but it might be misleading to say that the average respondent gave an answer of 4.3 out of 5 because a score of 4.3 was not assigned a value as a response option.

**Step 5: Assessing the findings**

After you develop an initial list of findings, it is important to discuss these findings either with the program team, or with the participants themselves.

With the program team, ask yourselves these kinds of questions:
- Does this finding ring true?
- Why do you think you have this finding?
- What does this finding mean for us?
- How can you act on it to improve your program?
- What actions should you take, and who is responsible for carrying them out?

With the participants, potential discussion topics include:
- Does this finding surprise you?
- Does this finding fit your experience?
- What actions should be taken to respond to the findings?

**Data Use**

Data that is not used is a waste of time, energy and resources. Data can be used for more than just reporting to your indicators. Data can:
- Determine program progress
- Improve activity implementation
- Inform strategy (should you stay on course or adapt?)
- Communicate to funders
- Communicate to other stakeholders
- Inform future programs

Here are some examples of ways to ensure that the data is being used:

---

• When planning to collect data, determine how it will be used at the outset, and assign someone the responsibility of using the data (whether in reports, to inform program plans, etc.).
• Make data reports a part of weekly staff meetings; have program staff report on the data that has been collected and discuss what the data mean for the program.
• Organize regular learning hours for program teams to reflect on the program thus far, using collected data.
• Have program staff draft regular data reports (such as analysis of questionnaire responses) and have them include recommendations based on the data.
• Share the data with your donors in meetings with them.

Data Storage

Data storage is important to consider for three main reasons: (1) institutional memory, (2) security of sensitive data (names, opinions, etc.) and (3) transparency of findings/reporting.

When deciding on how to store your data, consider the following:
• What data is important to retain?
  o Do you need to make back-up copies of the data? (Usually advisable!)
  o How long do you need to retain the data? Can there be an expiration date?
• Who needs access to the data?
  o Do you need to protect any information?

Ethics of Data Collection and Analysis

Ethics plays an important role in evaluation in two key ways:
1. Protecting your sources (i.e. research participants).
2. Ensuring the integrity of the evaluative process.

You can subscribe to the American Evaluation Association’s Guiding Principles for Evaluators which can be found on the AEA site: http://www.eval.org.

Ethics Fundamentals

Here are some fundamental ethical considerations when conducting any form of data collection:

Gain informed consent from any interviewee or data collection participant.
Participation should always be voluntary and not subject to any pressure. Informed consent means that the researcher provides enough information about the evaluation to research participants so that they are able to make an informed decision about whether or not they want to participate in the research. Here are some things to consider including in an informed consent statement.\(^{20}\)

• Briefly discuss the purpose of the research

\(^{20}\) Please note that this is not a definitive list of items to be included in an informed consent statement. We recommend you refer to guidance developed by your organization/institutional review board, funder, or other oversight body to ensure that your informed consent statement meets established criteria.
• Explain what the research will involve (time requirements, etc.)
• Tell the participant about any risks they might incur or benefits they could gain from participating
• Explain how the data will be used and/or distributed. Will data be confidential? Anonymous?
  Who will have access to the data during and after the research? For example, it is good practice to let
  the interviewee know that s/he will never be referred to directly in a report by name and that
  evaluations report on findings that resonate across multiple interviews (i.e., interview responses
  are aggregated).
• Explain how data will be captured (note taking, recording, etc.). If recording, the participant
  needs to give permission to be recorded.
• Finally, make sure the participant that their participation is voluntary, that their decision to
  participate or not will impact any relationships s/he has with the implementer, and that they may
  choose to stop participation at any time.

Throughout the data collection process, monitor the participant to ensure (s)he is comfortable and still consents to be part of the effort.
Sometimes people don’t really understand what is being asked of them at the outset. So it’s your
responsibility to ensure that throughout the process, s/he is comfortable and still wants to participate.

Ensure security of people and data.
Security is very important to consider at the outset of any evaluation effort. Think through what you need,
including the following:
• Security of data: Use passwords, do not keep hard copies, encrypt any audio recordings, etc.
• If you promise anonymity, deliver it! Anonymity means that nobody, including you, knows who
  the person is.
• If you promise confidentiality, deliver it! Confidentiality means you know who the person is but
  won’t reveal that information.
• If using a direct quote, attain that person’s permission to cite them in that context before doing so;
  otherwise, do not include the person’s name or any other identifying information.
• If you receive requests (from funders, other evaluators, etc.) to turn over your raw data, make sure
  you are not violating any promises of confidentiality/anonymity before agreeing to such requests.

And respect cultural sensitivities!
Chapter 4: Evaluations – Taking Stock of Your Programs

Although evaluation is the “E” in M&E, people are often confused about what evaluation really means. Too often, evaluation is lumped in with program monitoring, the assumption being that simply collecting data about the program means that the program is being properly evaluated. For example, the indicator matrix is focused on the “M” in M&E, meaning monitoring, since it predominantly monitors program performance and progress toward results. But simply collecting and recording data is not evaluation, although this work can, and should, support evaluation.

So what exactly is evaluation? Consider the E in M&E to be the process by which data is collected and used in a systematic way to answer questions focused on the how, why, and so what. Whereas with proper monitoring you can tweak the program along the way, with evaluation you can make the bigger decisions: Should you change program direction? Are you achieving your desired results? How are you achieving them? Should the training program in year two adjust its training content and delivery mechanism?

While many monitoring activities from your indicator matrix are evaluative in nature (they tell you whether you are on track and help you change course), they do not constitute a formal evaluation. These types of evaluations pose a question that provides answers that you can use to assess program results and program implementation, or to promote learning and accountability. Data is collected and analyzed to answer that question. In contrast to an indicator matrix, an evaluation brings together multiple activities with the express purpose of answering a particular question about the program.

Why a Formal Evaluation?

A formal evaluation is important because it takes you out of the daily focus of program implementation and indicator measurement, and helps you think more broadly about the program and how you are approaching it.

There are a myriad of situations where you would want to conduct an evaluation. Here are just some examples:

- You know that one part of your program is seeing a lot of unexpected results, but your indicators have not been capturing them. You would like to evaluate these results so that your reports can include these successes and contribute to organizational learning.
- You are halfway through a long-term
training program. You want to know which parts of the training program curriculum and if the teaching method are working, and where you can improve for the next round of trainings.

• You are coming to the culmination of a five-year program. Over five years, the program is bound to have achieved impact, but you are not sure what to look for since the program has changed so much over the course of the grant period. You would like to evaluate the entire program at the end to help explain the program in the final report and contribute to organizational learning.

• You are worried that perhaps the program is not as relevant to the current political environment as it should be.

**Formal Evaluations: Who Conducts? Who Commissions?**

Depending on who commissions and/or conducts an evaluation, it is described as either internal or external. You usually refer to internal evaluations when they are undertaken by your organization’s staff, whereas external evaluations are conducted by third parties (like an independent research firm).

However, even if the evaluation is conducted by a third party, if your organization determines the evaluation questions and selects the evaluation firm, it is technically still an “internal” evaluation because the program controls the process – the evaluation firm ultimately answers to us. Thus, whether an evaluation is considered internal or external actually depends on who controls the evaluation, which has repercussions for the perceived objectivity of the evaluator.

**Internal Evaluations Conducted by Program Staff**

Organizations can internally implement most evaluation designs, though it is generally advisable to outsource larger, more quantitative or summative evaluations to a third party to increase objectivity and credibility.

When is an internal evaluation appropriate?

• Your program operates in a politically sensitive environment, and having someone external come in and interview your stakeholders is simply unfeasible.
• Your program does not have the funds to cover an external contract.
• You need someone who really knows the history of your program.
• You need an evaluation done quickly.

When deciding whether an internal evaluation is appropriate, consider the following pros and cons. **Pros:**

• The evaluation is conducted by someone who understands the programs and is sensitive to the realities on the ground.
• The evaluation is conducted by someone using your program’s contacts and relationships.
• The evaluation is often more feasible as program staff are involved from the start in the evaluation conceptualization.
• Regular communication is easier as a result of immediate program buy-in.
• Internal evaluators are often better placed to craft recommendations to which internal stakeholders can and will commit.
• Internal evaluations can often be accomplished more quickly and cost less.
Cons:

- Staff do not always have the level of expertise to conduct specialized evaluations or to manage quantitative data.
- Staff have vested interests in the outcomes or have ingrained assumptions which may affect evaluation design and data analysis. These issues can introduce bias into the evaluation, which means the evaluation might be less rigorous and helpful.
- Staff may simply not have enough time to conduct an evaluation.
- Staff conducting the evaluation may have working relationships with program staff managing the program, affecting objectivity either because they do not want to jeopardize future relationships or are prejudiced in favor of the program.

**External Evaluations Commissioned by Your Organization**

Evaluations commissioned by your team but undertaken by a third-party may include members (or teams of members) of full-fledged evaluation firms, independent academics or practitioners. Many donors now consider an evaluation to be a basic component of a program, with preference given to the use of third-party evaluators for reasons of perceived objectivity and rigor. For this reason, when appropriate, please consider including an external evaluation as part of your M&E plan.

**External Evaluations Commissioned by the Donor**

Funders are increasingly commissioning evaluations of DG work through outside evaluators, academics and evaluation firms. This is an opportunity to showcase your work! While this can sometimes be perceived as a scary experience, it does not need to be. Donor-driven evaluations can be an opportunity to be recognized for your achievements. In addition, if you are able to provide constructive input into the process, you may be able to add in sub-questions to get information that would be of use to your program.

**Tips for Working on a Donor-Driven Evaluation:**

- **Provide as much information on program theory as possible at the outset**
  Evaluation criteria for goals-based evaluation – the most prevalent type of evaluation – depend on a clear explanation of what the program intends to achieve. Because your proposals are often approved far in advance of program implementation, and because of the complex environments in which you work, your programs often do not look exactly like what was originally proposed. However, original proposals are often the only thing that evaluators have to work off of when developing the evaluation design. For this reason, provide the evaluator with the most updated workplan, results chain or LogFrame, at the outset. If they don’t ask for it, volunteer it!

- **Carefully review the evaluation design and methodology**
  Often, evaluation designs are developed in a vacuum, with little awareness of the program context. Evaluators rarely have as much knowledge about the country and the program as you do. For this reason, it is important that you help the evaluation by looking at the design and seeing if you think it is realistic. Look at the timeline: are elections or other events coming up that could prevent good data collection? Look at the methods proposed: do you happen to know that some organizations are particularly biased, and can you suggest other organizations to include in order
to balance the sources? Look at the evaluation questions and criteria: are these questions of use to you? Are the criteria appropriate, given your program design? Has the evaluation appropriately considered the program’s goals and expectations?

- **Make sure to collect data for your indicators and analyze the data rigorously (throughout the implementation of the program)**
  An evaluation is only as good as the data off which it is based. An evaluation team will almost always look at the data collected for your indicators; often an evaluation team will depend on that data! This means that the data in your indicator matrix needs to be high-quality data that is rigorously collected and analyzed. It also means that if you haven’t been collecting data for your indicators, not only will the donor now be acutely aware of it, but the evaluation will suffer, and the evaluator may not have enough data to discuss your results!

- **Know your rights!**
  You have a right to read the evaluation design and methodology, and to know the criteria against which you will be judged. You have a right to know the competence of the evaluators. You have the right to know upfront what the expectations are insofar as program responsibilities in the evaluation and its timeline (such as providing data).

- **Ensure that the evaluation safeguards the integrity and safety of program partners**
  Your program will be in the country long after the evaluation team has left. Thus, the program has a much greater incentive to maintain relationships. It is important to engage in a discussion with the evaluation team to know how it plans to ensure these relationships, or the program, are not harmed.

- **When in doubt, ask!**
  You should never, at any point in the evaluation, be confused or in the dark as to what is going on. Ask the evaluation team or ask your donor.

**Tips for Reviewing Draft Evaluation Reports:**

When an evaluation is complete, most likely you will be given an opportunity to review a draft report and to provide comments.

- **Transparency**
  There must be transparency of purpose, design, methods, data, findings and recommendations, including the inclusion of any tools and templates used.

- **Accountability**
  The report should be accountable to principles of ethics, such as participant confidentiality and security.

There are two items in a report that are dependent on your careful read of the draft report: factual inaccuracies, and omissions and requests for more information.
• **Factual inaccuracies**
  Because the evaluation team is not as knowledgeable about the program as you are, it is bound to make factual errors about dates, names, locations, etc. These mistakes are natural and should not discount the validity of the evaluation: simply provide the correct information.

• **Omissions and request for more information**
  Sometimes an evaluation finding will seem strange or counter to what you have observed. In these situations, it is important to request more information about how the finding was derived. All findings should be substantiated with evidence from the data itself.

### Designing and Implementing an Evaluation: What to Consider

Evaluations come in all shapes in sizes. They also can take place over different time periods, from a few days to several years. There is no right way to do an evaluation; the only gold standard is if the evaluation serves its purpose in the most rigorous way possible given available resources. However, there are some basic steps to undertake when designing and implementing an evaluation.

![Steps to designing and implementing an evaluation](image)

#### Step 1: Determine the Evaluation Need and Purpose

The need for and purpose of the evaluation will drive all decisions about its design, methods, analysis, etc. It is important to think through whether an evaluation is appropriate at this time: this is called an evaluability assessment. Not all programs are ready for certain types of evaluations.

The evaluation question should address the purpose of the evaluation and inform the design.

It is also important to think through what resources – funds, expertise, time, etc. – are available to do the evaluation. This is called a situation analysis.

#### Evaluability Assessment

An evaluability assessment determines whether an evaluation is possible and worthwhile. It asks these kinds of questions:

80
• Is the program designed in such a way that allows for evaluation?
  o Are objectives clear?
  o Is the program logical with the underlying theory justified?
  o Are expected program results clear?
  o Does the program keep sufficient records?
  o Is there sufficient budget?

• Is it feasible to collect data for the evaluation?
  o Are there sufficient data sources?
  o Would program managers participate in the evaluation by providing records and facilitating data collection as necessary?

• Would the evaluation be useful?
  o Is the program at a stage where an evaluation would be used?
  o Would an evaluation be credible to stakeholders?
  o Are intended users interested in an evaluation at this time?
  o Is there sufficient buy-in?

At the end of the assessment, you should be able to decide whether the evaluation should take place, or whether the program needs to be tweaked or thought through more to prepare for an evaluation.

**Determine Evaluation Questions**

Your evaluation question will depend entirely on the need for and purpose of your evaluation. Here are some general purposes for an evaluation commissioned or conducted by internally, along with a corresponding example:

• To assess **results**. Example: As a result of your training program, have participants more effectively advocated on gender issues to local government officials?

• To assess **implementation**. Example: Was the timeline for the intervention appropriate? Were the right regions for the intervention selected?

• To promote **learning**. Example: Do elected officials respond to constituents differently based on whether the program or civil society organized the town hall meeting?

• To ensure **accountability**. Example: To what extent has your program delivered on objectives as set out in original program design?

When a funder is evaluating a program, it will often look at the following criteria:\(^{21}\):

• **Relevance**: Was the program suited to the priorities or policies of the beneficiary and donor?
• **Effectiveness**: Did the program achieve its objectives?
• **Efficiency**: Was the approach cost-effective in relation to its achievements?
• **Impact**: What were the positive and negative effects of the program?
• **Sustainability**: To what extent will program results continue after the program has ended?

From these main purposes and criteria, you then develop evaluation questions. An evaluation question is generally comprised of major question(s) along with their sub-questions that the evaluation will seek to answer. Here is an example:

**Main question:** To what extent did the intervention contribute to more effective candidates for elections?

**Sub-Question:** To what extent did the door-to-door campaign training contribute to the implementation of the door-to-door campaign technique by party members?

There are different types of evaluation questions, but in general they fall under the following categories:

- **Descriptive:** Descriptive questions ask “what is.” They describe a program, measure change, observe a process, describe results or provide a snapshot of the state of a program component.
- **Normative:** Normative questions ask “what should be.” They compare the program against benchmarks, expectations or other values.
- **Cause-effect:** Cause-effect questions try to determine attribution or contribution. They look at causal relations.

Your evaluation questions can be a mixture of these types. A good evaluation question is one whose answer will be used! Ask yourself:

- Would the answer to my question be of interest to key audiences?
- Would the answer to my question reduce uncertainty?
- Would the answer to my question yield important information?
- Would I be able to act on any answer to the question?

**Situation Analysis**

Once you have your question selected, it is important to think through how best to answer the question. This will be affected by your resources, both internal and external. A situation analysis considers the following:

**Internal:**
- Key people and their expertise
- Time constraints (grant end date, reporting requirements and staff time)
- Budget constraints
- Logistical constraints (transportation)
- Buy-in

**External:**
- Security
- Buy-in constraints from stakeholders
- Other environmental constraints
Step 2: Design the Evaluation

The evaluation design depends on the evaluation question and your situation analysis. Every evaluation is different! Here are some components, frameworks and approaches that you will most likely consider in designing the evaluation.

Developing Evaluation Criteria/Indicators

Most evaluations and their questions need a set of defined criteria against which to measure what is being evaluated. These can be specific indicators or expectations (such as expected results). The evaluation will look at the current state of affairs and compare them to these indicators or expectations.

Indicators or expectations can come from a number of sources. Here are some examples:

- The objectives and expected results as defined by the program through the proposal and workplan.
- A baseline or a prior period of performance (such as a previous grant).
- Academic research or other analysis relevant to the program, including expert opinions.

Evaluation criteria should be appropriate, relevant to the program and sufficient to answer the evaluation questions and overall evaluation purpose. It is important to ensure that the evaluation end-users buy into these criteria before the evaluation begins. This is generally done through the inception report or scope of work that details the design, which is developed by the evaluator.

Major Categories of Evaluation Designs

The evaluation design depends entirely on the purpose of the evaluation and the evaluation questions and sub-questions. At times, a funder or the evaluation commissioner will prefer a specific design or method. Note that some designs or methods are not appropriate for some types of questions. Evaluations can happen at any time during the life of a program, depending on your need and purpose. Here are types of designs focused on different periods of the project lifecycle:

- **Formative evaluation** is used to make decisions that inform and improve program design and implementation. It is generally conducted at the beginning of a program, or part-way through, to inform direction or tweak approach. Examples of formative evaluation include: needs assessment, stakeholder assessment, baseline assessment, systems mapping, community mapping, etc.\(^{22}\)

- **Process evaluation** is used to assess the effectiveness of the process by which the program is being implemented, and whether the program is reaching its milestones. A process evaluation can look at just about anything: whether the M&E system is providing and disseminating information properly, whether a training program is targeting the right audience and is appropriate to

participant needs, whether the program met or diverged from the intended strategy, or whether the milestones or objectives have been achieved.

- **Summative evaluation** is used to look at what the program has resulted in, often at the outcome or impact level. It often compares the results of the program to its original objectives, but it can also be **goals-free**. Summative evaluation is what people normally think of when they think of an evaluation.

An evaluation can focus on one or several of these time periods simultaneously. For example, a summative evaluation should inform the next program, and so it is also a formative evaluation. A process evaluation can also be done at the end of the program to understand program milestone achievements.

Evaluation designs can also be defined by the criteria (or lack thereof) against which an evaluation will be evaluated:

- **Goals-Based**
  The vast majority of evaluations are goals-based, in that they evaluate the program based on the explicit program goals (objectives). Most evaluations that use criteria, indicators or expectations are goals-based.

- **Goals-Free**
  Goals-free evaluations are often used in situations where it’s not clear what the goals are/were, or where the situation is changing so quickly that the stated goals may no longer be relevant. Developmental evaluation is an example of a goals-free evaluation.

<table>
<thead>
<tr>
<th>What it is:</th>
<th>Situation you would use it:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Goals Based</strong></td>
<td>Goals-based evaluation uses specific criteria against which the program is compared. Evaluation focused on accountability usually requires goals-based evaluation. If you want to know whether the program has achieved, or where it is relative to achieving, its objectives or expected results. If you want to know whether the theory of change is accurate or appropriate.</td>
</tr>
<tr>
<td><strong>Goals Free</strong></td>
<td>Goals-free evaluation ignores any predefined program goals, objectives or expectations, and just looks at what has been accomplished, both positively and negatively. It often assigns value to that accomplishment. Evaluation focused on learning often has goals-free components. If your program is in formative stages or is being conducted in a highly complex environment where it is not possible to establish clear criteria at the program outset. If you want to know what has been achieved and do not need to know whether that was in reference to something specific; this is often the case for learning purposes.</td>
</tr>
</tbody>
</table>

An evaluation can include components of both a goals-based and goals-free evaluation, depending the evaluation questions and sub-questions.

---

Finally, evaluations can be categorized according to whether and how they define a counter-factual, or what would have happened had the project not taken place. Evaluations do this by creating comparisons between groups that have received the program and those that did not. Evaluation methodologies that use comparison methods are grouped into three categories of experimentation based on how the comparison is achieved. The degree of experimentation that is used depends on your program and situation. Generally, the more experimental the evaluation, the more rigorous the results. However, this does not mean that one degree is necessarily better than another. The best methodology is the one that most directly addresses the purpose of the evaluation, the needs of the program, and the context in which the research must take place.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>What it is</th>
<th>Benefits</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>Total randomization of treatment and control group.</td>
<td>Very high internal validity.</td>
<td>Randomization may not work; expensive; complicated; not always possible or practical; some ethical considerations.</td>
</tr>
<tr>
<td>Quasi-Experimental</td>
<td>Randomization is not total; certain groups are selected, and units are randomly assigned to a treatment or control/comparison group, or there is no randomization at all.</td>
<td>Closer to true experimental design. Best when randomization is not possible or not practical.</td>
<td>Since units are not randomly assigned, there could be alternative explanations for the results.</td>
</tr>
<tr>
<td>Non-experimental</td>
<td>No randomization, no separate comparison/control group. You can compare the same group of participants before and after the program. Subjects can act as their own pseudo-control group if there is a baseline.</td>
<td>Easier to implement, less expensive, can serve as pilots and help to identify variables that are important to the program’s success.</td>
<td>Participants can improve over time without participating in the program and this would not capture that; often mistaken attribution; context can change; difficult to interpret findings.</td>
</tr>
</tbody>
</table>

The majority of evaluations conducted within the DG field are non-experimental. At times you are able to achieve a quasi-experimental design. There have been few truly experimental designs carried out, and these have tended to focus on outputs and lower level outcomes, as opposed to larger outcomes and impact. However, elements of experimental design, such as randomization and control/comparison groups, can be incorporated into facets of the various evaluations. For example, simply collecting baseline information can help constitute a form of comparison group, since it helps show what the state of the system was before the program began.
Evaluation Approaches
In addition, there are numerous approaches to evaluation. Consider the following:

- **Participatory**
  A participatory approach includes all stakeholders in all aspects of the evaluation, from the design of the evaluation questions themselves to the data collection and analysis. You may hear some forms of this approach called democratic evaluation, stakeholder-based evaluation, or participatory action research. This can increase the relevance of, ownership over, and utilization of the evaluation.

- **Empowerment (or transformative)**
  An empowerment approach uses evaluation concepts and methods to increase the capacity of stakeholders to improve their own program or service. By teaching them about evaluation throughout the evaluation process, you will increase their capacity to monitor and evaluate; by increasing their capacity to undertake monitoring and evaluation, you are also increasing their capacity to achieve the goals of their own programs.

- **Appreciative Inquiry**
  An appreciative inquiry approach takes the view that focusing on the positives through evaluation can be more effective, especially in situations where there is fear or skepticism surrounding evaluation, when stakeholders are unfamiliar with each other, when relationships have soured, or when you want to build appreciation for evaluation.

- **Utilization-Focused**
  A utilization-focused evaluation approach judges the merit of an evaluation on whether it is used. Thus, the entire evaluation is built around its use. All decisions are made in light of whether it will increase the usability and credibility of the evaluation with the end users.

These approaches influence how you undertake the evaluation design. An evaluation can incorporate one or several of these approaches.

*Step 3: Collect the Data*

Data collection for evaluation purposes is very similar to data collection for monitoring purposes. The only difference is that data for a formal evaluation is streamlined to answer specific evaluation questions.

*Step 4: Analyze the Data*

---


Data analysis for evaluation purposes is very similar to data analysis for monitoring purposes. The only difference is that data for a formal evaluation is streamlined to answer specific evaluation questions.

**Step 5: Use the Results of Evaluations**

As this handbook has noted on numerous occasions, M&E findings and recommendations are useless unless they are **used!** To help ensure use, here are some ideas:

- **Engage intended users from the start**
  
  Make sure that the people who will be using the evaluation results (most often, implementing staff and/or senior leadership) are part of the design and implementation decisions.

- **Focus group the findings to inform recommendations**
  
  When findings have been developed, sit down with knowledgeable stakeholders and present findings to them. Work with them, decide what these findings mean, and turn them into actionable recommendations.

- **Lead a learning workshop to turn recommendations into action items**
  
  After recommendations have been developed, lead a workshop with all stakeholders to develop a workplan to operationalize the recommendations. Use a response matrix to track progress.

<table>
<thead>
<tr>
<th>Evaluation Response Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommendation 1:</td>
</tr>
<tr>
<td>Program Response:</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key Action</th>
<th>Timeframe</th>
<th>Responsible Party</th>
<th>Status</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Build in utilization steps into the evaluation itself**
  
  In the evaluation design, build in key moments when the evaluator and evaluation stakeholders ensure the evaluation is useable. For example, build in a deliverable focused on testing question design relevance with staff.

- **If contracting the evaluation, add in a learning workshop as a contract deliverable**
  
  This will ensure that it happens, and it will convey to the evaluator that you are serious about using evaluation results – and will encourage the evaluator to ensure findings and recommendations are actionable.

---

Step 6: Disseminate Evaluation Results

Not only is it important to use the evaluation results to improve the program and inform future programs, but it is important to maximize the evaluation by sharing lessons learned. Here are some ideas for disseminating evaluation results:

- Develop an evaluation two-pager that lays out the main lessons and results with tips for future programs. Share this inside your organization, with your donor and at any DG events.
- Cite the evaluation results in new proposals as supporting evidence for the validity of your program approach.
- Include a discussion of the evaluation, its results and how your program has addressed the recommendations in reports, especially final reports.
- Use it in your organization’s public relations materials and online platforms, including your website, Facebook pages, Twitter feeds and other social media platforms.