
ISSN 0857·6173

RERIC
INTER AT ONAL
E E GY JOURNA
Vol. 10 No.1
June 1988

(formerly RENEWABLE ENERGY REVIEW JOURNAL)

•
•

Documenlation



r----------- ADVISORY & EDITORIAL BOARD -------------,

Dr. S.c. Bhattacharya

Dr. Piyawat Boon-Long
Prof. William l Chancellor
Mr. W.W.S. Charters
Dr. Fried Christoph

Dr. Donald G.S. Chuah

Dr. Harry Clarke
Dr. P.I. Cooper

Dr. Mark Diesendorf

Prof. P.D. Dunn
Prof. R.H.B. Exell

Prof. Wesley Foell

Dr. Martin A. Green
Dr. c.L. Gupta
Mr. Christopher T. Hall
Dr. Filino Harahap

Dr. D. Hertzmark
Mr. Allen R. Inversin
Dr. A. Jagadeesh
Dr. S. Koide

Dr. A.G. Lane

Dr. Thomas A. Lawand

Prof. N.J. Lucas

Dr. Erik H. Lysen

Dr. D.S. Mansell

Prof. lC. Mora

Dr. Ralph P. Overend

Prof. P.P. Parikh
Prof. Somsak Panyakeow

Mr. W.R. Read

Prof. G.Y. Saunier

Dr. N.R. Sheridan
Dr. S.V. Szokolay
Dr. John J. Todd

Dr. J. W. Twidell
Dr. Suphat Vongvisessomjai

Prof. J.F. Ward

Dr. Prida Wibulswas

Associate Professor, Energy Technology Div., Asian Institute of Technology, Bangkok,
THAILAND.
Assistant Professor, Chiang Mai Univ., Chiang Mai, THAILAND.
Professor of Agricultural Engineering, Univ. of California, Davis, U.S.A.
Dean, Faculty of Engineering, Univ. of Melbourne, Parkville, AUS1RAUA.
c/o Inst. for Water Resources Engg., Technical Univ. Darmstadt, Rundeturmstr. 1,6100
Darmstadt, FED. REP. of GERMANY.
Associate Professor, School of Physics, University Sains Malaysia, Penang,
MALAYSIA.
c/o Dept. of Economics, La Trobe Univ., Bundoora, Vic 3083, AUSTRALIA.
Principal Research Scientist, CSIRO, Div. of Energy Technology, Victoria 3190,
AUSTRALIA.
Principal Research Scientist, CSIRO, Div. of Mathematics & Statistics, Canberra,
AUSTRALIA.
Professor & Head, Dept. of Engineering, Univ. of Reading, Reading, ENGLAND.
Professor, Energy Technology Div., Asian Institute of Technology, Bangkok,
THAILAND.
Professor, Energy Technology Div., Asian Institute of Technology, Bangkok,
THAILAND.
Associate Professor, University of N.S.W., Kensington, AUSTRALIA.
Head, Solar Energy Unit, Sri Aurobindo Ashram, Pondicherry, INDIA.
Consulting Engineer, Westboume Park, AUSTRALIA.
Senior Co-ordinator, Regional Energy Development Programme, United Nations,
ESCAP, Bangkok, THAILAND.
Price Waterhouse, Washington, D.C., U.S.A.
c/o MCC, 48/1 Soi Tonson, Ploenchit Rd., Bangkok 10500, THAILAND.
President, Society of Science for the People, Nawabpet, Nellore, INDIA.
Natural Resources Div., ESCAP, UN Bldg. Rajdamnem Ave., Bangkok 10200,
THAILAND.
Principal Research Scientist, CSIRO, Div. of food Research, North Ryde, N.S.W.,
AUSTRALIA.
Brace Research Institute, MacDonald College of McGill University, Quebec,
CANADA.
ASEAN-EC Energy Management and Research Centre, Lemigas, Jalan Cileduk
Cipulir, Jakarta, INDONESIA.
Consulting Engineer, Pieter Bothlaan 34, 3818 CC Amersfoort, THE
NETHERLANDS.
Development Technologies Co-ordinator, Univ. of Melbourne, Parkville,
AUSTRALIA.
Professor & Chairman, Energy Technology Div., Asian Institute of Technology,
Bangkok, THAILAND.
Senior Research Officer, National Research Council of Canada, Div. of Biological
Sciences, Ottawa, CANADA.
Dept. of Mechanical Engineering, Indian Institute of Technology, Bombay, INDIA.
Dept. of Electrical Engineering, Faculty of Engineering, Chulalongkom University,
Phya Thai Rd., Bangkok 10500, THAILAND.
Principal Research Scientist, CSIRO, Div. of Energy Technology, Highett, Victoria,
AUSTRALIA.
Operation Evaluation Unit, ESCAP, UN Bldg., Rajdamnem Ave., Bangkok 10200,
THAILAND.
Reader in Mechanical Engineering, Univ. of Queensland, St. Lucia, AUSTRALIA.
Head, Department of Architecture, Univ. of Queensland, St. Lucia, AUSTRAUA.
Co-ordinator, Centre for Environmental Studies, Univ. ofTasmania, Hobart, Tasmania,
AUSTRALIA.
Head, Energy Studies Unit, University of Strathclyde, Glasgow GIl XQ, SCOTLAND.
Professor, Div. of Water Resources Engineering, Asian Institute of Technology,
Bangkok, THAILAND.
Emeritus Professor of Physics, Dept. of Physics, James Cook Univ. of North
Queensland, Queensland, AUSTRALIA.
Associate Professor, Energy Technology Div., Asian Institute of Technology, Bangkok,
THAILAND.



REGIONAL ENERGY RESOURCES

INFORMATION CENTER

The Regional Energy Resources Information Center (RERIC), fonnerly Renewable Energy
Resources Infonnation Center, a non-profit organization, was founded in May 1978 at the Asian
Institute of Technology (AIT) in Bangkok under the joint sponsorship of the Institute's Agricultural
and Food Engineering Division and the Library and Regional Documentation Center.

It was established as a result of recommendations made at various meetings held in Asia, and
particularly as an answer to a meeting of experts in the field of solar and wind energy utilization held
in Bangkok in 1976 under the energy programme of the United Nations Economic and Social
Commission for Asia and the Pacific (ESCAP).

RERIC has grown fast since 1978 and at present it is a full member of the Regional Steering
Committee of the UNESCO Sub-Regional Information Network on New and Renewable Sources of
Energy. The main geographical areas it serves arc the tropical countries in Asia and the Pacific and
other tropical developing regions in Africa and Central and South America.

Its target audience comprises various institutions and individuals active in the field ofenergy
and renewable energy. Emphasis is given to answering renewable energy and energy conservation
questions which are seen mainly from an "intermediate" or "appropriate" technology point of view.

RERIC receives financial support from the Government of Australia, the Government of
France, CIDA, UNESCO and USAID.

An All-Inclusive Service for RERIC Members

RERIC members receive one copy of each regular RERIC publication: RERIC NEWS (4
issuesper year),RERICInternational EnergyJournal (2 issues pcryear),RERICHoldingsList (1 issue
per year), Abstracts of AIT Reports & Publications on Energy (1 issue per year) and other
miscellaneous publications. These are sent by surface mail, at no extra cost than paying RERIC
annual membership fees: USA, Canada, Europe, Australia, New Zealand, Japan and Middle East
- Individual: US$40; Institutions: US$75. All other countries - Individual: US$25; Institutions:
US$45. Supporting members: US$120.

For quick delivery ofRERIC publications we recommend our members to add the following
amounts to their membership fees for air mailing charges: members [rom Asian countries (excluding
Thailand) - US$9; all other countries - US$15.

RERIC members can also use RERIC's reprographic and reference services on request. A
nominal fee is nonnally charged for this service.

Cheques or money orders should be made payable to the Regional Energy Resources
Infonnation Center, Asian Institute ofTechnology, and sent to The Director, RERIC/AIT, G.P.O. Box
2754, Bangkok 10501, Thailand.

Please note that on-going publications are circulated to RERIC members on a total-package
basis. There is no subscriptionfacility for ordering individual publications - and no provisionfor
orders of specific items of the current literature on an ad hoc basis



Executive Editor:
Scientific Editor:
Managing Editor:
Editorial Assistanls:

Editorial Staff

II.A. Vespry
R.II.B. Exell
On-Anong Suraniranat
Somchart Paisarnrat
f.R. Upadhyaya

The RERIC International Energy .Journal is puhlished with
financial support from the Government of' Australia, the Government of France,

CIDA, UNESCO, ~md USAID



RERIC International Energy Journal
Volume 10, Number 1, June 1988

CONTENTS

Editorial . ii

A Solar Water Pumping System....................................•................1
P. Thureau and A.G. Bhave

Transient Performance of Indoor Swimming Pool Heating by Solar Energy ' 7
GN. Tiwari, S.P. Gupta, S.A. Lawrence, f.P. fadav and S.B. Sharma

Review ofResearch and Development Work on Forced Convection Solar Drying in Thailand 19
Somchart Soponronnarit

Design of Cost Optimal Solar Flat-Plate Collectors 29
B.T. Nijaguna

Thermal Transmittance Property Evaluation of Insulation Systems .45
N.E. Wijeysundera and M.NA. Hawlader

Biomass Fuel and Its Utilization in Sri Lanka 67
L.C.A. de S. Wijesinghe

Making Charcoal from Rice Straw 81
W.J. Chancellor, N.C. Thai and T. W. Lin

Alternative Sources of Energy for Lift Irrigation in Indian Agriculture:
A Case Study of Uttar Pradesh 89

S. Ramesh and K. Thukral

Articles appearing in this journal are indexed in ASSET- Abstracts ofSelected Solar Energy
Technology, in Environmental Periodicals Bibliography, in Reads- Renewable Energy Alert
ing Data Service, and in Wind Energy Abstracts.



EDITORIAL

The Regional Energy Resources Information Center (RERIC) is pleased to bring out the first issue
of the "RERIC International Energy Journal" which was formerly the "Renewable Energy Review
Journal"., The new title was the result of the expansion of subject coverage ofRERIC to include also
rational use of energy and energy planning.

Readers are invited to contribute to the Journal articles on rational use ofenergy, energy planning
and renewable energy. Manuscripts which conform to the indications given in the "Notes for Authors"
on theinside back cover ofthe Journal are welcome. All manuscripts are reviewed by specialists before
publication.

For further details contact:
The Director
Regional Energy Resources Information Center
Asian Institute of Technology
P.O. Box 2754
Bangkok 10501
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A Solar Water Pumping System

P. Thureau and A.G. Bhave
Laboratoire de Thermique Industrielle

Universite Paris Val-de-Mame, Creteil, France

ABSTRACT

A solar (thermal) water pumping system operating on Freon 113 has been developed at the
Universite Paris Val-de-Marne. The system ischaracterised by its simplicity and ruggedness.

Experimental tests in the laboratory show that overall efficiencies (including the solar
collectors)from about 0.2% to 0.35% at pumping headsfrom about 6 m to 12 m can be expected.

INTRODUCTION

In developing countries, and especially in remote rural areas without electricity, there is a
need for water pumping systems operating on alternative sources of energy.

Though solar photovoltaic based pumping systems have proved to be feasible, they involve
sophisticated technology in the form of solar cells and thus are expensive. The ideal system for such
applications would be one which is rugged, simple in construction, has low maintenance
requirements, and can be completely locally fabricated in developing countries.

With this aim in mind, a water pumping system has been developed at the Universite Paris Val
de-Marne.

SYSTEM DESCRIPTION

The pumping system is schematised in Fig. l.
It consists of four flat-plate solar collectors (total area 8 m2), a separator, a motor, a condenser,

a freon reserve, and a pump.
The motor consists of four bellows of the type used for vehicle suspensions, which serve as

pistons. A distributor links bellows 1 and 2 alternately to high pressure freon vapour from the
separator. In addition there are two small teflon bellows, for reinjecting condensed freon back into
the collectors, which are activated by the movement ofbellows 3 and 4 respectively. The motor has,
in addition, two funnels with valves for filling the hydraulic circuits with water.

The condenser is cooled by the pumped water.
The pump consists of two chambers and two bellows, 5 and 6, linked by a shaft, and four

one-way valves. Bellows 3 and 4 are respectively connected to bellows 5 and6 by the two hydraulic
circuits.

The hydraulic circuits are initially filled with water through the funnels. Bellows 3 and 4 are
purged of air by pressing the bellows manually, and the valves below the funnels are closed. Freon
113 is vaporised in the collectors and dry freon vapour from the separator enters the distributor of
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Fig. I Solar water pumping system.

the motor. In the figure, bellows 1 is linked to high pressure freon vapour and is in the process of
expansion, while bellows 2, which is linked to bellows 1 by a shaft, is in the process of contraction
and thus in theprocess of emptying its contents into the condenser. Themovement ofbellows 1 causes
bellows 3 to contract. The movement of bellows 3 is transmitted to bellows 5 through the hydrau
lic transmission. Bellows 5 pumps the contents of its chamber towards the condenser, while bellows
6 contracts and aspirates water from the well into its chamber. During this stroke, bellows 3 causes
its reinjection pump to pump the condensed freon into the collectors, while bellows 4 causes its
reinjection pump to aspirate condensed freon from the freon reserve.

At the end of the stroke the distributor links bellows 2 and bellows 1 to the high pressure of
the saturated vapour and low pressure of the condenser, respectively, and the motor reverses its
direction.

It should be noted that there are no leakages towards the exterior in this system.
The depth from which water can be pumped by this system depends on the difference between

the pressure of freon vapour obtained from the separator and the pressure in the condenser. The
maximum pressure difference which can be obtained is limited by the temperature and pressure of
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Fig. 2 Multiplication of pressure.

vaporisation in the collectors which is limited to moderately lowvalues due to falling efficiency
of the collectors at high temperatures.

To be able to pump from greater depths, and adaptation, as shown in Fig. 2, giving a
multiplication of pressure, has to be used. In this arrangement a bellows M is coupled to a bellows
P which transmits the motion of the motor to the pump through a hydraulic circuit as before.
Multiplication of pressure is obtained in the ratio of cross-sectional area of bellows M to cross
sectional area of bellows P.

VOLUME

Fig. 3 Indicator diagram for motor bellows.

SYSTEM THERMODYNAMICS

From the description of the operation of the system, the indicator diagram ofthe motor bellows
is as in Fig. 3.

At the end of the stroke, the bellows which was connected to the low pressure of the condenser,
Pl' is in position 1, where the volume of the bellows is the clearance volume V1. At this point
the distributor admits the high pressure P2 and the bellows goes to position 2. TIle expansion of
the bellows under pressure P2 is the working stroke 2-3. At the end of this stroke the bellows is again
linked by the distributor to the condenser pressure P1, and the new state is 4. The stroke 4-1 is the
contraction of the bellows during which it empties its contents into the condenser.

The net work of the cycle is therefore (P2-P1)(V4-V1), The heat supplied to the freon per cycle
is given by .1H(V4-V1)/V", where L\H is the difference between the enthalpy of the dry saturated
vapour at the pressure Pzand the enthalpy of liquid freon at the pressure P1, and v" is the specific
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Fig. 6 Variation of thermodynamic efficiency with tem
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volume of dry, saturated vapour at pressure P2' Neglecting the work of reinjection, which is very
small, the thermodynamic efficiency of the system is given by 11 th =(tJP)v"/ MI, where M> =P2-

Pl'
Assuming the temperature of condensation to be 35°C, a plot of 11th versus temperature of

vaporisation is shown in Fig. 4. We see that the efficiency increases with increase in operating
temperature, but it tends to level off at a certain temperature. It is also seen that Freon 11 gives the
maximurn efficiency at all temperatures.

For wet vapour, considering the enthalpy ofwetvapour admitted into the bellows, and the work
of reinjection, the variation of thermodynamic efficiency with vapour quality 'x' at a constant
temperature (700C) was worked out and is plotted in Fig. 5. We see that the efficiency increases with
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increasing vapour quality.
The variation ofthennodynamic efficiency for superheated vapour is shown in Fig. 6. We see

that the efficiency ofth°e system falls with increasing temperature ofsuperheat forFreon 113 and Freon
114, and that it rises marginally for Freon 11, which does not justify using superheated Freon 11
due to the fall in collector efficiency at higher temperatures.

Thus the system gives optimum thennodynamic efficiency with dry, saturated vapour.

SYSTEM PERFORMANCE

For evaluating the perfonnance of the system in the laboratory, the collectors were heated
electrically. The heating power given to the collectors was controlled to obtain the desired
temperature of evaporation of Freon 113. The system was instrumented as shown in Fig. 1. The
effective puming head was varied by operating the valve in the pumped water circuit just before the
condenser. Water flow rate was measured by a burette and a stop-watch. The condenser and the
piping carrying hot freon vapour were insulated with glass wool. The pump was located about 5.5
metres below the motor in a water tank.

The power output of the system was calculated from the water flow rate and the effective head
developed.

The power absorbed by freon in the collectors was assumed to be equal to the power absorbed
by the cooling water in the condenser (which was calculated from the water flow rate and the
difference between the outlet and inlet temperatures of the water), ignoring the pumping work, which
is comparatively small, and the heat losses from the motor. The system efficiency (excluding the
collectors) was found at different pumping heads for two different operating temperatures and
pressures. It was found that the efficiency was higher at the higher operating temperature, and at the
same temperature and pressure it rose with increasing pumping height up to a certain limit, and then
fell. The optimum efficiencies obtained were as in Table 1.

Table 1 Optimum pumping system efficiencies.

Evaporation Evaporation Effective Flow rate Useful System
pressure temperature pumping (litres/h) work Efficiency
(bars gauge) (OC) head (m) (watts) (%)

2.05 84 11.85 553.68 17.88 0.75
1.65 79 9.35 506.88 12.92 0.69

It is thus seen that at each operating pressure and temperature, there is an optimum pumping head
which rises with increasing operating pressure.

CONCLUSIONS

The water pumping system described above is simple, rugged and requires little operator
attention and maintenance. It is thus eminently suited to meet the water pumping needs of remote
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rural communities not having access to electricitYt but having abundant sunshine.
It can be expected to operate at an overall efficiency (including the collectors) of about 0.2% to

0.35% at heads ofabout 6 metres to about 12 metrestdepending upon the intensity of solar radiationt
without multiplication of pressuret and at higher heads with multiplication of pressure.
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Transient Performance of Indoor Swimming Pool
Heating by Solar Energy

G.N. Tiwari, S.P. Gupta, S.A. Lawrence, Y.P. Yadav*
and S.B. Sharma*

Physics Department, University of Papua New Guinea
Papua New Guinea

*Centre for Energy Studies, Indian Institute of Technology
Delhi, India

ABSTRACT

7

A simple straightforward transient analysis ofan indoor swimming pool integrated with panel
ofcollectors through tube-in-tube heat exchanger is presented. The effects ofsystem (pool capacity,
movable insulation, heatexchanger, collector area etc.) as wellas climaticparameters (wind velocity,
relative humidity, solar radiation and ambient air temperature) on the performance of the indoor
swimming pool have been taken into account in the analysis. Numerical calculations have been made
for an indoor swimming pool which can be extended for general application. Some interesting and
useful conclusions have been made which can be used as design criteriafor indoor swimming pool.

INTRODUCTION

There are various applications of solar energy for low temperature heating of fluids by either
direct or indirect method. The direct method is generally referred to as a passive system while the
indirect method is known as an active system. One application of solar energy is to use it for ~eating
swimming pools. Outdoor swimming pools can be heated by both passive and active systems, while
indoor swimming pools can be heated only by an active system.

The working principle of passive and active solar heating of swimming pools can be explained
as follows:

Passive heating ofswimming pools: In this case, a transparent floatable plastic cover is floated
over the surface of the water of the swimming pool during sunshine hours. The inner surface of the
swimming pool is preferably blackened to absorb solar radiation. After the solar radiation is
transmitted through the plastic cover, it reaches the bottom of the pool and is finally absorbed by the
blackened surface. Some of the radiation is also absorbed by the water of the pool. Most of the
absorbed solar radiation is transferred to the water of the pool by convection and the rest is lost to the
ground. This loss can be minimized by using a layer of insulating material beneath the blackened
surface. Mter transferring the heat from the blackened surface by convection, water gets heated and

. moves in an upward direction due to its low density. Since the water temperature exceeds the ambient
air temperature, particularly at night, there is convective and radiative losses from the water surface.
To minimize these losses, the pool surface is covered with a waterproof material (tirpal) which acts
as an insulating material during off-sunshine hours. As the transparent sheet must be taken out while
the pool is in use, there are unavoidable evaporative heat losses during this period. By this method the
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pool temperature can be raised to a maximum 3-5OC depending on the type of pool.
Active heating of swimming pool: As explained above, swimming pool temperature can be

increased marginally by use of a passive system. But under harsh cold climatic conditions, where the
ambient air temperature is around 5-10OC or below, the passive heating system is insufficient. For
further increase in pool temperature, extra thennal energy is needed. This can be fed in at the bottom
of the pool and can maintain the temperature of the pool in a comfortable range (-200C). This can be
achieved by connecting a panel of collectors to the pool either directly or through a heat exchanger.
The area of collectors will depend on the capacity of the pool and the climatic conditions.

The use of transparent plastic as the pool cover for passive heating was first suggested by Brook.1

Later on, different floatable plastic covers namely, polyethylene, polyvinyl chloride (PVC), mylor
cover etc. were designed and tested by LoP and CzarneckP. Further, CzarneckP and Sheridan4

developed a mathematical model to calculate various heat losses for outdoor swimming pools and
suggested the use of chemical films and inflated plastic domes for better perfonnance. Francey et a1.5

conducted a detailed experimental study of the perfonnance of a community swimming pool for 3
consecutive days and their results were recently theoretically validated by Yadav and Tiwari.6 There
was good agreement between the theoretical results of Yadav and Tiwari6 and experimental
observation of Francey et a/.5 for both transient (lst day) as well as quasi-steady state (3rd day).

Design criteria for indoor swimming pools have been developed by ASHRAE7, Daly and
BishopS and Root9 and Czarnecki10 by considering the relevant heat transfer involved and the load char
acteristics. The aim is to control the deleterious effects of condensation and corrosion of the building
elements. An indoor swimming pool has various advantages over an outdoor swimming pool, such
as:

(i) It becomes an integral part of the building,
(ii) It is protected from dust, bird and climate etc.,
(iii) Easy to clean,
(iv) Requires less maintenance,
(v) Can be used in harsh cold climatic conditions etc.
Recently, the Victorian Solar Energy Council started a programme of heating swimming pools

by solar energy throughout Australia in 1983-84 (Charterll). Up to the present, there are about thirty
six indoor and outdoorswimming pools in Australia being heated eitherbypassive systems orby active
systems, depending on the availability of solar flux and the climatic conditions (Higgs1

2,13 and
Guthrifl4,15). The economics ofsolar swimming pool heating also depends significantly on the amount
of solar flux available for a particular site and the location of the site. Table 1 presents some of the
indoor and outdoor solar swimming pools installed throughout Australia. From this table and the
survey conducted by Guthrifl4,15, one can conclude that heating swimming pools by solar energy is
more economical than using conventional fuels. Due to this fact, it has already been widely used by
both public and commercial bodies.

In the northern part of India near Delhi, the ambient temperature drops to 4-100c particularly in
December and January, and it is difficult to use swimming pools during these months. In order to
maintain a comfortable pool water temperature, the nodal agency of Haryana Government
(HARTRON) has undertaken a project in collaboration with the Department of Non-Conventional
Energy Sources, Ministry of Energy, Government of India, to heat the swimming pool located near
the Haryana and Delhi border by using a panel ofcollectors. This swimming pool will be used mostly
by members of the national swimming team for their practices throughout the year. The whole
integrated system will be carried out by Bharat Heavy Electrical Limited (BHEL) and is expected to
be completed by the end ofthis year. In this swimming pool both passive and active systems have been
used for heating the pool water. The design of the collector used incorporates a tube-in-plate type tlat-



Table 1 Indoor and outdoor swimming pools heated by solar energy in Australia (Guthrif1s).
~
CJ

Indoor/ Of Pool Brand of
~

Pool Collector % Total Date of "'Outdoor Surface Area Area Cost $ Collector Installation ~

MELBOURNE METROPOLITAN 5'
~

ALTONA I 350 350 100 22,580 Solaroll November 86 ~
CAULFIELD 0 1660 625 38 35,000 Solmat December 86 "'COBURG TECH SCHOOL 0 250 200 60 12,355 Solaroll May 85 ~

'<
CLAYTON TECH SCHOOL I 43 32 75 2,000 Solmat May 85 ~
CROYDON 0 1134 584 51 28,485 Solmat May 86 lFITZROY a 1425 SOLAR BOOSTED HEAT PUMP YET TO BE INSTALLED
FOOTSCRAY I 1100 500 45 19,946 Solmat May 87
HIGHETT I 435 385 88 20,140 Solmat April 85 ~KEILOR I/O 450 380 84 30,398 Solmat October 86 ......
MITCHAM SPECIAL SCHOOL I 41 32 78 5,500 Solaroll April 86 ~
OAK PARK 0 1382 600 43 32,430 Gulfstream May 85

~PASCOE VALE 0 873 443 51 24,808 Solaroll October 86
RVIB I 96 86 90 9,200 Gulfstream May 85 .t-
ST. ALBANS I/O 450 380 84 30,398 Solmat October 86 '"~
COUNTRY ......

10
00

CASTERTON 0 664 362 55 17 , 677 Gulfstream April 86 00

CHURCHILL I 340 340 100 22,100 Solaroll November 84
CLIFTON SPRINGS 0 250 150 60 10,598 Solaroll November 85
COWES 0 312 234 75 11,920 Solaroll February 86
CRIB POINT 0 350 300 85 18,200 Solaroll May 86
INGLEWOOD 0 429 260 61 17 , 000 Solmat December 86
JEPARIT 0 180 110 60 6,990 Solmat February 86
KILMORE 0 315 189 60 12,952 Solaroll May 85
LEONGATHA 0 520 390 75 27,200 Solaroll November 84
MERRIGUM 0 300 200 67 10,000 Solaroll February 85
MT. BEAUTY I 447 350 80 21,500 Solaroll Yet to be installed
MULLERATERONG I 40 20 50 1,610 Solaroll Sept 85
NEERIM SOUTH 0 242 205 85 12,095 Solaroll Sept 86
SOUTH BARWON I 397 440 90 20,900 Solmat June 85
SHEPPARTON 0 1050 525 50 30,648 Solaroll February
ST. ARNAUD 0 1250 500 40 25,000 Solmat December 86
TERANG 0 430 270 63 15,600 Solmat April 87
TIMBOON 0 370 250 68 14,000 Solaroll January 87
TRENTHAM 0 268 165 62 9,970 Solmat January 87
VCAH DOOKIE 0 108 81 75 5,468 Solmat November 84
WENDOUREE I 1216 YET TO BE FINALISED
WOODBINE I 40 100 3,000 Solaroll August 86



10 RERIC International Energy Journal: Vol. 10, No.1, June 1988

plate collector."
In this paper, a simple transient analysis of an indoor swimming pool is presented from which

suitable design criteria can be derived for similar pools. In order to maintain a comfortable pool
temperature, a panel of flat-plate collectors has been integrated to the basin of the pool. The effect of
the panel of flat-plate collectors, insulation, heat capacity of the pool, waterproof cover material
(tirpal), various heat transfer processes, and climatic parameters have all been incorporated into the
analysis. Explicit expression for pool water temperature has been derived for numerical computation.
Numerical calculations have been carried out for a typical cold day in the Indian city of Srinagar, (17
January, 1981), which is a very harsh cold place throughout most of the year.

DESCRIPTION OF INDOOR SWIMMING POOL

A schematic diagram of an indoor solar swimming pool heated by an active system is shown in
Fig. 1. There are basically three components ofthe system namely (i) the panel of collectors, (ii) the
circulation system consisting of pumps, valves and connecting pipes, and (iii) the control system
integrated with a panel ofcollectors and the pool water. In this case, the costofan active system mainly
depends on the type of collectors used for heating the pool water. The type of collector, used for the
purpose, depends mainly on the availability of solar radiation and on atmospheric conditions. The
types of collector used for swimming pools are categorised as follows:

\

LPannel of collecTors

LFilTer

Indoor Swimming Pool

-_-_-_-_-_-_-_-_-_-_-_-_-_-_-_-_-_-_-_-_I----fJ'--+__----{

\

Fig. 1 Schematic diagram of indoor swimming pool heated by an active system.

* The detail drawing and cost break-up of the system can be obtained from the Secretary, Department of Non
Conventional Energy Sources, Ministry of Energy, Government ofIndia, C.G.0. Complex Block No 14, Lodi
Road Complex, New Delhi, INDIA.
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i) Unglazed Collectors
a) Plastic panels,
b) Strip collectors,
c) Plastic pipe collectors,
d) Pavement collectors,

and ii) Glazed Collectors
a) Boxed collectors,
b) Integrated collector i.e., an integral part of the roof of a building.

Unglazed collectors are preferred for heating indoor/outdoor swimming pool when only a small
increase in pool temperature is required, whereas glazed collectors are preferred where a greater
increase in pool temperature is required. Unglazed collectors are more cost-effective than any
conventional system. Glazed collectors are more cost-effective for remote areas where conventional
systems are very costly.

ANALYSIS

In order to record the energy balance of an indoor swimming pool integrated with a panel of
collectors (Fig. 1), the following assumptions have been made:

i) useful energy available from the panel of collectors is uniformly fed at the bottom of the
pool basin,

ii) no stratification along the depth of the pool,
iii) heat losses through connecting pipes are negligible,
iv) panel of collectors is disconnected during off-sunshine hours,
v) pool surface is covered with floating waterproof insulating cover (tripal) to minimize

upward convective and radiative heat losses,
vi) evaporative heat loss is considered only when the pool is in use and it is taken out by means

of an exhaust fan,
vii) bottom heat loss is considered under a steady-state mode,
viii) proper insulating material is used in the basin of the pool to avoid downward heat losses,

and
ix) enclosure temperature is almost equal to ambient air temperature.

The energy balance for an indoor swimming pool can be written as

a) without evaporation

(1)

b) with evaporation

where,

(3)
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= UiTfTw)' with heat exchanger and collectors in parallel

= A, with heat exchanger, Yadav and Tiwari6

= 0, when collectors are disconnected from pool.

Tf = Tw+ (Tfo- Tw) exp(-hx/mpr)'

Tro = [(a:tI/UL) + Ta]+[Tfj-[(a:tI/UL)+Ta}] exp[-(AcULF'/mplr)]' Duffie and Beckman16

Tr = (IlL) JLTrdx

(4)

P =Rt =Ra 1 a 2

} for small temperature range of pool temperature 15"C - 5O"C

or

hb = [(L/K) + (LjK) + (l/h)ll

Mter substituting the value of Q
u

from Eq. (3) in Eq. (1), one gets

Above equation can be rewritten as (dTjdt)+aTw= f(t) (6)

The solution ofEq. (6) can be written as

Tw = (f(t)/a)(l - exp(-at) + Twoexp(-at) (7)

where Two is the temperature of pool water at t = 0for°-- t interval and f(t) is the average value of
function f(t) for 0-- t interval.

Equation (7) will determine the temperature ofpool water when (i) pool surface is covered with
waterproof insulating cover, and (ii) panel of collector is connected with basin of the pool without
heat exchanger.

Similarly, Eq. (2) can be solved by taking into account evaporation from the pool surface during
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operation of the indoor pool. Effect ofheat exchanger on the performance of the pool temperture can
be seen by using the Eq. (4) in Eqs. (1) and (2) respectively.

NUMERICAL RESULTS AND DISCUSSION

In order to study the numerical results of the indoor swimming pool, numerical caculations have
been made for a typical cold day in Srinagar, Jammu and Kashimir, India (17 January, 1981). The
hourly variation of solar radiation and ambient air temperatures is shown in Fig. 2. The other
parameters used for calculation for the proposed indoor swimming pool are as follows:

Indoor Swimming pool:

M = 27.654 X 107 JrCw

(66,000 litres and depth =1.5 m)
A = 45m2

p

U
t = 5.7W/m2 OC

~ = 0.85W/m2 °C

R1 = 325N/m2 OC

R2 = -5154 N/m2 °C

y = 0.8

T = 8°C
r

T = 8°Cwo

Panel of collectors:

250

at =0.8

Srinagar (17 Jan. 1981)

24

N

~ 200
3

Vl

i 150

VI
c:
2
c:

L- 100
Cl

"0
Vl

O'----_----'----L__...J....-__-----J'---__----L~__..L.________I

o 4 B 12 16 '20

Time ( hrs )

6

4

o

-2

L

Cl

.....
c:
1II
:c
E

<t

Fig. 2 Hourly variation of solar intensity and ambient temperature on 17 January 1981 at Srinagar.
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F' = 0.77

Ac = 400, 700, 1200 m2

FR = 0.55
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h =4 W/m2 OC

L =50m,l00m

Fig. 3 shows the effect of heat capacity ofswimming pool water on hourly variation of its water
temperatures; the collector area is 400 m2• Curves I, II and III of this figure correspond to various
values e.g. 27.654 x 107 J/oC.13.83 X 107 J/oCand 7.0 x 107 J/ OC oftheheatcapacities of water mass
in the pool. It is found from the results of this figure that as the heat capacity ofwater mass decreases
water temperature increases which is the expected result.

The effect ofcollector area on the hourly variation of water temperature is shown in Fig. 4. Here
the heat capacity of the water mass in the pool has been taken as constant. This study has been carried
out for three consecutive days. CurVes I, II, III refer to collector areas of400 m2

, 700 m2 and 1200 m2

respectively. These results are useful for estimating the collector area required for heating a solar
swimming pool, of known capacity. to a desired temperature. The results of this figure are also
expected. as they reveal that as the collector area increases water temperature increases. Fig. 5depicts
the effectofheat exchanger length on hourly variation ofwater temperature. This study has been made
keeping both heat capacity of water mass and the collector area constant Le. 27.654 x 107 J/OC, and
1200 m2 respectively. Curves I. II and III of this figure indicate the various lengths (Le. 0.0 m, 100
m, and 50 m) of the heat exchanger. It is evident from the results thatas the length of the heat exchanger
decreases, water temperature decreases because of less heat transfer. The 0.0 m length of the heat
exchanger means noheat exchanger. Theabove results and discussion may be summarized as follows:

i) The present analytical approach is a simple one and may be used for optimizing the collector
area and the heat exchanger length for a swimming pool of any capacity.

ii) As the heat capacity of pool increases water temperature decreases for a constantcollector
area.

30

25

~ 20
:J

-0

j. 15
~

10

1. Mw = 27.654 x 107 Jrc
II. Mw =13.83 x 10 7 J rc

1Il. Mw = 7. 0 x 107 J I °c
Ac =400 m2

°0~-------:;'12~---------:;l;-24

11-------1 sf day ----------tl

Time I hrs 1

Fig. 3 Effect of heat capacity ofpool water on hourly variation of water temperature of the pool.
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iii) Increasing collector area results in increasing water temperature of the swimming pool.
iv) Decreasing heat exchanger length also results in decreasing water temperature.

35

30

~
:l

~ 20
QI
0-
E
QI
t- 15

10

Mw = 27.654 x 107 J/oC

1. Ac=400m 2

II. Ac =700 m2

m. Ac = 1200 m2
III

II

B 16 24
3rd day~

24

I

5'------'----'---.1...-----'-----'----'-----'------'-----'-o B 16 24 B 16
1---1 st day I 2nd day

Time, hrs

Fig. 4 Effect of collector areas on hourly variation of water temperature of the pool.

Mw =27.654x107JtC, Ac = 1200m 2

H L = O.Om
n L = 100m
ill L = 50m20

11
oU

~ 15 III
:le
QI
c.e
QI
t-

10

51....- ----..l.- -'-_

o 12 24

.1-----1st day ,I
Time of the day I hrs I

Fig. 5 Effect of heat exchanger length on hourly variation of swimming pool temperature.
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NOMENCLATURE

Ae Collector area (m2
)

A Surface area of the swimming pool (m2
)

p

Ce Specific heat of fluid flowing through the heat exchanger (J/kg DC)
F' Collector efficiency factor
FR Heat removal factor
h Heat transfer coefficient per unit length of the heat exchanger (W/m2 OC)
hb Overall heat transfer coefficient from bottom of the pool (W/m2 OC)
he Convection heat transfer coefficient from water surface CW/m2 °C)
hi Heat transfer coefficient from bottom surface of the pool to room CW/m2 OC)
It Solar intensity (W/m2

)

L Heatexchangerlenght(m)
Li Thickness of insulation (m)
L

r
Thickness of bottom of the pool (m)

Ki Thermal conductivity of insulation (W/m DC)
K

r
Thermal conductivity of bottom of the pool (W/m DC)

me Mass flow rate of fluid in the heat exchanger (legis)
M

w
Heat capacity of water (J/OC)

Pw Partial pressure at water temperature (N/m2)

Pa Partial pressure at ambient temperature (N/m2)

Q
u

Useful energy from the collector (W/m2
)

t time (S)
Ta Ambient temperature (OC)
Te Fluid temperature (OC)
Tfi Inlet fluid temperature ( DC)
T

R
Room temperature (OC)

Teo Outlet fluid temperature ( DC)
Tw Water temperature ( OC)
UL Overall heat transfer coefficient of the collector CW/m2 OC)
Ut Upward heat loss coefficient from the water surface of the pool CW/m2 °C)
x Space coordinate (m)
Cl't Transmittance-absorptance product
r Relative humidity
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ABSTRACT

19

Research and development work on solar forced convection drying conducted in Thailand
during the past ten years was reviewed. Technical and economic results indicated that solar drying
for some crops such as paddy and multicrops wasfeasible. However, farmers' acceptance ofsolar
drying was still very limited. This maybe due to atoo long pay backperiodor to socio-culturalfactors.
Further research and development work should be continued in order to reduce cost and increase
reliability. Research into the barriers to acceptance by farmers should also be carried out.

INTRODUCTION

It is generally accepted that drying is one of the most efficient and economic methods of food
preservation. The traditional method of drying crops at farm level in Thailand is open-air drying. At
the industrial level, however, they may be mechanically dried with circulated air when quality has to
be high or spoilage must be avoided.

A drying unit usually comprises a drying chamber, a fan to circulate air through the drying
product, and a heater if hot air is needed. Fuel for heating air may be available from electricity, gas,
kerosene, fuel oil, agricultural wastes, or solar energy, etc.

Research and development work on solar drying has been undertaken in Thailand since the last
decade. The type of solar drying units covered includes direct/indirect drying, natural/forced
convection, and products covered include cereal grain, fruit, tabacco, meat, marine product, etc. A
solar natural convection dryer requires a smaller amount of investment compared to a solar forced
convection dryer. Also, it is simpler to operate and maintain. However, drying rate is slower because
of lower air flow rate. In addition, a high quality of product is sometimes more difficult to obtain if
it rains or there is no sunshine. These problems were highlighted in a studyofa solarnatural convection
dryer used for drying fruits such as bananas and tamarind, etc. in a small food processing plant in
Phitsanuloke province. The dryer performed quite well during the summer but did not reach the
required standard during the rainy and winter seasons. During the rainy season, there was not enough
sunshine and excessive moulds occured. During the winter, sunshine was sufficient but the
temperature inside the dryer was not high enough to kill the eggs of insects (Rakwichian, 1987).

Recently, Ong (1986) presented a state-of-the-art report on solar drying in ASEAN countries.
Wibulswas (1984) also reviewed the development of solar drying in Thailand. As research and
development work has made significant progress, it seems that a review of recently developed solar
drying units is appropriate.

PREVIOUS PAGE BLANK
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The objectiveofthis paper is to review the research and development work on forced convection
solar drying conducted in Thailand during the last ten years. It is hoped that this review may be useful
for further development work.

FORCED CONVECTION SOLAR-GRAIN DRYING

Thongprasert et al. (1983) conducted research on solar paddy drying. The solar collector had
a plywood casing 10 mm thick, a corrugated galvanized iron sheet was used as an absorber. There
was styrofoam 25 mm thick under the absorber. The transparent cover was made of clear glass. Air
flowed in the gap between the transparent cover and the absorber in a perpendicular direction to the
corrugation. The dimension of the collector was 1.55 m x 1.12 m x 0.21 m, and it was installed at an
angle of 15° facing south. Approximately 50 kg of paddy was dried by the ambient air which was
forced by a blower through an air heater and heated up to 31- 40.9OC. The moisture content was
reduced from 17.4-18.7% wet basis to 14% wet basis in 2.75 - 4.25 hours. An air flow rate of about
55 m3/min per cubic metre ofgrain was measured. The thermal efficiency of the collector was 79%.
A mathematical model ofthe system comprising drying chamberand solar airheater was formulated.
The simulation results were obtained through the aid of a computer.

A solar hut dryer was developed for grain drying (Soponronnarit and Tiansuwan, 1984a and
Soponronnarit, 1984). It comprised a storage hut and a forced convection solar air heater. The hut
had a floor of2.4 mx 3.6 mand a height ofabout 2.0 m. A fixed vertical-bed drying bin was installed
inside the hut. The 3.7 m wide x 5.1 m long solar air heater had a galvanized iron sheet which acted
as the absorber and also the roofof the hut. Astyrofoam sheet of25 mm thick was placed at a distance
of20 mm beneath the absorbing plate. Air was forced through the dryer by an electrically driven fan
(Fig. 1).

CD wood rafter 38 mm x 102 mm

® corrugated galvanized iron sheet

o wood batten 38 mm x 72 mm ® 1.20 m

o polystyrene 25 mm thick

® ceiling wood holder 25 mm x 25 mm

Fig. 1 Cross - section of the solar collectors, Soponronnarit et al., 1986 (perpendicular to the direction of air flow).

Collector tests with an air flow rate of 0.34 kg/s indicated that the maximum efficiencies of
unpainted and black painted collectors were 30 and 34% respectively. The absorber plate was left
unpainted for grain drying because ofpreferred lower cost. Drying results during dry season showed
that 1 ton ofpaddy could be dried from 22% to 16% moisture content (dry basis) in 1day. A 24-hour
air circulation was employed with only ambient (unheated) air being circulated during periods of no
sunshine and through the night. Energy consumption was estimated to be 4.5 MJ/kg of water
evaporated.

A mathematical model for predicting the performance of the solar air heater was developed. It
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was found that the simulated and experimental results were in good agreement A mathematical drying
model was also developed (Tiansuwan, 1984).

At the end of 1984, the National Energy Administration of Thailand launched two projects
involving an economic evaluation of solar rice dryers. With regard to the fIrst project details of the
research can be found in SoponronnariL et al. (1985) and Soponronnarit et al. (1986). An integrated
paddy drying-storage solar hut functioning as a solardryer and storage unit was constructed and tested
at a farmer's house in Kampaengsaen, Nakompathom province. (Fig. 2 and Fig. 3). The unit was easy

up

o 20m

o 20m

o 20m

120m

2 Om

~
... O.80m

Ground level 1. 0.00 m

8 Perforated iron sheet 0.8 mm thick

(paddy bed)

o Gypsum board 8 mm thick

G) Wall support

o Sliding gate for unloading paddy

o Removable partition

o Sliding gate

~ 1.20rn 2.40rn ~

--if----~---jJ-

Fig. 2 Plan of the solar hut's floor, Soponronnarit et al., 1986.

G) Flat plate solar collector

® Centrifugal fan
CD Air duct p 0.3 m

o Rectangular air duct 0.15 m x 0.4 m

® Sliding valve
@ Gypsum board 8 mm thick

o Wall support

® Restfioor

® Sliding gate for
unloading paddy

-- Direction of air flow

Fig. 3 Isometric 300 showing the solar hut, Sopontonnarit el al., 1986.
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to construct and operate, both for loading and unloading. It cost about 27,600 Baht of which 21,600
Baht was material cost, except for the engine, which could be made available from a walking tractor,
or an electric motor could be used ifelectricity was available. In operation, air was sucked from a bare
plate solar air heater (same as that in Fig. 1) modified from the roof by a centrifugal fan and delivered
through an airplenum which was underneath a perforated steel sheet. It then passed through the paddy
bed, in which heat and mass transfer took place. When an engine was used to drive the fan it required
about 1.13 and 2.08 litres of diesel oil per ton of dry paddy per one per cent wet-basis of moisture
reduced for the rust crop and second crop respectively. The corresponding drying rate was 0.64% and
0.3% wet-basis per ton of dry paddy per hour. The maximum storage capacity was 10 tons.

Collector test with air flow rates ranging from 0.50 to 0.76 kgls indicated that the daily efficiency
varied from 7-29%. A very high fluctuation ofefficiency resulted from variation of air flow rate and
wind speed above the solar air heater. It was noted that the efficiency was very low when wind speed
was high. Thus, the bare plate solar air heater should not be used in regions where wind speed is high.

The second project launched by the National Energy Administration ofThailand was conducted
by Thongprasert et al. (1985). A solar dryer was constructed and tested at a farmer's house in
Pathumthani province. The schematic diagram of the system is shown in Fig. 4. It was composed of
3.74 mwide x4.48 mlong solarair heater (Fig. 5) and a vertical fixed bed drying bin having a capacity

G) Solar air heater

CD Drying bin

CD Blower

Direction of air flow

Fig. 4 Solar dryer developed by Thongprasert et al. (1985).

G) glass cover

Q) absorber

CD asbestos cement

Fig. 5 Cross-section of the solar collector developed by Thongprasert et al. 1985 (perpendicular to the direction of air flow).
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of 1.2 tons ofpaddy. Air flowed through the solar air heater, between the glass cover and the absorber,
and then downward through the drying bin.

Drying tests with an air flow rate of0.82 kg/s indicated that one ton ofpaddy could be dried from
the moisture contents of17-21 % wet-basis to 14% in 1-4 days, depending on weather conditions. The
efficiency ofsolarair heater varied from 40-70%. Average electrical energy consumption for a blower
was estimated to be 7 kWh per drying batch. Compared to paddy dried in the open-air, the quality of
paddy dried in the solar dryer was better.

SOLAR TOBACCO CURING

The process of flue-curing involves promoting the yellowing of the leaves and preventing them
from becoming brown. This is done by controlling the temperature and relative humidity so that after
about four days of gradual increase in temperature and the commensurate reduction in relative
humidity, the final product is in the form of golden to yellowish dried leaves with 10-20% moisture
content.

Solar-assisted curing of tobacco leaves was developed by Boonlong et al. (1984). The
experimental prototype system consisted of a 3.6 m x 3.6 m x 4.8 m scaled-down (1:4 scale) tobacco
curing bam with 1 ton fresh leaves loading capacity (Fig. 6), an array of 38.5 m2 flat-plate solar air
heaters (Fig. 7), and a 6 m3 rock-bed unit. Forced convection was induced through the system by one
1.5 kW and one 0.75 kW blower. LPG was used directly as an auxiliary heating fuel.

ExperimentS using only LPG as a fuel for curing tobacco leaves were initially carried out. The
results from four tests produced an average LPG consumption of 0.63 kg, or an equivalent of 28.9 MJ
per kg of cured leaves. From the three solar-assisted tests, an average LPG consumption of 0.48 kg

corrugated iron roofing
with

fiberglass insulation

wooden wall with

-4+---fiberglass insulation

....J.....,.-I=-=---...........-_-;:::--=-=_.=--!-.,... ..,~ ai r return duct

t
t(

3.6 X 3.6 m

4.8 m

L
.)-l-t------1-----,..L;!I!::;t--- bottom vent i Iat i on

. ~ :::_1':_::§_~>=_=~t;;;~~;:z=~==::::A- solar & LPG heat pi pe

I.

roof venti lator

Fig. 6 The modified prototype tobacco curing bam, Boonlong et al., 1984.
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or 22.2 MJ per kg ofcured leaves was achieved. Comparing results of the three solar-assisted test runs
with a similarLPG run, itwas found that an average fuel savingofabout 28% was possible. Anaverage
overall curing thermal efficiencywas found to be40.5%. The usefulness ofarock-bed thermal storage
unit was still inconclusive.

Wood frame 0.0381 x 0.127

Sealing tape

.0045 m thick glass

0635 m deep notch

Corrugated galvanized iron sheet

.0508 m thick fiberglass insulation

Flat gaivanized iron sheet

"----Fastener

t4/..---------V0.070 m

Fig.7 Cross-section view of the solar air heater, Boonlong et al. 1984.

FORCED CONVECTION SOLAR FRUIT DRYING

The solar tobacco curing barn described in the previous section was converted into a dryer for
other crops (Sitthiphong et al., 1987). The main objective was to increase the utilization of the dryer
from a limited seasonal use to a year-round basis, which should help increase its economic
attractiveness. The drying experiments included two crops, Le., 5 runs of tobacco curing and 2 runs
of longan drying. The loading capacity of the dryer was 1000 kg of fresh tobacco leaves, or 700 kg
of fresh longan fruits.

Drying results indicated that solar energy accounted for 25-30% of the total energy consumed.
These figures were achieved by comparing the energy consumption between drying or curing using
LPG alone and drying or curing using solar energy plus LPG. Thermal efficiencies of tobacco curing
and longan drying were estimated to be 36-43% and 23-24%, respectively. Or in terms of energy
consumption per kilogram of water evaporated, they were 5.5-8.0 MJ/kg water evaporated and 12.3
13.2 MJ/kg water evaporated for tobacco curing and longan drying, respectively.
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ECONOMIC AND SOCIAL ASPECTS OF SOLAR DRYING

25

On the basis of the benefit received from LPG fuel saving, Sitthiphong (1987) showed that the
benefit/cost ratio of solar-assisted tobacco curing was 0.63. This ratio increased to 1.34 when longan
fruit was dried in the same dryer. It was estimated that utilization of the dryer was increased from three
months for curing tobacco only to six months per year when longan was dried after the tobacco curing
season. The pay back period for the latter case was 7 years.

Economic evaluation of solar hut dryer (developed by Soponronnarit and Tiansuwan, 1984a,
done by Soponronnarit and Tiansuwan, 1984b) indicated that it was economical when the benefits
were obtained from 7% reduction of paddy loss, better price of dry paddy, and also better price after
5 months of storage. The minimum economical cultivation area was 17 rai (1 ha =: 6.175 rai, paddy
yield was about 0.5 ton per rai or 3.12 ton per hectare) and two crops per year had to be practiced. It
was not economical for a paddy field where only one crop per year was cultivated.

Soponronnarit et ale (1985) also indicated that the drying-storage solar hut was economical only
for the paddy field where two crops per year were cultivated. Employing assumptions similar to those
used in the economic evaluation of the solar hut dryer, it was found that the cultivation area should be
9-27 rai (0.5 ton of paddy per rai) and the pay back period was 2.3-14.8 years.

Theeravanichkul (1987) also conducted an economic evaluation of the drying-storage solar hut.
However, he assumed that there was no benefit from the reduction of paddy losses. The results
indicated that it was economical but much less attractive.

Thongprasertet ale (1985) divided paddy fields into several small plots. Loss assessment during
the chainofpost-harvest production was done. The results indicated that the paddy yield obtained from
the field of which the paddy would be dried by the solar dryer was about 7-10% higher than that
obtained from the field of which the paddy was open-air dried. Assuming this was only the benefit,
it was concluded that the solar paddy dryer was economical. It was much less economically attractive
when the benefit only came from better price of dry paddy.

Solar dryers appear to be not commercially used or accepted by fanners except in Phitsanuloke
though the economic analysis indicated that they were economical. This may be due to a too long pay
back period. Or it may be due to certain socio-cultural factors. Amyot and Sirisambhand (1982)
discussed the reasons why a solar paddy dryer (natural convection) at farm level was not accepted by
Thai farmers. Some of the barriers to wider use ofsolar farm dryer pointed out at the meeting on ..Solar
Drying" held at FAO Bangkok are as follows (Anon, 1986):

1). Initial cost - poor farmers cannot afford them.
2). Lack of durability - constant breakdown due to using low cost building materials.
3). Misuse - due to lack of training and technical skills.
4). Lack of dependability and reliability - during the wet season when drying is critical solar

energy is not sufficiently available.
5). The wider use of solar drying system has been limited by other factors which are not

necessarily of a technical or technological character.
Also, suitable designs of solar dryers were identified as follows (Anon, 1986):

1). Large-scale dryers capable of handling tonnes of material are more promising than small
scale ones rated in the order of kilogrammes.

2). The dryer should be designed to have a maximum utilization factor ofthe capital investment,
Le. multi-product and multi-use.

3). In general, an auxiliary heat source should be provided to assure reliability, to handle peak
loads and also to provide continuous drying during periods of no sunshine. Rock-bed
storage is not considered viable.
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4). Forced convection indirect dryers are preferred because they offer better control, more
uniform drying and because of their high heat collection efficiency. However, parasitic
power should be kept to a minimum.

5). Retrofit systems should be examined~

CONCLUSIONS

Solar drying of some crops such as paddy and multicrops, fruit and tobacco, has proved
technically and economically feasible. However, there is limited acceptance of solar dryer among
farmers. This may be due to too long pay back period or it may be due to socio-cultural factors.

RECOMMENDATIONS FOR FURTHER DEVELOPMENT

Development of large-scale solar drying is. attractive economically. The system should be
designed to have maximum utilization factor, Le. multi-productand multi-use in order to share the cost
ofdryer. An auxiliary heat source and forced convection are recommended for assuring reliability and
better control, respectively. Products having high value added may significantly increase economical
attractiveness.
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ABSTRACT

29

The overall performance ofafin and tube type solarflat-plate collector depends mainly on a)
meteoro10gicalparameters, b) operatingparameters, and c) design parameters. The total system cost
using solar flat-plate collectors is mainly the initial cost of the collector.

Over-emphasis on thermal efficiency alone in the design ofthe tube and sheet type ofsolarflat
plate collectors would prove to be counter productive unless equal importance is given in its design
for cost effectiveness. The design aim should be to judiciously select the fin and tube materials and
then determine the optimalfin thickness and width that would result in maximum energy collectionfor
unit price ofthe system.

In this study, a design methodology basedon cost optimization ispresented and the cost effective
energy equation is obtained. The results obtained show that the cost optimalfin width and thickness
are not affected by either the meteorological conditions or the operating conditions and as such the
obtained geometries are validfor any operating andmeteorological conditions. Design nomographs
presented serve as quick and convenient design tools for cost optimalflat-plate collector design.

INTRODUCTION

Solar flat-plate collectors (MacGregor, 1979) can broadly be classified depending on the extent
of wetted surface area relative to the absorbing surface area as: 1) Full tube and fin with low wetted
area and low water capacity, 2) Full water sandwich where the wetted area and water capacity are both
high; and 3) Semi-sandwich type intermediatebetween type 1and 2. Briefcomparative details of these
aregiven in Table 1. On the basis ofoverall requirements oflow cost, weight, thermal capacity together
with good durability, it appears that the tube and fin type is the best choice for domestic water heating
systems. The system cost for such application is mainly the initial costof the collector and this depends
on the materials used to construct the collector. As raw materials become scarcer and more expensive
they should be used as effectively as possible. Considerable effort has been directed towards
improving the thermal collection efficiencies of these units using selective coating, multiple glazing,
etc. But over-emphasis on energy efficiency alone without considering the corresponding costs
involved could prove counter productive. The aim of the designer should be to obtain best cost
effectiveness.

The collector parameters which significantly affect the collection efficiency offlat-plate collec
tors have been studied by Hahne (1985) and they include radiation characteristics of absorber plate,
number of glass covers, insulation values for collector, tube and fin materials and their geometric
dimensions. Little economic flexibility is possible at present on the absorber selective coatings that
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Table 1 Comparison of different types of flat-plate collectors (FPC).

Type

I (a) Pipe and fIn, all copper

I (b) Pipe and fIn, composite.
e.g. copper pipe and
aluminum fm.

IT Full water sandwich, plastic.

III (a) Semi water sandwitch,
steel (e.g. pressed
steel radiators).

Advantages

Good corrosion resistance.
low thermal capacity possible.
Fairly cheap. Good internal
corrosion resistance.
Low thermal capacity possible.
Flexibility in choice of materials.

Cheap and light

Fairly cheap. Readily available.

Disadvantages

Expensive

Possibility of external bi-metallic
corrosion Unless suitably protected.

Limited to low tempeatures.
Liable to U.V. damage. High
thermal expansion. High thermal
capacity.

Long term corrosion problems.
Suitable for closed systems only.
Heavy. High thermal capacity.

III (b) Semi water sandwich. Fairly cheap. Light weight.
aluminum (e.g. roll bond
type).

Very susceptible to internal
corrosion specially in mixed metal
circuits.

determine the radiation characteristics. Increasing the number of glazings beyond one is marginally
beneficial, as is increased insulation thickness beyond a certain value.

Assuming that the materials for the tubeand fm plate havebeen selected based on fabrication and
corrosion considerations, the main scope for reducing costs lies in the selection of the optimum
combination oftube spacing and fin thickness. Material costs can bereduced by increasing the spacing
between tubes and making plate fins less thick. However, this will lead to a reduction in fin thermal
efficiency and overall system performance. This means that at one extreme the no fin (tubes butting
each other) collector would have the highest thermal collection efficiency - but would be the costliest,
while at the otherextreme, with very large tube spacing the thermal collection efficiency will be lower
- but would be the cheapest, the other parameters being the same. Hence, the aim should be to
detennine the combination of tube spacing and plate thickness which will minimize the cost input for
the desired useful energy collection. In other words, the collector should be designed to obtain
maximum thermal effectiveness at minimum cost (or maximum solar energy collection per unit area
of the collector at minimum possible cost). A review of literature shows that fins made of different
materials, but of the same width will have the same fin efficiency ifthe thickness-thermal conductivity
product etk' remains constant (Duffie and Beckman, 1974). If etk' is to remain constant for different
fin materials, then the thickness must be inversely proportional to the thermal conductivity of fin
material. Since, the other two dimensions of the fins remain constant, the volume of the fins will be
proportional to their respective thicknesses. Hence for the same fin efficiency, the volume of the fins
(and therefore cost of the fins) must be inversely proportional to the thermal conductivities of the
respective fin materials. Fin cost alonebecomesconsidered in such an analysis, leaving aside the risers
cost
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Table 2 Comparison of costs of three fin materials of equal thermal performance.

Thermal Equivalent Cost per Mass per
Material conductivity Density Cost thickness unit area unit area

(W/m K) (kg/m3
) (Pounds/kg) (mm) (Pounds/m2) (kg/m2

)

Copper 390 8690 310 0.25 649 2.24
Aluminum 205 2700 175 0.48 227 1.30
Mild steel 50 7850 56 1.95 857 15.30

(June 1977 prices taking 0.25 mm copper as datum)
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Table 2 shows a comparison of the cost and weight ofcopper, aluminum and steel collectorplates
of equal fin efficiency (MacGregor, 1979). An aluminum plate should be about twice as thick as the
equivalent copper plate since its thermal conductivity is about half that ofcopper. It may be seen that
aluminum has a clear lead overcopperas regards both price and weight, while steel is marginally worse
than copper on cost and very much worse on weight.

MacGregor (1979) considered both collection efficiency and collector cost and gave the
tabulated results to find out the optimum dimensions of tube and fin in terms of ratio of total system
cost per unit area to fin efficiency for different combinations of fin width to fin thickness.

Kovarik (1978) considered the economic aspects ofdesign ofsolar collectors consisting oftubes
provided with radiation absorbing fins. He formulated a variational problem and obtained a solution
that gives the minimum weight or cost per unit heat collection. The solutions are system specific and
need individual calculations. His results also show that the optimal fin cross section does not depend
on the coefficient of heat transfer, ambient temperature, collecting fluid inlet temperature, solar
radiation and cost of cover and insulation but only on the cost of tube and fin materials.

The design methodology suggested here is more general and concise and can be easily and
conveniently applied for determining cost optimal tube spacing and fin thickness for any desired tube
fin composite of materials.

COLLECTOR DESIGN PARAMETERS

Most of the parameters that determine the collector performance can be categorised as: 1)
meteorological parameters (irradiance, ambient temperature, wind velocity, sky temperature, etc.); 2)
operating parameters (inlet fluid temperature and flow rate, slope ofcollector, etc.) and 3) configura
tion/design parameters. The following discussion is restricted to the design parameters only, as it will
be shown later that the cost optimal design methodology presented here is independent of operating
and meteorological parameters.

The collector design parameters which affect the collection efficiency of flat-plate solar
collectors to a considerable extent are:

1. Absorptivity and emissivity of the absorber plate.
2. Number of glass covers, their thickness, absorptivity, emissivity, and spacing.
3. Insulation material and thickness.
4. Fin material, its spacing, thickness and thermal properties.
5. Pipe spacing, dimensions.
Absorptivity and emissivity of an absorber plate depend on the type of selective coating used.
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Since selective coatings involve considerable initial investment, manufacturers do not and cannot
change them frequently. Also most of the selective coatings are protected by patent rights. So one has
very limited choice in selecting a selectivecoating. Howeverby selectingotherparameters judiciously
one can build a cost effective solar collector. Table 3 shows the effect of number of glass covers on
collector heat loss coefficient and collection efficiency on a typical G.!. collector (Sukhatme, 1984).

Table 3 Effect of number of glass covers on the performance of collectors.

Type of absorber
surface

Non-selective surface Selective surface

No. of glass covers
U(W/m2K)
Collection efficiency (%)

1
6.39

40.6

2
3.37

43.3

3
2.72

41.3

1
3.61

47.0

2
2.51

44.9

From the above data it can be seen that, with non selectiveabsorber surface, collectIon efficiency
increases when the number of glass covers is increased to two. When the number of glass covers is
increased from two to three the collection efficiency decreases. The reason for this is that the fraction
ofincident solar radiation available for the collector absorberdecreases due to increased reflective loss
and absorption of incident solar radiation by the glass covers. For a selective surface absorber the
collection efficiency is maximum when the number of glass covers is just one.

The cost of a hardened and tempered glass cover normally used in a solar collector is nearly one
third of the total cost of the collector. So, providing a second glass cover to a non-selective flat-plate
solar collector increases the cost by about thirty per cent while improving the collection efficiency by
a mere three per cent. So, providing a second glass cover is certainly not cost effective. Also, at least
one glass cover is essential to protect the absorber plate and its selective coating from the aggressive
atmosphere as well as to reduce convective heat losses.

Some of the insulation materials that can be used for insulating the back and sides ofa flat-plate
solar collector are: glass wool, rock wool, polyurethene foam, and thermocole. Costs of glass wool
and rock wool are more or less the same and are much lower than that ofeither polyurethene foam or
thermocole. Both have reasonably low thermal conductivity (around.04 W/m K). Hence both rock
wool and glass wool are widely used for insulating the solar flat-plate collectors. A back insulation
thickness of about 5 cm is normally used. Though increasing the insulation thickness over 5 cm
increases the heat collected per unit cost, the increase of the latter is so small that the aesthetic and
transportation considerations score over it.

The fin efficiency F of a fin and tube type solar flat-plate collector is given as (Duffie, 1974):

F- tanh c"D7kt Cw - D)/2)
- ("U/kt (w - D)/2)

(1)

from Eq. (1) it becomes clear that fins made of different materials but of the same width and
attached to riser tubes of diameter D will have the same fin efficiency if the thickness-thermal
conductivity product etk' remains constant. So, the cost of the fin can be evaluated for different
materials such that etk' remains constant (So that F and therefore the heat collected will remain the
same for all the materials) and the fin material which costs the least can be chosen.

If etk' is to remain constant for different fin materials then the thickness must be inversely
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proportional to the thermal conductivity of the material. Since, the other two dimensions of the fins
remain constant, the volumes of the fins will be proportional to their respective thickness. Hence for
the same fin efficiency F, the volumes of the fins must be inversely proportional to the thermal
conductivities of the respective fin materials. So for the same heat output, costs of fins of different
materials will be proportional to

density of the fin material X cost per kg
thermal conductivity

The above factor can be evaluated for different materials which can be used as a fin, and the one
which minimizes the above factor can be chosen. However, it may be noted that in the above analysis
only the fin cost is considered leaving the riser tube costs.

Tube pitch and fin thickness have considerable influence over both heat collected and the cost
of the collector. Hence they must be chosen such that the heatcolleted per unit cost is maXimized.
Logically, the main collectorparameters for cost optimization gets short listed to absorber plate fin and
tube materials and their geometric interdependence.

COST OPTIMAL DESIGN ANALYSIS

A typical fin and tube arrangement used in flat-plate solar collectors is shown in Fig. 1. Fig. 1
also gives the temperature profile over the fin. The actual temperature profile over the riser tube would
be slightly different from the one shown in the figure. The temperature profile shown in Fig. 1has been
used because it greatly simplifies the analysis. This also helps in taking into consideration the heat
collected by that part of the fin which is directly over the tube.

The heat balance for the small element t dx dy (dy is the elemental thickness in the direction of
fluid flow) shown in Fig. 1 can be written as:

AT x: 0 ~ =0

~
U 5 TEMP. PROFIf-w tf---1 AT x :W. T:Tp

L-;"f.:R!- t
Fig. 1 Fin and tube arrangement and temperature profile over the fm..

Heat conducted in + Solar radiation absorbed = Heat conducted out + Heat lost to the atmosphere
by conduction, convection and radiation.

Substituting for the above quantities, we get:

dT dT
- kt dy dx Ix + S dx dy =-kt dy dx Ix +dx+ U(T-Ta)dx dy

d2T '- =m2(T - T - S/U)
dx2

•

(2)

(3)



34 RERlC International Energy Journal: Vol. 10, No.1, June 1988

where m = ~U/kt

Taking (4)

Eq. (3) reduces to

A general solution for the above equation is

Z = A cosh (mx) + B sinh (mx)

The following boundary conditions are applied to obtain the constants A and B in Eq. (6)

At x =0, (dT/dx) =0 and so (dZ/dx) =0

At x =w, T =Tr and therefore Z =Tr - Ta - S/U

where Tr is the root temperature of the fin.

(5)

(6)

(7)

(8)

Substituting the obtained values of constants A and B in Eq. (6) we get the temperature
distribution in the fin as:

T - Ta - S/U = (Tr-Ta-S/U) cosh (mx)/cosh (mw)

Heat conducted into the tube by one fin of unit length can be obtained as:

dT
q =-kt- I

p dx w
(10)

(9)

Differentiating Eq. (9) with respect to x and substituting in Eq. (10), gives qp as:

Dividing qp by area of one fin one gets heat collected per unit area of the collector, q as:

q = [S-U(Tr-Ta)](tanh (mw))/(mw)

(11)

(12)

Total cost of a solar flat-plate collector can be considered to be composed of three parts as follows:

1. cost of the riser tubes;
2. cost of the absorber plate; and
3. all other costs (both material and manufacturing).
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The total cost of the collector associated with one fm of unit length is given by

(13)

where Cp = Cost of half a tube + Cost of one fin + Other costs associated with one fin.

Total cost of the collectorper unit collector area, C, is obtained by dividing Cp by area of the fm.
Thus,

(14)

For a particular set of values ofU, K, C
t
etc. assumed here for illustration the heat collected per

unit area of the collector q, and the cost of the collector per unit collector area C, were found for
different fin widths. The ratio q/C which is the heat collected per unit cost was also evaluated. The
values of the variable U, k, C

t
, etc. used in the calculations and the values obtained are given in Table

4 (Assume U = 5 W/m2 K, k = 211 W/mK, C
t
= 15 Rs/m, Cc=80,000 Rs/m3, Co =400 Rs/m2, S = 250

W/m2
, Tr =35 OC, T. =25°C, t = 0.00057 m).
Using the calculated data from Table 4, q, C and q/C were plotted against fm width as shown in

Fig. 2. From Fig. 2 it is seen that both q and C decrease with increasing fin width. But heat collected
per unit cost increases with increasing fin width reaches a maximum and then starts decreasing. The
fin width which maximizes 'heat collected per unit cost' is the most desirable fin width. Though the

Table 4 Variation of q, C and q/C with fin width.

w q C q/C
(m) (W/m2

) (Rs/m2
) (W/Rs)

.0029 199.98 3031.31 .0660

.0229 198.56 773.11 .2568

.0429 195.95 620.43 .3144

.0629 189.71 564.84 .3359

.0829 182.90 536.07 .3412

.1029 175.94 518.49 .3376

.1299 166.52 506.63 .3287

.1429 157.71 498.08 .3166

.1629 148.89 491.64 .3028

1100 -

1000 -0.3 t
900 - u

t 800
r:r

0.2

tu 700 -
0'

600 -0.1 200

500 - 100

0.0029 0.0429 0.0829 0.1229 0.1629
FIN WIDTH. W -

Fig. 2 Trend of C, qlC and q for different fm width (for one t).
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fin width which maximizes the heat collect(;~per unit cost is the most desirable fin width for that
assumed fm thickness, it is seen that it is still a function of fin thickness. For different fin thicknesses
different fin widths will maximize heat collected per unit cost. So both fin width and thickness must
be optimized simultaneously.

For algebraic ease, two relative cost parameters C1and C2 are defined as:

Using Eq. (12) and Eq. (14) the heat output per unit cost Q can be written as:

[S-U (f -T )] tanh(w""U/kt)Q=q/C = =-=---r_a _

Cc""U/kt (C.fl + w(C1+t))

(15)

(16)

(17)

For maximum heat collection per unit I~OSt both (fJQ/fJw) and (fJQIfJt) must be equated to zero.
Partially differentiating the expression for Q with respect to wand equating the result to zero

gives:
~lkt (C/2 + w(C l + t))

(C + t) =
1 sinh (w"U/kt) cosh(w""U/kt)

(18)

Partially differentiating the expression for Q with respect to t and equating the result to zero
gives:

"U/kt (C.fl + w(C l + t))
-2t + C.flw + Cl + t

sinh(w""U/kt) cosh(w""U/kt)

RHS of Eq. (18) and LHS of Eq. (19) are same, and therefore

t = Cj4w

Substituting the above expression for t. in Eq. (18) and simplifying gives:

sinh (iliDW~tc) 4w Cl + 3 C2=----
",,16Uw3/C2k 4w Cl + C2

(19)

(20)

(21)

The above equation relates optimum width of the fin w, to some important parameters of a solar
flat-plate collector. Ifvalues of the parameters U, k, C

t
, and Co are known, optimum fin width w can

be obtained by solving Eq. (21). Once optimum fin width wis found, optimum fin thickness t can be
found from Eq. (20).

If the values ofU, k, C
t
, Crand Co are known (the same values assumed for illustrative purposes

earlier are used for further elucidation), Eq. (21) can be solved for optimum fm width w, by plotting
its LHS and RHS as a function offin width w. The value ofw corresponding to the point ofintersection
of the two curves plotted will give the optimum fin width. Eq. (21) was solved for the following set
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of values (U =SW/m2 K,k= 211 W/m K, C
l
=15 Rs/m, C f =80,000 Rs/m3

, Co =400Rs/m2
, Cl =Cj

Cr =0.005 m, C2 =C/Cf =0.0001875 m2) of the collector parameters using the above method and
optimum fin width and thickness have been found. Table 5 and Fig. 3 show calculations and plot of
Eq. (21).

3· 0

w
VI
:J:
...J

1.0~----

0·0029 0·0429 0.0629 O.ln?
FIN WIDTH. W ---

0·1629

Fig. 3 Variation of LHS and RHS of Eq. (21) with fm width.

Table 5 Values of LHS and RHS of Eq. (21) for different fin widths.

w LHS RHS

.0029 1.000 2.527

.0229 1.004 1.581

.0429 1.027 1.359

.0629 1.086 1.259

.0829 1.203 1.204

.1029 1.410 1.167

.1229 1.754 1.142

.1429 2.318 1.123

.1629 3.244 1.109

.1829 4.786 1.098

From Fig. 3 and Table 5 it is seen that LHS and RHS become equal at a fin width of 0.0829 m,
which is the cost optimum fin width. Hence optimum fin thickness is found from Eq. (20) as:

Optimum fin thickness =C/4w =0.00057 m.

GRAPIDCAL SOLUTION AND NOMOGRAPH

A closer look at Eq. (21) reveals that for any set of values of D, k, C
2

and w the remaining
variable Cl could be found easily. So it must be possible to vary the variables D, k, C2 and w over a
wide range and find out the corresponding values of the variable Cl. The data thus obtained could be
plotted in a graphical form so that for any known set of values of D, k, Cl, and C

2
the value of the

optimum fin width w could be found directly from the graphs. To reduce the number of graphs to be
plotted to a minimum number and to genenllize, it is necessary to reduce the number of variables to
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the minimum. So new variables V and B are defined as:

where

V = UlkC2 and B = LHS of Eq. (21)

B = (sinh"16 Vw3)/("16Vw3
)

(22)

(23)

Now Eq. (21) can be rewritten as:

B - 4wC1 + 3C2 or C/C
2
= (3 - B)/[4w(B - 1)]- 4wC

1
+C

2
(24)

Eq. (21) has now been modified into two simultaneous equations namely Eq. (23) and (24)
containing only three variable viz. w, Vand C/C2• So it should be possible to represent the relationship
among the variables w, V and C/C2 in a graphical form. To get the necessary data a particular value
is first given to wand then V is varied over a range and the corresponding values ofC/C2 are obtained
from Eq. (24). The process is repeated for different values of w.

Using the data so generated and taking Vand C/C2 in the x and y axes respectively curves were
drawn for different values of w. The curves drawn resembled a hyperbola and the readability of the
graph was poor. So it was decided to use log (V) and log (C/C.) instead of Vand C/C2• Accordingly
two new variables x andl y are defined as:

x = log (V) = log (DlkC.)

5,...--------------------.
(25)

N

U

··02

o 1
x (log V)--

'01

Fig. 4 Design nomograph for detennining optimum fm width.
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(26)

For selected values of wand x, the corresponding y values were computed. x and w were varied
over a wide range and the corresponding values of y were found. Using the data generated
nomographs namely Figs. 4 & 5 were drawn connecting x, y and w. There x varies from 0.0 to 3.0
in Fig. 4 while x varies from 0.0 to 1.5 in Fig. 5.

1.5 ;------------------....,

·32

I .33
1.0

·34

.35
-;.

·36
U- ·37

U ·38
.39

CI

.2 '40
~

>-

0.5

QL.-- ----r....1....J.->....L....L.1....1-L....l.....1-'r-'-.......L...1-L--L-..L.....JL...-.L...!

o 0·5 1·0
x (log V) --

Fig. 5 Design nomograph for determining optimum fm width.

If the values of U, k, C
t
, Cr and Co of a collector are known the two parameters x and y can be

evaluated. For these values of x and y the optimum fin width w can be read from Fig. 4 orFig. 5. The
corresponding optimum fin thickness t can then be obtained using Eq. (20). The heat collected per
unit input cost can be obtained using the obtained optimum fin dimensions in Eq. (17).

EXAMPLES

Example 1: The use of nomographs for the design cases of aluminum fin-copper tube, copper
fin - copper tube and mild steel fin-G.I. tube collectors are given. The assumed design data, the
resulting values ofx and yco-ordinates and the read values ofoptimum wfrom the nomograph are also
listed in Table 6. The optimum t obtained together with the heat collected per unit input cost Qis also
listed in Table 6 for comparative purposes. It may be noted that heat collected per unit cost Q was
obtained from Eq. (17) taking S =400 W/m2

, T
r
=35 OC, T. =25 OC and the obtained optimized wand

t values.
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It may be seen that aluminum fin - copper tube will have the maximum heat collected per unit
cost.

Example 2: The cost related energy Eq. (21) shows that the optimum fin dimensions are
independent of meteorological and operating parameters. In this example variations of Q, the heat
collected per unit cost (Eq. 17) are calculated from different solar radiation and operating conditions
for the case ofan aluminum fin-copper tube collector. The design values ofU, k, C

t
, Cland Co are taken

as the same in Example 1. Qcalculated using Eq. (17) for different selected wand t are listed in the
Tables 7 to 11. The corresponding S, T

r
and T. values are also stated. The desirable fin dimensions

for each case would be the ones that maximize the heat collected per unit cost. From the tables it could
be read that this value of Qcorresponds to the fin width of 0.0829 m and fin thickness of 0.00057 m
in all cases. These values are the same as those given by the nomograph method. Hence itmay be stated
that the design methodology suggested in this work is general and the obtained optimum fin
dimensions are independent of meteorological and operating parameters.

Table 6 Optimal fin dimensions and the heat collected per unit input cost for three types of collectors.

Valucs Aluminum fin Coppcr fm Mild stecl fin Rcmarks
of coppcrtube copper tube G.I. tube

U,W!m2K 5.0 5.0 5.0
K,W!m-K 211.0 385.0 47.5
CI,Rs!m 15.0 15.0 20.0 Assumed
Ct ,Rs!m3 8xlO' 45x104 6xl04

C
o
,Rs!m2 400.0 400.0 400.0

x 2.1017 2.466 2.499 Calculated
y 1.426 1.301 1.301 Calculated
w,m 0.083 0.071 0.07 From nomograph
t,m 0.00057 0.000156 0.00119 From Eq. (20)
Q,W/Rs 0.5971 0.5042 0.4996 From Eq. (17)

Table 7 Variation of Q with fin width and thickness for S =2S0WImz, Tr =35°C and T. =25°C.

w(m)
t(m)

.0629 .0729 .0829 .0929 .1029

.00037 .3365 .3381 .3366 .3327 .3272

.00047 .3371 .3402 .3403 .3382 .3343

.00057 .3359 .3400 .3412 .3402 .3376

.00067 .3337 .3385 .3405 .3404 .3386

.00077 .3310 .3362 .3387 .3393 .3382
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Table 8 Variation of Q with fin width and thickness for S = 300 W1m2
, Tr= 35°C and T. = 25°C.

w(m)
t(m)

.0629 .0729 .0829 .0929 .1029

.00037 .4206 .4226 .4208 .4159 .4090

.00047 .4214 .4253 .4254 .4228 .4179

.00057 .4199 .4250 .4265 .4253 .4220

.00067 .4171 .4231 .4256 .4255 .4223

.00077 .4138 .4203 .4234 .4241 .4228

Table 9 Variation ofQ with fin width and thickness for S = 300W/m2
, Tr =40°C and T. = 25°C.

w/(m)
t(m)

.0629 .0729 .0829 .0929 .1029

.00037 .3785 .3803 .3787 .3743 .3681

.00047 .3793 .3828 .3829 .3805 .3761

.00057 .3779 .3825 .3839 .3828 .3798

.00067 .3754 .3808 .3830 .3830 .3810

.00077 .3724 .3783 .3811 .3817 .3805

Table 10 Vartiation ofQ with fin width and thickness for S =350 W/m2
, Tr = 45°C and T. = 25°C.

w(m)
t(m)

.0629 .0729 .0829 .0929 .1029

.00037 .4206 .4226 .4208 .4159 .4040

.00047 .4214 .4253 .4254 .4228 .4179

.00057 .4199 .4250 .4265 .4253 .4220

.00067 .4171 .4231 .4256 .4255 .4233

.00077 .4138 .4203 .4234 .4241 .4228

Table 11 Variation of Q with fin thickness and width for S = 400 W/m2
, Tr = 45°C and T. = 25°C.

w(m)
t(m)

.0629 .0729 .0829 .0929 .1029

.00037 .5047 .5071 .5050 .4991 .4908

.00047 .5057 .5104 .5105 .5074 .5015

.00057 .5039 .5100 .5118 .5104 .5064

.00067 .5005 .5077 .5107 .5106 .5080

.00077 .4966 .5044 .5081 .5089 .5074

41
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CONCLUSIONS

A closer examination of cost related energy Eq. (21) reveals that the optimum fin width and
therefore optimum fin thickness are not functions ofT

r
, Sand T. as is the case in Eq. (17). This means

that even if the operating conditions (Tr' S or T.) change, the cost optimal fin width and thickness still
remain the same. Cross checking of the resulting wand t values for different T

r
, S or T. values

(assuming ofcourse U remains the same) using the nomographs substantiates this conclusion. Hence
the design nomographs presented here serve as a design tool for the cost optimal design of flat-plate
solar collectors. It could be used for any material combination of fin and tube construction, and to
obtain the corresponding cost effective fin thickness and width.

NOMENCLATURE

m

w
x
y

·z
B

qp
q
Q
S
t
l'
l'•
l'

r

U
V

C Total cost of the collector per unit collector area (Rs/m2)

CF Total cost of the collector associated with one fin of unit length (Rs)
Cr Cost of the fin material per unit volume (Rs/m3)

C
t

Cost of riser tubes per unit length (Rs/m)
Co Other costs of the collector per unit collector area (Rs/m2

)

C1 CjCr(m)
C2 C;Cr (m2)

D Outer diameter of riser tubes (m)
F Fin efficiency
k Thennal conductivity of fm material (W1m K)

(U/kt)1/2

Heat conducted into the tube by one fin of unit length (w)
Heat collected per unit area of the collector (W1m2)

Heat collected per unit cost of the collector (WIRs)
Solar radiation absorbed per unit collector area (W/m2)

thickness of fin (m)
Temperature at any point over the absorber ( DC)
Ambient temperature (DC)
Temperature atthe root of the fin ( °C)
Effective overall heat loss coefficient of collector (W1m2 K)
U/kC2

Width of the fin (m)
Log (U/kC2)

Log (C/C2)

l' - l' - S/U
Sinh (",....,..,,(1---=-6-=-=V:--w~3))rJ(16 Vm3)
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ABSTRACT

45

The various methods used for evaluating the thermal transmittance ofinsulation systems are
described. These include the guardedhotplate method, the heatflow metermethod, thepipe insulation
test method, and the methodsfor testing coldair duct sections and wallpanels. In addition to the above
steady-state methods, the operation ofthe transient thermal probe is discussed. The general literature
on these measurement techniques is reviewed to identify sources which provide useful design and
operating guidelines on such equipment. Some results obtained by the authors for dry and wet
insulation slabs are also included. These have been measured using the heatflow meter method and
the thermal probe.

INTRODUCTION

Since the oil price increase of 1973, there has been a growing interest in energy conservation, both
in the domestic and the commercial areas of energy use. One of the most direct forms of energy
conservation is the application of efficient thermal insulation. Good thermal insulants are relatively
expensive and, therefore, careful sizing of the insulation and proper installation are of utmost impor
tance. Poor installation usually leads to rapid degradation of the insulation and complete replacement
is often warranted. Much work has been done on the design of insulation systems for application in
temperate climates. The indoor temperatures in this case are maintained at comfort levels by heating,
and insulation is used to prevent undue heat leaks to the outside ambience. In the case of tropical
climates, indoor comfort is achieved by air-conditioning, and this is becoming increasingly common
in large commercial buildin·gs. The insulation materials used in chilled water pipes, cold air ducts and
the walls of the building play an important part in the efficient use of air~conditioningin the building.
The insulation in these situations operates under conditions which are different from those in temperate
climates. In the case of cold air ducts and chilled water pipes, the outside of the insulation is subject
to high ambient temperatures and high ambient relative humidities, which is common in the tropics.
Also during heavy rain, the insulation may experience very moist conditions outside. The building
materials are also subject to these changes in temperature and humidity. In cases where locally
produced materials are used as insulations and building materials, there is a need for a careful
assessment of the properties of these materials under changing weather conditions.

Most materials have some resistance to heat flow, but to be considered a thermal insulant, they
must have a thermal conductivity which is less than about 1 W/m2K [1]. Insulation materials usually
have a porous structure which is produced by having either open air spaces, as in fiber glass, or closed
air pockets, as in polysterene and polyurethene. A detailed review of insulants and their properties is
available in Probert and Giani [1]. The most important property of an insulant is its thermal
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conductivity, or the thermal resistance. However, several other properties which include mechanical
strength, resistance to moisture absorption and transmission, thermal capacitance and density,
resistance to fire and behaviour during a tire, health hazards posed by the material, and the cost are
important in selecting a material as an effective thermal insulant Because of their importance, the
standards institutions, like the American Society for Testing and Materials (ASTM), have produced
test standards for evaluating most of the foregoing aspects of the insulating material. Most
manufacturers of insulations use these standards for quality control purposes.

The present paper is concerned mainly with standard testing and evaluation methods for the
thermal conductivity and the thermal transmiuance ofthe insulation system. The thermal conductivity
is· required by designers for the economic sizing of the insulations for various operating conditions [2,
3]. In the case of air-conditioning applications, this data is useful in designing the system to avoid
condensation ofvapour on the warm side ofthe insulation [4]. The evaluation ofthe thermal properties
of insulations require some understanding of the heat transmission in fibrous and porous materials.
Pelanne [5] uses experimental data to discuss the effectiveness of the various modes of heat flow in
a fibrous medium. The main resistance to heat flow is by the open air spaces in the fibrous materials
while the conduction paths along the fibers contribute very little. Thermal radiation transfer is
important, and this is particularly so for low density porous materials. An understanding of the various
components of heat flow in porous material is important in appreciating the various test standards for
evaluating the thermal resistance of insulations. The conditions stipulated for determining the
specimen thickness, the nature of the hot and cold surfaces, the preconditioning of the specimen and
others are dictated by the nature of the heat transfer processes in the materials.

The measurement of the thermal resistance of an insulating material is straight forward in
principle. However, accurate and reliable results can be obtained only if great care is taken during
the design of the apparatus, and in calibrating the various measurement systems used. Due to these
reasons, commercially available equipment for the measurement of thermal properties tends to be
expensive. During the past several years, the authors have been developing equipment for the
measurementofthe thermal properties ofinsulations both in the laboratory, and under field conditions.
Similarly, work is being done by other workers in laboratories in the ASEAN region [6]. The aim of
the present report is to review the literature on the various aspects of the evaluation of the thermal
properties of insulations. The experience of the authors in designing some of the equipment used for
this purpose is also included. The general method adopted by the authors was to obtain the important
transducers and measurement systems from manufacturers and to develop the complete apparatus by
fabricating some of the hardware, like heaters, heat sinks and others, where it is possible to achieve
the desired manufacturing precision.

The various test methods for different insulation arrangements will be discussed in tum, and this
will be followed by a review of the relevant literature on each of the test methods. The paper is a
summary of a more detailed report [7], which includes the literature on heat and moisture transfer in
thermal insulation systems, in addition to the measurement and evaluation methods.

MEASUREMENT OF THERMAL PROPERTIES

Types of Measurements

The measurement of the thermal transmittance is one of the most important areas of activity in
the field of thermal insulation. These measurements belong to different categories, and are performed
in different organizations. The main types arc~: (a) quality control measurements, which are usually
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performed in a routine manner in manufacturing concerns; (b) highly accurate measurements, done
by standards institutions like the National Bureau of Standards in the United States, for producing
standard specimen; and (c) research and development related property evaluations, which are done
either on new materials, or new operating conditions, to obtain a better understanding of the
performance of the insulation system. The methods used for these measurements can be considered
as absolute measurements when they are not based on comparisons with the thermal resistance of
standard samples. Apparatuses for such measurements have to be designed according to strict
guidelines to achieve satisfactory performance. The method of measurement also depends on the
geometrical shape of the insulation system being evaluated. Flat slabs, which have either a square
cross-section or a circular cross-section, are the most widely used shapes for thermal resistance
measurements. When cylindrical pipe insulation sections are tested, a specially designed apparatus
has to be used. The same is true for testing rectangular duct insulations, like those used in cold airducts
for air-conditioning. Building panels which are used in practice usually consist of composite walls,
including the insulating layer. The thermal performance evaluation of such panels requires a special
apparatus called the guarded hot box. Most of the test methods, which are recommended by
organizations like the ASTM for insulation evaluation, rely on steady-state heat transfer across the
specimen being tested. These methods are: (i) the guarded hot plate method, (ii) the heat flow meter
method, (iii) the pipe insulations test method, (iv) the calibrated hot box for cooling-air duct sections,
and (v) the guarded hot box for the performance of building assemblies. In addition to these steady
state apparatuses, a convenient transient technique can be used for local measurement of thermal con
ductivity. Thermal conductivity probes based on this concept are now available commercially.

In the following sections of the paper, each of the test methods mentioned previously will be
described. The general literature on these methods, which is useful for designing such apparatuses and
performing tests, will be reviewed.

The Guarded Hot Plate Method

The guarded hot plate method is a steady-state technique, which relies on Fourier's law of heat
conduction, to deduce the thermal conductivity by observing the temperature gradient in a sample,
when a known heat flux is applied. The apparatus is now available commercially, and samples of
rectangular and cylindrical shapes can be tested. A schematic diagram of the guarded hot plate system
is shown in Fig. 1. This equipment is similar to most of the other well designed equipment described
in the literature. Itconsists essentially ofa main heater which is surrounded by a guard heater. A small
air gap, which is of the order of a few millimetres, is left between the two heaters. The most desirable
sizes for these heaters and the gap are recommended in the various standards like the ASTM Standard
C177 [30,38]. The purpose of the guard heater is to ensure that the energy produced in the main heater
is conducted in a direction normal to its surface. This is achieved by maintaining the mean temperature
difference across the air gap at zero. The temperature difference is usually measured with a multi
junction thermopile. The energy supply to the main heater is determined by the operator and is
maintained at a fixed value by a stable power supply. The electrical energy input to the guard heater
is controlled either manually or in more recent equipment, automatically, using a controller whose
output is based on the temperature difference across thegap. Two samples are placedbetween the main
heater and the two heat sinks located above and below it. The heat sinks are usually liquid cooled, and
are supplied with liquid from constant temperature baths. For low temperature measurements, these
baths have to supply refrigerated liquid which is either brine or glycol. The heat sinks are constructed
as tube-plate heat exchangers. For precise control of the temperature of the heat sink surfaces two
additional electrical heaters may be located adjacent to the heat sink surfaces with a thin insulating
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LB-LIQUlD BATI-'

HS-HEAT SINK

S - TEST SPECIMEN

E -ENCLOSURE

MH-MAIN HEATER

GH-GUARD HEATER

Y - SIDE INSULATION

6T- TEMPERATURE RECORDER

Fig. 1 Schematic diagram of the guarded hot plate apparatus.

layer separating it from the heat sink surface. This layer of insulation has a tendency to dampen
temperature fluctuations, thus making the control of the surface temperatures much easier. Thermo
couples are located in grooves made on the main heater surface and the heat sink heater surfaces. The
grooves are filled with conducting cement and a smooth bearing surface is maintained. The thickness
of the upper and lower insulation test samples are measured after they are positioned in the equipment
The various components are usually located by the holes in them which pass through a set of vertical
threaded rods. Care has to be exercised when soft samples like fibre glass are tested to ensure that the
correct pressure is applied on the samples, and the thickness of the sample is not altered by the load
applied on it. The voltage and current supply to the main heater are measured carefully to obtain the
heat input to the samples. The following equation, which is the steady-state solution to Fourier's
equations, gives the thermal conductivity as

K = VI
err A [ 1 L\T ]

( L\d
T

)1 ( )+ d 2

(1)

where VI
A
L\T
d
1,2

= main heater power input
= area of the main heater surface
= temperature difference across the sample
= sample thickness
= represent the two samples

Several measuring instruments based on the guarded hot plate principle have been described in
the literature [10, II, 14,21,22,23,24,25]. Although the principle of operation of this equipment
is simple, its design, construction and operation require considerable experience as evident from the
above references.

The most important aspect of the design and sizing of these apparatuses has been the various
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errors, which are likely to occur in the measurements, that make the applicability of equation (1)
doubtful. These are: (a) the heat losses from the sides of the sample due to convection, (b) the error
due to the temperature unbalance across the air gap, (c) the two-dimensional heat conduction effects
in the sample, (d) errors due to the thermal contact resistance between the surfaces of the sample and
the heaters, and (e) errors due to deviation from steady-state. Analyses ofthese errors in guarded hot
plate systems have been made by Dusinberre [8], Somers and Cyphers [9], Woodside [12, 13],
Donaldson [17, 18], Pratt [19] and Rennex [41].

Somers and Cyphers [9] derived an analytical solution based on the two-dimensional heat
conduction equation which couldbe used to obtain correction factors for the edge heat loss error. More
recently, Troussart [34] performed a finite element analysis ofthe heat transfer in the guarded hot plate
apparatus to obtain the effects of end losses. Such heat conduction studies are useful in providing
guidelines for the sizing of the various important components of the equipment. The time taken to
reach steady-conditions in the guarded hotplate is also an importantaSPectofthe design. This has been
studied by Shirtliffe and Orr [20], and Shirtliffe [28]. The time constant of the system depends on
several conditions which include the thermal capacitances of the heaters and the heat sinks and the
thermal properties of the sample. The temperature stability of the immediate environment of the
apparatus and the rates of stray heat losses will also· affect the transient behaviour. For fibrous
insulating materials in a guarded hot plate system, it may sometimes take up to ten hours for steady
conditions-to be reached. Shirtliffe [28] obtained analytically the optimum operating conditions
needed to achieve a short setting time. Analysis of the errors in a guarded hot plate is summarized in
the recent papers by Rennex [40,41].

The control of the guard heater to achieve a zero temperature drop across the air gap separating
it from the main heater is an area of difficulty in the measurement. In the simpler equipment, this is
done manually but in the more sophisticated commercial units [32], a proportional controller, with
temperature error feed-back is used to control the guard heater. The errors in the results which may
be caused by the temperature unbalance in the guarded hot plate is given in reference [12] and the
automatic control of guarded hot plate apparatus is discussed by De Ponte and Frivik [24].

Efforts have been made to improve and simplify the design of guarded hot plate systems [27].
Some of these modifications are given by Zabrawski [14] and Gilbo [15]. Hager [16] considers a
design where the heater is made of a very thin material which has a poor thermal conductivity, and
whose lateral dimensions are large compared to the thickness. Such a heater was thought to have a
short heating time and was expected to produce a nearly one-dimensional heat flux without the help
of a guard heater. This was not completely successful but it did simplify the design of equipment
considerably. A steady-state thermal conductivity measuring technique based on a line-heat source
is reported in reference [29]. For testing samples which are cylindrical in shape, like pipe insulation
sections, the guarded hot plate concept is used with the guarded main heater in a cylindrical form.
Equipment of this type whose design and construction conform with standards recommended by
ASTM are now available commercially. However, in general, they tend to be expensive and usually
they incorporate features which are required only for special measurements. The design consideration
for such apparatus will be given later in the paper. An apparatus of this type is currently being built
at the Department of Mechanical Engineering of the National University of Singapore.

Heat Flow Meter Method

A thermal conductivity measuring technique which was accepted by standards institutions much
later than the guarded hot plate, is the heat flow meter method [37]. Several instruments based on this
principle are now available commercially [26,31] and guidelines for their design and sizing are given
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in reference [37]. The apparatus developed by the present authors at the Mechanical Engineering
Department is shown schematicallly in Fig. 2a. The heat flux transducer replaces the guarded hot plate,
as the heat flow meter. A typical heat flow meter consists of a thennopile fonned with the junctions
located on either side of a thin layer of material of low thennal conductivity. The heat flow meter
measures the temperature difference across this thennopile and it may be calibrated to read the heat
flux, when the material conductivity and thickness are assumed constant.

HF -HEAT FLUX
METER

T-THERMOCOUPLES

Liquid Bath

Fig. 2a Schematic diagram of the heat flow meter apparatus.

The design of the experimental apparatus developed by the present authors for the measurement
of the thennal properties of insulations followed the guidelines in the ASTM standard [37]. Several
modifications were made to the basic heat flow meter apparatus to obtain detailed infonnation
concerning the moisture migration processs in wet insulations. The test insulation slab is placed
between the smooth faces of the hot and cold plates. These plates are essentially fin-tube heat
exchangers built within thick brass plates. The heat exchangers are supplied with hot and cold fluid
from two constant temperature water baths, whose temperatures are controlled automatically with an
accuracy of0.1 °C.

Sandwiched between the faces of the test insulation specimen and the heat sink surfaces are two
heat flux measuring pads. These include two heat flow meters which are located within a square cut
out in a sheet of rubber with nominally the sarne thickness as the heat flow meter. The rubber sheet
acts as a "side guard" to reduce the lateral heat flow into the heat flow meter. A thin sheet of rubber
is placed on either side of the heat flow meter to obtain good thennal contact with the heat sinksurfaces
and the insulation specimen. This helps to reduce fluctuations in the heat flow meter output voltage
which is sensitive to the thennal contact resistmce on its surfaces. The use of two "measuring pads"
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helps to detennine the magnitude of the side heat losses and also the dynamic changes in the heat now
resulting from vapour migration and condensation when wet insulation specimens are tested.
Thermocouples are located on each face ·of the measuring pads. The apparatus in this form is used to
measure the thermal resistance and the thennal conductivity of dry insulations. The two hot and cold
plates are carried on cross bars. These have holes guided through four vertical threaded rods. This
arrangement enables the adjustment to accomodate slabs of different thickness and also control the
pressure applied to the insulation specimen. The entire assembly is surrounded with thick blocks of
insulation which helps to achieve stable conditions rapidly.

When wet insulation specimens are tested, they are cut into three thin layers and two small heat
flow meters are placed within the slab to obtain details of the heat flux variation through the slab.
Thermocouples are also placed close to the .heat flow meters to determine the variation of the
temperature distribution within the insulation slab.

The various important dimensions of the apparatus, the properties of the surface, and the
accuracy and size ofthennocouples are based on the guidelines provided in ASTM Standard, C518,
for the design of the stea9y-state heat flow meter apparatus. The output voltages from the four heat
flow meters and the various thennocouples are recorded through the appropriate interfaces in the J.1.
mac 5000 data acquisition ahdcontrol system from Analog Devices Corporation. The experimental
data is processed in an IBM PC/AT computer which is interfaced to the J.1.-mac system. This automatic
data acquisition arrangement is particularly useful in dynamic measurements which usually take
experimental times of the order of days. Coupled to the necessary software, the system produces as
output, the various plots of the variation of the heat flux, the temperature and the effective thermal
conductivity of the test insulation specimen.

The test procedure involved three important phases. These are: (a) calibration of the apparatus,
(b) measurement of the thermal conductivity ofdry specimen and (c) the measurement of the dynamic
variation of the thermal properties in moist insulation specimen. In the calibration experiments the
thermocouples were separately calibrated using a temperature calibration set-up. The regression curve
obtained was incorporated into the datil analysis software used subsequently. The J.1.-mac system was
calibrated to operate at the point which gives the best linearity between the transducer input voltage
and the J.1.-macoutput voltage. The temperature correction curves of the heat flow meters which were
supplied by the manufacturer were also included in the data analysis software. The complete apparatus
including the data acquisition system was calibrated using a standard insulation test specimen from
the National Bureau of Standards [35,39], of USA. The thennal resistance measured in these tests
were useful in establishing the accuracy of the calibration curve for the heat flow meters.

The thermal conductivity, k, is calculated using Fourier's Law in the one-dimensional fonn:

d
k = EJ. (L\T)

where E = the steady output of the heat flow meter
f = the calibration factor of the heat flow meter
d = the thickness of sample
L\T = the temperature difference.

(2)

The installation of the heat flow transducer on a surface and its proper calibration are very
importantaspects in obtaining accurate and reliable values for the thermal conductivity. Some ofthese
aspects are discussed in references [33,36,37,42]. General guidelineson the design ofheat flow meter
based equipmentare given by Bombergand Solvason [43]. Larson and Comeliussen [44], and Larson
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[45] used the heat flow meter method for the field testing of roof systems using spray-applied
insulation.

Test methods based on the heat flow have a shorter response time compared to the guarded hot
plate method. They are less expensive to implement than the guarded hot plate but the analysis of the
errors involved [42], and the effect of the changes in the calibration of the sensor [43] must be given
dueconsideration, when interpreting the resultsobtained with the heat flow meter method. Larson [45]
shows that the calibration constantofa sensor increases with the thickness ofthe standard sample used
and also the mean temperature of the sample.

Some Test Results

A series of tests were undertaken to measure the thermal conductivity and the thermal resistance
of fibreglass slabs. The slabs were subsequently used to study the effect of water vapour migration
and condensation on the thermal properties of insulation.. In wet tests, water is sprayed on to one of
surface of the test specimen which is assembled in three layers with heat flow meters and thermo
couples sandwiched in interfaces between the layers. The weight of water added is determined by
measuring the increase in weightofthe test specimen. The water is sprayed with the help ofan atomizer
which ensures a reasonably uniform spread of the water on the surface of the insulation. The wet
specimen is then placed in a plastic bag and it is sealed to prevent the leakage of moisture to the
surroundings. The preparation of this wet specimen required considerable care. Experience of the
method of preparation was gained by performing a series of exploratory tests until consistent results
were obtained. The heat flow meter apparatus is allowed to reach steady conditions at the pre-set hot
and cold bath temperatures, with a "dummy" specimen in position. At the start of the proper wet
sample test, the dummy specimen is replaced with the wet test specimen. The output of the heat flow
meters and thermocouples are continuously monitored until steady conditions are attained in the test
specimen.

In a series ofseparate tests, the rate ofcondensation of moisture on the cold side of the specimen
was measured by removing the test sample from the apparatus at different times. After the
measurement of the weight of the test specimen, that particular test was terminated and a new test was
started with the same quantity of water on the wet face. This test was similarly terminated at a later
time. By this procedure it was possible to obtain the history of the vapour condensation process for
a given set of conditions at the hot and cold plates and for a given initial moisture content at the hot
face. Attempts to remove the test sample from the apparatus and thus measure the condensation rate
continuously did not prove satisfactory due to changes which occur during the measurement process.

The heat flow meter apparatus was first calibrated using a standard insulation sample from the
National Bureau ofStandards. The thermal eonductivity of the sample was measured over a range of
temperatures using the manufacturer's calibration curve of the heat flow meter to convert its output
to units of heat flux.

The results of these tests are shown in Fig. 2b. It is seen that the thermal conductivity of the
sample as supplied by the NBS is about 6 percent higher than the measured thermal conductivity. This
data was then used to recalibrate the heat flow meters to obtain agreement with the standard thermal
conductivity of the sample. The same procedure was used to check the validity of the manufacturer's
calibration curve for all the heat now meters used in the present experimental set-up.

The condensation ofmoisture in insulation systems and its effect on the thermal properties is an
important problem, as mentioned previously. A comprehensive test programme to study vapour
diffusion, the subsequentcondensation and its effecton the heat flow and the thermal conductivity was,
therefore, undertaken. The results of these tests are summarized in Tables 1 and 2. A complete
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Fig. 2b Calibration curve for fibreglass.

Table 1 Effective thermal conductivity of fibreglass by the heat flow meter method.

Hot plate Cold plate Moisture content Effective thermal
tcmp"C temp"C per cent by volume conductivity W/m"C

42.8 26.5 dry 0.0328
39.2 21.3 dry 0.033
32.7 22.5 1.766 0.123
33.5 22.5 0.707 0.124
35.6 22.8 1.573 0.122

Table 2 Comparison of measured and estimated heat flux for wet specimen.

Moisture
Insulation Conduction Latent Total Measured

per cent by Surface temp. "C heat flux heat flux flux heat flux
W W W

volume hot cold qo' m2 qL' m2 ~=qO+qL ~, m2

0.707 31.8 20.8 9.74 23.85 33.59 33.69
0.500 31.8 20.8 9.74 23.85 33.59 33.67
0.250 31.9 20.8 9.82 23.85 33.67 33.42
0.707 39.5 13.1 23.01 57.76 80.77 79.80
0.707 47.4 5.0 37.52 106.51 144.03 140.26

discussion of the results is beyond the scope of the present review paper and these are available in
reference [85].

The Transient Probe Method

The guarded hot plate apparatus and the heat flow meter method are steady-state techniques for
the measurement of thermal conductivity. The transient hot wire or the transient probe method, as iC
is often called commercially, is an unsteady-state method which requires a much shorter time to
perform a measurement. The transient hot wire consists of a thin heating wire which is stretched
between two supports as shown in Fig. 3. A thermocouple is attached to the mid-point of the wire and
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Fig. 3 Schematic diagram of the transient hot wire apparatus.

current and potential leads are placed at the two-ends of the wire. The material of the wire can be
nichrome or constantan but usually a material of low thermal conductivity is preferred. The heating
wire is placed between two layers of the insulating material whose thermal conductivity is to be
measured. The entire set-up is placed in achamber whose temperature is controlled to the value needed
in the test sample for the particular measurement. When conditions are steady, and electric current,
which is sufficient to raise the temperature of the surface of the wire by about 5 to IOoe when the system
has reached a steady-state, is passed through the wire. The transient variation of the temperature of
wire surface, as indicated by the thermocouple, is recorded continuously. The shape of this
temperature history can be used to deduce the thermal conductivity of the medium surrounding the
wire. .

The thermal probe is made of a thin wire with high thermal conductivity while the thermal
conductivity of the test medium, which is an insulator in the present case, is very low. This justifies
the application of the lump capacitance approximation to the probe region. Also, the test sample can
be treated as an infinite medium. With these assumptions, the solution to the wire surface temperature
is obtained in terms of the various material properties and dimensions. The general form of this
solution is shown in Fig. 4. It can be shown that for larger values of time, the solution takes the
asymptotic form given by

T(l) - To =4~ [Ln t + B] (3)

where To is the initialtemperature, T(l) is the temperature ofprobe surface at time t, Q is the rate
of heat input per unit length and B is a constant.

Fig. 4 Temperature variation of wire surface.

This shows a linear variation between the temperature rise and Ln(t). In most probe applications,
equation (3) is used to obtain the thermal conductivity, k of the test medium from the measured surface
temperature variation. However, it is seen that it requires an accurate knowledge of the heat input Q
per metre length of the probe. The thermal probe version of the equipment is shown in Fig. 5.

The basic heat transfer analysis of the probe is available in Craslaw and Jaeger [47] and this has
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been the starting point for the derivation ofseveral importantextensions and corrections for the thermal
probe analysis. This method was applied to liquids by Van der Held and Van Dronen [48], and the
former author later studied the effects of radiation and boundary conditions [53, 56]. Further
extensions of the measurements are given in reference [57]. The useofthe transient methodfor thermal
conductivity measurements is reported by Hooper and Lepper [49,50], and also by D'Eustachio and
Schreiner [51]. DeVries [52] applied the same technique for measurements related to the thermal
propertiesofsoils. Furtherdevelopmentand application ofthe thermal probe are reported in references
[54,55,60]. Blackwell [58, 59,61] published a series of papers on the application of the transient
method to thermal insulations and considered improvements for the analysis ofthe heat transfer in the
probe. Joy [62] obtained the thermal conductivity of moist materials using the transient method.
Further work relating to measurements in soils is given in references [63,64] and [67]. Woodside [65,
66] reports data obtained with the thermal probe applied to wet and dry materials. The use of the
transient method has found application in several fields and many practical measurement considera
tions have lead to further developments [68,69,70,73]. A detailed theoretical study of the heat transfer
problem in the transient hot wire was presented by Healy, de Groot and Kestin [71]. Several correction
terms accounting for the various assumptions made are also given in lhe paperby Kestin and Wakeham
[74]. Measurements under high pressure are reported in reference [72] and the application of the probe
to high temperature measurements in ceramics is presented by Morrow [75]. Kay et a1. [76] report
measurements in frozen soils while Batty et ale [80] have applied the hot wire techniques for
measurements in moist materials. A detailed numerical study, with experimental results, is presented
in a recent paper by Masaaki and Manabu [78]. A full-cycle probe method using both the temperature
variation during the heating and the subsequent cooling period are considered by Mcgraw [79]. An
assessment of the thermal probe method for measurements in wet and dry insulation materials was
made in the studies reported by Batty et a1. [77] and Wijeysundera et ale [81]. From these papers, it
is evident that the transient hot wire method has proved to be a reliable and useful technique in the
measurement of thermal conductivity. However, it has still not been accepted as a standardized
method by standards institutions, such as the ASTM, for the measurement of the thermal conductivity
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of insulation systems.
The probe version of the apparatus (Fig. 5), which is now available commercially, has the shape

of a needle and it can be introduced into a large insulation layer to obtain local values of the thermal
conductivity. A comparison of the use of the heat flow meter apparatus and the thermal conductivity
probe for wet and dry fiberglass was made by 'Wijeysundera et al. [81]. For dry materials,the thermal
conductivity given by the two systems agree closely. However, for wet specimens of insulations, the
probe gives only a local value which depends on the distribution ofthe moisture in the specimen, while
the heat flow meter apparatus gives the overaU average value ofthe thermal conductivity. The results
by the present authors using the thermal probe are summarized in Table 3.

Table 3 Effective thermal conductivity of fiberglass by the thermal probe.

Moisture content
per cent by volume

dry
dry

0.540
1.763
2.188
3.957
6.330

Horizontal Pipe Insulation Tester

Mean
temp, "C

31.5
31.3
29.5
28.7
30.0
29.0
29.0

Heating
Current, amp

0.0960
0.1000
0.1084
0.1151
0.1139
0.1249
0.1269

Effective Thermal
conductivity, WImoC

0.0310
0.0313
0.0557
0.0739
0.0870
0.0843
0.9880

The horizontal pipe insulation tester is a steady-state apparatus for evaluating the thermal
resistance of insulations applied to pipe sections. It is based on the same principle as the guarded hot
plate method, except that the hot and cold surfaces are now cylindrical in shape. The use of this
apparatus is less widespread than the flat slab thermal conductivity apparatus. A schematic diagram
illustrating the general principle of operation is shown in Fig. 6a. The cylindrical test insulation
specimen is applied to the test pipe which is heated by a coaxial heater pipe. The outer surface of the

E

S - TEST SPECIMEN

TP- TEST PIPE

8 - BRIDGE

Y - END INSULATlor~

MHP-MAIN HEATER PIPE

GHP - GUARD HEAT ER PIPE

E - ENCLOSURE

Fig. 6a Guarded-end pipe insulation test apparatus.
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insulation is maintained at a constant temperature by locating the apparatus in a constant temperature
chamber. It is also possible to have a sheath on the outer surface which is either heated or cooled to
the desired temperature. Guidelines for the design ofthis apparatus arc available in the ASTM standard
C355 [82].

Two alternative arrangements are possible for reducing the heat losses from the two ends of the
pipe. In the first method shown in Fig. 6a, a cylindrical guard heater is located on an extension of the
heater pipe and the test pipe. The extensions are fixed to the main pipe through bridges placed across
an air gap between the main heater and the guard heater. The mean temperature difference between
the test section and the guard section is measured by means of a differential thermopile, with the
alternate junctions located on the two sides of the separating air gap. Several alternative arrangements
of the guard are described in reference [82], and some of these require the use of double guards or end
correction factors to account for end heat losses.

The heat losses from the ends of the test pipe may also be accounted for by using a calibrated!
calculated end arrangement, as shown in Fig. 6b. In the calculated end design, the two ends of the test
pipe are insulated by materials of known thermal conductivity. Additional thermocouples are placed
in the end insulation, which provide the data needed to compute the heat losses through the ends. These
calculated quantities are used as correction factors when computing the heat input to the test pipe.
Alternatively, the heat losses from the ends of the pipe are obtained by calibrating the end insulation
in separate tests using a calibration heater. In this case, the two end insulations enclose the short
calibration heater pipe completely and, therefore, the end losses are equal to the heat input to the
calibration heater. This heater has the same design as the end heaters of the test pipe. The design and
operatingparameters ofthe test set-up which need attention arc: the size and location of thermocouples
on the test pipe and the outside surface of the insulation, the design of the calibrator heater pipe or the
guard-ends, the accuracy of the temperature and power measuring systems, the temperature stability
and well emissivity of the enclosure.

E

TP - TEST PIPE S - TEST SPECIMEN

E - END INSULATION

Fig. 6b Calculated/calibrated-end pipe insulation test apparatus.

The thermal resistance of the pipe insulation is obtained by applying Fourier's law of heat
conduction in the cylindrical one-dimensional form:

L
R = -(T. - T '\

P Q I 01

where T j = temperature of pipe surface
To = temperature of insulation outside surface
Q = rate of heat flow
L length of the test section.

(4)
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The heat input Qt is computed by applying the end loss correction factors to the electrical energy
input to the test section heater.

Calibrated Hot Box for Cold Air Ducts

This test method is intended primarily for measuring the steady-state thermal transmittance of
insulated cold air ducts. However t the principle of the method may be adopted for testing insulations
applied to chilled water pipes. Fig. 7 shows a schematic diagram of the section of the test apparatus.
The calibrated hot box is installed at a convenient section ofa long cold air duct. The duct is connected
to a cold air supply system which is equipped with controls to supply cold air at a steady rate under
constant temperature conditions. The purpose ofthe test is to determine steady-state heat gain through
the insulation applied to the duct when the outside ambience of the insulation is maintained at a
constant higher temperature. The constant temperature is maintained by the calibrated box which is
installed around the duct with air tight end surfaces to prevent air leakage into the box volume. An
annular air duct supplies constant temperature air to the calibrated box. This duct is equipped with a
heater and a fan and two air diffusers are located at the points where the warm air enters and leaves
the calibrated hot box. The outside of the annular duct is surrounded by insulation and the whole
system is located in a room, which acts as a guard to limit heat transfer through the walls of the box.
The rate of heat transfer from the box to the room is obtained by separate calibration tests and
corrections derived from such tests are applied to the main test data.

CD-COLD AIR DUCT S - TEST INSULATION

H - HEATER F - FAN

AD-AIR DIFFUSER I - OUTER INSULATION

TS - TEMPERATURE SENSOR

Fig. 7 Calibrated hot box for cold air duct insulation testing.

The general guidelines for designing the calibrated hot box apparatus are given in reference [83].
This ASTM standard gives important limits to the various parameters involved in the test and the
accuracy of the instruments to be used. The thermal transmittance, U is obtained from the energy
balance as
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Q
u = A (f - T.)

• I

where Q = rate of heat flow into the cold air through the insulation
T. = temperature of the air in the calibrated box
Tj = temperature of the cold ducted air
A = area of heat flow at the inside of the duct.
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(5)

The rate ofheat flow to the duct is obtained by subtracting the heat losses from the calibrated box
to the room. Therefore

Q = Qinpul - Q10sses
(6)

The details of the correction terms and the calibration procedure are given in reference [83]. The
recommendations given in the ASTM standard are useful in designing test systems for research
applications involving duct and pipe thermal insulations. The design and operating parameters of the
test set-up which need careful consideration are: the size and shape of the metering box, the
conductance and surface emissivity of the walls of the metering box, the accuracy of the temperature
and powermeasuring equipment, size and location ofthe thermocouples, and the calibration procedure
to obtain the box heat loss factor.

The Guarded Hot Box Method

The thermal transmittance and the thermal conductivity offlat slabscan bedeterminedaccurately
by using methods such as the guarded hot plate method or the heat flow meter method, as described
in the foregoing sections. However, some of the panels or walls used in buildings may consist of
multiple layers of materials, whose thermal performance has to be determined under conditions close
to those in real operation. The guarded hot box method [84] is used for testing flat panels and wall
sections when the ambience on either side of the test specimen is maintained at steady conditions. Fig.
8 shows a schematic diagram of the guarded hotbox through avertical section. One surface of the test
panel forms the side of the cold box while the other surface has a guard box bearing on it. Enclosed

.NWV\-
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CB

@
HF CB-COLD BOX

TP- TEST PANEL

MB-METERING BOX

GB-GUARD BOX

F - FAN

H - HEATER

C - COOLING COIL

TH- THERMOPILE

HF-HEATER

AND FAN

Fig. 8 Guarded hot box for testing insulation panels.
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inside the guard box is the metering box, which provides the metered heat input to the system through
a set of electrical resistance heaters. The fan in the metering box provides a uniform ambience on one
face of the test panel by circulating the air. The guard box is equipped with a set of heaters and fans
which maintain the annular space between the two boxes at a temperature which is close to the
temperature of the air in the metering box. This would minimize the heat loss from the metering box
to the guard box. The cold box, which is heavily insulated on the outside, has a refrigerating coil to
control the temperature of the air inside it. The circulation of the cold air helps to maintain a constant
temperature ambience on the other side of the test panel. When the temperatures of hot and cold boxes
are adjusted, care should be taken to ensure that condensation does not occur on the warm surface
because moisture ingress would affect the results obtained during a test. Ideally zero temperature
difference should be maintained across the walls of the metering box. The temperature difference is
monitored with a multi-junction thermopile, thejunctions ofwhich are applied to the inside and outside
surfaces of the metering box walls. The thermopile and the walls function as a heat flow meter, which
can be calibrated by using a test panel of known thermal transmittance. Thus,

(7)

where Llli = the emf of the thermal
C = the thermopile constant
A = heat transfer area of the test panel
U = thermal transmittance of the test panel
Tl'T2 = temperatures in the hot and cold boxes
Q = steady power input to the metering box.

The heat transfer across the wall between the metering and guard boxes must be less than one per
ceru of the energy input to the metering box according to reference [84]. When a panel is tested,
equation (7) can be used to calculate the unknown U-value from the measured steady-state values of
the other parameters.

CONCLUSION

Thermal insulation is an important aspect of energy conservation. A knowledge of the thermal
transmittance is required for the economic sizing of insulations and as an input to energy analysis of
buildings. Insulations operating in warm humid climates pose special problems when one of their
surfaces is at a low temperature, as in the case of cold air ducts and chilled water pipes. There is the
possibUity ofcondensation ofmoisture on the warm surface, which mustbe avoided by correctly sizing
the insulation. The methods used for the measurement of thermal transmittance depends on the shape
ofthe specimen and its application in practice. The guarded hot plate apparatus and the heat flow meter
apparatus are used with flat specimen. The guarded heater concept is also used for testing cylindrical
pipe insulation sections. These are steady-state methods which involve long testing times. The
transient thermal probe can be used for the rapid measurement of the thermal conductivity. For testing
the thermal performance of cold air duct insulations, a calibrated hot box method can be used, while
building panels require the use of the guarded hot box method. The ASTM Standards provide very
useful guidelines based on experience for the design and operation of thermal property evaluation
systems. Also useful for this purpose are the recommendations made in the literature on thermal
insulation. '
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At present biomassfuel consumption in Sri Lanka is 9 million tonnes per year, made up of7.9
by households and 1.1 by industries. This accountsfor 71 per cent ofthe primary energy consumption
in the country. The biomassfuel comesfrom crop plantations (mainly rubber and coconut), forests,
scrub and waste land, and home gardens. Although there is a scarcity offuelwood in some areas,
taking the country as a whole there is no shortage. In thefuture, however, there will be a growing
scarcity unless timely action is taken to raise fuelwood plantations and to increase the use of
agricultural wastes (e.g. coir dust, paddy husk) as biomassfuel.

INTRODUCTION

Biomass takes a prominent place in the national energy budgets of many Third World countries.
In Sri Lanka, in 1985, 71 per cent of the primary energy consumed came from biomass fuel and the
balance was shared between oil (19 per cent) and hydropower (10 per cent).l

Sri Lanka is a small island sLaLe situated between latitudes 5° 54' and 9° 52' N and longitudes 79°
39' and 81° 53' E. IL has a land area of65,610 km2 and an estimated population of 15.6 million (mid
1984). In the last national census, in 1981, it was estimated that 94 per cent of the households used
biomass fuel for cooking.2 Besides households,_a large number of small industries use fuelwood as
the source of energy. The fuelwood and other biomass fuel come from forests, tree crops, home
gardens, and scrub and waste land.

Sri Lanka imports all its requirements ofoil. Hydropowerand biomass fuel are the only available
indigenous sources ofenergy ofany magnitude, and, seeing their relative contribution to the primary
energy consumption and the limits to the development of hydropower, biomass fuel will undoubtedly
continue to dominate the energy scene in the forseeable future. Because of the imporLance ofbiomass
fuel, several studies have been carried out on various aspects of the subject in recent years and
information, previously lacking, is now available concerning the consumption and sources ofbiomass
fuel, the quantities ofavailable agricultural wastes which could be used as fuel, the forecasts ofdemand
and supply, and so on. This review brings together the information now available on biomass fuel and
its utilization in Sri Lanka.

BIOMASS FUEL CONSUMPTION

Household Consumption

In an island-wide sample study carried out by the author in 1983 it was estimated that the toLaI
annual consumption of biomass fuel (wood and oLherbiomass material) by households in Sri Lanka

PREVIOUS PAGE BLANK
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was 7.5 million tonnes.3 That was the first comprehensive scientific assessment made of the fuelwood
consumption in Sri Lanka, and the consumption proved to be appreciably higher than what was
assumed up to that time. The consumption per caput for the country as a whole was 496 kg per year.
Taking only the rural sector, where fuelwood is the exclusive domestic fuel used for cooking, the per
caput consumption was 526 kg per year.

The same study gave the breakdown of the biomass fuel used by households as follows: rubber
wood 18 per cent, crop wastes (mainly wastes from the coconut tree) 28.8 per cent, and other fuelwood
53.2 per cent. The rubber wood consists of wood coming from rubber plantations which are felled for
replanting and also from dead trees and branchwood collected by households living in and around the
plantations. The category 'crop wastes' consists mainly of the products of the coconut tree - wood,
fallen palm fronds (particularly the woody rachis and petiole), husks, and shells. Besides coconut
wastes, other crop wastes such as uprooted tea bushes, manioc and cinnamon sticks, arecanut wood,
etc. were included in this category. All biomass fuel which did not fall into the categories of rubber
wood or crop wastes was collectively placed in the third category 'other fuelwood'.

Rubber and coconut plantations are found in distinct agro-ecological regions and the fuel derived
from them are ofspecial importance in the respective regions. In the study referred to above, t4e island
was divided into four agro-ecological zones. The proportions of the different types of biomass fuel
consumed by the households in each ofthe zones is given in Fig. 1. The southwest sector of the country
is the most densely populated, and in this region the two crop plantations coconut and rubber playa
dominant role in supplying the energy needs of the people.

o Rubber Wood

k;:::::1 Crop Wastes

I2ZZl Other Fullwood

All IslandZone4(Rubberl

Zone I (Dry Lowlands) Zone 2 (Upcountry. Tea) Zone 3 (Coconut)

Fig. 1 Agro-ecological zones and percentage composition of the biomass fuel mix consumed in each zone.

Studies carried out by the Forest Resources Development Projcct (PROP) of the Ministry of
Lands and Land Development confirmed the findings of the writer that the consumption of biomass
fuel by the household sector was much higher than previously assumed. The PROP estimate for 1985
is 7.9 million tonnes.1 The thermal energy content of this quantity of biomass fuel is estimated at 120
million GJ.
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In the rural sector the vast majority of households (80 per cent) obtain all their biomass fuel by
gathering it themselves. However, in urban areas the majority of households have to purchase at least
a partof their fuelwood requirements. Where biomass fuel is gathered there is no direct monetary cost
involved. Only in a small proportion of the households was the distance ofcollection found to exceed
one mile (1.6 kIn).3 This would imply that much of the collection is made from crop plantations or
waste and scrub land or secondary forest, found in proximity to villages. There are exceptions to this.
In many hill country areas, for example, fuelwood is removed from high forest resulting in steady forest
degradation.

Of the three categories ofbiomass fuel mentioned in the above study "other fuelwood" accounts
for 53.2 per cent of the consumption.3 This category includes all the fuelwood from the forest, all the
biomass fuel gathered from waste and scrub land and also from private lands and estates (excluding
rubber wood and crop wastes). Owing to the presence of biomass fuel available for collection from
alternative sources in proximity to their homes, many households could avoid trudging to the forest,
and it is therefore assumed that the proportion coming from the forest is not large. Nanayakkara
suggests that the fuelwood obtained from forests accounts for less than half of the 53.2 per cent.4 In
other words, out of the 7.5 million tonnes estimated to have been consumed by the household sector
(1983 estimate) probably no more than 20-25 per cent came from the forest and that too mainly from
already degraded secondary forest. The inference is that, except in a few areas, fuelwood removal is
not at present a major cause of deforestation. It should be noted that in referring to fue1wood coming
from the forest we are speaking largely of fuelwood removed by villagers. Official supplies of
fuelwood from state forests are made by the State Timber Corporation through its depots situated in
a few towns, but the sum total of the sales to households through this channel represents only a very
small proportion of the 20-25 per cent referred to above.

In the towns, fuelwood, whatever the source, is generally a traded commodity. In 1985 the
average price of fuelwood varied from Rs 23.70· to Rs 36.20 pcr 50 kg in the different zones. l

Household cooking devices

The commonest biomass fuel cooker is the semi enclosed mud stove built out of brick and mud
on the kitchen hearth. The cooker has no chimney. A close second to the mud stove is the three stone
open fireplace.3

Some government institutions and private organizations have been engaged in trying to develop
and popularise improved cooking stoves. The Ceylon Institute of Scientific and Industrial Research
and the Industrial Development Board have, in collaboration with tile manufacturers, developed
improved fuelwood stoves built out ofclay. Laboratory and field tests have been carried out on these
stoves and savings offuelwood ofup to 37 per cent compared with the tradi tional mud stove have been
noted.s These models are portable, small, and compact, and should be suitable for urban homes.

The Sarvodaya movement has developed a two-pot cooker which has to be built in situ on an
earthenware frame (Fig. 2). It is built using a mixture of cowdung, anthill earth, ash and sand. It is
suitable for rural homes, and the Ceylon Electricity Board (CEB) has developed a programme for
installing the cooker in rural houses. The frame is supplied to the householder at a subsidized price
of Rs 15 (the actual cost is Rs 30) and an expert stove builder assists in the construction of the stove.

* In 1985 US$1 = Rs. 27.00
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Fig.2 Improved fuelwood cookers.

Seventeen thousand stoves were installed in 1985 and 45,000 in 1986 in rural houses in the
administrative districts of Hambantota, Ratnapura, Kandy, Nuwara Eliya, Kegalle, Kurunegala,
Matara. Kalutara and Gampaha. Feedback infonnation from the users indicates that the cookers are
popularand thata distinct saving in the use offuelwood has been observed. The CEB expects to expand
the programme in the next few years.

Alternative household biojuels

Charcoal The use of charcoal as a household fuel in Sri Lanka is of recent origin. The
availability of large quantities of fuel-quality wood in forests being cleared under the Mahaweli
Development Project prompted the State Timber Corporation to start a project for producing charcoal
both for domestic use and export. Since charcoal had not been used as a household fuel earlier, the
project had to include plans to develop and produce a cheap charcoal cooker and to popularise the use
of charcoal for cooking. The target group was the urban households.

Charcoal contains twice the quantity of energy contained in wood by weight basis. One of the
problems with fuelwood is that, being a bulky commodity, it is uneconomical to transport it over long
distances. By converting fuelwood to charcoal we are producing a fuel with a very high energy content
and its economic distance of transport will be appreciably greater than that of wood.

A suitable charcoal cooker made out of clay was developed by the Ceylon Institute of Scientific
and Industrial Research in collaboration with the State Timber Corporation (STC). The charcoal is
marketed by the STC in packets of3 kg, and the current selling price is Rs 9.90perpacket. The charcoal
is made available to households in Colombo and other provincial towns. A small export market has
also been developed. The use of charcoal in 1984 is given in Table 1.

The advantages of using a charcoal cooker over the traditional wood stove are : (a) the charcoal
cooker is smokeless and soot-free, (b}it uses the heat more efficiently, and (c) the fuel is compact and
easy to handle and transport. The disadvantages are: (a) it is more difficult to ignite the charcoal, (b)
regulating the fire is not easy, and (c) at current prices cooking with charcoal is more expensive than
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Table 1 Charcoal use (tonnes).
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Year

1984
1985

Households

611
562

Industries

360
586

Export

1282
1668

with wood fuel, though the difference is not great.
Biogas This is the gas that is produced when animal dung or other organic matter undergoes

anaerobic digestion. It consists mainly of methane and carbon dioxide. The presence of methane
makes biogas inflammable and therefore usable as a fuel. In recent years biogas plants have been
installed in different parts of the country, and by 1984 it was estimated that several hundred plants had
been set up. A comprehensive survey of the biogas plants carried out by the author showed that most
of the plants were of the household size (digester volume of 6m3) and the fixed dome model.6

The above study revealed that, out of the biogas plants inspected, 61 per cent were functioning
satisfactorily providing biogas for cooking or for lighting or for both. The remaining 39 per cent were
either not functioning at all or were supplying very little gas owing to gas leaks, inadequate input of
dung or poor plant management. The most common raw material used was cowdung. The study
concluded that: 1). An assured daily supply of feedstock (generally cowdung) in adequate quantity is .
the first pre-requisite for installing a biogas plant; 2). For biogasextension to be successful a competent
technical unit should be available and readily accessible to users to assist and advise on construction,
management, repair and maintenance; 3). A well managed biogas plant of 6m3 size could provide
sufficient biogas for a good part of the cooking and lighting in a rural household of four or five
members; and 4). Expanding the use of biogas among households will continue to depend on the
availability of subsidies to meet a part of the cost of constructing the plant.

Industrial Consumption

Wood is the principal fuel used as the source ofenergy in many light industries in Sri Lanka. The
consumption in 1985 was estimated at 1.1 million tonnes which is only about one-seventh of the
household consumption. l The main industries using fuelwood and the percentage consumption of
each (given in parenthesis) are as follows: drying of tea leaf (33), small hotels and eating houses (15),
brick and tile kilns (13), desiccated coconut and coconut oil (11), tobacco curing (10), bakeries (8),
rubber manufacture (6), and others (4).7 In the category 'others', a wide range of uses such as lime
kilning, road tarring, pottery, parboiling of paddy, preparation of indigenous medicines, and cottage
industries like the manufacture of treacle are included. The thermal energy content of the 1.1 million
tonnes of fuelwood used in industry is estimated at 17.5 million GJ.

In contrast to the household sector where an appreciableproportion of the biomass fuel consumed
consists of sticks, twigs, coconut fronds, and other materials, which are gathered, in the industries
wood billets form the vastbulk of the biomass fuel used. It is estimated that 49 per cent of the fuelwood
used by industry consists of rubber wood and 38 per cent, fuelwood from natural forests. l The balance
comes from forest plantations, home gardens, estate cuttings, and crop wastes (e.g. paddy husk).

The average rate of fuelwood consumption of seven different industries are given in Table 2.7

As fuelwood becomes scarce it will pay to make an evaluation of the wood energy conversion
technologies now used in the various industries to improve the efficiency and to reduce consumption.



72 RER1C lnJernational Energy Journal: Vol.l0,No.l,June1988

Table 2 Fuelwood consumption per unit of production in
different industries.

Product

Tiles
Bricks
Coconut oil
Desiccated coconut
Tobacco
Rubber
Tea

Unit

1000 nos.
1000 nos.
1000 kg
1000 kg

0.4ha
1000 kg
1000 kg

Fuelwood consumed
(kg)

2670
500
300

1500
7000
1000
3300

The fuelwood coming from n~tural forests and forest plantation is supplied to industry mainly
by the State Timber Corporation (STC). Natural forests and fuelwood plantations are temporarily
released to the STC by the ForestDepartment, and the corporation harvests and markets the fuelwood.
The land concerned may either be that which is to be released for some alternative use or that which
would continue to remain under the jurisdiction of the Forest Department. In the latter case it is
reforested by the Department.

Certain fuelwood using agencies in the government sector like the Janata Estates Development
Board, the StatePlantations Corporation and the Ceylon Ceramics Corporation have been encouraged
to raise fuelwood plantations themselves to cater to at least a part of their needs. The Ceylon Tobacco
Company, a large private organization, also raises fuelwood plantations.

Forecast ofconsumption

A Preinvestment Survey on Forest Industries Development estimated the 1963 consumption of
fuelwood by the household sector to be the equivalent of 11.6 ft3 (265 kg) per caput.8 It was surmised
that there would be apartial replacementoffuelwood by kerosene and liquid petroleum gas in the years
following the survey and that there would therefore beadecline in consumption offuelwoodper caput.
The forecast for 1975 was 8.5 ft3 (195 kg).

From recent studies, it is obvious that the per caput consumption assumed by the Preinvestment
Survey, like many others prior to 1983, was a gross underestimate. Nevertheless, the predicted trend,
namely, a drop in the per caput consumption of fuelwood. was seen to take place. Many households
in the urban sector began switching over from fuelwood to kerosene for cooking. And in some
industries like tea, wood-fuelledburners were being replaced by oil-firedones. However, the oil crises
of the seventies arrested this trend. In the household sector, many houses using kerosene for cooking
did not at first feel the full impact of the fuel crisis of 1973-74 because the selling price of kerosene
was kept low through a price subsidy. But when the subsidy was reduced it was no longer economical
to use kerosene for cooking and in all but the affluent households there was a return to fuelwood.

The fuelwood consumption by households in the future will tend to increase in the same
proportion as the growth in population. However, ifthere is a substantial replacementofthe traditional
mud stove and the three stone open fire with improved stoves there would be greater economy in the
use of fuelwood, and hence some decline in consumption per caput could be expected. Taking these
factors into consideration the Forest Reources Development Project has estimated the requirements



RERIC International Energy Journal: Vol.lD, No.1,June 1988

Table 3 Forecast of biomass fuel consumption by households and industries.

73

Pcriod
Annual estimatcd consumption

(million tonnes)

1984-85
1986-90
1991-95
1996-2000
2001-2010
2011-2020

Houscholds

7.9
8.4
9.0
9.5
9.9

10.2

Industrics

1.13
1.16
1.22
1.27
1.28
1.26

of biomass fuel by the household sector for the next 35 years. These long term forecasts are given in
Table 3.9

Another trend that would almostcertainly manifest itselfin the future is that ofhouseholds having
less time to scour the countryside collecting wood and other biomass fuel such as sticks, twigs and
coconut fronds. At any rate, in the new settlement areas, such biomass material is getting scarce and
settlers arc already beginning to be concerned about the scarcity of fuelwood. This means that a plan
for biomass fuel supply in Sri Lanka will have to make provision for raising fuelwood plantations in
strategic areas. Special attention should also be focused on developing technologies for using the types
of biomass material that are now largely going waste such as coir dust and paddy husk.

The demand for fuelwood in the industrial sector will also grow but probably at a slower rate than
the growth of the industries themselves owing to the introduction of energy saving technologies. The
Forest Resources Development Projectexpects the demand by industries to peak around the year 2000
and drop slowly thereafter.9 The forecasts are given in Table 3.

THE RESOURCES

The 1985 consumption of biomass fuel in Sri Lanka was estimated at nine million tonnes,
comprising 7.9 million tonnes by households and 1.1 million tonnes by industry. Taking the country
as a whole there is no shortage of biomass fuel to meet the demand. Locally, however, there are
scarcities in some areas. Fuelwood is a bulky, low value commodity, and it is therefore uneconomical
to transport it from surplus to deficit areas if the distances involved are great. In 1986 it was estimated
that the maximum economical distance oftransport of fuelwood by road fell between 100 and 150km.9

Table 4 gives the expected fuelwood surplus or deficit in the period 1986-1990 in each of the
zones (see Fig. 3) recognized by the Forest Resources Development Project (FRDP).7 These figures
were arrived at taking into account all the available types of biomass material that it would be
practicable to use as fuel irrespective of whether or not they are so used now. The estimated
consumption during this period was matched with the estimated availability in each zone in drawing
up these balances. FRDP has projected the supply and demand position much further in time, up to
2020. It has predicted that, with the existing resources, the fuelwood balance for the island as a whole
will remain positive up to the year 2000, though the local deficits will increase in the two zones now
experiencing a shortfall. After the year 2000 the surplus will tum into a deficit in most areas unless
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Table 4 Forecast of the annual biomass fuel balance for the period 1986-90.

Centrol Dry

Zone

Colombo
Northern wet
Southern wet
Up-country
South-eastern dry
Central dry
Northern dry
Whole country

Surplus or deficit
(1000 tonnes)

- 443
+ 881
+ 479

88
+ 306
+ 188
+ 377
+ 1700
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Fig. 3 Zonal division used by the Foresl Resources Developmenl Project

timely action is taken to raise fuelwood plantations. FRDP has used these data to stress the need for
better and more complete utilization of the available biomass fuel resources and to indicate the areas
where it would be necessary toraisefuelwoodplantations and increasefuelwood planting in farm lands
and other non-forest locations.
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Natural and man made forests

At present the forests of the country are probably the source of no more than around 25 per cent
of the fuelwood consumed. Nevertheless, the natural forests and forest plantations represent a rich
resource which could provide a large and sustaincd supply of fuelwood if managed properly. In fact
with the increasing demand, forests particularly fuclwood plantations, will have to playa more
important role as a source of biomass fuel in the future.

Sri Lanka's forest area which was 28,995 km2 in 1956,10 dropped to 16,318 km2, or 24.9 percent
of the land area, in 1981 (FigA).ll In the natural forests of the dry zone (see Fig. 3), the main species
is Drypetes sepiaria which alone makes up as much as 29 pcr cent of the total standing timber volume.
This trce has a highly fluted trunk and at present its only usc is as fuelwood. In the case of tree species
which are felled and converted into logs, the branchwood goes as fuelwood. Elsewhere in the country

Administrative
Districts

(I) Colombo
(2) Gampaha
(3) Kalutara
(4) Kandy
(5) Motale •
(6) NuworoEliya
(7) Galle
(8) Matara
(9) Hambantoto

lIO) Jaffna
(II) Mannar
(12) Vavuniya
(13) Mullaittivu
(14) Batticaloa
(15) Amparai
(l6) Trincomalee
(17) Kurunegala
(18) Puttalam
(19) Anuradhapura
(20) Polonnaruwa

I) Badulla
2) Monaragala

(23) Ratnapura
(24) Kegallo

5) Kilinochchi
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i.e. in the wet and montane zones, the proportion of fuelwood coming from the natural forest is much
smaller than in the dry zone.

Plantations ofEucalyptus camaldulensis and, more recently, E. tereticornis have been raised on
a relatively small scale in the dry zone to serve as a source of fuelwood. In the montane zone,
particularly in the grasslands, different species of eucalyptus (notably E.grandis and E. microcorys)
have been planted, and these plantations serve as a valuable source of fuelwood for domestic use and
for the tea factories in the upland region.

Allbough at present the proportion of fuelwood supplied through official channels from the state
forests is very small, there will be increased and widespread demands for regular official supplies in
the future. While the increase in population will raise the demand, the area ofnatural forest from where
fuelwood could be gathered will continue to shrink as more and more forest land is taken up for
alternative uses. In addition, the landoutside the forests from where householdscould gather fuelwood
(e.g. scrub and waste land) will diminish in area. The pressures so created are evident even now in new
setLlements where fuelwood scarcities are beginning to be felt. The Forestry Master Plan envisages
theplanting offuelwood species in the zones where shortages are expected to occur. During the period
1985 to 2000 it is proposed to raise 63,000 ha of fuelwood plantations on the island. Of this, 36,000
ha are to be raised as farmers' woodlots.12 So far, very little success has been achieved in attempts to
obtain farmer's participation.

For industrial needs every encouragement will be given to the different industries to raise their
own fuelwood plantations. For example, tea estates could extend their fuelwood holdings by
afforesting any unused estate land or land obtained on long lease from the government.

Scrub and waste land

Afair proportion ofSriLanka's landarea consists ofscrub and waste land. These areas, ifnothing
else, serve as useful sources ofbiomass fuel for villagers. The 1956forest inventory estimates the area
ofabandoned shifting cultivation, which is in fact scrub, waste land orearly secondary forest, at nearly
one million hectares. The area must undoubtedly be greater now. Small shrubs likeHedyotisfruticosa
and Wendlandia bicuspidata (both in the wet zone) are cut and removed from waste lands for use as
fuel. In the future, with improvements in the economic condition of the people, it is likely that a smaller
proportion of families than now will depend on gathering to meet their biomass fuel needs. Moreover,
as land gets scarce, much of what now remains derelict will be pressed into some fonn of use thereby
reducing the area which could be scoured in search of fuelwood.

Calorific value of wood

The literature on biofuels contains data on the energy content of fuelwood, but the infonnation
given is often incomplete as the moisture content of the tested samples is not given. Hence such data
from different sources cannot be compared. Table 5 gives the calorific value of some Sri Lanka dry
zone forest species based on tests carried out by the Ceylon Institute of Scientific and Industrial
Research. The tests were carried out using a bomb calorimeter and the calculations were made on the
oven-dry weightP In the present paper, taking into account the fact that biomass fuel is air-dry and
not oven-dry and that it consists of sticks and crop wastes besides woodfuel, computations of the
thermal energy content were made using values ranging from 3450 to 3800 kcal per kg.14



RERIC International Energy Journal: Vol. 10, No.1, June 1988

Table 5 Calorific values of the wood of some Sri Lanka species
(based on oven-dry weight).
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Coconut

Species

Drypetes sepiaria
Mitragyna parvifolia
Manilkara hexandra
Chloroxylon swietenia
Schleichera oleosa
Acacia leucophloea

Calorific value
(kcal/kg)

4657
4809
4664
4778
4771
4797

Few species, if any, could beatcoconut as a multipurpose crop. Fuel is just one of the many uses
to which the parts of the coconut palm can be put. The large palm fronds as they dry and fall, the
remains of the spadix, the husk and the shell, and the trunk itself can all be used as fuel. In fact in the
study carried out by the author referred to earlier it was found that 28.8 per cent of the biomass fuel
consumed by households was made up of crop wastes and that these consisted mainly of products of
the coconut tree.3

It is difficult to estimate precisely the area ofcoconut plantation. This is because a large number
ofholdings are small and many home gardens in the southwestcoastal zone contain coconut trees. The
total area of coconut is estimated to be about 4,500 km2• Coconut is found in the southwest coastal
areas and in the "coconut triangle" - the area lying within the lines joining Colombo, Kurunegala and
Chilaw.

It is estimated that the coconut plantation in the country carry a total of about 60 million coconut
palms.IS In a tree, as the fronds mature, they dry and fall, and the mean number of dry fronds
produced by a tree in a year may be taken as 14. Assuming that the mean weight of biomass fuel
(air-dry) produced by one tree in the form of fronds, spathes and spadix stalks in a year is 35 kg, the
thermal energy content of the yield for the whole country amounts to 30.3 million GJ. A good part of
this material is no doubt used as fuel as is indicated by the large contribution coconut wastes make to
the biomass fuel consumed by households.

The wood of coconut palm becomes available for use when a coconut land is taken up for
replanting. Since the wood has other uses (e.g. for making rafters) only a small proportion of it is used
as fuel.

The average annual production of nuts in the period 1979-1982 was 2,300 million. About 60 per
centof theproduction goes for household consumption (thecooking offood), 28 percent making copra
for oil extraction and 12 per cent for manufacture of desiccated coconut.16 The 2,300 million nuts
produce on equal number of shells annually. On an average the shell of a nut has an air-dry weight
of 177 g.IS The shells of the coconuts that go for household consumption are used as biomass fuel in
cooking. The thermal energy content of this quantity of shells is 3.9 million GJ. As to the shells
produced in the manufacture of copra and desiccated coconut, some are used for producing the heat
required in the production process itselfwhile the rest are supplied to manufacturers ofcharcoal. Only
a small proportion of the shell charcoal is used locally. The major part is exported. A small part of
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what is exported is converted to activated carbon before export.
The average air-dry weight of the husk ofa coconut may be taken as 370 g. The coconut husks,

where produced in bulk, are used for extracting the fibre. This is done mechanically, and in the process
a large quantity of soft tissue (commonly called 'pith') mixed with short fibre is obtained as a by
product. This material comes out as coir dust and it amounts to 60 per cent by weight of the air-dry
husk. The coir dust collects as large heaps of unwanted material around fibre mills. The coir dust
absorbs water readily and its very high moisture content prevents its direct use as a fuel. The Ceylon
Tobacco Company developed a relatively cheap technology for drying the material. It is a two stage
process. First the coir dust is pressed between rollers to extract a good part of the water. The material
is then exposed to a forced hot air draught till its moisture content drops to a point at which it could
be converted into briquettes by compression. Despite the improved technology, the cost ofproduction
of briquettes is still appreciably higher than the price of fuelwood, but the product may prove
competitive in the future when fuelwood grows scarce. In the coconut estates some of the husks are
buried in the soil to form a mulch. In households where the coconuts for domestic use are dehusked
in the home the husk is used as biomass fuel.

Rubber

The total area ofrubber plantation in Sri Lanka is 2,300 km2• The crop is confined to the low and
middle elevations, in the south-west and south-central parts of the island. When oil and overmature
rubber is felled for replanting much ofthe wood goes as fuel while some of the larger sized logs are
used for conversion into plywood or sawn timber. As stated earlier, in the country as a whole, 18 per
cent of the biomass fuel used by households and 49 per cent of that used by industry consist of rubber
wood. Within the rubber growing areas, the contribution of this crop to the fuelwood used by both
households and industries is far greater than is reflected in the above-mentioned figures. In the future,
however, these levels of production may not be maintained, for, if the demand for rubber logs for
sawing and for plywood production increases, this enhanced demand would be met by using some
of the material that would otherwise have been converted into fuelwood.

Paddy

Paddy is grown in nearly all regions of the island. The total area of paddy lands is estimated at
5,100 km2• In many areas two crops (yala and maha) could be raised in one year. Paddy husk and straw
are the by-products which have a potential use as fuel. About 20 percent by weight of the paddy grain
consists ofhusk. The paddy production in 1985 was 2.66 million tonnes and about a fifth of this would
have consisted of the husk. Paddy husk has an average energy content of 3,600 kcal per kg (based
on the air-dry weight).l? It is used as a fuel by some households living in proximity to rice mills from
where the husk is obtained either free orat a nominal price. Apaddy husk domestic stove is improvised
using a discarded paint or powdered milk can. In the Matale district a paddy husk clay stove has been
developed. I? The paddy husk is compacted into the stove leaving a passage for the air to enter through
a side vent and pass through the mass of husks laterally and upwards.

Paddy husk is generally used as a source ofheat for parboiling paddy in the mill itself. The husk
is also used on a small scale in brick kilning and tobacco curing. It has the potential for use in the
production ofmasonry cement, the husk providing the heat and silica required for the process. Despite
of many possible uses described above, there is still a large quantity ofpaddy husk going to waste and
being disposed of by burning. Increased use of this material as a fuel could reduce the demand for
fuelwood.
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Straw is the otherunderutilized by-product ofpaddy. The grain to straw ratio in paddy cultivation
is 1: 1. At present straw is used for a variety of purposes: as a mulch in paddy fields, as a raw material
in the manufacture of paper, as an animal feed, and for thatching the roofs of village houses. It could
also be used for producing biogas and as the medium on which to grow edible mushrooms. Despite
these many uses, actual and potential, there is a considerable quantity of straw that still goes to waste.

Other biomass fuel resources

Tea and other crops also provide some biomass material which is used as fuel. Up-rooted tea
bushes are a valuable source of fuel in the tea estates, where household fuel wood is scarce. Likewise,
biomass material from sugar cane (bagasse), palmyrah, cinnamon, manioc, etc. are used when and
where they are available.

Fellings in home-gardens, estates, roadsides, etc. form an important component of the biomass
fuel consumed by households, but estimates of their contribution to the biomass fuel mix are not
available. Non-forest fuelwood resources could be increased by planting in farm lots and home
gardens and these would form a valuable addition to the biomass fuel resources of the future.

Peat

There is a surface deposit ofpeat at Muthurajawela, north of Colombo. The total usable area of
peat land, with a deposit of over one metre in thickness, is 240 ha. The estimated availability ofpeat
in this area is 3.14 million m3 or 258,000 tonnes of dry matter. The average moisture content of the
usable peat was found to be 89.4 per cent and the average sulphur content on a dry weight basis, 4.59
per cent. The ash content varied from 5.3 to 44.7 per cent of the dry weight. 18 If the peat is to be used
as a fuel the high sulphur content of the material and the need to make extensive surface excavations
in a marshy area close to the city 'of Colombo are distinct disadvantages. At any rate the peat deposit
is, as far as national resources go, relatively insignificant, and even if it is decided to exploit it the
impact on the energy budget of the country will be very small.
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Making Charcoal from Rice Straw
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ABSTRACT

81

Rice straw constitutes an underutilized biomass resource in Asia. Wood charcoal, a common
cooking fuel in Asia, draws on dwindling and valuable forest resources. This article reports
laboratory research exploring the basic physical possibility of making charcoal pellets from rice
straw.

Bench-scale pyrolysis tests with rice straw at 300°C (572°F) produced char, tar and a
combustible gas. The mass of the combined char and tar was about half of that of the straw but
contained67per cent ofthe energy. Energy in the gas was sufficient to operate the pyrolysis process.
Pellets of densified char were made but were physically unstable. Addition of the tar as a binder
improved stability.

INTRODUCTION

The mass ofair-dry rice straw produced is approximately equal to the mass of the paddy or rough
rice harvested. The magnitude of this rice straw residue resource can be visualized as being five times
that of the paddy husk produced. With recent agricultural developments increasing both rice yields
and the number of farmers practicing double-cropping of rice, certain areas in Asia have experienced
increasing quantities of rice straw being burned in the field each year just to achieve disposal.

Rice straw in its natural form is not a convenient source of fuel. Furthennore, it is bulky to store
and tends to decompose if left in moist condition in large stacks. The hypothesis investigated in this
study was to see if rice straw could be converted to charcoal so that it could then serve as a fuel source,
and be easy to transport, store and market using established commercial channels. It might be
envisioned that a portable pyrolyzer could be moved from field to field to process stacks of rice straw
into char, thus overcoming the logistic problems of centralized collection, transport and storage of the
cumbersome straw material.

This investigation was aimed at characterizing only the elemental physical process ofconverting
rice straw to char, and did not deal with field-scale systems. It was of interest to sec if the basic process
mightpermita major reduction in the bulk of these materials while retaining much of the energy content
in a solid form. Information from Knight et al. (1974) indicated that pyrolysis at temperatures below
the 400°C that they had used, might produce the characteristics desired. Reference material cited by
Jorstad and Cramer (1980) indicated that for wood pyrolysis, reactions in the 200 to 280°C range

*The authors are, respectively, Professor of Agricultural Engineering, University of California, Davis, CA;
Assistant Professor, University of Georgia, Experiment, GA; and former Senior Engineering Aid, University of
California, Davis, CA, USA.
The authors wish to acknowledge the assistance of Nancy Raubach, Staff Research Associate, Agricultural
Engineering Department, University of California, Davis, in the development of laboratory procedures and the
analyses of process materials.
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were mainly endothermic with mainly noncombustible gases being given off. Between 280 and 500ac,
however, the reactions became exothermic and that carbon monoxide and methane were among the
main gases formed. In this temperaturerange tars appeared and the wood was transfonned into a very
active fonn of charcoal. A system to process rice husk and chaff in such a manner in order to obtain
the combustible gases for fuelling a grain dryer has been developed by Kaneko (1976).

The conventional charcoal process as described by Earl (1974), however, causes more than half
of the energy content of the wood to be lost. Results obtained by Shafizadeh and Fu (1973) and
Shaflzadeh and Chin (1977) with pyrolysis of cellulose at 300 °C indicated that if temperatures could
be held at this level, much of the energy content could be retained in the char and the tar, while reducing
the resulting char-plus-tar mass to about half that of the cellulose input. Shaflzadeh and Chin (1977)
also found that if the cellulose were treated with diammonium phosphate, phosphoric acid or zinc
chloride then the proportion of char obtained would be further increased and that of tar reduced.

The objectives of this exploratory study were to investigate laboratory-scale pyrolysis of rice
straw in the temperature range of 250 to 400°C and to determine sOJ1.1e of the process characteristics.
The suitability ofthese characteristics and ofprocess output materials were then to be assessed in tenns
of a potential char market system.

EXPERIMENTAL PROCEDURE

The apparatus used for most tests is outlined in Fig. 1. A weighed sample of about 2.5 grams of
oven-dry rice straw* was placed in the tube furnace. The entire system was purged of oxygen by
blowing nitrogen through the system for approximately 10 minutes. Then the system was closed
and heat applied slowly to the tube furnace. Resistance heaters were also used on the ends of the tube
protruding from the furnace to minimize condensation inside the tube. During heating, the system was

gas
cylinder

RICE STRAW CHARRING APPARATUS

Fig.! Diagram of the experimental apparatus used in pyrolyzing rice straw.

*One straw sample was tested after being rewetted to 18 per cent moisture (w.b.).
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kept at approximately atmospheric pressure by the leveling bottles, and note was taken of the gas
volume displaced. Data on gas displacement and temperature inside the tube were recorded versus
time. A simulated test run was made with no straw in the furnace tube to determine the amount of gas
displacement due to thermal expansion. These data were then used to correct gas displacement values
to represent net volumes of gas produced. Typical periods of heat application ranged from 20 to 40
minutes. Once the desired maximum temperature was reached the heat was turned offand the system
allowed to cool. The char was then weighed. The tube and the condensate trap were flushed with
acetone to remove all tar and the acetone was then evaporated from the solution at 62 OC to determine
the amount of water and tar accumulated. This residual material was subsequently dried at 105°C to
partition the amount of water contained in it.

The gaseous material collected was subjected to analysis using a gas chromatograph. The straw
and char materials were analyzed using bomb calorimeter tests, total carbon determinations and ash
content tests. The tar was subjected to total carbon analysis, which according to Shafizadeh and Chin
(1977) permits determination of the heat of combustion.

Larger amounts of char were produced by placing the straw ina flask, flushing the flask with
nitrogen and then heating the flask in an oven to 275°C while gas lines to the flask were allowed to
bubble into a shallow water bath in order to prevent oxygen re-entry. This char was then used in trials
with a research pelleting machine which compressed and extruded a cylindrical pellet (32.5 mm
diameter) at pressures ranging from 17.2 to 44.8 MPa (2500 to 6500 Ib/in2).

Straw samples were pelleted with the same machine for comparison purposes. Some of these
straw pellets were then subjected to pyrolysis in the flask to determine whether dense material could
be processed as well as loose material.

RESULTS

Illustrated in Fig. 2 are typical data for temperature and net gas evolution plotted versus time
during one test. These data are replotted in Fig. 3 to show the relationship between temperature and
net gas evolution. These figures indicate that the large part of the gas was evolved between 175 and
275 OC and that further increases in temperature, up to 400 OC, had liltle effect on further gas production.
It also appeared that once this temperature range was reached, then the gas was evolved rapidly. The
five-minute period for the majority of gas evolution shown in Fig. 2 was believed due to the low rate
of heating supplied by the tube furnace, and it is likely that gas evolution might have been obtained
more rapidly if the material could have been heated more rapidly.

The tube furnace was equipped with a thermocouple and temperatures measured with this device
were compared with those obtained with themercury-in-glass thermometer inside the reaction tube.
These comparisons indicated both instruments reading similarly up to about 120°C after which the
thermometer began to read higher than the thermocouple as long as there was a high rate of gas
evolution. When gas evolution rate decreased the two temperature measuring devices again had
similar readings. This tends to indicate that the process in which the gas was being given off was an
exothermic one.

Analysis of the gases obtained showed a sizable background concentration of nitrogen as
expected, but the main constituents added by the process were carbon monoxide (49.9 per cent, av.)
and carbon dioxide (43.7 per cent, av.). Small amounts of methane (6.4 per cent, av.) were also
occasionally found. Tests for higher hydrocarbons showed these materials not to be present in
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Fig. 2 Result data from a typical pyrolyzation experiment. The temperature is that measured inside the reaction tube, while
the gas data is that for net gas evolution when using a dry straw sample of 2.5 grams.
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Fig. 3 Relationship between gas evolution and temperature for the experimental results illustrated in Fig. 2.

appreciable amounts.
Rice straw is characteristically high in silica. In addition, the muddy field environment tends to

cause depositon ofsoil materials on the lower parts of the stem. Thus the test material used was found
to have 16.2 per cent ash even though it appeared to be clean and free from obvious mud deposits. If
the balance of the dry straw material were assumed to be composed ofa C6H100S material it would be
expected that 37.2 per cent of the straw would be constituted by carbon. Tests indicated 40.1 per cent
carbon.

Ash determinations were made at 550°C and so the material measured as ash was not changed
from the solid state in the pyrolysis tests. Consequently the char materials were found to be in the order
of 35 per cent ash due to the loss of the gas and tar components during pyrolysis. The char was about
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47 per cent carbon. Char produced at 400 OC had less carbon, more ash and a lower heating value (all
by approximately 10 per cent) than the char produced at 250 to 300°C.

Eight tests were run using the tube furnace. Six of these were free from operational irregularities
and these six all produced similar results.* Table 1contains data derived from composite average from
these six tests. These data indicate that nearly 60 per cent of the energy in the straw was retained in
the char alone. The tar contained an additional 8.5 per cent of the energy and the gas 6.2 per cent. The
balance ofthe energy is believed to have been liberated in the exothermic reactions in which the carbon
monoxide, carbon dioxide and tars were formed.

The data in Table 1 also indicate that the low-temperature pyrolysis process was capable of
reducing the mass of the straw to char and tar components having 53 per cent of the original mass.

Table 1 Typical process ratios as obtained from pyrolyzation
tests with rice straw at 300°C.

Amount
(g)

Carbon
(g)

Encry Content
(leI)

Input
Rice straw (dry) 100 40.1 1631

Output
Char* 46.4 21.9 957
Tar 7.1 3.7 139
Carbon monoxide (5.65 1) 7.1 3.0 72 + (28)**
Carbon dioxide (4.941) 9.7 2.6 (103)**
Methane (0.721) 0.5 0.4 29
Material volatilized (62° to 105°C) 15.2 8.5
Unaccounted-for non-solids 14.0 8.5

*Besides containing 21.9 g carbon, the char also contained 16.2 g ash and 8.3 g non-carbon, non-ash solids.
**Quantities in parentheses represent heat energy given off in the exothennic reactions in which these materials

were produced.

Rice straw has, as does most other natural cellulosic materials, certain aromatic substances which
are liberated upon heating. In the process ofevaporating the acetone at 62 OC, as well as in the drying
ofevaporation residuals at 105°C, certain amounts of these aromatics were lost. In some cases these
produced such an objectional atmosphere that these operations had to be done at times when the
laboratory was otherwise not occupied. The aromatics would most likely have fuel energy value if
combusted, but such values are not included in Table 1. Some tars and aromatics produced during the
pyrolysis of coal and wood have carcinogenic properties. Investigation of such properties for the
products onow temperature pyrolysis ofagricultural residues would need to be done if theprocess was
to be designed in full cognizance of human safety requirements.

*The test with the straw sample at 18 per cent moisture gave similar results to tests with dry samples and was thus
included in the six mentioned above.
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Twenty-five-gram samples of rice straw and of char were placed in the cylindrical pelleting
machine which used a heated die. When the char materials were pressed to 44.8 MPa (6500 Ib/in2

) the
material became bound in the test cylinder. When 10 per cent water was added to the char and a
pressure of 17.2 MPa (2500 Ib/in2

) was used pellets were formed, but upon extrusion from the
cylinder they tended to fissure and expand unevenly. All appearances of structural continuity of the
char materials disappeared during the pelleting process, and the pelleted material had the appearance
of a mass ofcharcoal dust that had been pressed together. The density of these individual char pellets
prior to expansion was 0.86 g/cm3 on a dry basis. The density of the corresponding straw pellets
(made at 44.8 MPa) was 0.72 g/cm3• These straw pellets were then subjected to pyrolysis and it was
found that the process took place as well with these pellets as with loose, chopped material. The pellets
expanded during pyrolysis and there appeared to be no basis for anticipating that gas flows would be
impeded in such material. Photographs of a char pellet, a rice straw pellet and of a pyrolyzed straw
pellet appear in Fig. 4.

FigA Photographs of a char pellet, a rice straw pellet and of a pyrolyzed straw pellet. Pellet diameter was 3.25 em. The cllar
and straw pellets each contained 25 grams of material.

DISCUSSION

The general characteristics of the pyrolysis process at 300°C tended to satisfy the objectives of
obtaining a 50 per cent reduction in residue mass while retaining 67 per centofthe residue energy. The
extent of mass reduction might be expected to be even greater if residues with lower ash contents than
the 16.2 per cent of the rice straw tests, were subjected to this same process. The ease and simplicity
with which such a process mightbe operated in an on-farm orfann-business-center setting is important
to the potential feasibility of the system.

If the residue material were to contain 20 per cent moisture, the heating process would require
energy to evaporate this water as well as to raise the temperature of the residue to 300 "C. If the specific
heat ofthe dry material is assumed to be 0.4 and the energy to evaporate waterby direct heating as 2256
kJ/kg, then 920 MJ would be required to pyrolyze one tonne of such material entering the process at
20"C (ignoring the heat given off in the exothermic reaction). The energy available from the" carbon
monoxide and methane (butexcluding the energy in the aromatics, etc.) as produced upon pyrolyzation
of this material, in addition to the heat given off in the exothermic reaction, would amount to 1851 MJ/
tonne. Thus a process with a thennal efficiency of 50 per cent would be required if none of the heat
contained in the char, tar or water vapour were to be recovered. The heat energy available from the
process gases and the exothennic reactions could be increased by increasing the amount of air added
in the process. Such a procedure, however, would also have the effect of reducing the energy in the
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char produced from a given amount of residue.
It might be envisioned that the tars would be condensed by passing the hot gases evolved over

emerging char at temperatures slightly above 100°C. The remaining gas materials could then be
passed through a condensercooled with ambient air to remove the water. These dried gases containing
carbon monoxide and some low-boiling aromatics might then be fed directly into a burner - the
combustion products from which would be mixed directly with the incoming residue. The emerging
char, onto which the tar had been deposited, could then be pressed into briquettes or pellets, with the
tar serving as a binding agent.

CONCLUSIONS

The process ofpyrolyzing rice straw at 300°C offers the possibility for using a char-tar mixture
as a marketable fuel material which could serve as a common basis of exchange between residue
holders and fuel users. Before such energy exchange systems could be implemented investigations
need to be made into the carcinogenic aspects of the tar and other process by-products. Development
ofsimple processing equipmentdesigns remains to be undertaken, but theredoes appear to be technical
feasibility for a process which would:

a) reduce residue mass by approximately 50 per cent;
b) retain 67 per cent of the energy content of the residue; and
c) produce a fuel material which is compact and not subject to deterioration in storage.

REFERENCES

Earl, D.E. (1974), A Report on Charcoal, Food and Agriculture Organization of the United Nations,
Rome, Italy.

Jorstad, R.K. and C.O. Cramer (1980), Creosote Build-up in Chimneys with Air-Tight WoodBurning
Furnaces, ASAE Paper No. 80-4552, ASAE, St. Joseph, MI 49085, USA.

Kaneko Agricultural Machinery Co. (1976), ChaffGasification and Combustion Equipment, Kaneko
Agricultural Machinery Company, 21-10 Nishi 2 Chome, Hanyu City, Saitama, 384 Japan.

Knight, J.A., J.W. Tatom, M.D. Bowen, A.R. Colcord and L.W. Elston (1974), Pyrolytic Conversion
ofAgricultural Wastes to Fuels, ASAE Paper No. 74-5017, ASAE, St. Joseph, MI 49085, USA.

Shafizadeh, F. and P.P.S. Chin (1977), Thermal Deterioration of Wood, in: Wood Technology:
Chemical Aspects, Irving S. Goldstein, cd., American Chemical Society,Washington, DC,USA.

Shafizadeh, F. and Y.L. Fu (1973), Pyrolysis of Cellulose, Carbohydrate Research, Vol. 29, pp. 113
122.

\



RERIC InJerfUJliofUJl Energy JOUTfUJI: Vol. 10, No.1, June 1988

Alternative Sources of Energy for Lift Irrigation
in Indian Agriculture:

A Case Study of Uttar Pradesh

s. Ramesh and K. Thukral
Tata Energy Research Institute, New Delhi, India

ABSTRACT

89

In India, an alternativepolicy approach to mechanized lift irrigation using decentralized energy
options requires serious consideration. This is especially true for some states like Uttar Pradesh
where the electric power supply is insufficient or unavailable to power electric pumpsets in rural
areas. Therefore this study considers three alternativepumpimg systems: photovoltaic, windmill and
biogas. The costs of using these options for lift irrigation are estimated and compared with
conventional technologies. The study reveals that these decentralized options are technically and
economically suitable for meeting the small and scattered loads in the rural areas. Therefore, it is
concluded that at least part of the agricultural load should be met using renewable energy options,
even if they are more expensive to thefarmer in the immediatefuture.

INTRODUCTION

During the past decade, fann mechanization has provided a powerful stimulus to agricultural
productivity in India. Increased use of mechanized lift irrigation devices, and to a lesser extent, of
mechanized land preparation equipment, are the major factors responsible for India's comfortable
food supply situation today.

Mechanized pumping offers certain advantages over both non-mechanized pumping as well as
canal irrigation. Perhaps the greatest benefit to the farmer who employs an electric or a diesel pump,
is that it makes more water available to him when he nceds it most. Comparcd to an animal-powered
water lift, a mechanizedpump raises more watcr from greatcr depths; and compared to canal irrigation,
mechanized pumping not only entails a shorter gcstation period, but also is within the operational
control of thc farmer.

Owning to such reasons, mechanized pumping has progressed marc rapidly than other irrigation
schemcs in India, since the early 19705. The combined number of electric and diesel pumpsets more
than doubled from justover 3 million in 1970/71 to nearly 7.2 millio_n in 1980/81. As a result, the share
ofarea irrigated by ground water pumping to total net irrigated area, rose form 38% to 43% during the
same tcn year period; although the number ofanimal powered water lifts decreased by over 1 million.

Thcre were an estimated 5.3 million electric pumpsets and about 3.1 million diesel pumpsets in
the country in March 1984. According to recent estimates [5], the number of electric pumpsets in
March 1985 was just over 6 million. The number of electric pumpsets has increased much faster
than that of diesel pumpsets over the past 15 years, largely because of a concerted effort by the Rural
Electrification Corporation (REC) to energize electric pumpsets. However, diesel pumpsets still
continue to be uscd even in electrified rural areas (as back-ups for ground water pumping in the
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event of a failure of utility electricity supply); and they may of course be used in areas that have not
yet been electrified.

ENERGY DEMAND OF LIFT IRRIGATION

With an increase in the number of mechanized pumps, the demand for electricity and diesel has
also increased substantially since the early 1970s. However, even in 1980/81, electricity sales for
pumping accounted for just over 13% of total electricity sales in the entire country; while diesel sales
accounted for only an estimated 5% of sales of all petroleum products.

Although it is thus clear that lift irrigation is not a major energy consuming activity for India as
a whole, a closer look at the state (province) level data and seasonal variations is nevertheless
necessary. In 1980/81, the agricultural sector accounted for over 25% of total annual electricity sales
in the Northern states ofHaryana, Punjab and Uttar Pradesh (UP) -and in the peak irrigation months,
this share would have been substantially higher. Furthermore, as nearly 33% of all diesel pumpsets
in India are in UP alone, it is evident that diesel demand for lift irrigation in that state is also quite
significant.

IRRIGATION IN UP

The fact that less than 60% of UP's 112,000 villages are electrified (compared to nearly 100%
electrification in other major agricultural states such as Haryana, Punjab and Tamil Nadu) perhaps
explains the relatively larger concentration ofdiesel pumpsets in UP. Therefore, a study ofUP would
highlight the implications of the declared Government policy ofphasing out diesel pumpsets already
in use-and replacing them by electric pumpsets. Furthermore, owing to its wide geographical area

Table 1 Uttar Pradesh -land utilization for agriculture (1980/81).

Cultivable Net cultivated Gross cropped Cropping
Zone area area area intensity

(x1000 ha) (x1000 ha) (x1000 ha) (%)

a. Hilly 1163 705 1148 163
b. Western 6674 6039 9105 151
c. Central 3594 3002 4063 135
d. Eastern 6354 5649 7897 140
e. Bundelkhand 2147 1824 2056 113

All UP 19932 17219 24269 141

a. Certain areas ofthe Hilly zone are partly in the plains, near foothills. This zone has certain features in common
with Jammu and Kashmir, Himachal Pradesh and other hilly states.

b. The Western zone has witnessed agricultural growth that is similar to that of Haryana and pUnjab.
c. The Eastern zone can be compared directly with Bihar.
d. The Bundelkhand (Southern) zone is similar to parts of Madhya Pradesh.
Source: [13]
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(nearly 10% of that of the entire country), agricultural practices and agroclimatic conditions in
different parts ofUP vary considerably, and may be compared directly with other Indian states (Table
1). It therefore becomes relevant and meaningful to study the implications ofincreased energy demand
for lift irrigation in UP.

With UP's surface water resources of 160 billion cubic metres (which are considered exploitable
for irrigation), and with an annual recharge of ground water of about 79 bern, an area of 39 million
hectares may be irrigated per annum, according to REC estimates. With a total cultivable area ofabout
19.9 million hectares, a cropping intensity of about 200% is therefore feasible.

The ground water utilization in each of the five zones ofUP is presented in Table 2. In 1983/84,
it was highest in the Eastern zone at 46%, and the least in the Bundelkhand zone. Both mechanized
and non-mechanized water lifting devices are responsible for ground water utilization. From
published time series data (from Central Electricity Authority, viz. CEA) on the electricity sales for
lift irrigation, pumpset capacities, their utilization rates and other related information; it is estimated
that electric pumpsets (wherever installed in UP) are used for pumping about 80% of the water
required; the rest may be pumped by diesel pumpsets - or, in certain cases, by animal-powered water
lifts.

Table 2 Uttar Pradesh - ground water utilization.

Hilly Westcrn Central Eastern Bundclkhand All
zonc Zonc zonc zone zone UP

Number of pumpscts in March 1983 (xl000)*
Electric 4.4 232.8 47.2 149.9 4.5 438.8
Dicsel 13.2 474.7 217.4 309.0 16.7 1031.0

Annual rcchargc of
ground watcr (bcm)* 1.3 29.9 14.9 26.0 6.9 79.0

Ground watcr utilization in 1983/84 (%)
Total* 23.5 46.0 24.0 26.0 9.9 31.7

Electric pumpscts** 10.8 25.6 10.4 18.9 2.1 18.2
Dicsel pumpscts 12.7 20.4 13.6 7.1 7.8 13.5

* Source: [13]
** Estimated by authors based on information from CEA's Annual Statistics.

As the use of animal-powered lifting devices is not considered, the use of diesel pumpsets is
overestimated, at least for 1983/84. This may not be a serious limitation for analytical purposes,
because there were only about 230,000 Persian-wheel type animal-drawn water lifts operating in UP
in 1977 (the most recent year for which data were available), and their number may have reduced
significantly by 1983/84. And even if the number ofPersian-wheels in operation remained at 230,000
in 1983/84, there were still about4.5 diesel pumpsets for every single animal-drawn lifting device in
that year. Furthermore, as non-mechanized devices lift less water than mechanized ones, itis clear that
the use ofdiesel pumpsetsmay have bccn overestimated only marginally. Another pointofuncertainty
in the use of diesel pumpsets relates to the fact that a certain (unknown) fraction is used only as back
up for irrigationin electrified areas. The information gap regarding diesel pumpset utilization can, of
course, be removed largely if a representative sample survey is conducted in each ofUP's five zones.
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ENERGY DEMAND PROJECTIONS FOR LIFT IRRIGAnON IN UP:
ACCORDING TO PRESENT GOVERNMENT POLICIES

According to the REC, the maximum number ofpumpscts that may be installed in UP, is about
1.93 million. This estimate takes into account not only ground water structures, but other factors also,
including surface water potential, rainfall conditions, land holding patterns, soil characteristics,
topology, etc. in various zones of the state.

According to targets for rural electrification laid down in 1983,all villages in UP were to be
electrified by 1990, and an optimal utilization of ground water potential (through the use of electric
pumpsets) was to be ensured by the year 1995. These targets have since been revised, and it now
appears that the target of installing electric pumpsets will be achieved later, perhaps by the tum of the
century [5].

The number of electric and diesel pumpsets, arid energy demand for lift irrigation, is therefore
projected on the assumption that the target is metby the year 2000/01(Table 3and Table 5). In making
theseprojections, it is assumed that: (i) all diesel pumpsets in use today in electrified areas, are replaced
by electric pumpsets; and (ii) the reliability of grid electricity supply increases gradually, so that the
need to use diesel pumpsets as back-up units, also diminishes gradually, and becomes negligible by
2000/01. Both the number of diesel pumpsets, and diesel demand for lift irrigation, are therefore
projected to be negligible in the year 2000/01.

Table 3 Projected number of pumpsets - according to present government policies.

Hilly Western Central Eastern Bundelkhand All
zone zone zone zone zone UP

March 1983
Total 17611 707459 264581 458961 21247 1469859

Electric 4387 232789 47185 149945 4540 438846
Diesel 13224 474670 217396 309016 16707 1031013

March 1992
Total 24334 718445 312346 544669 63737 1663541

Electric 12350 425817 138766 321736 30831 929500
Diesel 11994 292628 173580 222933 32906 734041

March 2001
Total 32460 728354 361998 634201 169231 1926244

Electric 32460 728354 361998 634201 169231 1926244
Diesel 0 0 0 0 0 0

Although the number ofdiesel pumpsets is projected to increase marginally until 1986/87 in the
Hilly zone, and unti11994/95 in the Bundelkhand zone, the total number ofdiesel pumpsets in the state
will never exceed 1.03 million - the number in March 1983. It is therefore assumed that there is no
new national investment in diesel pumpsets after 1983/84; and that any increase in number in one zone
occurs only through a transfer ofthe equipment from another zone (for instance, from the Eastern zone
to Bundelkhand zone until 1994/95). As the economic life of a diesel pumpset is in the range of 10
to 15 years, this assumption appears reasonable.
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Table 4 Bundelkhand zone - sample computation of number of hours of operation per annum
of electric pumpsets.

1983/84 1992/93 2000/01

a. Engine BHP 7.28 7.28 7.28
b.BHP 6.06 6.06 6.06
c. Water HP 0.97 0.97 0.97
d. Discharge (litres/sec) 7.372 7.372 7.372
e. Annual water requirements (xlooo mJ ) 32.8 36.924 41.0
f. No. of hours of operation per annum 1236.3 1391.3 1545.4
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b. Engine BHP = 1.2 BHP.
c. Water HP =e.BHP where e =0.16 is the combined efficiency of the pump and transmission.
d. Discharge (litres/sec) = (water HP x 76)fh, where h = 10 metres (total head). The total head varies from one

zone to another. On the average, it is 16 metres in the Hilly zone, 14 metres in the Western zone, 12 metres
in the Central zone, and 10 metres in bOth Eastern and Bundelkhand zones.

e. Assumed that electric pumpsets in 1983/84 fulfil only 80% of the requirement for lifting water. Their
utilization increases at a rate of 1.3% p.a., so that 100% water lifting requirements arc met by the year 2000/
01.

f. No. of hours = (annual water lifted) x 1000/discharge (litres/sec) x 3600.
Note: Computation based on [2].

Simultaneously, beginning 1983/84, the average quantity of water lifted by an electric pumpset
is also projected to increase gradually and attain a peak in 2000/01. This is in keeping with the
assumption that the reliability of grid supply improves in future years. To compute the energy
requirements for lifting water, it is assumed that the average capacity of an electric pumpset, which
was about 7.28 hp in 1982/83, remains unchanged over the time horizon under consideration. Taking
the combined efficiency of the pump and transmission at about 16%, and given the quantity of water
to be lifted per annum as well as the total head (depth of water table plus drawdown plus friction losses
plus height above the ground to which the water is lifted), the number of hours ofoperation per annum
may be determined. This is done separately for each zone, and sample computations for the
Bundelkhand zone are presented in Table 4. It may be noted in Table 4, that the quantity of water to
be lifted per annum will increase from 32,800 m3 in 1983/84 to 41,000 m3 in 2000/01~ with a
corresponding increase in the hours ofoperation - in line with the assumption regarding the improve
ments in the reliability of grid supply.

Table 5 Energy demand projections.

1983/84 1992/93 2000/01

Electric pumpsets
Connected load (MW) 2383 5048 10461
Energy demand (GWh) 3653 8580 19383

Diesel pumpsets
Diesel demand (xlOOO kl) 2308 2273 0
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Similarly, the number ofhours of operation ofa 10 hp diesel pumpset (which has a discharge rate
that is approximately equal to that of a 7.28 hp electric pumpset), may also be detennined. These
calculations are repeated on an annual basis, and are used to project the demand for electricity and
diesel. The results are summarized in Table 5.

THE NEED FOR AN ALTERNATIVE APPROACH TO LIFT IRRIGAnON

Table 5 indicates that, ifpresent policies regarding rural electrification and pumpset energization
continue, electrical energy demand for lift irrigation will increase at the rate of over 10% per annum
to tl:te year 2000/01. On the other hand, the requirement for electrical energy in UP will increase at
a rate of 11.6% per annum, from 13,108 GWh in 1983/84 to 84,731 GWh in 2000/01 [1]. Therefore,
if the utility grid in UP is able to meet all requirements of electricity, the share of electricity sales for
lift irrigation may actually decline from 27.9% in 1983/84 to 22.9% in 2000/01.

This observation however, may not be too realistic. Its basic assumption is that adequate
generation capacity will be installed to meet all electrical energy generation requirements; which
means that the UP State Electricity Board will be able to mobilize enough resources to step up
investments substantially. However, slippages in commissioning power sector projects still continue
to occur, and one of the prime reasons is the scarcity of financial resources. It is estimated that even
ifno such slippages occur, electricity energy shortage in the Northem Region (which includes UP) in
the year 1989/90 will be about 8.1 % of the requirements [11]. This merely indicates that the shortage
ofelectrical energy since the early 1980s may well continue more or less unchanged at least for another
2 to 3 years. And if slippages do occur, the situation would deteriorate further.

Furthermore, it is important to note that electricity demand for lift irrigation is characterized by
low load factors, ranging from about 4% to 19% in various electricity supply systems in India [11].
Owing to this marked seasonality in electricity demand for lift irrigation, the state utilities have found
it generally difficult to meet all power demand in certain months. The utility in UP is no exception;
and in times of such power shortages, the agricultural consumers are (as a matter of policy) given
pre[erenceover industrial, commercial and residential consumers in urban areas. Several industrial
and commercial establishments have thus found it privately profitable to invest in captive generation
facilities, which are not economically optimal [rom society's viewpoint [10].

Besides, because of longer transmission and distribution (T/D) lines per kilowatt (kW) of
connected load, and higher distribution losses, electricity supply to rural agricultural consumers is very
expensive. Through sample computations presented in Table 6, this is illustrated for the Bundelkhand
zone.

The analysis in Table 6 may be briefly summarized as follows. It is assumed that each of the 100
electric pumpsets works for 1,545.4 hours per annum; that is, all water requirements are met from
electric pumpsets alone, without using diesel pumpsets as back-ups (Table 4). Furthennore, it is
estimated that, for supplying 839,288 kWh ofelectricity per annum, the gross generation in a thennal
power station (TPS) should be 1,195,567 kWh ifT/D losses are 22%. It is also assumed that the 0.4
kV distribution line is 1km long, while an 11 kV line extends over the remainder of the 10km distance
from the utility grid. All costs pertaining to power system expansion are obtained from the CEA.

The results in Table 7 are based on the same assumptions as in Table 6; and clearly show that,
as the distance from the utility grid increases and the connected load decreases, the cost of pumping
water (and consequently, of supplying electricity) rises. It is seen that, even if there are 100 electric
pumpsets, each of rating 7.28 hp, connected within a distance of 10 km from the utility grid, the cost
of supplying electricity is estimated at Rs 1.55/kWh - more than five times the tariff for agricultural
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Table 6 Bundelkhand zone - cost of lifting water if there are 100 pumpsets
10 km away from the utility grid.
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a. Capital costs (Rs)

a.1 Thermal generation capacity
a.2 Pumpsets
a.3 Pump-houses
a.4 11 kV line
a.5 11 kV/O.4 kV transformer
a.6 0.4 kV line

b. Annual operating costs (Rs)

b.1 Repair/maintenance of power system
b.2 Repair/maintenance of pumpsets
b.3 Coal extraction
b.4 Coal transport
b.5 Fuel oils

c. Annualized costs (Rs)

d. Levelized annualized cost (Rs/kWh)

e. Lcvelized annualized cost (Rs/mJ )

6,478,000

5,431,000
700,000

80,000
225,000

20,000
22,000

505,610

142,450
70,000

164,270
86,080
42,810

1,301,258

1.550

0.317

a.2 Cost ofone pumpset of about 7.28 hp (5.43 kW) capacity is about Rs 7000 (Personal
communications: Regional Distributors of Kirloskar Oil Engines and Kirloskar
Brothers Ltd., New Delhi).

a.3 Cost of one pump-house is Rs 800. Based on field survey [2].
b.3 Coal utilization is 0.6 kg/kWh ofgross generation (Source: CEA). Weighted average

levelized cost of extracting coal from 12 selected/recently sanctioned open-cast
mining projects is Rs 229/tonne [9].

b.4 Average cost of transporting coal by rail over a distance of about 600 km (say from
Singrauli coal fields in Eastern UP to Jhansi in Bundelkhand) is about Rs 0.20/tonne
km [12].

b.5 Fuel oils/LSHS/HHS utilization is about 15 ml/kWh of gross generation (Source:
CEA). The cost offuel oils/LSHS/HHS is about Rs 2000/tonne [4]. Specific gravity
= 0.955 kg/litre.

c. Assuming 30 years life time for all major capital equipment; and a social discount
rate of 12% per annum.

consumers in UP.
However, the costs of pumping ground water by using electric pumpsets are underestimated in

Table 6 and Table 7 on at least three accounts: (i) only an average level ofT/D losses experienced in
the entire UP state arc assumed for analytical purposes, while in reality, the losses are substantially
higher over the 11 kV extension lines; (ii) it is assumed that the generating capacity added to meet
increased agricultural loads equals the agricultural load; while in actual practice, more capacity needs
to be added (if power supply is to remain reliable) to take into account line losses, generating plant
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Table 7 Levelized cost of lifting water by varying number of electric pumpsets in the vicinity of Jhansi
in Bundelkhand zone - at varying distances from the utility grid (Rs/mJ

).

Number of pumpsets in village cluster
Distance from
utility grid (km)* 100 50 25 10

10 0.317 0.327 0.347 0.405
20 0.326 0.345 0.383 0.496
30 0.336 0.363 0.419 0.587
40 0.345 0.382 0.456 0.678
50 0.354 00400 0.492 0.769

100 0.399 0.491 0.674 1.223

* Although TID losses may in fact increase with distance. for sake of simplicity. it is assumed that they remain
at about 22% only for all the distances considered.

unavailability, etc., because farmers would usually prefer to irrigate their crop at more-or-Iess the same
time during the day in the agricultural season; and (iii) in computing coal transport costs, only the
financial costs arc considered, which are known to be much below economic or marginal costs. The
financial costs do not take into account rail track capacity constraints and shortages of rolling stock
in the Indian railway system.

All sample computations have been presented only for the Bundelkhand zone, largely because
rural electrification in this zone has proceeded at the lowest rate so far (Table 2); which implies that
the REC and UP State Electricity Board still have an option of not investing in the rather expensive
rural electrification schemes in Bundelkhand. Alternative lift irrigation devices, including certain
renewable energy based systems may be considered in the future, as discussed in the following section.
It is for this reason that the levelized annualized costs in Table 7 are presented in terms of "Rs/m3 of
ground water pumped" rather than "Rs/kWh of electrical energy supplied". Use of such units will
facilitate a direct comparison of costs pertaining to various technologies.

The observations made so far, although specific for the Jhansi area in Bundelkhand zone, are
generally valid for other parts of Bundelkhand zone as well as for other zones. In particular, the case
of only 10 pumpsets (which irrigate about 40-50 hectares of net sown area) may be very pertinent to
the Hilly zone of UP.

AN ALTERNATIVE APPROACH TO LIFf IRRIGATION

Farmers today find it more profitable to use electric pumpsets than diesel ones [2, 11].
However, several farmers in UP alone, in areas which are not yet electrified, have been using diesel
pumpsets. This observation suggests that if the farmers arc made aware of the possibilities of
employing other technologies for pumping, they may adopt them, albeit at higher private costs.
Renewable energy options, such as photovoltaic, windmill, and biogas are three options that may be
considered.
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Certainly, the relative economics (from the viewpoint of the farmer) of the various options will
play an important role. It is our hypothesis that an approach which is different from the one adopted
currently by the Government, may help reduce investments in long transmission and distribution lines,
reduce losses, and not foreclose the use of renewable energy options. This alternative approach would
view energy requirement for lift irrigation from an integrated energy perspective, instead of equating
it to electricity requirements.

The costs of using the three renewable energy options (with diesel back-ups) for lift irrigation
are estimated from the society's viewpoint; and the results ofsome calculations for UP'sBundelkhand
zone are presented in Table 11. The calculations arc based on the assumption that 41,000 m3 of water
is lifted per annum through the use of all options considered - that is, the same as a 7.28 hp electric
pumpset operating for 1,545.4 hours per annum. It is also assumed that the annual requirements for
lifting water arc spread equally over nine months - two cropping seasons viz. July to October (Kharif)
and November to March (Rabi). This is only a simplifying assumption, as detailed data on cropping
patterns in various parts ofUP,and corresponding water requirements per month for each type ofcrop,
are not readily available.

Sample computations for determining the capacity of a photovoltaic (PV) pump and a windmill
pump, are presented in Tables 8 and 9 respectively. These are based on meteorological data on mean
daily global solar radiation (GSR) and mean daily windspccds. Similar computations may be made
for other zones as well.

Table 8 Bundelkhand zone - use of PV pumps with diesel back-up.

Global Hydraulic Gross cell Water lifted Water lifted
solar output from area to meet by PV pump4 by diesel

radiationl 1m2of array2 waterrcq. 1 pumpset
(kWh/m2) (kWh/month) (m2) (ml ) (ml

)

Jan 4.718 4.551 27.3 3507.2 1048.8
Feb 5.627 4.902 25.3 3777.7 778.3
Mar 6.126 5.909 21.0 4556.0 0
Jul 5.024 4.846 25.6 3734.5 821.5
Aug 4.780 4.611 26.9 3553.4 1002.6
Sep 5.334 4.979 24.9 3837.0 719.0
Oct 5.712 5.509 22.5 4245.5 310.5
Nov 5.034 4.699 26.4 3621.2 934.8
Dec 4.425 4.268 29.1 3289.1 1266.9

1) On a horizontal plane. GSR is not monitored in the Bundelkhand Zone. Average GSR over Bhopal (23°
16'N; 77° 25'E) and Lucknow (26°45' N; 800 53'E); assumed for Thansi (25° 27'N; 78° 35'E) in the
Bundelkhand zone. Source: [7].

2) (GSR) x (efficiency) x (no. of days)/sin (lat.+15°); where efficiency = 0.02.
3) Assuming array efficiency of 9.2% in terms of gross cell area, with 1000 watts/m2for peak solar radiation

as referrence.
4) When gross cell area is 21 m2; corresponding to a rating of 1932 peak-watt.
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Table 9 Bundelkhand zone - use of wind pumping systems with diesel back-up.

Mean Water Water lifted Water lifted
windspcedt lifted by 1 by 7.9 by diesel
(km/hour) windpump2 windpumps pumpset

(m3) (m3) (m3)

Jan 3.7 78.6 622.4 3933.6
Feb 4.3 91.9 727.7 3828.3
Mar 5.5 280.4 2200.2 2355.8
Jul 6.9 575.4 4556.0 0
Aug 6.5 415.5 3289.9 1266.1
Sep 5.0 238.1 1885.3 2670.7
Oct 3.7 80.8 639.8 3916.2
Nov 3.4 56.7 448.9 4107.1
Dec 3.3 37.5 296.9 4259.1

1) Data for Jhansi. Source: [7].
2) Estimate based on predicted monthly outputs of a TOOL-ORP type windmill pump [15]. Computations

reflect changes in average wind spccds and water tablc from basc linc data in [15]. The estimates account for
a 50% reduction in output whilc computing monthly outputs from short tcnn test data.

Capacity and Cost Assumptions

PV Pumping Systems

The underlying assumption in sizing the PV pump is that it should meet all water requirements
during the month of maximum mean daily GSR (March), and that diesel is used for pumping the
requisite quantity of water in other months.

Although prices of PV modules range from US$ 9/peak-watt for modules manufactured by
ARCO solar to about US$ 33/peak-watt for a module obtained from RTC, costs of PV modules
manufactured indigenously are not readily available. However, it is known that the foreign exchange
component ofPV arrays manufactured in India, is about 33%. Assuming that the total cost of a PV
array in India is aboutUS$ 9/peak-watt (the lowest cost available), an exchange rate ofRs. 12 to a US$,
and a factor of25% to reflect the scarcity of foreign exchange in India, the cost of a PV array comes
to about Rs. 117/peak-watt.

It is reported that the motor and pump combination supplied by the Central Electronics Limited
(CEL) in its demonstration programme costs aboutRs. 6000. As the demonstration units are 300pcak
watt systems, a figure of about Rs. 20 per peak-watt is assumed for analytical purposes. Prices ofPV
sub-systems obtained from manufacturers overseas, range from US$ 1.7 to US$ 20.6/peak-watt.
Therefore, a figure ofRs. 20/peak-watt, although on the low side, seems to be a reasonable assumption.

Therefore, for the lowest cost configuration of a PV pumping system (pV module, DC motor and
pump), the capital cost is estimated at Rs. 137/peak-waLt. Assuming an array efficiency of 9.2% in
terms of gross cell area, the rating of 21m2 of PV array comes to 1,932 peak-watt. At present prices
therefore, the cost of the PV pumping system comes to about Rs. 264,700. As CEL's PV pump
demonstration programme has known that the repair/maintenance problems encountered in using PV
pumps are similar to those of electric pumpsets, the annual repair/maintenance costs are assumed as
Rs. 700 - same as for electric pumpselS of7.28 hp capacity.

Owing to the large scale R&D effort globally to reduce the costs of PV arrays, an alternative
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scenario is analyzed, in which it is assumed that PV arrays at US$ 2jpeak-watt are imported. This is
a realistic and a likely level of prices in the future, particularly as Sumitomo Electric Industry Co.,
Tokyo has announced its target of marketing thin-film and amorphous-siliconigennanium solar cells
at US$ 1.l3jpeak-wattby 1990 [14]. No furtherreduction in the cost ofbalance-of-system components
is assumed.

Windmill Pumping Systems

As for PV pumping systems, the underlying assumption here is that the wind pump meets all
water requirements only in the month when mean daily wind speeds are maximum (July); and that
diesel is also used during the other eight months.

Given the mean daily wind speeds, the output that may be obtained from a TOOL-ORP type
windmill is predicted (Table 9). A TOOL-ORP type windmill, which costs Rs. 12,000, is a low cost
design with a rotor diametre of 5 metres, and rather large maintenance requirements. Apart from
routine lubrication, its main bearing shaft needs to be replaced after 5 years, its crank and cross head
each after one year of use, and its wooden pump rod guides after only 6 months.

It is estimated that 7.9 of TOOL-ORP type windmills would be required to meet the water
pumping requirements in July. For analytical purposes however, it is assumed that a "similar"
windmill ofa larger or smaller size can be constructed to suit the wind regimes in Jhansi (Bundelkhand
zone), with no significant changes in cost per unit swept area.

Biogas Pumping Systems

For analytical purposes, it is assumed that the biogas digester is ofcapacity 10 m3jday. Its biogas

Table 10 Dundelkhand zone - use of biogas pumps with diesel back-up.

Biogas Use in Diesel Diesel
available l biogas-cum- cons. in cons. in

diesel mode2 biogas-cum- diesel
diesel mode2 only model

(mljmonLh) (hp-hrsjm) (mJ) (mJ)

Jan 183 497.3 67.1 548.9
Feb 183 497.3 67.1 548.9
Mar 300 815.2 110.1 405.8
Jul 300 815.2 110.1 405.8
Aug 300 815.2 110.1 405.8
Sep 300 815.2 110.1 405.8
Oct 300 815.2 110.1 405.8
Nov 183 497.3 67.1 548.9
Dec 183 497.3 67.1 548.9

1) Assuming 10 ml biogas digester. There is a 39% reduction in biogas production during Lhe four winter months
November through February [6].

2) Norms for biogas-cum-diesel mode of operation (70% biogas, 30% diesel): 13 fLJfhp-hour biogas and 0.135
litres/hp-hour of diesel [2].

3) Norm of operation in diesel only mode: 0.45 litreslhp-hour [2].
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output is however, assumed to reduce by 39% during the winter months of November, December,
January and February [6]; while it remains 10 m3/day in oLhermonths. In all months however, during
the time biogas is available, the pump runs in the mixed mode, using 70% biogas and 30% diesel. And
when biogas is not available, the pump is assumed to switch to an all-diesel mode (Table 10).

The capital cost (including installation costs) of a 10 m3 capacity digester is estimated at Rs.
10,000 [3]; while the annual repair/maintenance charges are at about the same level as for diesel
pumpsets [2].

Cost Comparisons

The implications ofchanging the distance of the area where lift irrigation is required, from urban
areas with sizeable infrastructural facilities (such as roads, power supply etc.) on the cost of pumping
1 m3 of ground water, is not analyzed for the renewable energy options considered. This is for two
reasons: (i) the cost of using a renewable energy device is not likely to be related strongly to this
distance; and (ii) the cost of transporting a lilre of diesel per kilometre from an area of urban

Table 11 Bundelkhandzone - cost of pumping ground water for irrigation using various
renewable energy devices*.

PV pwnps
Wind Biogas

At present At likely pumps pumps
costs future costs

a. Capital costs (Rs) 275,184 107,100 105,300 20,500

a.1 Pump 10,000 10,000 10,000 10,000
a.2 Renewable energy device 264,684 96,600 94,800 10,000
a.3 Infrastructure for diesel transport 500 500 500 500

b. Annual operating costs (Rs) 7,451 7,451 25,396 25,696

b.l Repair/maintenance of pump 1,500 1,500 1,500 1,500
b.2 Repair/maintenance of

renewable energy device 700 700 3,800 1,500
b.3 Diesel 5,251 5,251 20,096 22,696

c. Annualized cost (Rs) 56,154 26,406 44,032 29,324

d. Levelized annual cost
(Rs/mJ of water pumped) 1.370 0.644 1.074 0.715

* With a diesel pump as a back-up.
a.3 Refer to [2] for a detailed discussion.
b.3 Diesel consumption rate of 0.45 litres/hp-hour; diesel pump ofcapacity 10 hp; and shadow price of diesel of

Rs 4.5/litre, when c.iJ. price of diesel is Rs 3.00/litre, shadow price of foreign exchange is 25% more than
its rupee equivalent, and cost of transporting diesel to rural areas equal about Rs 0.75/litre on an average [2J.

c. Assuming 10 years economic life of all major capital equipment; and an annual discount rate of 12%. A life
span of 10 years is asswned although there is no practical evidence to support this.
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concentration is not readily available - only an average cost figure to various rural areas in the country
is. Likewise, the impact of changing the concentration of pumping requirements at a given distance
from an urban centre is also not analyzed.

The costs presented in Table 11 are therefore tentative, alLhough the results do reveal that biogas
pumps with diesel back-ups seem to be most attractive (from a national perspective). And that
economic viability of PV pumping systems is also likely to improve substantially in the future.
Although the wind pump-cum-diesel option comes out the least attractive, this may bedue to the rather
low windspeeds in Lhe Bundelkhand zone.

However, it may be noted that the costs ofusing renewable energy options (with diesel back-ups)
are being compared to the costs incurred in using electric pumpsets for the same purpose, but with no
diesel back-up. The latter does not represent present day experience, and in fact suggests that the
reliability of grid power supply to isolated and scattered rural locations is considerably higher than
today'slevels. That this is notso in reality, increases the costofusing an electric pumpset-by making
it virtually necessary to use a diesel back-up.

It is not possible to project the extent to which either of the renewable energy options may
substitute the conventional technologies. Only a detailed survey of the entire UP State can provide
an answer. However, on the basis of the discussion above, it is relatively clear that the Government
of India as well as the state Governments, should revise their policy regarding lift irrigation, which
heavily depend on the continuance and extension of grid electricity supply in the future.

CONCLllDING OBSERVATIONS

The emerging power shortages in the industrial sector in UP arc well documented, and need no
reiteration here. The Central Electricity Authority's regular monthly bulletins "Power Supply
Position" provide adequate information on this aspect. It is not merely a question of choosing the
cheapest source of energy, but a question of availability of electricity for the various demands made
on it. This issue is of concern not only to UP, but to other states in India also, as well as to the other
developing economies.

In the search for alternatives, it is important to remember that decentralised options are (prima
facie) technically and economically suitable for meeting the small and scattered loads in the rural
agricultural sector. If this is accepted, it may well be that a part of the agricultural load should be met
through decentralised renewable options, even if they arc more expensive to the farmer in the
immediate future.

If some electricity is "released" to the non-agricultural sectors, the resulting total benefit to the
economy may well outweigh the increased costs of the decentralized system to the farmer. In India
at least, the use ofsmall, high cost, low efficiency, captive diesel generating sets for (standby) power
generation may decrease significantly. It is hoped however, that the general policy conclusion of this
study are also of relevance to other Third World Countries.
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Liquid Ice District Cooling Systems

Peter Margen and Lennart Backman
Studsvik Energy Nykoping, 611 82 Nykoping, Sweden

SUMMARY

District cooling systems using chilled water extract heat cheaply at a central point due to
economy of scale and more favourable sinks for heat rejection than those available for individual
buildings. However, they have relatively expensive distribution systems due to the small temperature
difference between delivery water and return water, which results in large pipe diameters.

The system descri!Jed in this article uses "liquid ice", namely, a solution ofa suitable substance
such as a salt or sugar in water to form crystallization cores for ice formation at temperatures
somewhat below OOC (32°P). The mixture ofice crystals and liquid behaves like a liquid and canflow
along pipes. It can therefore be used both as a cold transport medium and cold storage medium, with
an energy capacityper unit volume which is afactor of5 greater than thatfor chilledwater. Therefore
piping dimensions are much reduced and cold storage becomes economicallyfeasible, allowing the
cutting of daily and sometimes even seasonal cooling peaks by such stores and, to a large extent,
concentration ofheat pump operation to periods when lower off-peak electricity rates apply.

Additional advantages can often be obtainedby integrating district heating and cooling systems,
using common trenchesfor the pipes ofthe two types ofsystem , heat pumps to deliver heat extracted
by the cooling system to the heating system, and cheap types o.fi.s-tvrage to balance the time differences
between the demands for cold and heat.

The conceptwasfirstdescribed by Peter Margen in apaper to the International DistrictHeating
and Cooling Association, USA, June 1985, but has since been developed into a practical system by
Studsvik Energy.

WHY SLUSH ICE?

It is well known that chilled water systems for district cooling have to use much larger pipes than
those used for similar transported powers in district heating systems. The reason is that the overall
temperature difference available between the freezing point ofwater and the building air temperature
- is strictly limited to about 22°C (40°F) and some of it has to be reserved for a temperature margin
against freezing in the chillers, some for the temperature rise in the delivery pipes and some for the
temperature difference in the building heat exchangers. This leaves typically only about 11OC (20°F)
for the temperature change of the water - or about 1/5th to 1/6th of the amount available in typical
district heating systems (Fig. 1). Hence, chilled water distribution systems tend to be expensive, even
allowing for some simplifications in technology permitted by the lower temperatures. The difference
in pipe diameters for comparable transported powers is illustrated by Fig. 2.

In some cases the cost of the chilled water system is reduced by using a one-way system, rejecting
the return water to local drainage systems. On the other hand, this results in increased costs of water
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supply and sometimes drains, so that this can be justified only where very cheap water is available.
The system described in this paper removes the disadvantage of large pipe diameters (and some

others) of conventional chilled water systems, by using not only the sensible heat of water, but in
addition the phase transition heat of ice formation for heat transport and cold storage. It makes use of
the well-known fact that water to which soluble substances such as salt or sugar have been added will
form small ice crystals around crystallization cores and form a mixture "liquid ice". This "feels" like
a liquid to the touch (as can be checked by adding water to snow crystals), and can therefore be pumped
along pipes or stored in tanks.

Figure 3 illustrates the typical process of liquid ice formation as described in the literature. The
liquid at point Aat the return line temperature is cooled until the phase change line is reached at B. On
further heat extraction the state moves along the curved phase change line BC whilst crystals ofpure
1\0 ice are formed, increasing the concentration of the residual liquid. The final mass ratio of ice to
liquid is given by the ratio CD to DE.
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At Studsvik Energy work has been in progress for a number of years on devices for liquid ice
fonnation, and units with very satisfactory perfonnances have been developed.

DISTRIBUTION OF "COLD" BY LIQUID ICE

Figure 4 shows the principle of the circuit proposed when applied to district cooling. A special
chiller (Le. heat pump) cools the return liquid and fonns liquid ice. As the special chiller cannot
produce the high ice concentration desired for transport, i.e. 40 to 45 % ice, a tank is used to increase
the concentration of ice. Liquid is extracted from the bottom of the tank and liquid ice, at the
concentration the chiller can achieve. is delivered to a high6point in the tank. In the top part of the
vessel the ice concentration builds up to the value desired for transport. It is then pumped to the
distribution system and distributed to the individual building heat exchangers which produce cooled
air, melting the ice crystals in the process and heating the liquid some degrees above the phase change
temperature. This pure liquid is returned to the circulating pump which pumps it to the chiller.

Liquid ice delivery pipes in distribution system

Heat exchanger or
cooling tower for
heat rejection to
atmosphere. river
or district heating
system

tank for central
c> :Horaee and/or _

Ice concentration I 1
I '-I ndividual

Liquid ice I I building

I 1
Local daily

Pure liquid I liquid ice
I storage

Building air coolers
I I
I I
1- -'

I
Return pipes (pure liquid)

Fig. 4. Simplified schematic diagram for liquid ice district cooling system.
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By suitable choices of delivery and return water temperature, the combined heat extraction due
to sensible heat and phase change heat can be increased to about 55 kWh/m3 (5,300 Btu/ft3) of the
delivered fluid, which is about 5 times the value practical for chilled water systems. Allowing for the
use ofsomewhat lower flow velocities for the smaller pipe dimensions which can be used, the volume
ofthepipes in the distribution system can bereduced by afactor ofabout 4, on this account alone. Often
cheap flexible plastic pipes can be used at least for the smaller dimensions, which simplifies laying.
No insulation is needed for the return pipe. The solution used has to be compatible with circuit
materials so as to avoid corrosion.

COLD STORAGE

Its high energy content per unit volume makes liquid ice also very suitable for cold storage. For
a given duty, the volume of a cold storage with liquid ice is only about l/5th of that of the volume of
cold storage using chilled water. Cold storage can take the fonn of a central tank close to the central
chiller - in fact simply an enlarged version ofthe "iceconcentration tank" mentioned above, or the fonn
ofone tank in each major building, Le. "distributed storage", see Fig. 4. Further infonnation on these
two types of storage is presented as follows:

Central Storage

A central tank has low specific costs because of its large size, and because an inexpensive site
can often be chosen. Its functions are :

1) Itcuts daily demandpeaks. As indicated byFig. 5(A), day time demands are much higher than
night time demands, especially for down town areas with commercial buildings which
usually shut off their ventilation systems at night. This reduces both the capacity of the
central chillers needed and-t&nce their cost, and the peak electricity demands for chiller
driving power, and thus the electricity demand charges.

2) On days which are not critical for the electricity demand charges one can go further than
levelling the 24 hour cooling demand, Le. produce most or all cooling energy at night when
electricity energy rates are low and little or none during the day, when these rates are high.

3) In certain cases when the central tanks can be built very cheaply, even seasonal cold storage
can be justified, see Fig. 5(B), or "several day storage" to cover a heat wave, so as to further
reduce the peak electricity demand charges and required chiller capacity and cost.

A cheap way of building such a tank when readily excavated ground is available is to excavate
a pit in earth, line it with a rubber membrane and then fill with the stQrage solution. A floating lid of
cellular plastic blocks can be provided as thennal insulation against the atmosphere, as has been done
for the 650m3 (23,000 ft3) earth pit storage vessel at Studsvik, which has been used as a seasonal heat
store for the last six years.

Distributed Storage

An alternative orcomplement to central storage is to provide one coldstorage tank for each major
building, as illustrated in Fig. 4. These tanks can perfonn the functions (l) and (2) of the central tanks,
but in addition reduce the capacity ofthe distribution piping system needed, as they cut the daily peaks
at the consumption point Typically this can reduce the required cross-sectional areas of the
.distribution pipes by a further factor of4 x 1.5=6 smaller than for aconventional chilled water system
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Fig. 5. Daily and seasonal variations in demand, illustrating use of liquid ice storage.

without distributed storage.
Such tanks can be located in the cellars ofbuildings or placed outside buildings. Because of their

small sizeand the high cost ofbuilding spaceor site space in commercial areas they are more expensive
per unit volume than the central tanks, but the extra cost is often justified by the savings achieved in
the distribution system. especially in locations where piping costs are high. In contrast. individual
chilled water storage tanks are rarely justified on district cooling systems. as their large volume results
in excessive costs compared to the benefit of reduced piping costs.
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PIPES AND EQUIPMENT INSIDE NEW BUILDINGS

When new buildings are being built at the same time as the district cooling scheme or after the
cooling scheme has been built, the diameter of the cooling system pipes within the buildings can be
reduced when liquid ice is being used. Moreover, a larger temperature difference between the liquid
ice and the air in the air coolers is available compared to a conventional chilled water scheme, thus
allowing the size of these coolers to be reduced. Care has to be exercised to avoid freezing of
condensate on the air side under these conditions, but several ways of avoiding this are available.

SUMMARY OF MERITS OF SYSTEM

From the preceding discussion we can summarize the advantages of the system compared to
conventional (two-pipe) chilled water systems:

1) The volume ofthe distribution pipes can be reduced by about a factor of6, using the combined
effects of greater heat capacity for transport and the merit of cheap daily heat storage.

2) The capacity (in kW heat extraction) of the central chiller can be reduced by 50% to 60% by
cutting the daily and seasonal peaks.

3) The capacity of the electrical connections to the heat pump and kW charge for electricity can
be reduced on account of 2) above.

4) Often electricity costs can be reduced further during the times of the year when the chiller
has excess capacity by using the heat storages to increase night electricity consumption and
reduce day-time consumption when different on-peak/off-peak electricity rates apply.

5) For new buildings, the dimensions of the indoor pipes and air coolers can be reduced
substantially due to the use of liquid ice.

-..... --

Fig. 6. Comparison of pipe sizes for chilled water and liquid ice.

Some price has to be paid for these advantages in the form of the cost of the liquid ice storage
tanks (which however is a small item), the increased cost of the chiller per kW cooling capacity, due
to the lower average temperature of the source from which heat is extracted, and a reduction in the
coefficient of performance of the chiller for the saflJe reason. However, this price is small compared
to the sum of the advantages outlined above. The magnitude of these advantages is illustrated by Fig.
7.
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FURTHER POSSIBILITIES OF COST REDUCTIONS

Whereas individual cooling schemes for buildings mostly have to reject the surplus heat to the
atmosphere using cooling towers on the building roofs. large central cooling schemes can often use
heat recipients at lower temperatures. for instance a nearby river or lake. or ground water when this
is plentiful. The use ofsuch low temperature heatrecipientsreduces the costofchillers and the required
driving electricity and benefits district cooling schemes of both the chilled water and liquid ice type.
By reducing this cost component. the percentage advantage of the liquid ice system which has much
cheaper distribution sysiems is. however. further increased.

When district heating and cooling systems are built simultaneously, both types ofpipe can be laid
in the same trenches. The saving achieved by this is particularly large in the liquid ice case, as the pipes
are more similar in dimensions to the heating pipes than is the case with chilled water pipes.

Moreover, in combined district heating and cooling systems, the heat extracted from the cooling
system can often be used for district heating. though at the expense of an increase in the rejection
temperature and therefore the amount of electricity needed to drive the heat pump. As the seasonal
demands for heat and cold are out of phase (see Fig. 5b). this transfer of heat is practicable only to a
limited extent without using seasonal energy storage. For this more limited use. without seasonal
storage. a special small heat pump suited for heat rejection at a higher temperature can be used. while
leaving the main heat pump for heat rejection to the atmosphere. a river or any other recipient.

A possible arrangement involving seasonal storage is shown by Fig. 8. Only a cheap type of
seasonal storage can be justified. e.g. drilled rock stores (Fig. 9) which have already been used in
Sweden for seasonal storage in some related applications.

Figure 11 illustrates such an application for storing excess summer waste heat from the freeze
boxes and air-conditioning system of a supermarket at Finspfu1g, Sweden, in a drilled rock store, for
recovery during winter for space heating. Figure 12 illustrates the use of the piping system of a 70400
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COLDSTORE t--~--i

ALL YEAR ROUND HEAT FLOW

HOT STORE

Fig. 8. Combined district heating and cooling system with seasonal heat storage (each line represents two pipes).

:

'~:1.···
Fig. 9. Drilled rock store (Sunstore method patents, subsidiary of Studsvik).

WINTER
heating

SUMMER
air conditioning and
charging of heat storage

SUMMER
recovery from freeze
boxes and charging
of heat storage

Fig. 10. Seasonal drilled rock heat store used for heating Swedish supennarket with waste heat from existing freeze
boxes (Scandenergy system, commissioned in 1984).
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Fig. 11. Seasonal drilled rock heat store for district heating system using large skating rink as energy collector
(Scandenergy system under construction).

9

m2 (80,000 ft2) skating rink (used for the Scandinavian game of "bandy" now gaining popularity also
in the U.S.) to charge another much larger (14 million m3 or 500 million fe) drilled rock store during
the summer season when the pipes act as a solar collector, whilst heat is recovered from the store using
a heat pump in winter. The fIrst of these schemes went operational in 1984, the second will come into
operation this year. Both are delivered on a tum key basis by Scandenergy (a subsidiary of Studsvik
Energy). They show that seasonal storage of heat can also be economic when the conditions are
suitable.

In future applications, a liquid ice store may be used to reduce the heat pump capacity required
for meeting the peak freezing load for the ice rink in the fall, at the start of the skating season.

DEVELOPMENT STATUS

The critical component of liquid ice systems is the chiller ~vaporator. Conventional evaporators
cannot be used as ice coatings tend to build up on the tube walls if the chilled water is cooled to freezing
point. These ice coatings gradually block the tubes and prevent flow. StudsvikEnergy has developed
an evaporator which avoids this problem completely. Small and medium size units can now be
tendered.

In a laboratory loop at Studsvik, liquid ice has been pumped at various concentrations without
problems. Friction pressure drops have been found to be close to those for water at the same velocities,
until ice fractions begin to exceed about 40 to 45%. Similarly, various ice storage arrangements have
been tested. The liquid ice system is now close to commercial introduction.

CONCLUDING REMARKS

The high specifIc energy per unit volume makes the liquid ice an excellent substance for the
transport and storage ofcold, reducing the dimensions of the distribution systems by spectacular
amounts, and making central storage ofcold and often also local daily storage highly economic. These
properties can be used to improve the economics ofdistrictcooling by very signifIcantamounts, which
should result in an increase in market penetration for district cooling systems.

Integration with districtheating systems can often improve the economics ofboth districtheating
and district cooling, by reducing the total costs of piping when pipes are laid simultaneously in
common trenches and by offering opportunities to use heat extracted by the cooling system for district
heating with the assistance of seasonal storage. '
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Thermal Energy Analysis in a Sugar Mill
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ABSTRACT

11

Energy consumption by a steam generation plant in a sugar mill, located in.Khon Kaen
province, Thailand, is investigated. The capacity ofthe bagasse fired boiler is 80 ton/hour. Energy
and availability analyses are used to identify the locations, types and magnitudes of the losses. The
results show that the first, and second law efficiencies for the best case of the boiler are 59.6% and
21.3% andfor the worst case are 57.9% and 20.3%, respectively.

The feasibility of drying bagasse with flue gas is also studied. Assuming the heat exchanger
effectiveness to be 0.7, the maximumpermissible costsofthe dryer at an interest rate of15%perannum
with a pay back period of two years is 1,316,000 baht, and with a pay back period of five years is
2,713,000 baht. The maximum possible saving of bagasse by means of drying is expected to be
976,000 baht per boiler per milling season, assuming the price ofbagasse to be 250 baht per ton.

During the study, about 140% of excess air was charged into the boiler. It seems possible to
reduce this, thus enabling afurther saving ofbagasse.

INTRODUCTION

Sugar production from cane is one of the major agro-industries in Thailand; there are now 45
sugar mills in the country. In 1984, the total production ofsugar was about 2.2 million tons from which
1.2 million tons were exported at a value of 5,010 million baht [1].

The sugar mill under investigation in this paper is located at Khon Kaen in the northeastern part
of Thailand. The factory was built in 1976 at a cost of about 600 million baht. The factory operates 4
bagasse-fIred boilers which produce superheated steam for power generation and process heat. The
milling period lasts about 3-4 month per year with the cane consumption rate of 10,000 tons per day
[2].

A flow diagram of the plant is shown in Fig. 1. In addition to three turbogenerators for electric
generation, there are five milling turbines and one unigator turbine run by superheated steam from the
boilers. Exhaust steam from the turbines is used in the downstream process. Generated electricity is
consumed not only in the sugar mill, but also in a bagasse board factory which is located next door to
the mill.

BOILER ANALYSIS

Boiler noA was selected for the case study. The boiler was designed to produce 80 tons/hour of
steam at 26 bars. During the milling season, the four boilers operate 24 hours every day. A flow
diagram of the boiler is given in Fig. 2.

PREVIOUS PAGE BLANK
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Energy Analysis

In the energy analysis of the boiler, the following flow streams are involved.

Fuel

Bagasse was used as fuel for the boiler. From an ultimate analysis, bagasse, as fired, contained
22.5% C, 2.96% H, 21.31 %0,0.07% S, 0.13% N, 2.08% ash and 50.95% moisture. Bagasse, as fired,
had a higher heating value, HV of 8819 kJ/kg. The feed rated of me was about 30,000 kg/h.

Air andflue gas

Before entering the combustion chamber, air was preheated from ambient temperature, l.a to a
temperature, S. of about 240OC. The flue gas left the preheater at a temperature, t6 of about 197°C.

Enthalpy loss with the dry flue gas

where rna = mass flow rate of dry flue gas, and

Cpa = specific heat of air at constant pressure.

Feed water and steam

Feed water, a mixture ofcondensate and make-up water, was pumped from the condensate tank
at a temPerature, ~. Superheated steam was generated at a temperature, t4 ofabout 3800C, 22 bars. The
average steam flow rate, m

s
was 54,670 kg/h.
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Enthalpy increase in superheated steam

Blow-down

To prevent the build up of solids, continuous blow down of saturated steam was carried out at
a rate, m

b
of 3000 kg/h.

Enthalpy lost in the blow down

Moisture infuel

Bagasse, as fired contained more than 50% moisture.

Enthalpy lost due to moisture in the bagasse

where mm = mass rate of moisture in fuel, and

ho' h
6

=specific enthalpies of moisture as fIred and at the flue gas temperature, t6•

Moisture from H in bagasse

Hydrogen in bagasse bums and yieldsadditional moisture in the flue gas.

Energy loss due to H in bagasse

where H =mass of H in 1kg of bagasse, and
hrg = latent heat of vaporization of water
mr = mass rate of bagasse.

From the above energy and mass flows, the energy balance equation for the boiler can be
written as:

mr HV + We = Qs + rna Cpa (t6 - to) + ms (h4 - h3) + mb (hsat - h3)

+ mm (h6 - ho) + 9H (hrg + h6 - hJ mr (1)

where We =electrical power for feedpump, air blower and bagasse feeder,
Q

s
=heat lost from theboilersurfaceand in practice measuredby a heat flux meter.
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The first law efficiency, "

Results of the-energy analysis of Boiler no.4 at 9, 10 and 11 a.m. are shown in Table 1.

Availability Analysis of Boiler

Availability balance equation for the boiler may be written as:

mfach + We = ms [h4 - h3- To (S4 - S3)] + mb [hut - h3- To (ssat - S3)]

+ mm [h6- ho- To (S6 - s)] + rna [Cpa(t6- tJ - To Qn (TIT)]

+ 9Hmf [heg (l-l/Tfg) + h6- ho- To(s6- s)] + I

15

where =ambient temperature in deg. K,
= latent heat of vaporization of moisture at Tfg deg. K,
= specific entropy,
=irreversibility,
= chemical availability of bagasse in kJ/kg,
= LHV[1.044 + 0.0013 H/C + 0.108 O/C + 0.0549 N/C] + 6.74 S
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LHV =lower heating value of dry fuel, and
S =mass fraction of sulphur in the fuel.

Alternatively, the chemical availability of a fuel may be approximately estimated from

ach = 1.05 HHV

where HHV =higher heating of the fuel.

The second law efficiency of the boiler,

availability increase in steam
E=

input availability

ms [h4-h 3-To(S4- Sil]
=---------

Discussion

The fIrst law effIciency ofboiler no. 4 varied from 57.8% for the worst case to 59.6% for the best
case. The second law effIciency of the boiler in Table 2 confirmed the same trend. The total energy
loss in the dry flue gas accounted for about 32%ofthe total energy input. On the other hand, from Table
2, availability in the flue gas is only about 10% of the total input availability. Since the bagasse had
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a very high moisture content, the energy loss due to the moisture was almost 14% of the total energy
input. It is therefore logical to conducta feasibility study on drying by waste energy recovery from the
flue gas.

From the flue gas analysis, it was found that the amount of excess air used for combustion
sometimes reached a value of 140%. If the amount of the excess air were kept at about 110% which
still yielded complete combustion, energy loss with the flue gas could have been reduced.

Whilst Hugot [3] recommends that for the best boiler efficiency the excess air should be set at
50%, there was no opportunity in this study to try the excess air at the recommended value owing to
a rather short milling season.

FEASIBILITY OF BAGASSE DRYING

In most sugar mills, excess amounts of bagasse are left from internal uses in the mills. Mill
operatorsare therefore not too concerned with low boilerefficiencies. However, in the caseofthesugar
mill under investigation, the mill owneralso operatesabagasse-board factory downstream. Atpresent,
an additional amount of bagasse has to be purchased from other sugar mills at a cost of250 baht/ton
to supply the bagasse-board factory. Hence, saving of bagasse by increasing the boiler efficiency
would be very welcome.

From the previous section, the boiler analysis indicated that moisture in the bagasse used as the
boiler fuel represented one of the major energy losses in the boiler at about 13.7% of the total energy
input. A flue gas temperature of about 200ac would be sufficiently high for bagasse drying which
would subsequently raise the boiler efficiency and reduce the amount of bagasse required as fuel for
the same steam requirement in the sugar mill.

Bagasse Drying Analysis
.&:r

The control volume of bagasse drying by the flue gas is shown in Fig. 3. Two assumptions are
made in the analysis:

Inlet Moisture of
dry bagasse inlet bagasse

'~~----~~I
II G L

I

rnG.T
ao

- - - - -Outlet flue gas
mG' TGi I I

Inlet flue gas - - - - - - - - Dryer
I I Tao
I - -r - - - - Moisture evaporated

L~1--_j'_;J M-M,

T2 T
2

Outlet Moisture of
dry bagasse outlet bagasse

Fig. 3. Control volume of flue gas drying of bagasse.
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(i) The moisture in bagasse evaporates at a steady rate.
(ii) Heat loss at the surface of the dryer, i.e. control volume is very small as a result of good

insulation and is therefore neglected.
Energy balance equation for the dryer contains the following streams:

Enthalpy decrease in the flue gas

where mG =mass flow rate of the flue gas,

CpG =specific heat of the flue gas, and

tGptOo = inlet and outlet temperatures of the flue gas.

Enthalpy increase in the dry bagasse

where md =mass flow rate of the dry bagasse,

Cd =specific heat of the dry bagasse,

~,t,. =inlet and outlet temperatures of the dry bagasse.

Enthalpy increase in moisture

where

=~e h2 + (M - Me) hOo - M hI

"'-
M, Me = initial and tinal moisture contents in the bagasse at the temperatures

~ and~, and
hl'h2,hOo =specific enthalpies of~O at~, ~ and tGo•

The energy balance equation for the bagasse dryer can be written as

A heat exchanger equation may be set up by means of the heat exchanger effectiveness, e
defined as

Actual heat transfer, Qactual
E=

Maximum possible heat transfer, Q
max

(3)

The actual heat transfer can be estimated from either side ofEquation (3). As the heat capacity
of the dry bagasse is smaller than that of the flue gas, the maximum possible heat transfer is then
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where hr,Gi' hGi = specific enthalpies of saturated water and steam at tGr

Hence (4)

The amount of bagasse saving

_ Total energy transferred from the flue gas, mGCpG(tGi - tOo)

- Higher heating value of bagasse as fired, HV
(5)

From the above equations, the amount of bagasse saved per milling season can be estimated.
During the milling season 1985/86, the sugar mill operated for 96 days and 24 hours per day. The
possible savings of bagasse at various values of dryer effectiveness are estimated and shown in Fig.
4. The variation of the predicted flue-gas outlet temperature is also plotted in Fig. 5.
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Maximum Permissible Cost of Dryer

3,905 x 250
976,350 baht

250 baht/ton

=

=

A Thai investor would be interested in the maximum permissible cost of the bagasse dryer that
will yield a pay back period within two years. If the pay back period is greater than two years, the
investor probably has to be encouraged by a government incentive.

As an example, if the effectiveness of the dryer is chosen as 0,7, then from Fig. 4, the maximum
possible saving of bagasse is 3,905 tons per milling season.

Current price of bagasse purchased
(Note: 1 US$ == 25 baht)

Total benefit from the bagasse saved per year
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Let the maximum permissible cost of the dryer = C baht
Capital Recovery Factor [4] at 15% interest

and for a period of two years = 0.615
Annual cost of the dryer = 0.615 C
Power required by the fan of the dryer is assumed to be 20% of the power of440 kW consumed

by the induced draft fan for the boiler as the pressure loss in the dryer would be much less than that
in the boiler. Assuming that the sugar mill operates for 96 days and 24 hours per day, the annual amount
of electricity consumption is

=0.20 x 440 x 96 x 24 = 202,752 kWh

Cost of electricity generated at the sugar milljk.Wh =
Hence, annual cost of electricity =

=

0.576 baht [5]
202,752 x 0.576
116,785 baht

Annual maintenance cost is estimatedat 50,000 baht, which is about ihe same as that ofthe boiler.
The economic equation using the annual cost method in this case is :

Total annual cost = total annual benefit [4]
0.615 C + 116, 785 + 50,000 = 976,350

C 1,316,112 baht.

By assuming a different value of dryer effectiveness, a corresponding permissible cost of the
dryer can be determined by the same procedure. Variations of the maximurn permissible cost of the
bagasse dryer with its effectiveness are shown, in Fig. 6 for pay back periods of two and five years.
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Prediction of possible bagasse saving through bagasse drying by the flue gas indicates that a
considerable amount ofmoney can be saved at the bagasse board factory. As an example, if a bagasse
dryer of 0.7 effectiveness is used, 976,000 baht could be saved per milling season with an investment
of 1,316,000 baht at 15% interest rate and a pay back period of two years.

The remaining task is to identify a real dryer whose price lies within the maximum permissible
cost subject to an acceptable pay back period. If the bagasse dryer is in the form of a moving grate or
rotating kiln, local fabrication ofsuch adryer to meet the abovecost limitation seems possible. Itshould
also be mentioned that if the estimated pay back period of an imported waste-energy recovery
equipment lies within two to five years, an import duty reduction ofabout 20% of the equipment cost
can be requested from the Ministry of Science, Technology and Energy.

CONCLUSIONS

The maximum efficiency of the bagasse-fired boiler in this study was only 59.6%. The energy
loss in flue gas was 32% of which almost 14% was due to the moisture in the bagasse.

The downstream bagasse board factory purchases an additional amount of bagasse from other
sugarmills at a cost of 250 baht/ton. Bagasse saving at the boiler is therefore desirable. A feasibility
study ofbagasse dryer using the flue gas shows that a considerable amount ofbagasse and hence money
can be saved if a real dryer whose cost lies within the maximum permissible value, subject to an
acceptable pay back period, can be identified.

Other sugar mills that do not operate any downstream bagasse board factory can also benefit from
bagasse drying since bagasse can also be sold to paper manufacturers.
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Most efforts in resource assessments involving agricultural wastes only evaluate the resource
base and seldom determine the supply potential. This paper discusses a methodology that determines
the supply potential ofagricultural residuesfor use asfuel. The methodology takes into consideration
the physical and social accessibility factors, the competing demandsfor the residue and the logistics
of collection and utilization. The methodology has been successfully used to estimate the supply
potential ofrice residue for use as fuel in small West African country.

INTRODUCTION

In most developing countries fuelwood is the main source ofenergy. This is so particularly in the
rural areas where nearly all the energy requirements of the domestic sector are met from this source.
The demand for this type of fuel has led to an environmental crisis in these countries: forests have
disappeared and deserts arc gradually encroaching on woodlands. In some countries where this
environmental crisis has already occurred, agricultural residues have now become an important
alternative to fuelwood. In other countries where the environmental crisis has yet to occur, govern
ments are actively considering policies that will keep the crisis away. Such policies will inevitably
include re-afforestation, conservation techniques including the usc of fuel-efficient technologies and
the augmentation of fuelwood by agricultural residues. Thus, whether or not a fuelwood crisis already
exists, it is important to know the available agricultural residues for possible usc as fuel.

The assessment of the resource base of agricultural residues (i.e. the total amount of generated
annually) is usually carried out on the basis of information on the crop-residue index and the total crop
produced annually.l.2 However, the estimation of the supply potential of these residues for usc as
energy sources is slightly more complicated because of the problem of estimating the fraction
accessible.3 The accessibility factor (i.e. fraction of resource base accessible) depends on the
economic value of the residues as a fuel source, the cost of collection and the distribution of farm
community distances if the wastes are generated on the farm. Although there has been many reports
estimating the resource base ofagricultural residues,4,5 up until now no well-defined methodology has
been developed for estimating the supply potential.

This paper discusses an approach for estimating the supply potential of agricultural wastes as a
potential source of energy. It is then applied in a case study where the supply potential of rice
residue in Sierra Leone, a small West African country, is estimated.
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METHODOLOGY
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Biomass resources assessments distinguish between two levels of assessment: resource base
(stock or yield) and supply potential. The latter is a fraction of the former and is the focus of our
attention here. In this work we also recognise two classes of agricultural residues: those generated
on the farms (on-farm residues) and those generated off the farms during processing (off-farm
residues). In general, the resource base and the supply potential for off-farm residues such as rice husk
are the same when the residue is used as fuel in the domestic sector. This is because the off-farm residue
is usually generated within the community and hence the problem of accessibility does not exist; in
this case the entire resource base will be accessible.

Principle of the Methodology

The methodology used in assessing the supply potential of agricultural residues is an extension
of that which was discussed by Massaquoi.6 First, the amount of residue generated annually (e.g. the
resource base) is estimated from statistical data on primary crop production and field data on residue
index. The latter is the ratio ofresidue to the primary crop. Once the resource base is known, the main
task will be to determine the fraction of the resource that is accessible and the amount that is required
for non-energy uses.

In order to determine the fraction of the resource base that is accessible, it is essential to know the
economic value of the residue. High economic value will encourage consumers to go longer distances
to collect the material or offer the farmer higher prices for it; while lower values will reduce the quantity
that is accessible. Another important parameter in estimating the physically accessible residue is the
production (or collection) cost of the residue. Thi.s is a function of the distance between the residue
generation point and the utilisation point (or the community). The production cost at different farm
locations is compared with the economic value of the residue. If the production cost is greater than
the economic value then the residue generated at the particular location will not be physically
accessible. The maximum collection distance also referred to as the radius of the collection area, is the
distance at which the collection cost is just equal to the economic value of the residue.

Once the maximum collection distance is known, the next step is to determine the distribution of
the distances between the generation point and the community. This is done through a sample survey.
Combining this information with that on the maximum collection distance, one will be able to estimate
the fraction ofresidue accessible. The distribution ofdistances will reveal the quantity ofresidue lying
at locations with distance less than the maximum collection distance and this represents the amount
physically accessible.

Some of the residues that are physically accessible may not be available because of socio
economic factors such as the land tenure system, secret society land area, etc. The fraction of the
physically accessible residue that is not available because of such socio-cultural factors is evq1uated
from field survey.

The residue may also be used for non-energy purposes such as animal feed or fodder. The quantity
of residue used for non-energy purposes is determined from statistical records. If the economic value
for other uses is higher than that for energy use, then the biomass available for energy use is the total
available biomass less that which is required for other uses. Ifagain the economic value for other uses
is less than that for energy use, then all the available biomass could be used for energy purposes because
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it is assumed that energy-use will be given preference. For the special case of rice husk, it was learnt
that the generation points were within the community and hence the collection cost was not a function
of distance. In this case all the husk generated was considered physically accessible. This is generally
true for all residues generated in crop processing industries.

Use of an Information Flow Diagram

An information flow diagram depicting the important items of information required in the
methodology is given in Fig. 1. There are two categories of information sets in the diagram: those
which must be determined from research (i.e., the primary information) and those to be calculated
from combinations of the primary information. In this section we discuss the primary items of
information and how they can be obtained. In the succeeding section the equations for combining them
to obtain the secondary items of information are discussed.

The following input data have to be collected from either statistical records or field surveys in
order to use the methodology: annual production of primary crop, the residue index, physical
characteristics of the residue, the cost of collecting the residue, the distribution of farms-community
distances, the quantity of residue used in non-energy activities, the economic value (or price) for use
in non-energy activities, the energy conversion efficiencies of the different end-use technologies, cost
parameters of the end-use technologies and the socio-cultural constraints on the accessibility of the
residue.

Amount of
Primary Crop

Produced

Quantity of
Residue Used in

Non-energy Sector

Characteristics
of the Residue

Logistics of
Collection

Distribution
of Distances

Economic
Parameters

(e.g. Operating Cost)

Socio-Cultural
Effects on

Accessibility

Fig. 1. Information flow diagram depicting information required to assess the energy potential of agricultural residues.
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Primary crop production
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This piece ofinformation is usually obtainable from statistical records. Ifsuch records do notexist,
one can use the data on land use pattern and crop yield to obtain this information. Thus, the primary
crop produced annually is the product of the crop yield per hectare and the total land area covered by
the crop.

Residue index

This is the ratio of the amount of residue generated to the amount of primary crop produced. The
primary crop is that part of the plant for which it is grown. For example, in the case of the rice plant
the grain is the primary crop.The residue index is usually determined from field data.

Physical characteristics of the residue

The main characteristics of the residue that will be useful in the resources assessment are the bulk
density and the calorific value. There are standard laboratory methods for determining these quantities.
The net calorific value is usually preferred over the gross calorific value.

The cost ofcollecting the residue

On-farm residues require collection from an extensive area. Utilisation of the residue off-site,
implies that the residues must bepurchased from the farmer by an outside operatorand allowance must
then be made for a profit to the farmer and transportation from farm to the energy end-user. Moreover,
the energy demand may be all the year round while the wastes may only be available at a particular
time of the year. Storage is therefore another added cost. This includes the cost of handling and the
capital invested in the storage facility.St~rage and transport costs are both related to the physical
characteristics of the residue. -

The total cost will comprise of the purchase cost, the cost ofgathering and loading, transportation.
costand storage cost The transportation cost usually varies linearly with the distance of the round trip.
Usually the cost of gathering the residue into a single location on the farm is included in the purchase
cost A survey of opinion will be useful to determine these cost parameters.

The distribution offarm-community distances

A survey is usually carried out to find out the number of farms located at various distances.

Quantity ofresidue used in non-energy activities

These data can be computed from statistical records in cases where the residue is used in the formal
sector. If the residue is used in an informal way; such as ploughing back into the land, the amount used
can be computed by assuming that the residue generated by such farmers are all used in non-energy
activities.

Price (or economic value) of the residue when used in non-energy activities

This refers to the present value of the residue if it is used in the non-energy sectors such as
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agriculture. If it is already used in an informal manner then the economic value (i.e. opportunity cost)
for its use in that way is determined. If it is used in the formal sector then the price paid for it is obtained
from interviews.

Energy conversion effICiencies of the different end-use technology

The economic value of the residue will depend on the efficiency of the end-use technology.This
efficiencydepends on the type offuel. Ifthe residue is beingconsidered for augmenting fuelwood, then
the end-use technology in question is mainly cooking stoves. There are standard laboratory experi
ments for determining stove efficiency where such information is not available from the literature.

Cost parameters of the end-use technologies

This includes the operating and capital costs of the technology. They can be estimated from the
cost of time to complete a typical operation and the cost of materials used in the construction.

Socio-cultural constraints on the accessibility of the residue

A survey is usually carried out to find out if there are any religious, or cultural reasons for not
wanting to use particular residue as fuel. The value of the fraction of the population who object to the
use of the residue as fuel is obtainable from such surveys.

Calculation Procedure

The calculation procedure and the equations used in estimating some of the secondary
information depicted in the information flow diagram are presented in the following paragraphs.
Details of the development of these equations are giv~n by :r-.1assaquoU

Resource base

The primary items of information required for the estimation of the resource base are the total
amount of the primary crop produced annually and the residue index (or wasted factor). When detailed
crop production statistics are not available, the latter can be obtained from the land use pattern and the
crop yield. Thus the resource base RB is given as :

where Rj

P
is the residue index, and
is annual production of the primary crop.

(1)

Economic value

Most attempts at estimating biomass fuel value have typically considered the energy of the
material as ajoule-for-joule replacement for coal or oil without considering the capital cost penalties
associated with the biomass system. Moreover, even the differences in conversion efficiency and the
logistics of utilisation such as the high operating cost are ignored. The· approach used here is to
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determine the economic value in terms of the quantity of conventional fuel saved.
The items of information required for estimating economic value of the residues are the annual

operating and capital cost of end-use technology for both the residue and the conventional fuel for
which it is to be substituted. MassaquoFand Ti1lman8 have developed an expression for the economic
value of biomass fuel as:

~CC + ~Co + P' W'f

Hnev l1r W'f
(2)

where

11' and 11

is the economic value per unit weight of residue when used as fuel,
is the difference in annual cost of capital between conventional fuel and
residue-fIred stove = (C'e - Ce),
are respectivelythe annual costofcapital for conventional fuel and residue
rued end-use technologies,
is the difference in annual operating cost between conventional fuel and
residue-fIred stove =(C'o- CO>'
are the net calorific values of conventional fuel and residue,
is the ratio of the net calorific value ofconventional fuel to that of the residue
(H'ncIHnct),
are respectively the thermal conversion efficiencies ofconventional fuel and
residue fuels,
is the ratio of the efficiencies of the conventional fuel to that of the residue
(11'/11),
is price of fuel, and
is weight of fuel used.

Maximum collection distance

The maximum collection distance is determined by the total collection (or production) cost and
the economic value of the residue. The collection cost is directly proportional to the distance between
the farm and the community when the residue is generated on the farm. The following equation has
been developed for the total cost for on-farm residues.

(3)

where CR is the total cost of the residue per unit weight,
Cs is storage cost per unit weight,
CT is the transportation cost of one unit weight per unit distance,
Cp is fee paid to farmer to gather the residue in one post on the farm, and
L is distance between producer and consumer.

The maximum collection distance, L*, is the point at which the collection cost just equals the
economic value of the residue. In mathematical terms:

or

VE = CT L* + Cs + Cp

VE - Cs - CFL*=-----
CT

(4)

(5)
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Fraction ofresidue physically available
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One of the primary items of information required for the methodology is the distribution of farm
community distances. From these data it is possible to construct the cumulative distribution function
which will show the fraction of farms at distance less than or equal a certain figure, Fx<L). From this
distribution it is possible to obtain the fraction of fanns accessible Fx<L*) (Le,. the fraction of farms
located ata distance less than or equal to the maximum collection distance L*). If the size distribution
of farms is independent ofdistance then the fraction of farms accessible is the same as the fraction of
residue accessible.

Fraction totally accessible

Access to the residue is both from the point ofview oflocation (physical accessibility) and socio
cultural condition (social accessibility). The latter is estimated from field sUIVey. Thus the fraction of
residue accessible, FA' is given as :

FA = Fx (L*) Fs (6)

where Fs is the fraction of residue accessible from the socio-cultural point of view, and
Fx(L*) is the fraction physically accessible.

Amount ofresidue accessible

The total amount of residue accessible is given as :

(7)

Combining Eqs. (6) and (7) results in

(8)

for off-farm residue Fx(L*) is approximately unity.

Amount ofresidue available for other uses

Residue may also be used for non-energy purposes such as raw material for industry. If the
economic value (or current price) of the residue when used in non-energy operations is considerable
more than thatforenergy then the former will getpriority for the residue. Ifon the other hand the reverse
is the case then all the accessible residue is considered available for use as fuel.

Thus the total residue available for use as fuel is given as:

(a)

(b)

= 0 (9)
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RAV,RA,Ro are, respectively, amount of residue available, amount accessible and the
quantity used for non-energy activities, and

VEO is the economic value of the residue in non-energy activities.

Supply potential

On a weight basis, the supply potential Sp is equal to the resource available RAV or

(10)

Combining Eqs. (8) and (10) results in the following expression for supply potential in terms of
the primary information.

Sp = FiL*) Fs R j (P - RJ ifVEo>VB (a)
=Fx{L*) Fs R j P ifVEO < VB (b)
= 0 if VEO > VE and Ro > RA (c) (11)

APPLICATION OF THE METHODOLOGY

The methodology described in the preceding sections was used to estimate the supply potential
of rice residues as fuel in Sierra Leone, a small country in West Africa. There are two types of rice
residue: rice husk and rice straw. The former is normally generated off-farm during processing while
the latter is generated on-farm during harvesting.

Country Background

The Republic ofSierra Leone is in \Vest Africa situated between latitude 30 and lOON. The total
land area is 71,700 kIn2 with an estimated population of 3.7 million. Agriculture is a major sector of
the economy and rice, the staple food of the population, is the biggest annual crop. It is therefore,
expected that the residues emanating from rice farming will be considerable. A study was therefore
carried out to find out how much is generated annually and the fraction of the total that is available for
use as fuel. The study looked at both types of rice farming practices prevalent in the country, i.e.
farming on dry land (upland farming) and farming on swamp land.

Data Input and Sources

Table 1 shows a summary ofthe data used in the assessment of the supply potential. The methods
of evaluating these data are discussed in the references in Table 1.

For rice straw, which is an on-farm residue, the distribution ofdistances between the farm and the
community is essential for establishing the fraction that is physically accessible. Table 2 gives the
average number of farms located at various distances. These figures are approximations based on
replies to the questionnaire and measured time to arrive at each farm. Since most people walk to their
farms, it is observed that the longest distance from the edge of the community to the farm is just over
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Table 1. Data for estimating. supply potential of rice residues for use as fuel in cooking stoves.

Item Value Unit Source of information

Primary Crop Production
Upland rice 400536 tonnes Ref (9)
Swamp rice 155464
Total 556000

Residues Index
Rice husk 0.325 (tonnes/tns.) Ref (6)
Rice straw (swamp) 3.8
Rice straw (upland) 3.37
Weighted average for straw 3.58

Physical Characteristics
(i) Rice husk

Density 107 kg/m3 Ref (6)
Ash content 20.3 %
Net calorific value 12125 kJ/kg
Moisture content 11.87 %

(ii) Rice straw
Density (bulk) compacted 320 kg/m3 Ref (6)
Ash content 17.9 %
Net calorific value 11381 kJ/kg
Moisture content 17.91 %

Collection Cost Parameters
Rice straw

Storage 1.0
It!""

US$/tonne Ref (7)
Gathering 2.3 USS/tonne
Transportation 2.6 USS/tonnc/km

Cost of Utilisation
Difference in annual capital cost

of stoves (~C) 0.0 US$ Assumed
Difference in operating times between

rice husk stove and wood stove 1.5 hrs Ref (7)
Difference in operating time between

banded straw stove and wood stove 0.0 hrs

Ratio of conversion efficiencies 11
r

1.0 Assumed

2.5 km. It was found that the distribution could be approximated to a normal probability density
function with a mean of 1.4875 krn, and standard deviation of 0.531 krn.

This information was used to construct the cumulative distribution function FiL),which defines
the fraction of farms located at a distance less than or equal to a certain value.

The use of rice residues for non-energy activities was also investigated. Other uses of rice husk
in Sierra Leone are not yet significant. However, in the case of rice straw it waS discovered that
although there is no significant conscious use of this residue at the moment, its removal from swamp
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lands will lead to serious deterioration of the swamp in the long run. Thus, it is concluded that the
amounl ofrice straw corresponding to that generatedon swamp farms is used for non-energy activities.

The economic value of the straw as a soil fertiliser for swamp land was not evaluated but deemed
to be much higher than that for the straw as an energy source.

Finally, the survey of opinion did not reveal any social or cultural prohibitions or inhibitions
against the use of the rice residues. Details of the questionnaire are presented in the appendix.

Results of the Study

Resource base

Applying Eq. (1) and using the data ofTable I, we find that the total rice straw generated annuatly
is 1,962,680 tonnes (air dried wt.) or 1,611,360 tonnes (oven dried wt.). This amount consists of
548,787 (air dried) generated on swamp and 1,413,893 tonnes (air dried) generated on upland farms.
The total amount of rice husk, all of which is generated off the farm, is estimated at 180,700 tonnes
(air dried wt.) or 159,380 tonnes (oven dried wt.).

Economic value ofthe residues

Equation (2) and the data given in Table 1 were used to obtain the economic value of the residues.
Ofcourse the economic value of the residue will depend on the end use. In this case, since the residues
arc most likely to be substitutes for fuelwood in stoves, their economic values as fuels in cooking stoves
has been estimated.

Table 2 gives a summary of the economic values ofthe residues. It is noted that for rice husk the
economic value as briquettes is far higher than that for the ordinary pulverised husk. In fact, in Sierra
Leone pulverised husk has little economic value as fuel for domestic cooking. For large operations
such as the parboiling of rice paddy, the vak\~ of rice husk is considerably high. It is assumed that rice
straw is only used in compact form hence only the economic value of banded straw is given.

Table 2. Summar,}' of the economic value of rice residues as substitute fuel for wood stoves
(Note: Price of fuelwood is US$17.00/tonne).

Average amount VB of rice husk VB of pulverised VB of bandcd
Type of activity of fuelwood used briquettes in wood rice husk in packed straw in wood

per year stove bed stoves stove
(tonne) (US$/tonne) (US$/tonne) (tonne)

Nonnal domestic cooking
(small) 2.4 13.0 0.0 12.0

Domestic cooking
(large) 3.6 13.0 3.0 12.0

Small-scale industries 10 13.0 10.0 12.0
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Maximum collection distance for rice straw
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Since straw is generated on the fann, there is a maximum distance one has to go to collect it.
Beyond this distance it is uneconomic to collect it for use as fuel. This distance was estimated using
Eq. (5) and the figures for the economic values inTable 2 together with the collection costparameters
of Table 1. The maximum collection distance for rice straw is 1.9 km.

Fraction ofrice straw physically accessible

Table 3a gives the distribution of distances between farms and communities. T~e cumulative
distribution of distance FiL)between farms and communities was also developed using the data of
Table 3a. Since the maximum collection distance (L*) is 1.9 km, theJraction of farms less than or
equal to 1.9 km. (i.e. Fx (L*)) is given as 0.80 (see Table 3b). This is the fraction ofstraw physically
accessible.

Table 3a. Frequency of occurrence of the different distance ranges.

Range of distances < 0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5 2.5-3.0

Mean of Range XI

Frequency f
l

0.25
5

0.75
15

1.25
42

1.75
39

2.25
16

2.75
2

- I:f. X·
X=_l_1= 1.4685, S=0.53138, n= 119

I:fi

Supply potential

Rice Husk - Since there is no other major economic use for rice husk, Ra is zero andEq. 11(b) is
used to find the supply potential. Furthermore, it was mentioned that nearly all the husk generated is
within the community, hence it is very accessible.Therefore the accessibility factor (Fx (L*)), is one.
Also the social access problem was found to be non-existent (Le. Fs = 1.0).

Thus Eq. 11(b) reduces to

Using the above equation it was found that the supply potential ofrice husk is 180,700 tonnes (air
dried wt.) or 159,380 tonnes (oven dried wt.).

Rice Straw - For rice straw the accessibility was estimated as 0.8. As stated earlier that all straw
generated on swamp land will be considered unavailable since its economic value as fertiliser for the
swamp (i.e. VEO) is much greater than that for use as fuel (VE). The total amount of straw generated
on swamp land is 548,787 tonnes (air dried). This amount is less than the total resource base and we
can therefore apply Eq. 11(a) .
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Table 3b. Cumulative distribution of distances between farms and communities,

using standardised normal distribution with variable (X - J.1 ).
cr

Thus

Distance
L

0.1
0.2
0.3
0.4
0.5
0.6
o

1.0
1.2
1.4
1.5
1.6
1.8
2.0
2.2
2.4
2.6
2.8
3.0

-2.5733
-2.3871
-2.1989
-2.010
-1.88226
-1.6344
-1.258
-0.8816
-0.50528
-0.1289
0.05927
0.24746
0.6238
1.00
1.3766
1.7529
2.1293
2.5057
2.8821

Fraction of farms located at
distance less than or equal L

(Fx(L»

0.00508
0.0086
0.014
0.0222
0.0344
0.0516
0.105
0.189
0.308
0.4487
0.524
0.6
0.7324
0.8413
0.914
0.96
0.98
0.99
0.998

where

S = Fx{L*) F R. (P-R \
p 'I oJ

Fx{L*), F
I

, and Ro are 0.8; 1.0; and 548,787 respectively.

The supply potential of rice straw is therefore 1,062,573 tonnes (air dried wt.).

CONCLUSIONS AND SIGNIFICANCE

The use of agricultural residues as substitute for fuelwood is considered essential for the
preservation of forests and the overall protection of the environment. In order to develop any policy
on the use of residues it is essential to know the supply potential. H0wever, existing methodologies
only determine the resource base which is usually considerably more than the actual supply potential.
This paper has presented a detailed step-by-step approach of how to determine the supply potential
using statistical data, information from scientific literature and data collected in the field. The
methodology has been tested in a small West Mrican country where the execution of the various steps
has been amply illustrated. A summary of the results and typical values of the parameters is given in
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Table 4. It is concluded that this methodology can be used to assess both on-fann residues (e.g. rice
straw) and off-fann residues (e.g. rice husk).

Table 4. Summary of Results.

Item Symbol Value for rice Value for rice
straw husk

Resource base
(air dried weight) 1,962,680 tonnes 180,700 tonnes

(oven dried weight) 1,611,360 tonnes 159,380 tonnes

Maximum collection distance L* 1.9km

Fraction physically accessible Fx (L*) 0.8

Social Accessibility Factor Fs 1.0 1.0

Supply potential (air dried weight) S 1,062,572 180,700
p
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Annual capital cost of residue end-use technology
Fee paid per unit weight of residue gathered on the farm
Annual operating cost of residue end-use technology
Total cost of residue/unit weight
Annual storage cost/unit weight
Transportation cost/unit weight and distance
Frequency of occurrence of a particular range of farm-community distance
Fraction accessible both from point of view of location and socio-cultural constraints
Cumulative distribution function
Fraction physically accessible
Fraction socio-culturally accessible
Net calorific value of conventional fuel (kJ/kg)
Ratio of net calorific value of residue and conventional fuel
Distance between farm and community (km)
Maximum collection distance (km)
Sample size
Annual production of primary crop (tonnes/yr)
Price of conventional fuel per unit weight
Total quantity of residue accessible (tonnes/yr)
Residue available
Resource base
Residue index - the ratio of residue to primary product
Supply potential
Economic value of residue as an energy source
Economic value of residue in non-e~ergy activities
Average annual weight of fuel used -
Sample mean
Random variable representing farm-community distance

Superscript

(') denotes conventional fuel

Greek symbols

b..C
o

Difference in annual operating cost of conventional and residue-fired stove
b..Cc Difference in annual cost of capital of conventional and residue-fired stove
11 Thennal conversion efficiency
11

r
Ratio of thennal conversion efficiencies of conventional and residue fuels

(f Standard deviation
Jl Mean.
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APPENDIX
Energy Supply Potential from Rice Husk and Rice Straw

Questionnaire on Logistics of Collection

Enumerator Code ..
Respondent Code ~ .
Name of Village/fown .
Estimated Population of the Village/fown .

A. Background

37

1. Type of farm Family .
Co-operative Large commercial .

2. Type of farm upland swamp
3. What is the quantity ofhusked rice produced annually (bushels,75kg bags, tannes,

others) .
4. What is the method of harvesting the rice? mechanical manual
5. What is the method you use for milling the rice? mechanical manual
6. What method do you use for threshing? mechanical manual
7. How many people are in your household? .
8. What type of fuel do you use for cooking? wood charcoal agricultural

residue other (specify) .
9. Do you parboil your husk rice? yes no

If yes,what fuel do you use wood agricultural oilier.
10. Do you buy fuel? yes no

If yes, how much do you pay for the fuel? .
Ifno, how far do you go to fetch fuel? ; and how much time do you spend in
gailiering wood (man hrs/day, man hrs/week)

B. Location of Waste Accumulation Point

1. Are all your straws generated at a single location? yes no
2. Indicate how much of the straw is generated at each of the following locations:

(all, half, quarter) left on farm land .farm house .
at home in the back yard other (specify)

3. Is all the husk generated in a single location yes no
4. Indicate the quantity of husk generated at each of the following locations (all, half, quarter)

.................on the farm off the farm.

C. Distances

1. How far is your farm from the town/village? miles or hours of walk
ing

2. Does your town have a commercial fuel market? yes no
If no, how far is the commercial fuel market? miles

3. If you use mechanical mills for dehusking the rice, how far is the mill from you?
...............miles and how far is it from the nearest commercial fuel market. miles
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4. Is the farm along the motor road'! yes no
5. How do you transport things from the farm to the community?: .

D. Current Uses of the Rice Husk/Straw

1. What do you do now with your husk'! tbrow away use as fuel animal feed
......other (specify)

2. What do you do now with your straw? ......leave it on the
farm land, roof thatching other (specify) .

3. If proper appliances are available, would you like to use rice husk as substitute for wood!
kerosene in cooking? yes no
If no, state reason .

4. If proper appliances are available would you like to use rice straw as fuel in cooking?
..................yes no
If no, state reasons .

5. Would you like to use rice husk or straw as fuel for other operations?
Name the operations .
If no, state reasons.

E. CollectionlLand Use Charges

1. How much work is involved in gathering all the straw into one place? man hours
2. Would you consider the following amounts too small, or acceptable, for gathering all your straw

in a single location?
Le 50/Acre
Le Ioo/Acre
Le I50/Acre
other (specify)

3. What is the typical price for labour from your community which could be used to bring straw
from farm to town? .

4. How much labour is involved in gathering all the husk in one place?
............................man hours.

5. Would you consider the following amounts too small, or acceptable, for gathering all your husk
in a single location?

Le IO/sack
Le 20/sack
Le SO/sack
other (specify)

F. Socio-cultural

1. Is there any reason you would not collect, or touch rice husk?
If yes, specify .

2. Is there any reason you would not collect, or touch rice straw?
If yes, specify .
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3. Do you know of anybody or group of people who will not collect or touch rice husk?.........
4. Is there any reason you would not burn rice husk? If yes, specify ..
5. Is there any reason you would not bum rice straw? If yes, specify .
6. Do you know of any person or group of persons who would not use rice straw? .
7. Do you know of any person or group of persons who would not use rice husk? ..
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Linking Energy Crop Production to Conversion:
The Case of Herbaceous Lignocellulosic Crops to Ethanol1

A.F. Turhollow, J.W. Johnston, and J.H. Cushman
Environmental Sciences Division
Oak Ridge National Laboratory

Oak Ridge, TN, USA

ABSTRACT

Herbaceous energy crops represent an opportunity to supplement fuel supplies and, most
importantly, liquid transportation fuels. While corn grain is currently the bestfeedstockfor ethanol
in the United States, in the long run lignocellulosic crops are a better choice. Lignocellulosic crops
are composedprimarilyofcellulose, hemicellulose, nonstructural carbohydrates, lignin, protein, and
ash. Lignocellulosic crop characteristics, such as whether theyare annual or perennial, summer or
winter, thick or thin stemmed, their degree ofstress tolerance, and their specific chemical composi
tion, are importantfactors affecting theproduction, transportation, and conversion processes used to
produce ethanol.

INTRODUCTION

The current rate of fossil fuel use could result in shortages and/or higher prices ofoil and natural
gas as soon as the 1990s. To mitigate the effects ofliquid and gaseous fuel shortages and/or price rises,
developmentofalternative ways to produce these fuels-would beprudent. Agriculture in the developed
world has the ability to supply more food than is required, and this has resulted in the need for subsidies
to support the fann economy. Many energy products, including ethanol, electricity, steam, heat,
synthetic natural gas, and diesel fuel, can be produced from crops and crop residues. Energy markets
are large and can readily absorb much energy crop production. But energy will only be produced from
agricultural products if itcan be sold at prices competitive with conventional fuels like oil, natural gas,
coal, and electricity and can provide producers of energy crops with adequate returns. In the United
States, the use ofagricultural products for energy is limited to a few special cases. Currently, the only
well-developed biomass energy industry ferments the starch in com (Zea mays) to ethanol. Also, some
residues and wastes, such as sugar cane (Saccharum ojJicinarum) bagasse, are burned to generate
steam and electricity.

Energy crops are a long-term solution to agricultural problems in the United States, with the
potential to diversify agricultural product markets, improve the profitability ofagriculture, and reduce
soil erosion. Using crops for energy is possible with existing technology, but few uses are economi
cally feasible today. Crops, cropping systems, and the technologies for turning agricultural commodi
ties into energy all require further .development to improve their competitiveness with fossil fuels.

1 Research sponsored by the Biofuels and Municipal Waste Technology Division, U.S. Department of Energy, under contract
DE-AC05-840R21400 with Martin Marietta Energy System, Inc. Publication No. 3127, Environmental Sciences Division,
ORNL
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The United States Department of Energy has recognized this and is funding research on producing
energy crops and on converting them to energy [1-4].

The choice of crop type (i.e. sugar, grain, forage, oilseed, hydrocarbon) to grow for energy
depends upon many factors, including the/choice ofavailable technologies for converting the crop into
energy and the type ofenergy desired. Over 60% ofthe use ofpetroleum products in the United States
is accounted for by transportation. Substitutes are not readily available for these transportation fuels;
thus, the transportation sector is greatly affected by supply disruptions or oil price changes. Because
of these factors, plus the fact that liquid fuels are relatively expensive fuels, the conversion ofenergy
crops to a liquid fuel, ethanol, will be the focus of this paper.

BACKGROUND

Crops are composed primarily ofcarbohydrates, lignin, protein, ash (inorganics), and vegetable
oil. Carbohydratescan be divided intononstructural (i.e., contained within thecell) -- sugarand starch
-- and structural (Le., part of the cell wall) -- cellulose and hemicellulose. Starch is a polymer of six
carbon sugars which is easily broken down (hydrolyzed) into the simple six-carbon sugar glucose.
Cellulose is also a polymer of the six-carbon sugar glucose but is more difficult than starch to
hydrolyze. Hemicellulose is a polymer of mostly five- but also some six-carbon sugars and is easier
than cellulose but harder than starch to hydrolyze. For energy purposes the carbohydrates, lignin, and
vegetable oil are ofprimary interest In the ethanol production process, it is the carbohydrates that are
converted into ethanol.

In the United States, the best crop to use as an ethanol feedstock is currently com. Com and other
grains are primarily starch. Using available commercial conversion technology, about 3871/mg of
ethanol can be obtained from com (or about 2.3 kg of dry matter per litre of ethanol), and with an
improvement in technology to allow the hemicellulosic portion also to be converted efficiently to
ethanol, close to 4471/mg ofethanol can be obtained from com (or about 2.0 kg or dry matter per litre
ofethanol). Even during the early 1980s when energy prices were much higher than at present, ethanol
from com was economically viable only with government subsidies. There are opportunities to reduce
the costs of water removal during the conversion process, but given the relatively high cost ofcom as
an ethanol feedstock, only a marginal decrease in the cost of producing ethanol from com is possible.

In the longer run, forage-type crops, specifically grasses, appear to be better choices than grains
for ethanol production. These crops are referred to in this paper as lignocellulosic crops, because they
are made up primarily of cellulose, hemicellulose, and lignin.The focus is on grasses because they
appear to be a better choice than legumes as an energy crop because of their higher yield potential and
higher carbohydrate fraction. The advantage of lignocellulosic crops over grains such as com lies in
their relatively low delivered cost (production plus transportation), estimated to be US$33 to US$44
perdry megagram in the year2000, to aconversion facility [1]. The deliveredcostofcom is in the range
US$65 to US$110 per dry megagram, although the lower end of this range represents the currently
depressed price for com, which is low by historical standards. Although lignocellulosic crops have a
significant cost advantage on a per unit mass basis over grain crops, the conversion technology to take
advantage of this price differential (Le., to convert the cellulosic and hemicellulosic components
efficiently into ethanol) is still being developed. There are, however, many considerations that must
be taken into account to effectively integrate the energy crop production-transportation-conversion
system and allow for competitively priced ethanol from lignocellulosic crops.
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A number of characteristics of lignocellulosic crops are important for the production, transpor
tation, and conversion processes and, ultimately, to the production of a competitively priced fuel.
Species may be annual or perennial, summer or winter, thick or thin stemmed, have varying chemical
composition, and have varying tolerances to wetness or drought

Land and climatic characteristics have a large impact on the choice of appropriate species. For
large-scale production of energy crops, large farmland areas with adequate rainfall are required.

Much farmable land is characterized by potential erosion problems from either water or wind.
Depending upon the severity of the problem, it may not be feasible to till some land annually. On this
type of land it is desirable to grow perennial crops because they protect the soil from erosion. Also,
perennial crops are more suitable than annual crops for land characterized by wetness because they
have fewer machinery needs, a result of infrequent establishment and low weed control.

There are two basic harvesting-handling systems for lignocellulosic crops: high moisture (e.g.,
silage, 40-80% moisture content) and low moisture (e.g., hay, 10-20% moisture content). A potential
advantage of the low-moisture system is its low transportation cost relative to the high-moisture
system [to move 1 kg of dry matter at 10% moisture (or 1.11 kg on a wet basis) versus 1 kg of dry
matterat 70% moisture (or3.33 kg on awetbasis) requires that only one-third as much matterbe moved
for the same amount ofusable energy]. Thin-stemmed species [e.g., switchgrass (Panieum virgatum) ,
bennudagrass (Cynodon daetylon) , reed canarygrass (Phalaris arundinaeea), weeping lovegrass
(Eragrostis eurvula)] are amenable to field drying to a low moisture content and are currently
harvested as hay in conventional forage systems. In regions with high labour costs, large, round bales
appear to be the best low-moisture system because of their low labour requirements and ability to be
stored outside, although there may be an advantage in providing some type of inexpensive cover for
the bales, such as plastic, to reduce storage losses. During harvest and storage it is primarily the
nonstructural carbohydrates that are lost. The cellulose and hemicellulose are unaffected during
drying. Leaf shatter can be a major source of dry matter loss during harvesting. Because leaves are
relatively high in nonstructural carbohydrates, losses of nonstructural carbohydrates are greater than
those of cellulose and hemicellulose during harvesting [5].

Thick-stemmed species [e.g., sweet sorghum and forage sorghum (Sorghwn bieolor), sorghum
x sudangrass (S. bieolor x S. sudanensis), napier grass (Pennisetum purpureum), kale (Brassiea
oleraeial)] may require a high-moisture system because they are difficult to field dry to a low moisture
content, and artificial drying is too expensive for a low-cost bulk commodity such as biomass energy.
If ensilage is used, low-cost ensiling methods such as trench, bunker, or stack silos must be used.
However, storage losses can be high for these methods, from 18 to 34% for six months ofstorage [6].
During the ensiling process, the ensiled material undergoes changes. In the fennentation stage of
ensiling, nonstructural carbohydrates are fennented and some hemicellulose, 10 to 55%, is hydrolyzed
providing mainly five carbon sugars which are then fennented. Fermentation in ensiling produces
mainly lactic and acetic acid. Cellulose is relatively unaffected by the ensiling process. The acid
produced by fennentation lowers the pH until finally the pH is low enough for bacterial action to stop
and a stable storage environment is provided. The buffering action of the protein in lignocellulosic
crops resists the lowering ofpH. However, lignocellulosic energy crops would not be high in protein.
A low nonstructural carbohydrate content may mean that insufficient sugars are available for
fennentation and thus there may be problems creating a stable storage environment [5]. Based on our
interpretation ofthe information presented in references [5,7,8] and the need for low-cost bulk storage,
a crop is best stored with a cover in a trench, bunker, or stack silo and at about 70% moisture. Data
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presented in ref. [8] indicate that dry matter losses will be 13% for covered trench, bunker, or stack
silo. Some carbohydrates will be lost to lactic and acetic acids, but the addition of acids to lower the
pH, instead of allowing fermentation to produce acids to lower the pH, would reduce this loss.

Coble and Egg [9] discuss the ensilage of sorghum for the production of methane by anaerobic
digestion. They indicate that ensilage can also be used for ethanol production if enzymes or yeasts are
added. The added yeasts and enzymes allow the sugars that are converted into lactic and acetic acids
under normal ensilage conditions to be converted into ethanol instead.

A possible alternative to ensilage for thick-stemmed species would be to (1) use a crushing or
crimping device to speed drying and reduce moisture to a low enough level, or (2) allow the crop to
dry on the stalk and then be harvested so that the crop may be baled and stored as large, round bales
of hay.

If there are economies of scale in biomass conversion facilities, low-moisture harvest-handling
systems, because of their lower transportation costs, can be used to better exploit these economies of
scale. This advantage, though, may be somewhat offset by the higher yields that have been found in
currently ongoing research with some of the thick-stemmed species. in particular sweet sorghum,
although some of the thin-stemmed perennial species have not had the opportunity take advantage of
well-established stands [1].

Most lignocellulosic crops are grown during the summer and harvested in late summer or early
fall. However, a conversion facility needs to run year-round to be most economical. Year-round
operation makes growing winter crops on a double-crop basis or growing cool-season perennial
grasses for harvest during the spring attractive options.

Growing both winter and summer crops has several advantages. By growing winter crops, the
time during the year in which fresh supplies are available for conversion is lengthened, and storage
requirements are reduced. If a winter crop can be double cropped with a summer crop (this largely
depends on a long enough growing season and the availability ofadequate moisture). the winter cover
produced will reduce soil erosion and improve the economics of energy crop production by utilizing
factors ofproduction that would otherwisebe-llI!used during the winter (e.g., land, machinery). Winter
cropping also allows a greater quantity of biomass to be supplied within a fixed distance from a
conversion facility. thus reducing average transportation costs.

For perennial crops, harvesting and fertilizer are two of the largest costs. while for annual crops,
planting costs, in addition to harvesting and fertilizer, are important In regions where land rents are
relatively high, land cost can be a significant fraction of total costs. Research with some species, such
as bermudagrass [10] and sorghum x sudangrass [11,12], indicates that substantial yield gains can be
achieved if the grass is cut less frequently than one would for optimal forage production. One cut of
sorghum x sudangrass gave 30% and 150% yield advantages in Virginia [11] and in Ohio [12]
respectively, over two cuts of sorghum in a year (Fig. 1). In other regions. differences in growing
season length may lead to higher yields with two cuts instead of one cut. Less frequent harvesting
results in lower nutrient concentrations (e.g., nitrogen, phosphorus, potassium); therefore, less
replacement fertilizer is required for each tonne of crop harvested. Less frequent harvesting also
results in lower per tonne labour and machinery requirements. Without feed-quality constraints.
harvest scheduling for energy crops can be more flexible than for forages for livestock feed, making
it easier to avoid scheduling problems related to weather, labour, and machinery. It may also be
possible to use a piece of harvest machinery on more hectares by spreading out harvesting over time,
thus increasing machinery utilization. There are, however. limits to how infrequently a crop should be
harvested. At some point, plants stop accumulating dry malter and shift dry matter from leaves and
stems to seeds. Forenergy cropproduction, it is more advantageous to continue to accumulate biomass,
in particular carbohydrates, than to have the shift in dry matter occur.
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Fig. 1. One cut yields more than two cuts per year of sorghum x sudangrass.

COMPOSITION OF LIGNOCELLULOSIC CROPS

The objectives ofgrowing forage crops for energy as opposed to livestock feed are different. The
carbohydrate fraction is of primary interest when the intended use is conversion to ethanol. Residual
lignin can be (1) burned to provide energy for the conversion process, (2) burned and used to generate
electricity, (3) converted to chemicals, or (4) with advances in research, possibly made into a useful
liquid fuel. High protein, mineral, and vitamin content, which are important for livestock feed, are not
needed for energy purposes, and, in fact, minimizing their value as energy is even less than that for
livestock feed. Crops produced for energy must be managed differently from those produced for
livestock feed, even if the same species is used for both purposes.

The chemical composition of the energy crop being processed at a conversion facility can have
a great impact on the economics of the conversion process. While gains can be made in reducing the
costofproducing energy crops, italso seems possible (as has been done with forage crops for livestock
feed [13,14]) to optimize the composition of the energy crop for a particular conversion process. This
is one ofthe paths upon which research has focused in the production of methane gas from napier grass
and sorghum in Florida and Texas [15].

A diagram of one possible configuration of an ethanol facility is shown in Fig. 2. This
configuration is adapted from Fig. 5 in ref. [16]. Aftera discussion with the authorofref. [16] the figure
was modified so that cellulose hydrolysis and fermentation are combined [simultaneous saccharifica
tion and fermentation (SSF)], and the output of the xylose fermentation step is combined with the
cellulose stream before the SSF step, not the distillation step, and thus reflects a more efficient ethanol
plant configuration. The delivered feedstock is reduced in size and is then subjected to pretreatment
(sometimes called prehydrolysis) in which the lignin-hemicellulose structure is broken down, the
lignin is separated, and the hemicellulose and nonstructural carbohydrates are hydrolyzed (i.e., the
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Fig.2. The conversion of a grass feedstock into ethanol (adapted from Fig. 5, ref. [15]).

polymers of sugars broken down). The xylose in the hemicellulose/nonstructural carbohydrate
fraction is fennented to ethanol, and the ethanol from the xylose and the residual, containing some
glucose, sucrose, fructose, and other carbohydrates, is fed into the SSF stage. The cellulose that
remains after the pretreatment stage is enzymatically hydrolyzed in the SSF stage to yield glucose. The
glucose from the hemicellulose/nonstructural carbohydrate stream and from the cellulose is fermented
simultaneously as the cellulose is being hydrolyzed. The ethanol is distilled off, and a residual
consisting of nonferm{'nted carbohydrates, other organic material, ash, and protein remains. This
residual can be subjccted to anaerobic digestion to clean up the organic maUer, turning it into methane
gas.

The chemical composition data presented in the text that follows come from research on energy
cropping being conducted at Purdue University [17]. The data presented are for grasses, which have
a quite different chemical composition than legumes. Average composition data for sweet sorghum,
which is high in nonstructural carbohydrates (both sugar and starch), and switchgrass, which is low
in nonstructural carbohydrates, are presented in Fig. 3. Currently available fermentation technology
works well fornonstructural carbohydrates, butthesemake up less than 25% ofgrasses (on a dry matter
basis) and are more typically less than 10%. To make usc ofthe cellulose and hemicellulose, they must
be hydrolyzed, either with acids or enzymes, prior to fermentation to ethanol. Cellulose can also be
fermented with present commercial technology, but the hydrolysis of cellulose is not as efficient as
for nonstructural carbohydrates. Cellulose makes up from 24 to 36% ofgrasses. The five-carbon sugar
xylose in the hemicellulose can be fermented, although not as efficiently as glucose, but efficiency can
be expected to increase as research continues [18]. Hemicellulose makes up between 20 and 34% of
grasses, and in some cases hemicellulose is more abundant than cellulose.

Lignin makes up between 5 and 10% of grasses. Although it impedes the conversion process,
lignin might prove to be a source of chemicals or liquid fuel. At present, in the ethanol production
process, lignin appears best suited for combustion for heat or electricity production. Inorganics
constitute about 10% of the dry matter ofgrasses, and, while small quantities may be userul for ethanol
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Fig. 3. The approximate composition of sweet sorghum (Sorghum bicolor) and switchgrass (Panicum virgatum).

production, they are not useful as ethanol feedstocks, and their accumulation in lignocellulose is best
minimized. Some inorganics, such as calcium (ifacid is used for hydrolysis), can inhibit the hydrolysis
process. Inorganics are best returned to the ground where they can be utilized as nutrients for plant
growth. Proteins are nitrogen compounds. In case ofenergy crops, as opposed to forage crops, protein
accumulation should be minimized. Protein can be more than 20% offorage crops [19] but can be kept
to less than 5% in mature grasses. Minimizing protein accumulation leads to better nitrogen fertilizer
utilization, and nitrogen fertilizers are a major cost of crop production. Infrequent harvest helps
minimize protein accumulation. Vegetable oil, at 2%, is only a minor component of lignocellulosic
crops.

The outputs and energy flows of the ethanol conversion process depend upon the composition
of the feedstock, the configuration of the conversion process, and the technology incorporated into the
conversion process. Both energy crops and conversion technologies are still under development, and
it is beyond the scope of this paper to propose an optimal combination of feedstock and conversion
system or to discuss material and energy flows in detail for any given configuration. As an example,
however, assume that switehgrass is the feedstock. This. switehgrass has the composition indicated in
Fig. 3, and the hemicellulose is 69% xylose and 13% glucose. Nonstructural carbohydrates are lost
quickly once plant material is harvested. so assume that 50% ofthe nonstructural carbohydrates shown
in Fig. 3 never reach the conversion system. Further assumptions for the conversion process, based on
research results, include a dilute acid pretreatment that hydrolyzes 85% ofthe hemicellulose and 100%
of the remaining nonstructural carbohydrates; an enzymatic hydrolysis process that hydrolyzes 90%
of the cellulose during the SSF stage; xylose fermentation at 70% efficiency; glucose fermentation at
90% efficiency; 99.5% recovery of the ethanol by distillation; and burning of the lignin and
unfermented carbohydrates to provide process energy. Energy in excess of process needs is used to
generate electricity. Under these assumptions, all process energy needs are met and 310 litres of
ethanol and 165 kWh ofelectricity are produced per Mg of dry feedstock. The process outputs could
be changed by changes in either the feedstock composition or in the parameters of the conversion
process. Over time, improvements in conversion efficiency as well as feedstock composition can be
expected.

For ethanol production, the carbohydrate fraction of lignocellulose is of primary interest. For
lig'nocellulosic fuel crops to be economic, all the carbohydrates -- cellulose, hemicellulose, and non
structural carbohydrates -- must be converted into fuel. From the above discussion, the generalization
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can be made that more carbohydrates and less of the other components are desirable. Within
hemicellulose it would be best, from a conversion point of view, to minimize the number of sugars.
From a systems point of view, it is unclear whether it is better to have more nonstructural
carbohydrates, cellulose, or hemicellulose. What is optimal for ethanol production may not be optimal
for otherconversionprocesses. When contemplating the optimal feedstock composition, one must also
consider how changes in composition affect crop production (e.g., yield effects, overwintering ability
of perennials, lodging, and storage).

CONCLUSIONS

Energy crops represent an opportunity to diversify the energy resources of the United States and
to provide insurance against the interruption of imported energy supplies. Energy crops also provide
an alternative market for the output of the agricultural sector which can help provide for its long-term
economic viability. Through the use ofperennial and double crops, an opportunity also exists to reduce
soil erosion significantly.

If lignocellulosic crops are to be used for energy, they must be produced at low cost, and the
conversion process must be able to convert as much of the crop to energy as is feasible. Given these
constraints, the use of inputs to the crop production process, in particular fertilizers and machinery,
must be optimized while at the same time high yields must be achieved. The chemical composition of
the crop and the conversion process must be optimized for each other. Harvest frequency should be
minimized, from one to three times per year, depending upon a particular species' physiology, to allow
low harvest costs, high yields, maximum accumulation of carbohydrates, and minimal accumulation
ofprotein and ash. Minimal accumulation ofprotein and ash reduces the amount of fertilizers required
and also reduces contaminants in the conversion process. Specific tailoring of a crop, through
breeding, to a specific conversion process will allow for the most efficient conversion of the crop. No
one species will bebest because ofvariances in wowing conditions as well as the need to provide year
round supplies of crops to a conversion facility. Much progress has been made in improving forages
produced for livestock feed and in the livestock converting the forages into meat and dairy products.
It should be possible to duplicate this success in the effort to produce competitively priced energy
products from forage lignocellulosic crops.
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ABSTRACT

51

Four empirical correlations. proposed by three different authors./or estimating monthly mean
daily global solar radiation on a horizontal surface are tested for their applicability to Indian
locations. The models compared are those developed by Glover and McCulloch (1958). Rietveld
(1978). and Gopinathan (1987.1988). The comparison is made by estimating the monthly mean daily
global radiation/or six widely spread stations in India. The estimated values ofglobal radiation are
then plotted together with the measured data and the errors in the estimated values are evaluated. A
comparative studyofthe/our models establishes that the methodproposedby Gopinathan. connecting
the regression constants of Angstrom correlation with latitude and sunshine duration. is the most
accurate and is recommendedfor Indian locations. The estimated valuesfrom this model are accurate
to about five per cent. whereas the errorsfrom the other models can be as large as 15-20 per cent
during some of the montlzs./or some locations.

INTRODUCTION

An accurate knowledge of the irradiation incident on a horizontal surface, in a given location, is
important for any solar energy application. Many locations in most of the developing countries receive
appreciable amounts of irradiation; however, it is in these areas where the measurements of solar
radiation are least common. The inhibiting circumstances arc the high costof the necessary equipment
and the shortage of expert care which they require. For locations where no measured data..on solar
radiation are available, the common approach has been to estimate solar radiation from other measured
meteorological parameters such as sunshine duration, rainfall, air temperature, relative humidity and
cloud cover.

The most important radiation parameter, which is often needed for solar energy applications, is
the long-term average daily global radiation on horizontal surface. The first correlation proposed for
estimating the monthly average daily global radiation is due to Angstrom1 connecting global radiation
with sunshine duration. The relationship between sunshine duration and total radiation was later
examined by numerous researchers.l -4 Several workers2-4 have also demonstrated that the sunshine
total radiation relationship can be based on the extraterrestrial radiation in the form

Q/Q. =a +b (n/N) (1)

where Q
t
is the monthly mean daily total radiation on a horizontal surface, Q. is the monthly mean

extraterrestrial radiation, n is the monthly average daily sunshine duration and N is the day length in
hours; a and b are regression coefficients. Though a number of other correlations which include more

PREVIOUS PAGE BLANK



52 RERIC International Energy Journal: Vol. 10, No.2, December 1988

parameters have been developed by different workers,s,6 the Angstrom type correlation has been
found to be the most convenient. The difficulty in employing the Angstrom correlation is, however,
in determining the values of the regression coefficients for a given location; coefficients a and b are
found to vary not only for different parts of the world but even for nearby locations having similar
geographical and climatological conditions. Several methods exist for computing a and b from
various parameters like latitude, elevation, sunshine duration, etc. Some of these models are claimed
to have universal applicability.

Though solar radiation is measured at many places in India, due to the varying climatic and
geographic conditions of the country, their distribution is not sufficient enough to give an accurate
network of measured data. Solar radiation and other meteorological parameters show large variations
in different parts of India. This is well demonstrated by the measured data on solar radiation
reported7,8 for various locations. One can, for example, compare the measured monthly mean daily
global radiation for a particular month, say January, for various locations. Srinagar, for example, has
the lowest monthly mean daily global radiation of 7.3 MJ m-2for January,whereas Delhi registers a
total radiation of 15.1 MJ m-2 day-1 for the same month. Bombay, on the west coast, has a radiation of
19.2 MJ m-2 day-l while Madras, on the east coast, records 21.3 MJ m-2 day-I, for the same month. The
variation in solar radiation even for nearby locations like Delhi and Agra are considerable. Delhi
receives average radiation of 15.1 MJm-2 day-I in January whereas Agra records 13.4 MJ m-2 dayl for
the same month. During July, global radiation values for the two stations are 25.5 MJ m-2 day-I
and 20.5MJ m-2 day-I respectively. Because of this climatic diversity, the radiation data need to be
recorded independently, even for nearby locations. However, it is virtually impossible to set up so
many radiation measuring stations and one has to depend on theoretical models for estimation
purposes. Empirical correlations involving sunshine duration, appear to be the most useful, as this
measurement exists for many stations in the country.

Attempts have already been madeby various investigators to compute monthly mean daily global
radiation on horizontal surfaces from various meteorological parameters, for locations in India.
Reddy9 proposed an empirical method for cOIT!.puting daily total solar radiation using sunshine hours,
humidity and rainfall data. He tested the equation for only two locations, Poona and Trivandrum. His
equation gave large errors when tested for other locations.1o Mani and Chacko11 plotted radiation
maps with the results ofsolar radiation measurements made for a network of 13 stations in India. Mani
and Rangarajanl2 discussed the computation of solar radiation from other meteorological parameters
and presented results of the computation of monthly mean values of daily global radiation for 121
stations in India using the model proposed by Hay.13 In his model, Hay took into account the effect
of multiple reflections between the earth's surface and the atmosphere and his correlation incorporates
the monthly average ground albedo, cloudless sky albedo and cloud albedo and the modified day
length. Mani and Rangarajanl2 used the cloudless sky albedo and cloud albedo values assigned by
Hay to Canadian locations and assumed the ground albedo to be 0.2. These may affect the accuracy
of the estimated data and, as measured albedo values are not available for most of the locations, this
correlation is not easy to employ. Gopinathanl4,lS recently developed two models for estimating
monthly average daily global solar radiation. In one of the models, the regression coefficients a and
b are estimated from the elevation of the location; in the other, a and b values are computed from
latitude·and per cent possible sunshine duration.

The purpose of the present study is to test the applicability of some empirical correlations for
estimating global solar radiation for Indian locations. Four models suggested by Rietveld,16 Glover and
McCulloch,4 and Gopinathan14,lS are selected for comparison. A comparative study of the four
models is carried out to select the most suitable method for Indian locations. The models by Rietveld,
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and Glover and McCulloch are considered to have universal applicability. The present work will also
help to test the applicability of these two models to Indian conditions.

GLOBAL RADIATION CORRELATIONS

The following four models are used in the presentanalysis. All the four models are simple andeasy
to employ.

Method 1: Rietveld16 after examining several published values of the regression coefficients has
suggested the following relationships for expressing a and b in tenns of the per cent possible
sunshine, nlN

a = 0.10 + 0.24 (DIN)

b = 0.38 + 0.08 (NID)

(2)

(3)

Method 2: From a study of the results for six locations in India, Gopinathan14 has recommended
the following quadratic relationship connecting a and b with the elevation (h) of the location above
sea level, in kilometres.

a = 0.458 - 0.213 h + 0.219 h2

b = 0.288 + 0.229 h - 0.236 h2

(4)

(5)

Method 3: Gopinathan15 has attempted to improve the accuracy of the estimated regression
constants by combining the effectof latitude and sunshine duration together in a single equation. After
analyzing the measured global radiation data published for 19 locations7 he has established
correlations for estimating the regression coefficients_a and b of the Angstrom type correlation. By
using the least squares method, he first obtained the regression coefficients a and b for each of the 19
stations, from measured values ofglobal radiation and sunshine duration. These a and b values, along
with the per cent possible sunshine and latitude of the locations, were then used in a multiple linear
regression analysis to find the dependence of a and b on n/N and A.. However, none of the six
locations discussed in this paper were included in the analysis to develop the equations.

Correlations of the following form were obtained to express coefficients a and b of the
Angstrom type correlations

a = - 0.110 + 0.235 cos A. + 0.323 (DIN)

b = 1.449 - 0.533 cos A. - 0.694 (DiN)

(6)

(7)

Gopinathan was able to improve the accuracy ofthe estimated regression constants by combining
the effect of latitude and sunshine duration together. In tests of the applicability of the method, by
calculating global radiation for five locations spread all around India, the model was found to be very
accurate.

The calculated value of a and b from the above three methods can be substituted in Eq. (1) to
estimate monthly mean daily global radiation on a horizontal surface.

Method 4: Glover and McCulloch4 have modified the Angstrom type correlation by adding the



54 RERIC International Energy Journal: Vol. 10, No.2, December 1988

latitude effect and have 'proposed the following equation,

Q/Qa = 0.29 cos A+ 0.52 (nlN); A< 60° (8)

(9)

(10)

Qa and N values needed for the study were calculated from the following equations,

Qa =(24) Qp Eo sin A sin 3 [(~) Ws- tan Ws]x 180

where Q
p

is the solar constant, Eo is the eccentricity correction factor, A is the latitude of site, 3 is the
solar declination and Ws is the sunshine hour angle.

N =~ cos·! (- tan Atan 0)
15

The magnitude of the errors in the estimated value of global radiation are calculated from

percentage error = IQtM - QtEI X 100 (11)
QtM

where QtE and QtM were the estimated and measured total solar radiation. The twelve month average
of the percentage errors for each location is shown as the mean percentage error (MPE).

RESULTS AND DISCUSSION

The stations selected for the study were Bombay, Bangalore, Jodhpur, Nagpur, Poona and
Srinagar. Measured data on global radiation and sunshine duration for these locations were made
available from the distribution of solar radiation reported in the literature.7

,8 The above six locations
arc spread all around India and have different geographical and climatological conditions. For
example, Bangalore is in the southern part ofthe country whereas Srinagar and Nagpur are in the
northern and central part ofIndia respectively. Bombay is on the coast and Poona, Bangalore, etc. are
in the interior of the country. Such locations are selected, so that the method recommended from the
present study should be well acceptable for locations in all parts of the country.

Geographical parameters like elevation and latitude for the six stations, along with the average
per cent possible sunshine duration (ii/N) are presented in Table 1. The a and b values calculated from
methods 1,2 and 3 are also given in the same table. Global radiation is directly estimated in method
4, without obtaining the a and b constants. The estimated global radiation from all the four methods
are compared with the available measured data7,8 fOf these locations. The error in the calculated global
radiation is evaluated from Eq. (11) and the mean percentage error (MPE) from all the four methods
is shown in Table 1. The estimated global radiation from the four methods, together with the measured
data, are shown in Figs. 1-6. The global radiation values presented in the figures are in MJ m-2 day-I.

The following featufes emerge from a study of the results presented in Table 1 and the Figs.
1-6.

Figure 1 shows the monthly average daily global radiation for Bombay. This station is on the coast
at a latitude of 18.93°Nand elevation of 14 m. There is a remarkable agreement between the measured
radiation and the estimated data from method 3. The mean percentage error from method 3, for this
location, is only 2.2 per cent. The percentage error from this method never exceeds five per cent during
any month of the year for Bombay. However, the error in the estimated values from the other three
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Table 1. Latitude, elevation, regression coetTicients and the mean percentage errors
~

Oci
for the six locations in India. '<

~

l
Elevation Latitude Method 1 Method 2 Method 3 Method 4 ~

Station km degrees iVN :--....
a b a+b MPE a b a+b MPE a b a+b MPE MPE ~

~
Bombay 0.014 18.93 0.62 0.249 0.509 0.758 9.7 0.455 0.291 0.746 7.9 0.313 0.515 0.828 2.2 4.5 _N

b
~
(")

Bangalore 0.897 12.97 0.58 0.239 0.518 0.757 12.6 0.443 0.303 0.746 7.5 0.306 0.527 0.833 1.7 5.3 ~
~...

Jodhpur 0.224 26.30 0.75 0.280 0.487, 0.767 8.3 0.421 0.327 0.748 5.4 0.343 0.451 0.804 3.0 7.3
....
10
00
00

Nagpur 0.310 21.15 0.64 0.254 0.505 0.759 9.0 0.413 0.336 0.749 6.0 0.316 0.508 0.824 1.8 4.8

Poona 0.559 18.53 0.67 0.261 0.499 0.760 8.1 0.407 0.342 0.749 5.8 0.329 0.479 0.808 3.1 5.2

Srinagar 1.593 34.08 0.50 0.220 0.540 0.760 11.2 0.674 0.054 0.728 31.7 0.246 0.661 0.907 6.2 9.2
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Fig. 1. Measured and calculated global radiation on a horizontal surface for Bombay in MJ m oz dayl.

methods are high as compared to the results from method 3. The difference between measured data
and those estimatedfrom methods 1,2and 4, is large, especially during the months ofJune-September.
Results from method 2 are higher than the measured values and those from methods 1and4 are lower.
Between methods 1 and 4, method 4 found to be the more accurate. The mean percentage errors for
Bombay from the four methods are 9.7, 7.9, 2.2 and 4.5 respectively.

Figure 2gives the monthly mean daily global radiation for Bangalore. This station is in the interior
of the country at a latitude of 12.97°N and altitude of 897m. Again, the measured and the estimated
radiation from method 3 agree very well during all the months of the year. Estimated global radiation
from method 2is again higher than the measured values whereas methods 1and4 give lowerestimates.
The differences between measured and estimated values are large, especially during the months of
July-November. The MPE values from the four models are 12.6, 7.5, 1.7, and 5.3 respectively.
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Fig. 2. Measured and calculated global radiation on a horizontal surface for Bangalore in MJ m 4 dayl.
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Figure 3 presents the monthly variation of global radiation for Jodhpur. Once again there is an
excellent agreement between measured radiation values and those estimated from method 3. The
deviation of the estimated data from the other three methods is as large as observed for Bornbay and
Bangalore. The MPE values from the four methods are 8.3, 5.4, 3.0 and 7.3 respectively.

-~ MEASURED
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16
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Fig. 3. Measured and calculated global radiation on a horizontal surface for Jodhpur in MJ m-a day'.

Figures 4-6 compare the estimated and measured total radiation values for Nagpur, Poona, and
Srinagar, respectively. The results presented in these figures together with the MPE values reported
in the table, support the observations made earlier. Method 3 gives the most accurate estimation of
global radiation for all these locations. The percentage error from this method never exceeds five per
cent during any month of the year for any location. However, the MPE from other methods can be as
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Fig. 4. Measured and calculated global radiation on a horizontal surface for Nagpur in MJ moz day'.
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aND

Fig. 5. Measured and calculated global radiation on a horizontal surface for Poona in MJ m·2 dayl.
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Fig. 6. Measured and calculated global radiation on a horizontal surface for Srinagar in MJ m-2 dayl.

high as 15-20 percent during some of the months. This is observed more with the results from method
1. However,. the average error from all the four methods is below 10 per cent. Among the methods 1,
2 and 4, method 4 shows better agreement with the experimental data and method 2 comes next. The
errors in thecalculated values from method 1arequite high inmanycases and the method is not suitable
for Indian locations.
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The success of method 3 over others can be attributed to the following reasons: Methods 1 and
4, though claimed to have universal applicability, are not developed for Indian conditions. They are
developed from data elsewhere and their accuracy cannot be expected to be very high under Indian
conditions. Furthermore, method 1 has only one variable, the sunshine duration, in the estimation
correlation. Method 2, though developed from Indian data again calculates a and b from only one
parameter, the elevation of the station. Further, method 2 was obtained from the data of 19 widely
spread locations in India. It has been observed17

-19 that the accuracy of the estimated a and b values
and solar radiation in general, can be improved by incorporating more variables in the estimation
correlations. Method 3 employs two variables, namely nlN and A. in the estimation correlation, and
these together have helped to improve the accuracy ofthe estimated data. Method 4 with two variables,
is less accurate as it was not developed for Indian conditions.

CONCLUSIONS

Ofthe four methods compared to test their applicability to Indian locations, the method proposed
by Gopinathan connecting the regression coefficients with latitude and sunshine duration is found to
be the most accurate one; coefficients a and b calculated from the equations are:

a = - 0.110 + 0.235 cos A. + 0.323 (fi1N)

b = 1.449 - 0.553 cos A. - 0.694 (fi/N)

when substituted in

Q/Qa = a + b (nlN)

are capable of estimating monthly mean daily globafradiation on a horizontal surface to an accuracy
of five per cent. This procedure is applicable to any location in India and is recommended for solar
energy applications in the country.
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ABSTRACT

61

This paper presents a theoretical investigation ofthe predictedperformance ofa straight bladed
Darrieus wind turbine with high chord radius ratio and blade pitching. For a high coord radius ratio
turbine the flow on the turbine blade airfoil appears to be curvilinear in nature. An extension of the
multiple streamtube theory is made by introducing the effect of the curved nature offlow occurring
on the turbine blade.

INTRODUCTION

In order to predict the performance of a Darrieus wind turbine, the instantaneous local relative
flow velocity and the local angle of attack are chosen as the values seen at infinity for an observer
located at an arbitrary position on the blade. The velocity at infinity is assumed to be the vector sum
of the free stream velocity and the tangential velocity at the blade supporting point. This assumption
is valid only for a small chord radius ratio Darrieus turbine. For a high chord radius ratio turbine, the
local angle of attack varies along the chord of turbine blade making the flow curvilinear in nature, as
a result the angle of incidence is not constant along the chordwise direction. In the present analysis,
a correction angle is introduced to take into account the curvilinear nature of flow. The local angle of
attack obtained at the blade supporting point with the conventional method is modified by adding the
correction angle. Lift drag characteristics are chosen corresponding to the modified angle of attack.

The calculated values incorporating the flow curvature effect are compared with those without
flow curvature. Blade pitching is incorporated into the analysis. Due to the lack ofexperimental data
with blade pitching the calculated results could not be correlated. However, it is expected that it would
give a reasonable correlation.

The effect of the zero-lift-drag coefficient of a turbine is taken into account in the calculation
[1]. Aspect ratio effect on the lift drag characteristics is also incorporated into the calculation [2].
Airfoil characteristics for NACA 0012 and NACA 0015 are considered in accordance with references
[3],[4],[5] and [6].

DEVELOPMENT OF AERODYNAMIC THEORY

For a high chord radius ratio Darrieus turbine, the direction of relative flow velocity is varied
along the chord as shown in Fig. 1, which results in the variation oflocal angle ofattack along the chord
and the flow becoming curvilinear in nature.

Flow curvature effect, which is presented in reference [1], is added with the multiple streamtube
model [7] including real lift drag characteristics, and the effect of blade pitching is incorporated into
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Fig. 1. Typical variation of relative flow velocity direction for a high chord radius ratio Darrieus turbine.

the model.
Since for the multiple streamtube model the induced velocity V. =Vau =Vad , it follows that the

relative flow velocity for no flow curvature effect Wo =WOIl =Wod and the angle Bo = Bou = Bod· Wo

and Bo may be expressed as,

Wo Rc.o Va 2. 2
-= [(-/-) + case] + SIn e
Va Voc V-~Oc

~o = tan -1 [ sin e ]
Rc.o Va
(-/-) + cose
VDC VDC

Lift coefficient C
1

is obtained from [l],

C1 = 21t k sin a

(1)

(2)

(3)

Corresponding to the angle of attack a , the lift coefficient C1 is taken from the airfoil data and
the parameter k is calculated. The parameter k is included to consider the real lift characteristics. For
an inviscid and incompressible fluid, the equivalent force on the blade airfoil in the upstream side may
be written in the form (Fig. 2),

Where the equivalent relative flow velocity in the upstream side is,

~ ~ ~

WUeq = W ou + liWu

(4)

(5)
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Fig. 2. Velocity diagram on the blade airfoil with pitching in an equivalent flow condition due to flow curvature.
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/).Wu is the velocity which makes a relationship between WU
e

and Wou' beiEg one of the members
in the vector triangle for the upstream side (Fig. 2). Introducing the value ofWU in the Eq. (4), oneeq
may obtain,

(6)

Since in the analysis it is assumed that W U == Wou (ref. [1]) and the incidence correction angle
(Xcu is very small, asa result /).Wu is negligible 1~comparison to Wou ' So, in the above Eq. (6). the
second term containing /).Wu can be assumed to be negligible in comparison to the fIrst term
containing Wou ' hence one fInds,

Fueq =pH VIou x rueq

Similarly, the equivalent force on the downstream blade airfoil is found as,

(7)

(8)

as,
Referring to Fig. 2, the relative flow velocities in the upstream and downstream sides are found

~ ~ ~

Wou = R (J.) sin 9 i + (Va+ R (J.) cos 9) j

~ ~ ~

Wod = - R (J.) sin 9 i + (Va + R (J.) cos 9) j

(9)

(10)

The circulation due to flow curvature effect on the upstream blade airfoil can be expressed as,

(11)
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~

Now, introducing the value of Wu from the Eq. (5) and neglecting the term associated witheq
tJ.Wu '

Similarly, the equivalent circulation on the downstream blade airfoil can be expressed as,

~ ~ ~

r d = 1t kd C Wad X ecdeq eq

The unit vectors ecuand eCdmay be expressed as (referring to Fig. 2),

~ .n. -;+ n.-t
e cu = SIn 'I'pu I + cos 'I'pu J

ecd = - sin <Ppd 1 + cos <Ppd 1

(12)

(13)

(14)

(15)

Now, the expressions ofthe equivalent force on the upstream blade airfoil are found from the Eqs.
(7), (9), (12) and (14) while the expressions of the equivalent force on the downstream blade airfoil
are obtained from the Eqs. (8), (10), (13) and (15). The terms associated with the unit vector rin
each of the expressions of equivalent forces for upstream and downstream si4es are the streamwise
forces. Adding streamwise forces on the upstream and downstream blade airfoils and replacing C by
NC 00/21t for an assumption of an infinite number of blades distribution, the expression of the net
equivalent streamwise elemental force becomes,

OFDeq=YiPNCHR rosin 0 [kueq(Va sin <Ppu- Rrosin 'Ypu)

+kdeq(Vasin <Ppd+ Roosin 'YpJ] 00 (16)

The elemental force along the streamwise direction due to the rate of change of momentum may
be obtained in the form,

(17)

Now, balancing the net equivalent elemental streamwise forces from the Eq. (16) with the
elemental streamwise force due to the rate ofchange of momentum from the Eq. (17), one may obtain
the expression of the induced velocity as,

Va ~ NC ROO[k. Roo/Vo< . k (. Roo/Vo< . ( 8)-= 1- . -. - (sIn <Ppu- --- sIn'Ypu) + d sIn<Ppd+ sIn'Ypd)] 1
V0< 4 R V0< ueq Va/V 0< eq Va/V 0<

The equivalent factors ku and k d may be found from,
eq eq

21t sin aueq
(19)

(20)
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where au and ad are obtained from, in accordance with reference[l],eq eq

Incidence correction angle a
c
is obtained from reference [1],

a =tan-\1-cos(~/2)]
c sin $/2)

~=(ae-aJ

a
ou

and a
od

may be found from

The equivalent torque including flow curvature effect for blade length of H,

Qeq = (Ftu + Ftdeq) R + (Mu eq + Mdeq)
eq

The overall equivalent torque coefficient including flow curvature is defined as,

C - Qeq
Qeq 2

~p A V oc R

Equivalent tangential forces and equivalent blade pitching moments may be expressed as,

2
Ftu = ~ Ctu pWu CHeq eq eq

1/ 2
Ftd =/2 Ctd pWd CHeq eq eq

2 2
Mu = ~Cmu P Wu C Heq eq eq

2 2
Mdeq = ~ CmdeqPWdeq C H

From the Eqs. (27) to (32), one may obtain the expression of CQ as,eq

1t 2

1 NC JWo CCQ = -4 -R -2 [(Ctu + Ctd ) + - (Cmu + Cmd )] deeq 1t V eq eq R eq eq
o oc

The values ofCtu and Ctd may be respectively found from,eq eq

65

(21)

(22)

(23)

(24)

(25)

(26)

(27)

(28)

(29)

(30)

(31)

(32)

(33)
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where

and

Ctu =C1u sin ~u - Cdu co S ~u
cq cq cq cq cq

Ctd = C1d sin ~d - Cdd co S ~d
cq cq cq cq cq

~d = ~o - nedcq

(34)

(35)

(36)

(37)

The equivalent turbine power coefficient is obtained from,

C =C A
Pcq Qcq

(38)

Equation (33) may be applied for no blade pitching by inserting 1. = o. The same equation may
p

also be used for no flow curvature effect by considering the incidence correction angle equal to zero.
These will be followed to obtain comparative results.

Effect of zero-lift-drag coefficient is introduced in the calculation. It has a strong influence on
performance characteristics. Itdepends on chord-radius-ratio as mentioned in the reference [8]. Zero
lift-drag coefficient corrected for chord-radius ratio is expressed according to reference [1] as,

(39)

where (C/R) is any chord radius ratio, (C/R)0 indicates (C/R) value up to which correction ofCdovalue
due to chord radius ratio is not necessary, b is constant, C

do
may be obtained from reference [9],

(40)

Value ofexponent n may be obtained from reference [1]. Comparison ofrecent two dimensional
experimental results ofCdo from Eppler [10],Reuter, Jr. [11] and Willmer [5] with the calculated values
of Cdo in Fig. 3, proves the validity of the expression of zero-lift-drag coefficient.

-0
NACA 0012 NACA 0015 2.00 102

"C
- Calculated - Calculatedu

0 Eppler [10 ] D Eppler [10 ]
C

* Reuter Jr. [11 ] A Reuter Jr. [11 ]<II 1.50
.~ + Willmer [ 5 ]-<II
0
U

C'
1.00e

"C
I

I ---- -- --- -----
e *"<II .50
N

.50 1.00 1.50 2.00 2.50 3.00 10

Reynolds Number (Re)

Fig. 3. Comparisons of experimental and analytical zero-lift-drag coefficients for
the airfoils NACA 0012 and NACA 0015.
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Figure 4 shows the comparisons of the calculated values by simple multiple streamtube theory,
multiple streamtube theory with curvature effect (present), multiple streamtube theory with Migliore's
flow curvature model, multiple streamtube theory with Muraca's curvature model and the
experimental data. These experimental data are presented by Migliore et al. [8] for the outdoor test
model ofWest Virginia University. Blade pitching is not incorporated into this turbine. Experimental
data have not been available with blade pitching up until now. It is observed from this figure that the
correlation is reasonable with the calculated values by multiple streamtube model including flow
curvature effect and it occurs at the higher tip speed ratio side only. Appreciable differences are
observed between the values calculated using Migliore's model and the experimental data. The
calculated values compared to those obtained by using Migliore's method even give deteriorating
power compared to those obtained by using the simple multiple streamtube model. Applying

Cp

Airfoil: NACA 0015
Ret = 131000
C1 =.228
AR = 18.7
N = 2

.400

.200

o.

1.00 2.00 3.00 4.00 5.00

h(=Rw/Voo)

6.00

Fig. 4. Comparisons of experimental and calculated overall power coefficients.
calc. (simple multiple streamtube)
calc. (multiple strcamtube with flow curvature, present)

o expt. (3m - WVU[l3])
calc. (multiple streamtube with curvature, Migliorc[8])
calc. (multiple streamtube with curvature, Muraca[12])

Migliore's model, the power increases in the upstream side and decreases in the downstream side and
the net effect reduces the total power. Using the present flow curvature model, power increases in the
upstream side and decreases in the downstream side and the net power becomes positive. Muraca's
model shows very negligible variations in the power coefficients in comparison to those with the
simple multiple streamtube model. Using Muraca's model, the power rises in the upstream side and
decreases in the downstream side but the net effect becomes nearly zero thereby making negligible
variations in the power coefficient values. In the lower tip speed ratio side the correlation is bad.
According to Cardona [14], this discrepancy is due to dynamic stall effect and he has therefore
proposed a modified dynamic stall model to overcome this.

Comparisons of the calculated values ofoverall power and torque coefficients obtained by using
simplemul tipIe streamtube model and multiple streamtube model with flow curvature effectat various
fixed pitchings (positive) are shown in Figs. 5 and 6 respectively. In the analysis, pitching is said to
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be positive for the blade nose rotating in the outward direction from the blade flight path. The results
in these figures are shown employing pitching ofbhlde for the West Virginia University outdoor test
model [13]. It is observed from these figures that by including flow curvature effect in the calculation,
the performance characteristics are in general higher. It is also observed from these figures that with
the application of fixed pitching, the rotor power always decreases. The higher is the pitching, the
lower is the power coefficient, as Fig. 5 reveals.

In corporating flXed blade pitching, the angle of attack decreases in the upstream side and
increases in the downstream side. So the blade airfoil lift coefficient drops in the upstream side and

Cp

o

Airfoil, NACA 0015
Rl't : 131000
11 : .228
AR: 18.7
N : 2

1.5 ~.5

" l:Rw/Vcc)

6

0.1,

0.2

---..LI...->----iO.O

I5

Fig. S. Variations of overall power coefficients with tip speed ratios at different fixed blade pitchings.
Calculated: Simple multiple streamtube theory Multiple streamtube with curvature
Symbol: 0 ~ • 0

Pitch (deg.): 0 2 5 7 0 2 5 7

Airfoil I NACA 0015

ReI :131000
6 :.228
AR:18.7
N :2

.50

----''''--~-10.00

o 1.5 3.0 1,.5

" (:Rw/Va:)

6 7.5

Fig. 6. Variations of overall torque coefficients with tip speed ratios at different fixed blade pitchings.
Calculated: Simple multiple streamtube theory Multiple streamtube with curvature
Symbol: 0 ~ • 0

Pitch (deg.): 0 2 5 7 0 2 5 7
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rises in the downstream side which is the outcome of ~he lower tangential force coefficients in the
upstream side and higher tangential force coefficients in the downstream side in general. But, the
increased angles ofattack in the downstream side sometimes go beyond stalling angle in a few stations
which again are the causes of reduced tangential force coefficients. However, the net effect always
reduces the power coefficients.

Figures 7 and 8 present the comparisons of the induced velocities and local angles of attack by
using the simple multiple streamtube model and the multiple streamtube model with flow curvature
effect. The results are obtained for the West Virginia University test model [13] incorporating fixed
blade pitching of 5 degrees and at a constant tip speed ratio of4.5. One may observe from Fig. 7 that
there appear remarkabledifferences ofinduced velocities in somerange ofazimuth angles while it may
be seen from Fig. 8 that there occur appreciable variations of local angles ofattack calculated by using

Va
Voo

o

Airfoil: NACA 0015
Ret =131000
<f = .228
AR =18.7
N = 2

1.00 200
9 (deg. 1

Yp:So(.vel

>.. = 4. S

300

0.6

Fig. 7. Comparisons of induced velocity ratios.
• Calc. (simple multiple streamtube theory)
o Calc. (multiple streamtube theory with curvature effect)

.--------r--------.--------r-----,20

c{(d

Airfoil:NACA 0015
Ret = 131000
6 =.228
AR = 18.7,>":4.5
N = 2, Yp=SOI·vel

10

I-- ....L..- --'- ----L__----' -10
0.0 100.

9 (deg. 1

200 300.

Fig. 8. Comparisons of local angles of attack.
• Calc. (simple multiple strearntube theory)
o Calc. (multiple streamtube theory with curvature effect)
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a simple multiple streamtube model and a multiple streamtube model with curvatureeffect. According
to the present multiple streamtube model including flow curvature effect, local angle of attack
increases in the upstream side and decreases in the downstream side.This can be seen clearly- from Fig.
8 showing local angles of attack distribution with azimuth angle by two models.

In Figs. 9 and 10, local, non-dimensional tangential and normal forces at fixed blade pitching of
5 degrees and at constant tip speed ratio of4.5 calculated by using a simple multiple streamtube model
are compared with those calculated by using a multiple streamtube model including flow curvature
effect. Incorporating flow curvatureeffect into the multiple streamtube model, the local angle ofattack
increases in the upstream side and decreases in the downstream side which is the outcome of higher
tangential forces in the upstream side and lower tangential forces in the downstream side. However,

0.0

Airfoil: NACA 0015
Ret =131000
If : .228
A R = 18.7 . A = L.. 5
N = 2,Yp=5°(+vel

100.' 200.
e (deg.)

300.

2.0

1.0

Fig. 9. Comparisons of local non-dimensional tangential forces with azimuth.
• Calc. (simple multiple streamtube theory)
o Calc. (multiple streamtube theory with curvature effect)

F +
n

o

Airfoil: NACA 0015
Ret =131000

6 =.228
AR=18.7.Yp= 5° (+ve 1
N=2,A:L..5

100 200

8 (der;.)

20

--- ---tl0

-20

300

Fig. 10. Comparisons of local non-dimensional nonnal forces with azimuth.
• Calc. (simple multiple streamtube theory)
o Calc. (multiple streamtube theory with curvature effect)
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with regard to the increasing local angle of attack value: if stalling appears the lift coefficient drops,
resulting in lower tangential forces which may be observed from Fig. 9 around an azimuth angle of
250 degrees.

In the higher tip speed ratio range the calculated induced velocity ratios go below the theoretical
limitof0.5 for a few stations. For the station where there is such aproblem, convergence is started with
the fustassumed value ofinduced velocity ratio 0.5 and the fIrst iterated value ischosen as the required
induced velocity ratio. Since this sort ofproblem appears only in few stations it is assumed that it has
negligible influence on the calculated values.

CONCLUSIONS

In order to predict the performance of a vertical-axis Darrieus wind turbine, consideration of
the flow curvature effect is very important for a large chord-radius ratio Darrieus wind turbine.

Consideration of flow curvature effect gives improved performance prediction even for a wind
turbine having small chord-radius ratio.

To obtain the local forces. on the turbine blade, calculation, including flow curvature effect, is
necessary for a high as well as low chord-radius ratio Darrieus turbine.

Using the values ofzero-lift-dragcoefficient from the given analytical expressions and applying
the present model of flow curvature with Wilson's multiple streamtube theory using real lift drag
characteristics, it is possible to predict the performance with reasonable accuracy for a large chord
radius ratio Darrieus turbine.

The advantage ofusing the presentmethod offlow curvature effect is that lift-drag characteristics
of a symmetrical airfoil can be applied.

NOMENCLATURE

A projected frontal area of turbine

AR aspect ratio =HlC

C blade chord

Cd blade drag coeffIcient

Cdo zero-lift-drag coefficient

Cdoc Cdo value corrected for chord radius ratio

Cdo reference zero-lift drag coefficient
r

C1 blade lift coefficient

Cm blade pitching moment coefficient

C
n

normal force coefficient

Cp turbine overall power coefficient

CQ turbine overall torque coefficient

C
t

tangential force coefficient

e( unit vector along chordal direction
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force on blade airfoil

turbine drag in streamwise direction

non-dimensional normal force = C
n

(WIVv,y
tangential force

non-dimensional tangential force = C
t
(WIV.,y'

height of turbine

unit vectors, one normal to the other

factor to include real lift value

blade pitching moment

number of blades

overall torque

turbine radius

local Reynolds number =WC/u

reference Reynolds number corresponding to Coor
turbine speed Reynolds number = RWC/u

wind speed Reynolds number = VV< C/u

induced velocity

wind velocity

relative flow velocity

relative flow velocity appearing in rectilinear flow

angle of attack

incidence correction angle due to flow curvature

angle of attack appearing in rectilinear flow

(ac - a.)
angle between relative flow velocity (W) direction and

tangent to blade flight path at blade fixing point

blade pitch angle

circulation per unit length

azimuth angle

. d' RootIp spee ratIo =y-
oc

kinematic viscosity

fluid density

solidity = NCjR

angle between chordal and free stream velocity directions

angular velocity
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Subscripts

d downstream side
e trailing edge point
eq equivalent conditions due to flow curvature

leading edge point
u upstream side
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TECHNICAL ABSTRACT

Analysis of Solar Insolation Over Karachi (Pakistan)
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From the knowledge of extraterrestrial insolation R
o

' day length N
d

and bright sunshine hours
n, insolation-sunshine relation HiHo =a + b fiINd is established for the prediction of monthly average
daily global insolation H over Karachi. The coefficients a and b of the relation arc evaluated by the
least squares method and are listed in Table 1. The table also shows that the estimated values ofB agree
fairly well with the measured data. The relation thus can be applied for the estimates ofR, to the coastal
localities, Jiwani and Pasni, where sunshine hours are recorded regularly.

For the prediction of daily diffuse insolation R
d

among the different 'correlations considered,
Modi & Sukhatme's relation BiB: = 1.4112 + 1.6956 HlH

o
[1] is found more appropriate for this

region. The estimated diffuse insolation by this relation is also given in the Table 1.
The available global insolationover Karachi is encouraging from the point ofview ofapplication.

The insolation remains around 20 MJ/m2 per day throughout the year. The diffuse insolation is the
least, 25% of the total, during winter (clear sky) while in summer it increases to about 50% due to
an overcast sky.

Table 1. Solar insolation over Karachi - the data.

Item Jan Feb Mar Apr May Joo Jul Aug Sep Oct Nov Dec

H. Estimated 24.30 28.52 33.95 37.62 39.77 40.43 39.97 38.25 35.11 30.22 25.47 22.98
Ii Measured 8.59 8.92 8.86 9.48 9.86 8.16 5.01 4.94 7.47 9.28 9.10 8.66
N Estimated 10.64 11.18 11.88 12.61 13.21 13.52 13.39 12.88 12.19 11.46 10.82 10.-18
-' 22.48H Measured 15.83 18.00 21.05 23.44 22.75 19.16 17.85 18.94 19.36 16.42 14.88
H Estimated 15.94 17.25 20.97 23.02 23.51 22.44 19.81 17.56 19.35 18.94 16.71 15.05
% Difference -0.4 2.6 0.4 -2.4 -0.3 1.4 -3.3 1.6 -2.2 2.2 -1.8 -1.1
Coefficient, a 0.047 0.053 0.200 0.193 0.031 0.109 0.157 0.112 0.052 0.088 0.055 0.082
Coefficient, b 0.754 0.704 0.565 0.565 0.747 0.740 0.906 0.914 0.819 0.665 0.715 0.693
Correlation 0.85 0.79 0.66 0.82 0.59 0.85 0.87 0.89 0.93 0.57 0.76 0.65

coefficient, r
H. Estimated 4.90 6.15 7.30 8.92 9.64 10.39 11.46 11.06 9.31 6.30 5.24 4.67
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ABSTRACT

1

This paper gives an overview of different membrane processes like reverse osmosis,
ultrafiltration, with direct and indirect energy recovery systems. The feasibility of using direct
and indirect energy recovery in each membrane process and a few examples are presented. The
importance of cogeneration technology and pervaporation, and principles and examples are also
introduced.

INTRODUCTION

Membrane technology fmds numerous applications in separation processes involved in water
and wastewater treatment, medical and pharmaceutical industries, chemical processing, biotechni
cal applications, food and beverage processing, etc. It is becoming attractive and can substitute for
conventional processes of separation like filtration, distillation, extraction, etc. Three major mem
brane processes used are reverse osmosis (RO), ultrafiltration (UF) and microfiltration (MF). RO
is used for the separation of molecules because of its very small pore size (of the order of IDA0)
and it is extensively used in desalting brackish and sea water. UP and MF are used in removing
macromolecules, colloids and suspended solids. There is an important difference between MF and
UP with respect to the sizes of particles removed. The separation range of UP is between 0.001 to
0.05 Jlffi whereas that of MF is 0.02 to 10 Jlm.

Pervaporation is another relatively new membrane process which is used to fractionate liquid
mixtures (for example to concentrate alcohol from an alcohol-water solution). This process has
thus a good potential of replacing the conventional thermal processes like evaporation, distillation
with considerable energy saving.

Membrane processes need mechanical energy and in some cases, this can be very great,
making the membrane processes unable to compete with classical processes in terms of energy.
For example, RO requires as high as 60 bars of applied pressure for sea water desalination.

In membrane processes, the mechanical energy is required for two purposes:
- to increase the pressure of feed flow rate in order to obtain the pressure required for

separation. A high pressure feed pump is required for this purpose.
- to decrease the boundary layer thickness in order to increase the mass transfer. For this

purpose, a recycling pump is required.
For example, in a membrane process with recycle (Fig. 1), the energy required for feed

pressurization can be given by:



2 RERIC International Energy Journal: Vol. 11, No.1, June 1989

Fig. 1. Schematic pressure diagram of a membrane process.

L(P-P) = Wp

where L = feed flow rate (m3/s)
P - Po =pressure difference (pascal, Pa)
P' - P =transmembrane pressure drop.

(1)

The recycled flow rate (G) is higher than the feed flow rate (L) and energy to be supplied here
is only to make up the energy loss by pressure drop in the equipment, i.e.

where W,. = energy loss.

GAP= W,. (2)

Taking into account an efficiency factor (r) regarding the production of electricity from
fuel, oil or coal throu~h the electricity producing plant, one can write the following equation

W+W=Qrp ,.

where Q = thermal energy required for mechanical energy production.

(3)

The actual computation of energy in membrane process is still more complex than shown
above, as heat pumps and energy recovery devices are used with them.

The aim of this paper thus, is to present an overview of different membrane processes with
direct and indirect energy recovery systems.

DIRECT ENERGY RECOVERY FROM REVERSE OSMOSIS (RO)

RO Principle

RO is a membrane process which is used to separate dissolved solids of molecular range.
Reverse Osmosis (RO) is a proven desalination process worldwide, which occupies approximately
one third of the desalination market. The working principles and theory behind RO desalination
system can be found elsewhere (Merten, 1966 and Walter, 1987). The main parameter ofRO, the
permeate density flux can be given by the following equation.

J = k (P' - P - 1t) (4)
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The above equation indicates that the flux (1) is positive for P' - P greater than x. The
osmotic pressure (x) is as high as 30 bars for sea water containing 35 gil of NaCl. Therefore, it is
necessary to consider recovering at least part of the energy lost (Lx) which is a significant
amount.

In one of the RO desalination plants in Key West island, offshore of the Florida peninsula, the
raw water is taken from the Gulf of Mexico for processing municipal fresh water of 11,355 m3/.

day. The raw sea water is pressurized to about 70 bars in the inlet side of RO; with 30%
conversion, the outlet to drive a hydro turbine for energy recovery is adopted instead of discharg
ing it directly back to the sea (Fig. 2). The energy recovered by this system was estimated to
reduce the energy consumption of the high pressure pump by almost 33%.

Electric motor

B,'" "Ieet., S

a~'~~ffi-B
Delivery Pretreatment Booster
pump filter pump

R.O. membrane Storage Distribution
system lank pump

Fig. 2. RO plant with energy recovery.

A study of the capital and operating costs of an RO plant showed that, for a double pass RO
system, the construction cost for an RO plant with energy recovery may differ only slightly from
that without recovery, but, the energy and fuel cost savings may be up to 20 to 30% in the former
system. Table 1 shows the items that are involved in this cost evaluation (Chiang t 1987).

Table 1. Cost breakdown of an RO plant (Chiang, 1987).

RO double pass process

Item Without With energy % Saving
energy recovery recovery

Construction 1.50 1.54 -2.66
Fuel and energy 1.14 0.90 21
Chemicals 0.14 0.14 0
Maintenance 0.05 0.05 0
Membrane substitution 1.23 1.23 0
Operation and maintenance 0.91 0.91 0

Total 4.97 4.77 4.02

Unit: US$/Kgal, for 2.5 MGD plant
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The energy recovery in RO by means of a Pelton wheel or a hydroturbine becomes economi
cal only in plants of more than 1 million gal/day capacity (Torrey, 1984). The only energy in
terms of heat is generated by the pumping action of the process fluid. This makes the temperature
of the circulating fluid in the pipelines go up to 700C. In some applications heat energy has to be
removed to avoid damage to the feed components. Various possibilities for the direct recovery of
energy in RO processes are discussed in the following sections.

Hydraulic Turbine

Pelton turbine

Energy can be recovered from rejected brine using a Pelton impulse turbine. This is a wheel
with buckets on its circumference. Fluid at high pressure hits the buckets with high velocity.

The capacity recovered by an impulse turbine can be used as mechanical energy, either by
direct coupling of it (to the shaft drive of the feed water pump) or by using it to drive a synchro
nous machine to generate electricity. The turbine can also be directly coupled to the feed water
pump. The turbine operates at an efficiency of 80 to 87% (Khan, 1986). This represents a saving
of 40-60% of the energy requirement of an RO plant. The Pelton turbine is not usually connected
directly to the high pressure booster pump, because the shaft speeds for optimum design are
different.

Hydroturbine

A hydroturbine is a multistage, split case, backward running centrifugal pump. Hydroturbines
are usually mounted and directly connected to the high pressure pump. The energy recovered is
used to turn the high pressure RO pump. The efficiency is the same as the turbine/generator
package mentioned earlier.

Biphase turbine

A biphase turbine is operated by a steam turbine and a water turbine. Energy from a high
pressure hot water stream is flushed through a converging-diverging nozzle to the turbine unit.
Ihis turbine set is directly connected to a high pressure pump. Therefore, it eliminates the use of
an electric motor. Normally, the operation of the steanl turbine of the set is dependent on the
availability of waste energy which can be supplied from diesel engine, or gas turbine recovered
heat.

Work Exchanger

The principle of work exchanger is based on waste fluid flowing into the chamber from
where it displaces the feed. Preheated feed water at low pressure is first fed into a cylinder which
is then pressurized with reject brine at the other end. Feed water is then forced into RO modules
by reject brine which is at high pressure.
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feed water tonk reject brine tonk
first R.O. --&----r--,
stage unit reject brine out

(pressure lower than
reject brine)

---i)Q---L__...r---jpq---L__j----i~-4- reject brine

feed water

Fig. 3. The basic operation of the work exchanger.

INDIRECT ENERGY RECOVERY FROM ULTRAFILTRATION (UF)

UF Principle

UP is another membrane process which is used to separate macromolecules from liquid. The
UP membrane allows the passage of water and low molecular weight solutes but retains macro
molecules whose sizes are bigger than the pore size of the membrane. UP pore sizes usually
range from 0.001 to 0.05 JlID. UP enables concentration, purification, and fractionation of macro
molecules in solution to be carried out at temperatures close to ambient temperature and without
phase change or addition of solvents. This protects the biochemical structure activity of the
product, giving increased yield over conventional separation technologies.

UP utilizes microporous membranes to separate macromolecules and suspended solids from
solution on the basis of size, separating compounds with molecular weights from 1000 to 100,000
(1 to 100 nm in size).

The application of pressure of 1-3 bars (not as high as the RO process) to the feed side of the
membranes enables the passage of water through the membrane. This makes the higher molecular
weight compounds concentrate on the high pressure side, while the concentration of lower mo
lecular weight compounds remains the same on both sides of the membrane. The direct recovery
of energy as in the case of RO is not attractive or economical in the case of UP, since the pressure
applied in the latter is much lower than in the case of the former.

Two basic operation modes, namely, batch and continuous, are used. In the batch system, the
liquid is fed into the UP, permeate is withdrawn, and the concentrated liquid is returned to the feed
tank. There may be a single pass or multiple passes through the membrane until the desired
concentration or required purity is obtained. In a continuous system, the feed is continually sup
plied, and the number of stages and feed flow rate are determined, based on the required conver
sion ratio and required purity. A continuous multistage system is better than the single stage
system because of its improvement in the average flux.

UF for Increasing the Efficiency of an Anaerobic Digester

UP, if coupled with an anaerobic digester, will increase the efficiency of the anaerobic
digester by removing any by-product and by increasing biomass concentration. This can be
represented by the following general relationship

Waste + Microorganisms <===> Biogas + By-product (BP) (5)



6 RERIC International Energy Journal: Vol. 11, No.1, June 1989

The rate of production of biogas r. is given by an equation of the following type:
J

r. = f(C, Micro) - g(BP)
J

where f is an increasing function of concentrations of waste (C) and
microorganisms, and

g(BP) is an increasing function of the concentration of by-product (BP) which is
removed by UP in order to decrease g(BP).

In most cases, a digester is used as the wastewater treatment process. The incorporation of
UP with an anaerobic digester would help to reduce the size of the reactor because of the shorter
hydraulic retention time necessary. The smaller the size of the digester, the smaller the investment
cost and the lesser the heat lost

Application of the membrane solid/liquid separation anaerobic digester for recovery of meth
ane gas is a known fact. The incorporated system called Membrane Anaerobic Reactor System
(MARS) is a suspended growth anaerobic reactor followed by a membrane ultrafiltration unit for
solid-liquid separation. The contents of the reactor are continuously pumped into the membrane
unit, which can be retrofitted to an existing reactor. The permeate from the membrane unit goes as
effluent. Therefore, in this case, no sedimentation facility is necessary. The solid retention time
(SRT or e) which can be controlled by sludge wastage from the reactor, varies' from about 25 to
50 days, which is considered to be high compared to the conventional digester, i.e. the digester
without membrane, in which the SRT normally ranges from 10 to 20 days. The operating
conditions for the MARS pilot plants treating various wastes are shown in Table 2.

A Membrane Anaerobic Reactor System normally employs ultrafiltration (UP) since lower
pressure is required. In this process, the biomass concentration is increased as high as 20,000 mg/l,
which is impossible to achieve in a conventional solid/liquid separator. This leads to an increased
gas production. Li et ai. (1984) reported that for whey (sweet and acid whey permeate) and wheat
starch wastewaters, the observed methane yield in m3 CHikg COD removed ranged from 0.28 to
0.34, whereas the lheoretical yield is 0.35 m3 CHikg COD removed.

The methane gas generation rate may be estimated from the kinetic equations developed for
the anaerobic digester (Equations 6 and 7 as given by Qasim, 1985).

and
v = aELS -bP

o 1C

(6)

(7)

From these equations, one can notice that the increase in SRT (by coupling of UP with
digester) leads to a decrease in P1C and increase in V.

Smith and Talcott (1982) reported that for a single tank anaerobic digester fed with dairy
waste, a retrofitted ultrafiltration unit (HFM-180) produced a steady state permeate flux of 35 1/
m2hr.

When the influent COD level was 17,000 mg/l, the effluent COD from the conventional
separator was usually higher than 6,500 mg/l, but reduced to about 2,000 mg/l when UF was
employed. The gas production was increased by an amount of 15-20%. One of the problems in
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Table 2. Operating conditions for the MARS pilot plants treating various
wastewaters (Li et al. J 1984).

Types of wastes

Operating conditions Sweet whey Sweet whey Sweet whey Acid whey Wheat starch
penneate penneate penneate wastewater

Volumetric loadings,
kg COD/m3 d·
Range 7.4-8.8 3.9-16.3 7.5-10.7 9.3-9.7 8.0-8.4
Mean 8.0 14.6 8.5 9.6

Solid retention time, 25 25 50 27 30
days (d)

Hydraulic retention time, 7.1 1.93 7.38 5.71 4.38
days (d)

Mean F/M ratio, lid 0.33 0.55 0.35 0.30 0.37

ReactorTSS
concentration,g/l 27.2- 35.3 32.4 36.5 24.1

ReactorVSS
concentration,g/l 24.2 26.5 24.3 32.4 I 22.4

VSSrrSS, % 90 75 75 89 93

TSS = Total Suspended Solids
VSS = Volatile Suspended Solids
F/M = Food to Mass Ratio

single tank digester fitted with a UP system is the increase in concentration of acetic acid (i.e. a
drop in pH) since methane fonning bacteria digests more slowly than acid-fonning bacteria.
Therefore compartalization is always required which will also increase the methane gas yield.
Similar to the conventional process, a two tank system is also employed with a methane related
anaerobic digester.

Figure 4 shows the membrane controlled biogas process. The process is separated into two
compartments, by adjusting the solid retention time of each tank, acidogenic and methanogenic
reactions occur in the first and second tank respectively. The UP here is employed to concentrate
the biomass, where UP1 allows the passage of acetic acid into the second tank, and UF2 provides
a final effluent of low suspended solids content. The activated sludge process is usually used to
polish the final effluent before the treated water can be discharged.

These types of idealized designs are becoming more attractive for some soluble, concentrated,
industrial wastewaters as process economics has already been improved and greater savings in
energy can be achieved. This treaunent system not only emphasizes the treatment of the wastes,
but also provides a useful means to recover energy in tenns of biogas.

Other chemicals, e.g. ethanol and acetone, can also be recovered by employing a pure culture
bioreactor. But up to now, not much work has been done by using wastewater as a feed.
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Fig. 4. Membrane controlled biogas process.

Synthetic wastewater containing mainly biodegradable sugars (glucose) and lactose has already
been tested. Figure 5 shows the Membrane Recycled Bioreactor which can be used for this
purpose. The membrane acts as a separation medium to separate the products (e.g. ethanol or
acetone) which are considered to be toxic to bacteria. For this reason, the products must be
withdrawn from the system as soon as they are produced so that bioreaction will continue to take
place. One of the problems encountered in these tyPes of reactors is the separation of products
from the fennentation broth. Attempts have been made to incorporate chemical unit operations,
like distillation and extraction with membrane based bioreactors, so that the required component in
the penneate (from the membrane) can be separated accordingly since the fennentation broth is
considered as a mixture rather than a pure component system ~Cynthia, 1987).

. UF

feed pump

1 I

" f\l--- permeate

bioreactor _©i-------="U
pressure pump

Fig. 5. Membrane recycled reactor.

One of the possibilities to produce ethanol on a large-scale basis is by using acid and enzy
matic hydrolysis of cellulose obtained from vast and renewable resources, e.g. com, sugar cane,
sugar beets and saw dust Ethanol not only serves as a chemical feed stock but also as a liquid fuel
to obtain energy. But over 98% of this industrial ethanol is produced from the catalytic conver
sion of ethylene appearing in natural gas. Due to the increase in energy price, cost effective fer
mentors have to be designed, the fermentor using membrane separation offers a versatile choice
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for this situation. Under this condition, the fennentor as well as the membrane system are
optimally designed. Pervaporation can be used to concentrate the alcohol content.

The conversion of cellulose to solvents like ethanol is the most possible conversion route in
tenns of energy resource recovery. The conversion with microbial enzymes and fennenting
microorganisms is strongly regulated by product inhibition, the most potent inhibitor being the
intennediate, cellobiose. In order to achieve a complete hydrolysis of cellulose, it is therefore
necessary to continuously remove the hydrolysis products. In this case, membrane biotechnology
can be employed to withdraw the fennented products. A continuous process for bioconversion of
cellulose to ethanol is shown in Fig. 6 (Hahn-Hagerdal et al., 1981). The conversion of glucose is
taking place in the enzyme microbe reactor having B-glucosidase co-immobilized with entrapped
Saccharomyces cerevisiae. When a mixture of cellobiose and glucose from the enzyme membrane
reactor is pumped through the enzyme microbe reactor, complete conversion to ethanol at a low
dilution rate takes place.

EtOH
W
SEnzyme

microbe
reoclor

S
W

Glu
Cb

t---'----------JS
'-------r-----J W

UF - Ullrofillrolion

RO - Reverse Osmosis

ED - Eleclro Dialysis

E - Enzyme (Celluloses)

B -Buffer

C - Cellulose

Glu - Glucose

Cb - Cellobiose

- Soli

W - Woler

EIOH - Elhonol

Fig. 6. Continuous process for cellulose conversion.

Recovery by Heat Pump System Combined to UF

Heat pumps have been used for several years for air conditioning and home heating. Due to
increases in energy costs, heat pumps can be incorporated in membrane-based anaerobic digesters
for energy recovery. It is beneficial to use UP separation systems when heat pumps are used
because UP gives rise to an effluent practically without any solids content thus precluding any
clogging problem in the heat exchanger.

Figure 7 shows a schematic diagram for heat recovery by using heat pump from a membrane
based anaerobic digester.

The effluent leaving the ultrafiltration (UF) nonnally has a temperature of 35OC, which repre
sents unrecoverable highest heat loss (HHL) from the process. By using a heat pump operating on
an electric motor, the effluent temperature can be reduced from 35°C to 18°C. In the meantime,
hot water at a temperature of 63°C can be produced from the heat of the effluent stream (Fig. 7).
Here the hot water has many applications such as industrial hot water usage, preheating boiler feed
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Fig. 7. Heat recovery in heat pwnp-membrane anaerobic digester system.

water, and preheating process feed streams.
Figure 8 shows another heat recovery system by using a two stage heat pump. The system is

assumed to be totally insulated with zero heat loss (ZlL). Zero heat loss of course is not
attainable, but this scheme was chosen as an ideal model of a heat recovery system. Schwartz et ai.
(1981) reported that for a total heating load in a wastewater treatment plant of 7.8 x 109 BTU/hr
energy, HHL and ZHL systems can provide 38.6% and 63.7% of the heat load, respectively. The
remaining heat required can be obtained by using a fuel boiler or a gas boiler.

Feed IBoC effluent

Hat water/stream

supply

Hot water return

First stage
heat pump'

1""------- --------
Second stage
heat pump

r---- ---------------
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
IL J

hot water supply

hot water return
after use

UF

Fig. 8. Heat recovery by heat pwnp using zero heat loss (ZHL) technique.

The climatic surroundings of an anaerobic digester is important. Figure 7 is for European or
North American conditions. For tropical conditions, the surroundings temperature and feed tem
perature are higher and losses are thus lower. Therefore, efficiency of the heat pump is higher for
the same temperature of hot water in tropical conditions.

Membrane Process and Cogeneration

Cogeneration is a technology which permits the simultaneous provision of the stearn and elec
tricity required by the membrane process. For this purpose, stearn at a higher pressure than the
pressure required by the process is produced. Steam is expanded through a turbine to the required
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process pressure. The expansion provides the work used for producing electricity.
The technology provides sometimes more electricity than the quantity required by the processt

for example in the case of the pulp and paper industry. This excess electricity can be sold to the
gridt but the selling price is of course less than the buying price as the cost of distribution is not
borne by the factory which is producing the extra amount of electricity. Moreovert due to load
management of the gridt selling electricity is often not allowed by government regulations in many
countries. These two points aret of courset inhibiting interest in cogeneration.

This additional electricity produced can be used within the factory to increase product output
or.product quality and to decrease any pollution arising from production processes. Membrane
technology is useful in this kind of application. For examplet in a pulp and paper mill t excluding
black liqudrt wastewater is also generated in dust separatort screeningt thickenert filter and bleach-

. ing stages. The wastewater is large in quantity and coloured. Conventional waste water treatment
cannot remove colour. Membrane technology can therefore be used to treat these wastes.

As an indication of the benefits obtained from cogenerationt in a pulp and paper industry pro
ducing 40 ton/day of paper with an average water consumption of 12t740' m3/daYt the power
required is 800 kW. The cost of pumping energy is estimated to be US$l t240/dayagainst
US$740/day from cogeneration. This plant is able to produce I t700 kW from cogeneration (Xut
1988). .

PERVAPORATION AND HEAT PUMPS

Pervaporation Principle

Pervaporation is a membrane process which is used to fractionate liquid mixtures. The
separation is done through a vaporization process in the membrane (Aptel et a/.• 1976; Gooding
and Bahoutht 1984).

The driving forces are temperature and pressure difference. Vacuum conditions are needed
on the vapor side. One of the consequences is that condensation occurs at a low temperature (OOC
or below) and refrigeration is needed.

Liquid heater

Recycling pump

1-----1--- Liquid

Low temperature

Fig. 9. Pervaporation without heat pumps.
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The heat of vaporization necessary for the pervaporation process is taken from the liquid
phase which is at a higher temperature (but temperature is below 500C, as membrane are usually
made from polymers).

The recycling energy is transferred into heat through friction within the fluid which contrib
utes to the heat balance for fluid heating.

Pervaporation Coupled to a Heat Pump

It is interesting to use a heat pump in order to increase the efficiency of the system. The
pervaporation systems with and without a heat pump are shown in Figs. 9 and 10.

The cold source of the heat pump is the condenser of the pervaporator and the hot source is
the liquid heater.

Compressor

Evaporation

Fig. 10. Pervaporation with heat pumps.

The heat balance on the heat pump can be given by the classical first and second laws of
thermodynamic balances. But in this case our interest is in the cold source rather than the heat
source.

fL= _T_= RTn = COP I

W T'-T
(9)

If one assumes that the energy required for liquid heating, is equal to the energy required in
the condenser Q, then it appears that too much heal is supplied by the heat pump to the liquid:
which is Q + W. In fact, we have to add the mechanical energy for pressurization and recycling.
The surplus q is given by:

q =W+W+Wcpr
(10)
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This surplus energy can be used partly for the increase of liquid feed temperature. Any
energy remaining can be rejected to the surroundings.

If this temperature is less than 500c, this energy is not u'seful. If it is more than 6O"C, this can
be used for supplying hot water.

Heat can be recovered from the outlet efHuent in order to preheat partially the inlet feed. This
can only be used to increase the efficiency of the system if the excess heat can be made available.

One has to note that the work consumption is directly linked to the temperature difference
between T' and T.

CONCLUSION

Membrane technologies are found to be more attractive than conventional thermal process
like evaporation, or distillation as this technology uses less thermal energy. On the other hand
since they replace thermal energy by mechanical energy mainly through electrical energy, one
must take account of this factor also in energy consumption calculations.

It has been shown in this paper that, there exists technology in order to reduce the energy
consumption in the membrane processes. These processes can also be directly used to improve the
energy efficiency of the processes (like biogas plant).

More generally, membrane technologies are currently included in various applications which
permit a rational use of energy.

NOTATIONS

a
A
b
C
COP, COP'
E

f
g
G
k,k'
J
k
Kd
L
Micro
n
P

o

P,P'
P

JC

q
Q

coefficient (dimension dermed by Eq. (7))
area of the heat exchanger surface (m2)

coefficient (dimension dermed by Eq. (7))
concentration of waste useful for fermentation (kg/m2)

coefficient of performance of heat pump, refrigeration respectively
efficiency of waste utilization, 0.6-0.9
function (kg/m3 s)
function (kg/m3 s)
recycling flow rate (m3/s)
heat transfer coefficients (Jls m2 K)
mass flux (kg/m2 s)
membrane constant (kg/s m2 Pa)
endogeneous coefficient (dayl)
liquid flow rate, inlet (m3/s or m3/d)
concentration of microorganism (kg/m3)

efficiency of the cycle compared to the theoretical efficiency
surroundings pressure (pa)
inlet, outl~t pressure (pa)
net mass of cell produced (kg/s or kg/d)
excess heat (power) from mechanical energy (J/s)
thermal energy (power) needed for mechanical energy production (J/s)
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Q' heat (power) produced by the heat pump (J/s)
r efficiency factor (between 0.20 and 0.30)
rj gas production rate (kg/m3 s)
RT theoretical (Carnot) efficiency
So ultimate biological oxygen demand of influent waste (g/m3)

T', T higher and lower temperature (K)
U overall heat transfer coefficient (Jls m2 K)
V volume of methane produced (m3/s or m3/d)
W

p
mechanical energy (power) for pressurization (W)

W
r

mechanical energy (power) for recycling (W)
We mechanical energy (power) for compression (W)
Y yield coefficient

Greek letters

P pressure drop (pa)
1t osmotic pressure (pa)
()e cell residence time (s or d)
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ABSTRACT

17

This paper reports the results ofa recent study on the status of biocoal in Thailand including
a market survey ofbriquetted biomass, both carbonized and uncarbonized. Existing and potential
users have been identified and the economics of traditional fuel substitution by briquetted biomass
has been evaluated. The paper also reports the reasons for the present acceptability of sawdust
charcoal as revealed by the market survey.

INTRODUCTION

As in many other developing countries, agricultural and forestry activities in Thailand are
accompanied by the generation of large amounts of residues. These residues could become
valuable fuels if proper conversion methods are adopted.

Direct use of agricultural residues as fuel is normally characterized by low efficiency. Also
the low bulk density of the residues often makes them uneconomical to store or transport. One
method to overcome these difficulties is to densify them (Reed and Bryant, 1978).

Densification is the process of compacting material of low bulk density to a denser product.
Agricultural residues are subjected to a compaction pressure at a temperature above l00'C for
binderless densification. It is believed that during the process, the lignin portion of the material
softens and acts as an internal glue that gives the final product its mechanical strength and
cohesion. Densified fuels can be produced in various forms, e.g. briquette, pellet and cube. Since,
compared with the original material, the product occupies less volume for a given weight, it is
more convenient to handle and cheaper to transport and store. Briquettes, however, in general
have poor combustion characteristics. They are difficult to ignite and smoke profusely while
burning.

One way of upgrading the briquetted residues as fuel is to carbonize them to produce biocoal.
Carbonization is generally carried out in brick or metal kilns similar to those used for wood
carbonization~ The carbonized briquette develops a higher temperature in stoves and furnaces and
has the advantage of relatively smokeless combustion. As it does not rot and is not attacked by
termites, fungus, etc., the storage losses are relatively very low.

Because of the demand of fuelwood and charcoal growing faster than the sustainable supply,
the application of densification technology to agricultural and forest residues, which often remain
unutilized, appears to have an important role to play in Thailand.

PREVIOUS PAGE BLANK
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This paper reports the present status of biocoal technology in Thailand. The results of a
survey conducted during February-May 1988 to collect infonnation about the supply and con
sumption of uncarbonized briquettes as well as biocoal, are also presented (Wongvicha, 1988).

UTILIZATION PROFILE OF UNCARBONIZED AND CARBONIZED BRIQUETTES IN
THAILAND

The densification of residues, specifically rice husk and sawdust, has been technically estab
lished in Thailand for about a decade to produce both uncarbonized and carbonized briquettes.
Uncarbonized briquettes are mostly supplied to refugee camps while the carbonized briquettes are
sold in both domestic and export markets.

Briquetting Machines Manufacturers

The three manufacturers of densification machines in Thailand are located in the Bangkok
district (Bhattacharya, et a/., 1985). They are:

a) V.S. Machine: 90/20 Soi 1, Ladprao Road, Bangkok 10900.
b) Thailand Institute of Scientific and Technological Research (TISTR): 196 Paholy~thin

Road, Bangkhen, Bangkok.
c) S.P. Energy: 53 Moo 6, Ladkrabang, Bangkok 10520.
The first two are the only manufacturers who have sold a significant number of machines.

The last has developed machines only for their own use, although they have the potential to supply
machines. V.S. Machine is the biggest supplier of densification machines in Thailand.

Briquetting and Biocoal Technology

Briquetting Process

All the machines of Thai manufacture are based upon an original design from Taiwan. All are
extrusion devices consisting of a screw and a heated die. The feedstock is forced by the screw into
the die to form large hollow cylindrical briquettes. The briquettes have an outside diameter of
about 5 cm, an inside diameter of about 2.5 cm, a length of about 50 cm, and average weight of
1.3 kg. The throughput is about 100 kg/hr. Figure 1 shows the densification machine used for
briquetting.

The die is normally heated by electrical heaters. Machines with dies· heated by burning
charcoal or other waste materials have also become available recently. Briquetting is carried out
at die temperatures in the range of 260-300°C. Only dry materials having 8-12% moisture
content can be used.

a) Rice Husk Briquetting

Rice husk is briquetted without drying since it has a low moisture content of about 11 % when
produced in rice mills. The briquetting process for rice husk is simpler than for sawdust since it
does not need a drying system.
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Fig. 1. Extrusion-type densification machine used in Thailand.

b) Sawdust Briquetting

Generally. sawdust has a moisture content varying from 30% to 60% before drying. It has
been found that when the final moisture content is 6% to 10% briquettes are strong and free of
cracks and the briquetting operation is smooth.

The drying system for sawdust briquetting consists of a separator. a conveyer. a rotary dryer
and a furnace. The rotary dryer consists of a revolving cylindrical shell slightly inclined towards
the outlet. Wet feed enters at the upper end of the cylinder. dry material discharges from the other.
As the shell rotates, internal flights lift the sawdust and shower them down through the interior of
the shell; drying takes place due to direct contact of hot gas with wet material. The hot gas
required for drying is produced by burning waste wood in a furnace and is moved through the
dryer by a fan.

Methods ofBiocoal Making in Thailand

Biocoal making is a well-defined process in Thailand. It consists of two major steps: briquet
ting of biomass and carbonization of biomass briquettes. So far only sawdust is used as the raw
material. Carbonization is carried out in brick or metal kilns.

Briquetted Biomass Production and Consumption

Uncarbonized Briquettes

During the period 1978-1983, when there were dramatic increases in commercial energy
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prices biomass briquettes appeared to be an increasingly attractive fuel. During this period many
briquetting machines were installed in Thailand. Most of the briquetting machines were however
subsequently shut down because of lack of demand for the ·product.

As shown in Table 1, at the time of the survey there were only two rice husk briquette
producers while the number of sawdust briquette producers was seven. The number of machines
involved in rice husk and sawdust briquetting were 9 and 44 respectively.

Table 1. Briquette producers and operating machines as of survey period.

No. of Briquette No. of Briquetting
Region Producers Machines

Rice Husk Sawdust Rice Husk Sawdust

Northern 1 4
North-Eastern
Central 2 4 9 34
Eastern 1 3
Southern 1 3

Total 2 7 9 44

Figure 2 shows the structure of uncarbonized briquette market in Thailand as revealed by the
survey. There were 4 middlemen involved in the distribution of briquettes and about 133,000
refugee consumers involved in the market. A small quantity of briquettes is also consumed in a
few temples.

Producers Middlemen Consumers

2 Rice Husk & Refugee Camps
7 Sawdust 4 Middlemen Temples
Briquette Factories Biocoal Producer

Fig. 2. Structure of uncarbonized briquette market.

Biocoal

The carbonized briquettes were frrst produced in the year 1982. Presently, there are three
commercial biocoal plants in Thailand located in two provinces1• One is located in Chiangmai and
more than 90% of its product appears to be exported to Korea. Biocoal in excess of export

I For details on the economics of biocoal production in Thailand see Bhattacharya, et al. (1988).
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demand and of quality unsuitable for exports is locally sold at a price of 3 Baht/kg. The other two
factories export their products to Korea, Hong Kong and Taiwan. For the domestic market biocoal
is sold to a middleman at a price of 4 Baht/kg; from the retailers the consumers nonnally buy
biocoal packed in plastic bags of 2.5 kg each at a cost 13 Baht/bag, i.e. 5.2 baht/kg. Another
biocoal distribution channel is a department store chain where well-packed biocoal is sold at 18
Baht/kg.

The structure of the carbonized briquette market is organized as shown in Fig. 3.

Producers Middlemen Wholesalers Retailers Consumers

3 Sawdust 1 Middleman 4 Wholesalers ' Retailers Household
Biocoal in in Cooking &
Factories Pathwn Thani Pathwn Thani Food Vendors

Province Pro7
Factory in Chiangmai

Export

Fig. 3. Strocture of biocoal market.

EXISTING UNCARBONIZED BRIQUETTE AND BIOCOAL USERS

Uncarbonized Briquette Users

Based on the infonnation obtained from the survey the existing consumers are categorized as
follows:

Refugees

Initially, when refugee camps were fIrst established in Thailand, the Ministry of the Interior
issued a policy preventing the use of forest products as cooking fuel for the refugees. Briquettes
were introduced as substitute fuel and have since become an important fuel for household cooking
within the refugee camps.

There are now 8 refugee camps in Thailand situated in 7 provinces. A total of about 133,000 .
refugees live in these camps.

Briquettes are provided to the inmates of the camps free of charge whereas they have to pay
for wood charcoal, LPG and other fuels. The amount of briquettes provided for each refugee is 7
8.5 kg per month. Assuming every refugee utilizes briquettes at this provided rate, the total annual
demand of briquettes in refugee camps can be estimated at about 11,145 - 13,532 tons per year.

Uncarbonized rice husk briquettes are also supplied in small quantities to some temples in the
Northern and Central regions of Thailand. It is found that rice husk briquette can be conveniently
used for cremation because. of its unifonnity in size and consistent quality. The other advantage
that was cited is that it can eliminate odour to some extent probably because of high ash content
Presently, briquette consumption by the temples is estimated to be less than 50 tons/year.
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Biocoal Users
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A survey of biocoal users was conducted in Pathum Thani province of Thailand to study why,
how and for what purpose biocoal is being used. The sample in the survey comprised of 123
users. The respondents were asked through a questionnaire to provide information about biocoal
use.

Table 2. Types of cooking using briquette charcoal.

Consumers
Type of Cooking

Cooking Rice
Boiling
Frying
Roasting
Steaming

Total respondents = 123

Number

28
82
33
47
3

Percentage

22.8
66.7
26.8
38.2
2.4

Biocoal supplied to the domestic markets is mostly used by food vendors in Pathum Thani
Province and Bangkok, with some limited consumption of biocoal in Chiangmai. No evidence
was found of significant biocoal use elsewhere. Boiling is the most popular type of cooking for
which the food vendors utilize biocoal. Other types of cooking are also performed as summarized
in Table 2. It may be noted that many respondents use biocoal for more than one type of cooking.
The average amount of biocoal consumed is 17.2 bags (each containing 2.5 kg biocoal) per week,
per vendor as shown in Table 3.

Table 3. Average amount ofbiocoal used by food vendors.

Respondents
Bags/Week

Number Percentage

<5
7

10
12
14
21
28
35
42
47

2
16
17
1

41
25
10
6
3
2

1.6
13.0
13.8
0.8

33.3
20.3

8.1
4.9
2.4
1.6

Total Respondents =123
Average =17.2 bags/week
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POTENTIAL UNCARBONIZED BRIQUETTE AND BIOCOAL USERS
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Total rural consumptions of fuelwood and charcoal in 1982 were estimated to be 2,451 and
2,366 million litres of crude oil equivalent respectively (Lucas et al., 1987). Of these quantities
rural industrial consumption accounted for 620 and 157 million litres of crude oil equivalent of
fuelwood and charcoal. This indicates the extent of demand for fuelwood and charcoal in Thai
land.

Although use of uncarbonized briquette and biocoal is rather limited at present, the situation
may change if fuelwood and charcoal become relatively more expensive or if the government
intervenes favorably to promote the use of residues.

Uncarbonized Briquettes

The potential users of uncarbonized briquettes are primarily the industries that are using
fuelwood at present. These include industries engaged in: 1) manufacturing of bricks, tiles and
pipes, 2) pottery, 3) tobacco curing, 4) lime making, 5) production of noodles and other food
products, 6) production of crispy crackers, 7) bakery, 8) tapioca drying, 9) palm sugar making, 10)
fish meal preparation, etc.

Biocoal Users

The acceptability of biocoal for industrial use would largely depend on how closely its
thermal and other physical characteristics match the requirements of a particular industry.

Based on combustion quality biocoal could be considered a close substitute for wood char
coal. Hence it can be concluded that the industries· which use wood charcoal at present have a
potential of switching to biocoal. These include blacksmithy, foundry, metal forging, iron smelt
ing, etc.

REASONS OF PRESENT ACCEPTABILITY FOR SAWDUST CHARCOAL

Out of the 123 users identified in Pathum Thani province 121 were food sellers and 2 were
household users. Different reasons were given by food sellers for why they used biocoal instead
of other fuels. The results are shown in Table 4. The main reasons given by more than 91% of the
users were that biocoal was more convenient and also readily available. One of the reasons behind
finding the use of biocoal to be more convenient than charcoal could be its longer lasting fire
compared to wood charcoal. This is because less attention is needed for periodically adding more
fuel in the stove and the vendor is able to concentrate more on preparing food. Also, the
uniformity of size made biocoal easier to cut into small pieces. In addition, biocoal sold in 2.5 kg
bags appears to conveniently meet the requirements of food vendors as compared with LPG
cylinder and biocoal or wood charcoal purchased in large quantities which are quite inconvenient
to accommodate or carry in their vending carts. Around 22.3% of the users cited the improved
flavour of the food as a reason for using biocoal. The main reason given by these users for
improved flavour of food was that biocoal generated more steady and strong heat, which meant
that certain types of cooking which required a high temperature could be done quickly, thus
preserving the flavour of the food. In addition, the non-sparking fire of biocoal kept the food
clean. About 13.2% of the respondents claimed that stronger heat generated by biocoal (compared
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Table 4. Reasons for using biocoal rather than wood charcoal
by food sellers.

Respondents
Reason

Number Percentage

Cheaper
As easily available as

wood charcoal
More convenient
Improved flavour of food
Stronger heat

ToA respondents = 121

9
111

118
27
16

7.4
91.7

97.5
22.3
13.2

to wood charcoal) was a reason for their using it. This is due to wood charcoal burning away
faster and resulting in weak: fire in between charges to the stove.

Attributes of Biocoal that Users Like

Certain attributes of biocoal were liked by the users and thus indirectly contributed towards
its acceptance. The most important was the non-sparking characteristic of biocoal as shown in
Table 5.

Table 5. Attributes of biocoalliked by food sellers.

Respondents
Attributes

Nurnber Percentage

Non-sparking
Easy to ignite
Less smoking than wood charcoal
Less quantity requirement than

wood charcoal
Less ash content than wood charcoal
Easier to handle than wood charcoal
Longer lasting fire than wood charcoal

Total respondents =121

119
103
91
86

108
4

51

98.3
85.1
75.2
71.1

89.3
3.3

42.1

One of the users cited th~lt she changed to using biocoal because of the quality variations of
wood charcoal. In particular she disliked the mixing of low quality wood charcoal inside the sack
which resulted in a sparking fire when she used the charcoal. About 85.1 % of the respondents
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regarded biocoal as easy to ignite. This response, however, does not imply comparison with any
other fuel since the respondents were food vendors and ignited biocoal once a day; this means that
advantages or disadvantages associated with ignition, if any, are not significant to them. This
attribute, however, would be important for certain other users of biocoal, e.g. household cooking.

About 75.2% of the respondents liked the less smoking (compared to wood charcoal) attribute
of biocoal. This is probably because biocoal production is more closely supervised compared to
wood charcoal. Also, biocoal is produced in more sophisticated kilns, e.g. brick and steel kilns,
while wood charcoal is normally produced in pit kilns or earth mounds.

Less quantity requirement of biocoal (compared to wood charcoal) is liked by 71.1% of the
respondents. Since biocoal is less porous (more dense) and has slightly higher heating value
compared to wood charcoal, it tends to burn more slowly resulting in a more steady and longer
lasting fire. This is responsible for less quantity requirement in case of biocoal.

About 89% of the respondents liked the relatively low ash content of biocoal in comparison
with wood charcoal. The raw materials for charcoal and biocoal making - wood and sawdust
respectively - can be regarded as having nearly the same ash content. However, biocoal yield
from sawdust briquettes in commercial plants is around 35% while charcoal yield from wood in
traditional kilns is normally below 20%. The higher yield of biocoal compared to wood charcoal is
responsible for its relatively low ash content.

Attributes of Biocoal That Users Disliked

A large percentage of the interviewed users (42.1 %), as shown in Table 6, disliked the high
smoke generation sometimes encountered when using biocoal. This is due to improperly carbon
ized biocoal sometimes sold in the markets. Relatively difficult ignitability of biocoal in compari
son with wood charcoal is disliked by 14.9% of the users. A large number (31.4%) of users,
however, commented that biocoal had no attribute that was disliked by them.

Table 6. Attributes of biocoal disliked by food sellers compared
with wood charcoal.

Users
Attributes

Number Percentage

More ash
Fire harder to ignite
More quantity required
More smoke or flame when

not completely carbonized
More expensive
More fines in bag
Frequent shortages
None

Total respondents =121

1
18
4

51

8
9
3

38

0.8
14.9

3.3
42.1

6.6
7.4
2.5

31.4
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ECONOMICS OF TRADITIONAL FUEL SUBSTITUTION

Biocoal is at present mostly used for cooking purposes. The costs of using alternative fuels
for cooking are evaluated in the following discussion.

Table 7 presents the annual cost of cooking by food vendors using 3 alternative fuels, i.e.
wood charcoal, LPG and biocoal. Since the price of wood charcoal varies with whether it is
bought in small quantity (i.e. in plastic bags containing 2 kg each) or in large quantity (i.e. in sacks
containing 45 kg each), charcoal prices corresponding to each of these sizes are included for the
purpose of cost comparison. The amount of biocoal used per day by a food vendor has been taken
to be 6.25 kg, the average figure as was revealed by the survey.

The total annual fuel. costs of using the alternative fuels by the food vendor are calculated
taking into account the efficiencies of stoves burning each type of fuel. These costs are shown in
column 6 of the table. It is clear that biocoal is less expensive compared to wood charcoal only
when the latter is purchased in small quantities. Both LPG and wood charcoal purchased in large
quantities are found to be more economical than biocoal.

Despite the cost advantages of LPG, and charcoal purchased in large quantities, it was re
vealed by the survey that the food vendors prefer to buy biocoal in small quantities since LPG
cylinder and biocoal/charcoal in large quantities are quite inconvenient to transport in their food
vending carts.

How do the costs of using biocoal and substitute fuels compare if both fuel and capital costs
are considered? For this purpose we consider a single burner LPG stove for burning LPG and a
Thai bucket stove for burning both wood charcoal and biocoal. The life of an LPG burner is
assumed to be 7 years whereas the life of the bucket stove is assumed to be 2 years. The annual
appliance cost is computed at an annual interest rate of 12%. With the prices of an LPG stove and
a bucket stove taken as 550 Baht and 50 Baht respectively, the total annual costs including fuel
and appliance costs for various fuels are given in column 7. Interestingly, inclusion of appliance
costs does not alter the relative economics of cooking fuels. It can again be seen that biocoal is the
less costly fuel for cooking only in comparison with wood charcoal bought in small quantities.

CONCLUSIONS

Uncarbonized Briquette

(i) At present the markets for uncarbonized briquettes are limited. The briquettes are mainly
used as cooking fuel by refugees who get a fixed amount of briquettes free of cost. Small
amounts of briquettes are also used in temples for cremation. Except in the refugee camps,
direct use of briquettes is not attrac~ve for household users since existing charcoal stoves do
not bum the briquettes efficiently resulting in the generation of smoke.

(ii) A number of plants that were installed in early 1980's are now out of operation. At present
there are only 2 rice husk briquetting plants and seven sawdust briquetting plants.

(iii) The production of sawdust briquettes has been steadily increasing over the last few years.
(iv) Most briquette producers sell briquettes through middlemen who are .successful in bids for

selling briquettes to refugee camps.



Table 7. Total annual cost of energy consumed by food vendor.

(1) (2) (3) (4) (5) (6) (7)
Calorific Unit Cost Unit Energy Energy Use Annual Pri- . Annual Annual

Value of Fuel Cost Efficiency mary Energy Energy Cost of Energy Cost of
Fuel (Kcaljkg) (Baht/kg) (10-3 Baht! (%) Conswnption Cooking (Baht) Cooking Including

Kcal) (l()3 Kcal) Appliance Cost
(Baht)

1. Wood Charcoal
1.1 Packed in plastic bag 6,82311 5.00 0.7328 27.03/ 17,178 12,588 12,619

(around 2 kg/bag)
1.2 Packed in big sack 6,82311 2.44 0.3576 27.()3/ 17,178 6,143 6,174

(around 45 kg/sack)
2. LPG 11,15471 10.00 0.8965 6OJJ4/ 7,730 6,930 7,051
3. Biocoal 7,53011 5.20 0.6906 27.()3/ 17,178 11,862 11,894

Source: 1/ Bhattacharya. et al'l 1985.
2/ Wibulswas, 1986.
3/ Islam, et al.I 1984.
4/ Economic and Social Commission for Asia and the Pacific, 1980.
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(i) At present there are three biocoal plants producing biocoal from sawdust but none producing
biocoal from rice husk.

(ii) All factories producing biocoal aim for export since export prices are much higher than
domestic prices. Only the surplus left after export and biocoal below export quality are sold
in domestic markets.

(iii) At present, in most of the domestic markets, biocoal is less expensive than wood charcoal
sold in small quantity (in plastic bags each containing 1.4 to 2.0 kg) but more expensive than
charcoal sold in large quantities (in large sacks, each containing 30 - 60 kg).

(iv) Biocoal is mostly used by food vendors who sell food from mobile stalls. The quantities of
fuel bought by them each time are relatively small just enough to meet the daily requirement.
This makes biocoal cheaper than wood charcoal.

(v) The attributes of biocoal that most users like include non-sparking characteristic, low smoke
generation, low ash content, economy in use and long lasting fire. An attribute of biocoal that
some users do not like is the difficulty in starting a fire.
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Wood is an important traditional fuel in Malaysia. It is utilised as domestic fuel in the rural
areas. It is also used in some important industries such as the smoking of rubber sheets, the
clUing of tobacco and the manufacture of bricks. Charcoal, a secondary fuel from wood is also
used in the domestic sector but its most important use is in the steel and cement industries. In this
paper we re-evaluate the importance of wood as a source of fuel and explore the possibilities of
its utilisation in the long term.

INTRODUCTION

Wood has been an important domestic fuel in Malaysia since time immemorial. In the rural
areas today wood still is the major domestic fuel, sometimes complemented by kerosene. i

, 2 In the
industrial sector wood is an important fuel in the smoking of rubber sheets, the curing of tobacco,
the manufacture of bricks, traditional pottery making, and small-scale food manufacturing. Char
coal, a secondary fuel produced by the carbonization of wood is also an important domestic fuel
in the urban areas. Use of charcoal in the steel and cement industries is also very significant so
much so that Malaysia has to import annually almost 50% of her charcoal requirement from
neighbouring charcoal producing countries, Indonesia and Thailand. It is envisaged that wood
fuel will still play an important role until the end of the century.

The sources of wood in Malaysia are the rubber plantations, where rubberwood is made
available through the replanting process, the timber industry, where waste wood from the saw
milling process is available for fuel, and the mangrove swamps, which produce high quality fuel
wood for primary wood fuel as well as feedstock for charcoal production. In the rural areas
domestic fuel is normally obtained from rubber plantations and secondary forests. The latter
produce a variety of wood suitable for burning.

Although Malaysia has sufficient wood resources the harvesting of fuehvood, especially from
the mangrove swamps has been tightly controlled by the Forest Department, hence the increasing
imports of charcoal. With proper management and planning wood fuel can be maintained as an
important resource in the long run. Table 1 shows the recorded production of fuelwood in the
fonns of firewood and charcoal for the years 1975 to 1985. It can be seen that the production of
firewood and charcoal increased steadily until 1978 and remained more or less constant since
1979. This is because of the control mentioned above. There is no estimate of the amount of wood
fuel used domestically in the rural areas.
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Table 1. Production of fuelwood in Peninsular Malaysia
(1975 - 1985).

Year Firewood Charcoal
(m3) (m3)

1975 74,000 449,000
1976 109,000 267,000
1977 251,000 343,000
1978 377,000 453,000
1979 450,000 278,500
1980 450,000 243,500
1981 450,000 255,500
1982 450,000 267,500
1983 450,000 285,000
1984 450,000 294,500
1985 450,000 312,500

Source: Peninsular Malaysia Forestry Annual Reports.

Energy is obtained from the combustion of wood or charcoal. The gross calorific value of
oven-dried wood averages 17.9 MJ/kg while that of charcoal is 27.9 MJ/kg. Table 2 lists the
calorific values of the wood and the charcoal for some species of wood which are important
sources of wood fuel in Malaysia.

Table 2. Calorific values of some species of woods
and their charcoal.

Species
Calorific value

(MJ/kg)

Charcoal4

Bakau Minyak (R. apiculata)
Bakau Kurap (R. mueronata)
Pine (Pinus caribaea)
Eucalypt (Eucalyptus deglupta)
Acacia (Acacia mangium)
Rubberwood (Hevea brasiliensis)

WOOD ENERGY RESEARCH IN MALAYSIA

18.5
18.0
18.0
17.9
17.7
17.6

27.5
27.3
27.8
27.8
28.5
28.3

Most of the research on wood energy in Malaysia is carried out at the Forest Research
Institute of Malaysia (PRIM) under the institute's Wood Waste Utilisation Programme. Some
important research work has recently been started in the universities.
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The objectives of the wood energy projects carried out in FRIM and in the universities are:
i) To study and develop the technology for the conversion of wood waste into solid, liquid

or gaseous fuels.
ii) To develop cheap industrial and domestic fuels based on wood and other agricultural

wastes.
Some aspects of wood energy studied in these projects include charcoal production, wood

and charcoal gasification, wood briquetting and stove design.

Charcoal Production

In Malaysia charcoal is produced in three types of kilns: the saw dust clamp, the beehive kiln
and the transportable metal kiln.5 In the saw dust clamp the charge, nonnally sawmilling wastes,
is stacked in a pit, covered with a mound of saw dust and fired. After the exothennic stage is
completed the holes are covered with sand to extinguish the fire. The charcoal produced by this
method is of variable and low quality.

The beehive kiln is the most important method as almost 80% of the charcoal produced in
this country is by this method. The charge in this method of production is mangrove wood (Sp.
Rhizophora) and rubberwood. The charcoal produced by this method is of high quality with fixed
carbon content between 70% and 80% and is suitable for industrial use. Studies has been carried
out to detennine the optimum carbonization process and to asses the suitability of using various
types of wood as the feedstock. It has been established that most of the varieties of wood available
in the country are suitable for producing high quality charcoal. This is discussed in reference 4.

The transportable metal kiln is a new development. It is expected to be increasingly used in
the rubber replanting process because of its transportability. The kilns can be taken to the areas
where the felling of rubber trees is in progress, hence saving in the cost of transportation of the
raw wood. The kiln is also suitable for use in the vicinity of the sawmills as the volume of charge
required is not too high when compared with the beehive kiln. Various types of material can be
used as the feedstock in this kiln (Table 3).

Table 3. Carboniz~tion data for the transportable metal kiln.

Feed material

Rubberwood
Sawmill rejects
Coconut shells

Carbonization
time
(hr)

24 - 61
21 - 166
12 - 36

Conversion
efficiency

(%)

19 - 23
17 - 22
20 - 25

Fixed carbon
content

(%)

75 - 85
66 - 83
70 -75

The demand, production and import of charcoal in Peninsular Malaysia from 1980 to 1985
are shown in Table 4. It is noted that the demand is increasing steadily while production is static,
hence the requirement for increasing imports.
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Table 4. Demand, production and import of charcoal in
Peninsular Malaysia (1980 - 1986).

Year Demand Production Import
(tonne) (tonne) (tonne)

1980 48700 31700 17000
1981 51100 32100 19000
1982 53500 31500 22000
1983 57000 31000 26000
1984 58900 30900· 28000
1985 62500 31300 31200

Source: MIDA Report on Charcoal Tariff.

Research on the gasification of charcoal is being carried out both at PRIM and at the Faculty
of Mechanical Engineering, Technology University of Malaysia. PRIM has developed a lot of
experience in running a diesel engine with a gasifier, whereas in the university gasification work
was started only recently. In both institutions the fixed bed down drought gasifier is utilised. Pilot
trials run by FRIM have indicated that small-scale gasification of charcoal has application poten
tial, particularly in the remote areas of the country.6 However, a lack of trained persons to operate
the gasifiers must first be overcome.

Wood Stove

In the rural areas wood fuel is usually burned in the open burning three stone or triangular
support hearth. The utilisation of fuel in this manner is inefficient. Such a burning system is also
inconvenient because of the smoky .. fire produced. The efficiency of these open burning stoves is
less than 7%. Research on stove design and characteristics is being carried out at FRIM and at the
Deparunent of Physics, National University of Malaysia. The objective of this project is to find
the optimum stove design in terms of efficiency, ease of fabrication and ease of handling and
operation. Tests have been performed on stoves available in the market. The efficiency of these
stoves range between 12% to 19%. Field tests on these stoves will be carried out in the near future
in order to asses their acceptability.

CONCLUSIONS

Wood fuel in the form of firewood and charcoal is still very important both for domestic and
industrial use in Malaysia. Good quality charcoal can be produced by the beehive kiln and the
transportable metal kiln. Use of the transportable metal kiln should be encouraged especially in
the vicinity of the sawmills as the saw dust clamp which is widely practiced now produces low
quality charcoal. Gasification of wood and charcoal has a potential for wider applications but
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operator training has to be provided before this can be achieved.
In the rural areas fIrewood will be used for domestic fuel for a long time to come. The

introduction of better and more effIcient stoves will bring much relief to the rural housewives.
Further research on stove design and field trials will have to be conducted.
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The major domestic energy needs ofpeople in the under-developed and developing countries
are met by burning wood in cook stoves. The quest for energy conservation and its efficient use
has motivated researchers the world over to look for improvements in wood burning cook stoves.
Even a marginal increase in efficiency can contribute considerably to a total saving in energy
consumption and therefore conservation.

Analysis of cooking using wood shows that better energy efficiency can be achieved by
complete and controlled combustion of wood, maximum energy transfer to food cooked and
reducing the energy losses. The various component design features that contribute to better
utilisation of wood energy are discussed. These can be of use in emerging designs, or in the
modifications to the existing designs. In addition to dealing with the sizing factors, the rating or
performance testing of wood stoves is detailed, thus providing a basis for comparison of different
stoves. Operational guidelines that contribute to increased efficiency during cooking are provided.

INTRODUCTION

Most of the debates and discussions on energy issues centre around the so called commercial
forms of energy, namely, oil, coal and electricity. These discussions tend to lose sight of the fact
that for the vast majority of the population living in the rural areas, the dimensions of the energy
problems are altogether different Though their dependence on commercial fuels has not been
large, there is as acute an energy crisis in the rural areas as in the urban centres. On account of
dwindling supplies of fuel wood and gradual commercialisation of even traditional fuels like
fIrewood and cowdung cake, securing adequate energy supply at a cost which is affordable, has
become more and more diffIcult.

Research and development work in the area of wood burning cook stoves has been receiving
increased attention due to the fact that for the vast majority of people in the developing countries,
these stoves continue to be the main energy conversion devices. Percentage of the total energy
supplied by fuel wood for some of the countries is shown in brackets [1]: Nepal (95.8), Tanzania
(96.0), India (30.3), Uganda (90.2), Brazil (59.1), Sri Lanka (69.1), U.S.S.R. (3.6), Sweden (3.0),
West Germany (0.3), Canada (1.0), U.S.A. (0.4). This shows that most of the under-developed
and developing countries are heavily dependent on wood as an energy source. Further break up of
energy utilised task-wise shows that approximately 60-80% of the energy supplied by fuel wood is

PREVlOUS PAGE BLANK
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utilised for cooking and water heating domestic tasks [2]. Thus, the major energy conversion
takes place in a large number of low powered, low efficiency cook stoves. The scenario is similar
in most developing/under-developed countries.

The origin of wood stoves dates back to prehistoric times starting with the three stone open
combustion fue. Evolution of this open fue has resulted in thousands of other cook stoves.
However, open fue is still used by rural people with nomadic tendencies or those with no perma
nent shelter. Perhaps it fulfl1ls many of their needs like cooking, providing warmth, drying out
damp clothes, rodent control or even a source of light, etc., in addition to it being simple to
construct and easy to operate. Any evolved stove for this class of people should fill as many of the
open fire's uses and have as few of its drawbacks as possible. Settled populations generally use
built-in cook stoves. Dimensioning of stoves, which hitherto had not received much attention, is
recognized as a major factor affecting stove efficiency and therefore energy conservation.

FACTORS CONTROLLING ENERGY CONVERSION AND UTILIZATION IN
COOK STOVES [3]

The objectives of improving cook stoves are:
(i) To increase the overall energy efficiency and reduce fuel consumption for a given task,
(ii) To provide for varying power output level so as to control the stove power depending on

the task,
(iii) To minimise the problems of pollution and inconvenience caused by smoke, soot, radia

tion, etc., and
(iv) To increase stove durability and reduce the frequency of repairs.
The scope for improving the cook stoves can be seen by taking a look at the energy flow

diagram (Fig. 1) for a wood burning cook stove. The energy diagram indicates that complete
combustion of fuel, efficient heat transfer for cooking and minimization of heat losses are the
basic requirements for improved energy utilisation. These aspects in the context of wood burning
stoves are discussed in brief in order to provide directions in the design of stove components and
also in the better utilisation of fuel wood.

THERMOSTATIC STEAM

STOVE BODY LOSS

CHARCOAL

UNBURNT VOLATILES lATENT CHIMNEY LOSS

WOOD

USED GENERATED HEAT GROSS •••••• NET HEAT TO PAN
--------o:::-----~

SENSIBLE CHIMNEY LOSS

Fig. 1. Energy flow diagram in cook stoves.

Combustion

As in all combustion, there is an initial two-step heating phase when wood is combusted in
stoves. The first step pyrolysis involves heating to a temperature where chemical decomposition
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commences liberating gaseous volatiles and thereby separating fIxed carbon in a solid state. The
size of wood pieces and the moisture content of wood are the main factors that detennine the time
taken for this initial heating phase of combustion. Mter this step, the combustion of wood takes
two separate paths. One, the burning of gaseous volatiles which can take place in the complete
volume of the combustion chamber, and the other, burning of solid residue, a process of surface
combustion. For sustaining these two types of combustion, a high temperature (about 8000C) and
a supply of oxygen at the right rates and at the right places is necessary. In the construction of
wood ste?ves, provision should be made for a larger excess air intake than that calculated theoreti
cally (stoichiometric air/fuel ratio), because some of the air passes through the fuel chamber/
combustion chamber without contributing to combustion. If the fueVair mixture is too rich (not
enough oxygen) combustion is incomplete with not all carbon getting converted to carbon dioxide,
on the other hand if the mixture is too lean, then the products of combustion get cooled, eventu
ally quenching the flames. The ratio of quantity of air actually taken in to the stoichiometric
quantity is called coefficient of excess air. The suggested excess air coefficient for wood stoves is
between 1.5 to 2.0 [4]. This can be measured by the CO2 content of the flue gases. Figure 2
shows the CO2 content and excess air coefficient. When the CO2 content diminishes, it may be
concluded that excess air has increased and vice versa. If the surfaces of the combustion chamber
get cooled at a faster rate than they receive heat from combustion flames, then the flames will get
quenched. The three T's of ensuring good combustion are:

1. Temperature high enough to ignite the constituents.
2. Turbulance or good mixing of gases.
3. Time sufficient enough for combustion to be complete.
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content at complete combustion.

A simple means of judging good combustion is to observe the colour of smoke it gives off.
If it is not transparent, it means that part of the fuel is not being consumed and is escaping in the
form of unburnt products. Since the purpose of burning fuel in a stove is to have a controlled heat
output rate, ways and means of providing controlled air for combustion in the fonn of primary and
secondary air at the appropriate places.in a combustion chamber become important. The theoreti
cal temperature of combustion is determined not only by the calorific value of wood but also by
excess air, too much excess air lowers gas temperature and hampers sustained combustion.



38

Heat Transfer and Fluid Flow

RERIC InternatioMl Energy Journal: Vol.ll,No.1,June 1989

An average small-scale wood burning device is a naturally aspirated system involving com
bustion, heat transfer (conduction, convection and radiation) and fluid flow. The heat that is
generated has to be transferred to the cooking vessel and to food. The heat is mainly transferred
by convection and radiation to the vessel. The convective heat transfer is increased if the hot
combustion gases lap the vessel and a forced vortex motion could be created. Vessel shape, size
and its position in the combustion chamber would affect heat transfer. A longer gas path over the
surface area of the pot will provide more residence time for heat transfer, and thus reduce the
exhaust losses. Improved convection can be obtained by off-setting the flue tunnels giving rise to
vortex or by the use of baffles and det1ectors. The combustion volume could also be varied by
positioning/sinking the pot in the stove. In an ideal pot position, the temperature of exit gases
should approximately be the same as the pot surface temperature. The pot size and shape and its
position in relation to the stove will not only be a factor that determines the gas flow pattern but
also it will be a factor that goes to determine the shape factor for radiation heat transfer from flame
to vessel. The radiation heat loss from flame to stove surface can be minimised by using suitably
spaced shields that will in addition assist in stabilising combustion. The power output of the stove
can be varied by regulating the wood feed rate. This is an operational parameter that depends on
the cooking task and the person's experience and skill in maintaining a regulated power output.

DESIGN CONSIDERATIONS IN COOK STOVE COMPONENTS

For a fuel efficient stove design, knowledge of the above basic facts of combustion, heat
transfer and fluid flow processes involved has to be translated into guidelines for the design of its
functional components. Components sizing and incorporation or otherwise, therefore becomes
important to obtain improved energy utilization in stoves. Components basic to emerging designs
are: 1) Fire box and vessel mountings, 2) Grate, 3) Baffles, 4) Dampers, 5) Chimney, 6)
Shields, and 7) Vessel size, shape and material. Factors useful in sizing each of the above com
ponents are detailed below.

Fire Box or Combustion Chamber and Vessel Mounting

This is the space in which initial combustion takes place and the fuel is burned. Some stoves
also contain a secondary fire box where many of the gases produced by the initial combustion are
burned. The height (distance between the floor of stove or grate if grate is used as the bottom of
the pot) is one of the important parameters that affect the over-all efficiency of energy conversion.
If the height of the combustion chamber is too low, incomplete combustion with condensation of
volatiles, choking and smoke production results. If the combustion chamber is too high, the
flames mix with the surrounding sheets of air and lower the temperature, with the consequent
lowering of convective and radiative components of heat to the pot. Hence, the combustion cham
ber must have an optimum height for different burning rates.

Jayaraman and Bhatt [5] have recommended combustion chamber heights for various burn
ing rates in single-pan grated stoves with vessel mounts (Table 1). Joseph and Loose [6] have
suggested a combustion chamber height in the range 160-200 mm for two-pan non-grated stoves
with vessel mounts. They have also suggested a combustion chamber of height mthe range 150
180 mm for non-grated stoves in general.
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Table 1. Optimum heights of combustion chambers and vessel mounts.
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51
No.

1
2
3
4
5
6
7

Fuel burning
rate, kg/hr

0.5
0.8
1.4

2
3
5

10

Optimum height
of vessel mounts,

mm

30
40
50
60
65
70
75

Optimum height of
combustion chamber,

mm

65
88
110
140
160
180
210

The vessel mounting arrangements adopted must take into consideration the twin aspects of
holding the vessel load in a stable manner as well as venting out the exhaust gases. In stoves with
vessel mounts these need to be optimized. The height of the vessel mounts is determined by the
volume of the flue gases handled, which in tum is dependent on the fuel burning rate. When the
height of the vessel mounts is too great, the radiation loss from the sides of the flame increases.
Also, the effective flame temperature of gases in contact with the vessel decreases because of
variation in temperature with height of the chamber. On the other hand, if the vessel mount height
is reduced too much, smoke and soot from the condensation of volatiles result. There is also flame
licking on vessel sides causing severe radiation loss. A vessel mount height of 30 mm has been
recommended by Jayaraman and Bhatt [5] for a chamber of 180-200 mm diameter. Various vessel
mount heights suggested are given in Table 1 [5].

In stoves where the vessel is immersed in the combustion chamber, the combustion chamber
shielding is extended upwards to cover the pot partially. Three ceramic blocks are placed radially
at three locations 1200 apart on the grate or combustion bed and the vessel is placed on them. The
vessel is so immersed into the combustio~ chamber that the gap between the vessel wall and the
shield is about 20 mm all round. The exhaust gases pass through the annular space between the
vessel and the shielding. The advantage of this system is that it not only reduces the radiation
losses but also increases the area of heat transfer between the vessel and the stove. The disadvan
tages are that only certain cylindrical vessels can be placed on the stove and the entire vessel sides
become sooty.

Every stove needs an opening for feeding the fuel logs, but this opening causes convective
and radiative losses and therefore should not be large. With regard to fuel feed openings there are
two main stove types:

(1) Horizontal or inclined fuel axis stoves with or without a door.
(2) Vertical fuel axis stoves. These have the following advantages over horizontal fuel axis

stoves:
(a) there is no need for fuel adjustment as it is gravity fed,
(b) they can bum wet wood with up to 32% moisture [5] because of elimination of

radiation losses through the fuel feed opening and consequently higher combustion
temperatures, and

(c) wood chips fueled stoves, in which the chips are placed on the grate and lighted.
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The pot is placed following good kindling. For refeed, the pot is lifted and chips
replenished.

Air is aspirated into the fire box through an air inlet and then passed through the fuel by the
draft created. An efficient stove should have an adjustable opening to allow the cook to control
the rate of burning and thus to control the temperature.

Grate

Experiments have shown that use of a grate definitely improves the efficiency, presumably
providing better access for air and thus improving the rate of combustion. It is suggested [6] that
if a grate is used, the walls of the combustion chamber must slope in toward the grate and that the
area of the grate open to the passage of air must be approximately 25 to 30% of the total grate
area. The air and combustion gas flow pattern is significantly affected by the use of a grate. The
use of a grate is a very old concept and there are many advantages. When a grate is used in the
main combustion chamber, it has the following effects:

(i) In most stoves the combustion chamber is too high (140-190 mm). Introduction of a
grate 40 mm above the ground level reduces the height to 100-150 mm. Thus, in the
same old structure, the efficiency of heat transmission to the vessel can be increased.

(ii) When a grate is placed, an air gap between the floor and the heat source (burning logs)
is created. This acts as a thermal resistance to downward heat flow.

(iii) The grate removes ash from the combustion zone, but retains embers.
(iv) The combustion rate increases compared to non-grated stoves.
(v) The flame becomes steady and does not waver. This reduces the side-ward losses to the

chamber walls.
(vi) Symmetric air flow results, because air enters unifoIDlly from all sides.
(vii) Charcoal formation is minimised.
(viii) CO concentration in flue gases is reduced.
(ix) Escape of unburnt volatiles from wood is minimised.When there is no grate, the hot bed

of charcoal minimises the combustion chamber volume and also releases volatiles from
the fresh logs so fast that they escape unburnt.

(x) Flame stability increases and the number of blowings per operation is reduced consid
erably.

In spite of all these advantages certain agencies like Intermediate Technology Development
Group (ITDG) and also some rural development organisations prefer not to have grates, because in
certain areas, cooking involves baking operations or heating of food directly on the cinders.

Types of grates generally used are:
(i) Cast iron grates.
(ii) Mild steel sheet grates.
(iii) Two sheets of expanded metal and weld mesh tied together by thin metal wires.
(iv) Mild steel rod grates. Mild steel rods are sharpened at both ends like sharpening pencil

on either side. Two iron strips with holes are made. The rods are placed in between
these two and hammered.

(v) Mild steel strips. A grate is made from these strips by placing them parallel or inclined
at 60° to the horizontal and welded to side-plates.

(vi) Clay ceramic plate with holes.
Cast iron grates are best suited for clay stoves. Rod grates are suitable for brick stoves. Mesh
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or steel grates are useful for metallic stoves. Ceramic grates are the cheapest, while the cast iron
ones are the longest lasting.

Barnes

The baffle is an obstruction to flue gases and gives direction to the flow. Baffles can be
either in the form of a rectangular wall or a spherical mound constructed inside the subsidiary pot
openings. A baffle or a series of baffles prevents direct escape of hot gases, allowing them to burn
more completely. Also, a carefully placed baffle redirects the flow of hot gases around the pot,
thereby facilitating better heat transfer. If baffles are placed at the exit of the combustion cham
ber, they redirect the flame and the flame lashes back onto the surface of wood, as well as under
the pot surfaces. This results in quick heating of the pot and helps in cooking the food faster.

If baffles are placed in th-e flue, they will keep the hot gases near the second and third pots.
More heat is transferred to the pots, thereby hastening the cooking. ITDG has done tests which
show that baffles can decrease wood consumption b¥ 50% when placed correctly.

According to Joseph [6] when a baffle is placed under the second pot, the distance between
the base of the pot and the top of the baffle should be approximately 20 mm to obtain maximum
heat transfer. If the distance is too great, heat transfer to the pots is reduced considerably and if it
is too little, the gases may not be able to overcome the flow gradient and they get choked. A
distance in the range 35-75 mm has been recommended.

Dampers

A damper is a movable plate which controls the draft or now of exhaust gases. It can be
made of metal or blocks of clay or stone. If sheet metal is used it will be especially hot to touch
when cooking is being done, so a handle of poor conductivity should be provided. Normally, one
or more dampers are used to control the now of air. Placement and operation of the dampers
depend on the design and construction material of the stove. Ifonly one damper is used or needed,
it should be placed at the mouth of the air inlet. A second damper can be placed near the chimney,
just before it bends upwards. A very large stove may require additional dampers to prevent the hot
gases from r~ching unused areas of the stove. Dampers usually have uniaxial movement. Damp
ers used at the fuel door serve to minimise the radiation losses from the combustion chamber.

Chimney

The chimney is a passage way through which gases and smoke leave the fire. Its function is
to draw vapour and smoke out of the kitchen and create a pressure difference so that air is drawn
into the fIre box. Chimneys can be made from clay pipes, sheet metal, cast iron, masonry,
concrete pipes, bamboo, ferromud and so on. Brick or clay pipes have a longer life compared to
sheet metal chimneys. Ferromud chimneys can be made from chicken mesh plastered with clay to
form a strong structure. They could be signifIcantly cheaper than either metal or clay chimney
pipes.

Chimney diameter is ascertained on the basis of the quantity and velocity of the flue gases.
The height is designed from the point of view of draft requirements. The bigger the stove, the
greater should be the size of the chimney. If the chimney is not big enough, the stove will not be
able to draw in suffIcient air to operate at maximum effIciency. Too big a chimney will however
increase the heat losses. It is advisable not to have a diameter greater that 150 mm as cold air
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could flow back down the chimney. The height could be from 2 to 2.5 m. The top end should be
about 0.75 m above the highest point of the roof. This is desired both for fIfe safety as well as for
preventing down drafts.

In addition to smoke venting, chimneys induce draft and increase the fuel burning 'rate. It is
reported [5] that for every square metre of grate area, a stove without chimney can burn only 20
30 kg/hr of wood, while, if a chimney is used, combustion rates as high as 100 kg/hr can be
obtained. Chimney stoves can have higher or lower overall efficiency in comparison with the
traditional stove. With the introduction of a chimney, both the fuel burning rate and the air to fuel
ratio increase. This increases the rate of production of hot combustion gases when a stove has a
chimney. Attempts must be made to extract the heat of the flue gases in an efficient manner by
having set-ups that collect more heat per unit of wood burnt than the version without a chimney.
If this criterion is not satisfied, the efficiency of a chimney stove will be poorer than that of a
traditional stove.

Slanted chimneys and other unnecessary resistances in the flow passages increase fuel con
sumption. The following precautions must be taken when installing a chimney.

(i) The chimney must not be constructed exactly at roof level, but about 300 mm above it.
It must also not be constructed by the side of a wall. In these two situations, the wind
causes back draft and the flue gases are forced through the fuel feed openings, thereby
extinguishing the ftre.

(ii) It must not end inside a thatched roof just below the thatching.
Blowers produce forced air flow and increase the combustion rate. While passive elements

like chimneys produce a burning rate of 100 kg/hr m2 of grate area, the use of a blower increases
this to 200 kg/hr m2 when logs are used and to 300 kg/hr m2 when chips are used. Blowers could
either be hand operated or power operated resulting in (a) forced draft type when air is blown
before the combustion zone, and (b) induced draft when flue gases are drawn out after the
combustion zone. Draft can be diagonal, up, down or cross type. Blowers are generally suggested
for hotels, where fast combustion and wide load variations are to be met [7].

Shields

The function of any stove is to transfer the maximum possible heat produced from the wood
to the load. When the fuel burning zone in the combustion chamber is exposed to the environ
ment, heat is radiated out. When it is shielded, the shield only conducts heat away. The combined
radiative and convective loss is about 250 times the conduction loss, when the conducting material
is clay. Therefore, shielding is essential for any efficient stove. Shielding systems are based on
the use of large thermal resistances to minimize the side-ward heat loss. Low thermal conductivity
materials like air, asbestos, plaster, mica, cement, hollow bricks, clay, etc. provide good shielding.
Usually a multiple resistance system with air as one of the resistances give a high conductive.
resistance. But heavy shielding does not improve the efficiency for the following reasons:

(a) When the stove wall thickness increases, the conductive resistance increases, but the ~eat

is taken away in another fonn as capacitance heat of the thennal mass. Thus thick walls
.absorb more heat than that which they resist through conduction.

(b) When the air gaps (used as conductive resistances) are too big, they produce convective
currents and offset the gains of the low conductive transfer. Also, there is substantial
heat by-pass from the connected portions of the stove.

(c) Total suppression of heat losses to the sides lowers the overall efftciency. This is
probably due to loss of heat through stack gas.
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There are two ways of tapping flue gas heat: (a) proVISIon of a water jacket around the
combustion chamber, and (b) provision of a water jacket around the flue gas connection. The hot
water is then tapped' and used for bathing. The main advantage of these systems is that the overall
efficiency increases. The disadvantages are : sealing problems, corrosion, and marked fall in the
power output to the main load. Hence, in spite of increase in system efficiency, firewood
consumption may increase. Also, on many occasions the hot water or steam produced may not
fmd immediate use.

Vessel Size, Shape and Material .

The heat from the combustion gases gets transferred to the food via the vessel. The heat
transfer to the bottom of the vessel is by conduction, convection and radiation, and therefore the
factors affecting heat flow will be, surface area for conduction, the thennal conductivity of vessel
bottom and radiation configuration factor between the flame and the vessel bottom. High thermal
conductivity with large surface area would be desirable. Also from the convection point of view
attached flow over a longer path permitting more residence time for gases would be desirable.
This can be obtained with a round bottomed vessel with copper bottom as is used in some cooking
vessels. The surface area to the volume of the vessel should be large. The flow pattern over the
sides of the vessel should be attached flow and short circuiting of the combustion gases should be
minimised as it could be the case with detached and deflected flows from vessel surfaces. Attached,
preferably vortex and turbulent flows result in higher convective heat transfer to vessel. Stirring
of fluid enhances heat transfer from vessel to food. These aspects of heat transfer and fluid flow
should be the guiding factors in the selection and use of proper sized and shaped vessels in order
to get better heat utilisation.

Details of some of the representative improved cook stoves are provided in Appendix I.

ESTIMATION OF VARIOUS ENERGY LOSSES [12]

Quantitative estimates of various energy losses that occur in cook stoves would be valuable
in identifying the areas of weakness of the stove and an eventual rectification in design. To
establish the cooking efficiency, important questions to be answered are how the energy is utilised
and how losses occur during the cooking cycle. The various energy losses are estimated based
primarily on simple measurements. These measurements are made periodically during the simu
lated cooking test. In the calculations of energy losses, measurements are averaged over the entire
burning cycle, assuming that the wood consumption does not vary throughout the cycle. Due to
this simplification, the energy loss estimates are only approximate. Various energy losses from
the stove are listed below.

(i) The energy loss from the pot and pot cover through radiation and convection.
(ii) Sensible heat loss contained in the combustion products released from the stove.
(iii) Sensible heat loss in the excess air.
(iv) Heating and e\l'aporation of moisture in the fuel.
(v) Evaporation of water originating from hydrogen in the fuel.
(v.i) Heat losses from the stove body.
(vii) Heat loss through the incomplete combustion in the fonn of carbon monoxide.
(viii) Heat loss from the charcoal residue at the conclusion of the cooking.
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Pot Surface Losses
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Energy losses from the pot and cover are by convection and radiation to the ambient. The
convection heat losses from the vessel is estimated from the formula:

where

Q = U A ('T -T) t
YC """ a

Q = Convection losses from the vessel surface, Kcal
A YC = Surface area of the vessel, m2

"T" = Temperature of the vessel, OC
Ta = Ambient temperature, °C
U" = Overall heat transfer coefficient, Kcal/m2 hr OC
t = Duration of combustion, hrs.

(1)

U" is determined by measuring the heating rate dT/dt and temperature difference (T" - T).
dT/dt is estimated from the heating and cooling graph of the vessel and then U" is calculated

as:

where PH{J' VH{fl CHp' are the density, volume and specific heat of water respectively.

The heat losses due to radiation from the vessel surface are calculated from the formula:

where T = Temperature of vessel surface, oK
"T = Ambient temperature, oK
a

Q"" = Heat losses due to radiation from the vessel surface, Kcal
G = Stefan Boltzman constant =4.9 x 10-8 Kcal/m2 hr °K4
E = Emissivity of the pot material
t = Duration of combustion, hrs
A = Surface area of the vessel, m2•

"

Stove Body Surface Losses

(2)

(3)

Energy loss through the stove body by convection, radiation and conduction to the ambient is:

Q.rc = U.rA.r (T.r - T) t (4)

where Q.rc = Convection losses from the stove surface, Kcal
A = Surface area of the stove body, m2

.r

T = Stovebodytemperamre,OC
.r

T = Ambient temperature, OC
II

t = Duration of combustion, hrs
U = Overall heat transfer coefficient, KcaVm2 hr OC.•
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U. is determined by measuring the heating rate ([[Id! and temperature difference (T. - T).
([[Id! is measured from the heating and cooling graph of the stove body and U. is calculated

as:

(5)

Where p., V . and C . are density, volume and specific heat of air respectively. Heat loss due
to radiatio~r fro;';; the st~~e body surface is calculated from the formula:

where Q.,. = Radiation loss from the stove body surface, Kcal
a = Stefan Boltzman constant, 4.9 x 10-8 Kcal/m2 hr °K4
e = Emissivity of the stove body material
t = Duration of combustion in hours.

Heat loss due to conduction from the stove body to the floor is found by :

t III
Qed= 2k A ed (Tf - TaH-)

na
where, Qed Heat losses due to conduction from stove body, Kcal

Aed = Contact area between stove and floor, m2

k = Thermal conductivity of the stove body material, Kcal/m hr OC
T, = Floor temperature, OC
a = Thermal diffusivity of the stove material, m2/hr
t = Duration of combustion, hrs.

Sensible Heat Loss through .the Combustion Products

(6)

(7)

Thermal energy loss from the combustion products when they are released from the stove is
given by:

(8)

where Q'1' =
Wfw =
Qj =
F =1ft

&-I. =I

Thermal energy losses from the combustion products, Kcal
Amount of fuel wood burnt, kg
Average quantity of combustion products, kg per kg of dry wood
Fraction of moisture in the wood
Difference in the enthalpy for the products between the average temperature at
the point of release and ambient, Kcal/kg.

The quantity of products of combustion are calculated assuming that the elemental composition
of the dry wood is 52 per cent carbon, 41 per cent oxygen, 6 per cent hydrogen and 1 per cent ash
by weight Also it is assumed that all of the oxygen present in the wood reacts during the
combustion and that the fuel is completely converted to CO

2
, CO and ~O. Using these assumptions

overall combustion reaction per kg of dry wood is :
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[43.3 moles of C + 30.0 moles of~+ (X + 12.81) moles of 02 + 3.76 X moles of N2]

= [43.3Y (1-Z) moles of CO2 + 43.3 (1-y) (l-Z) moles of CO + 30.0 moles of~O
+ 3.76 X moles ofN2] (9)

where X is the number of moles of aunospheric oxygen used in combustion and is given by :

X = 21.65 (Y - Z - YZ) + 23.85

and Y is the fraction of reacting carbon converted to CO2 and is given by:

-1
Y = Fc02 (Fc02+Fco)

(10)

(11)

where F co and F co are the fractions of CO2 and CO respectively in the dry combustion products
released fr6m the stove. Z is the fraction of the carbon in the fuel remaining as charcoal residue
after the completion of cooking and is given by :

(12)

where Wcr = weight of the charcoal reclaimed, kg.

The CO2 and CO percentages in the combustion gases are measured using an Orsat analyser.

Sensible Heat in the Excess Air

The energy loss Qca due to heating of the excess air drawn into the stove is given by:

Q = W (I-F\Q I1Hca fw mla a
(13)

where Qa = average number of moles of excess air per unit of dry wood
11 Ha = the difference in the enthalpy content of the air between the average temperature

at the assumed point of release and ambient, Kcal

and (14)

where F02 = the fraction of oxygen in the dry combustion products released from the stove
Qcp = the quantity of the dry combustion products CO2, CO and N2 per unit of dry

wood.
F O

2
is measured using an Orsat analyser.

Heating and Evaporation of the Moisture in the Fuel

Energy loss Qcm due to heating the moisture in the fuel to its boiling point, evaporating and
heating water vapour to the average temperature at which the gases are released from the stove is
given by:

(15)
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= difference in the enthalpy content of water vapour between the average tem
perature at the assumed point of release and the boiling temperature Tc

= specific heat of the water, Kcal/kg ce
= Latent heat of water, Kcal/kg.

Evaporation of Water Originating from Hydrogen in the Fuel

The heat loss due to the evaporation of water originating from hydrogen in the fuel is given
by QH2:

where QH'P = the quantity of water per unit of dry wood, which is based on the assumed
combustion stoichiometry and the molecular weight of water.

Using loss calculations a heat balance sheet could be drawn for the stove which will enable
identification of the strength and weakness of the stove.

TESTING THE PERFORMANCE OF WOOD BURNING STOVES

The stoves constructed/fabricated have to be tested and rated so that their perfonnance can be
compared. This requires the concept of efficiency of stoves. Also desirable would be an accepted
standard method of testing. Different researchers have reported different testing methodologies.
Provisional International Standards [8,9,10,11] list in detail three tests labelled as Water Boiling
Test (WEn, Controlled Cooking Test (CCl) and Kitchen Perfonnance Test (KPT). It is also
agreed that a distinction should be made between testing done for local use only and testing where
results are intended to be transmitted to other places. The Water Boiling Test is generally used for
comparing the perfonnances of different stoves.

The testing of stoves is of importance for the following reasons:
(a) It pennits a better understanding of the process of combustion, heat utilisation and recu

peration possibilities.
(b) It renders possibility to detennine the functioning of the individual components in stoves,

and to isolate weaknesses with a view to improving the overall perfonnance.
(c) It gives an opportunity to observe the reactions of the users and to asses the acceptability

of the stoves.
(d) It provides stove makers with valuable infonnation for further design modifications.
(e) It also provide a basis for comParing different stoves.
There now seem to be a fairly general consensus on the testing of stoves, although more

discussion and investigation is needed on some of the difficult questions such as the criteria for
comparing different models [3]. A stove which is considered satisfactory under one set of
circumstances may prove inadequate under others. Experience has shown that nothing can replace
field tests, conducted over a period of time with the participation and involvement of local
communities. The aim of properly conducted field tests should be to establish the average, as
opposed to exceptional perfonnance of the stoves and to, as far as possible, seek out areas for
possible improvements.
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Concepts of Efficiency [8]
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There are many different ways of looking at stove performance and of measuring stove
efficiency. A widely used method compares the energy that goes into the stove with the energy
that comes out, to determine Percentage of Heat Utilized (PHU). A broader concept of efficiency
accounts for energy losses in evaporation. Once food or water reaches the boiling point, it does
not absorb more heat, only excess heat is produced. A stove that is regulated to maintain the
temperature for boiling without creating excess heat is in that respect, more efficient This section
will review some different ways of measuring efficiency.

Energy Losses

Figure 1 is an energy flow diagram for a wood burning cook stove. Useful heat is absorbed
in the food, but heat losses are associated with:

- incomplete combustion of wood,
- heat loss from the stove body to the environment,
- heat loss from the pot surfaces (including lids),
- heat loss through the chimney, and
- thermostatic steam escaping from the pot due to excessive stove power.

Partial Efficiencies

Different partial efficiencies can be suggested. For example, combustion efficiency (11), heat
transfer efficiency (11,), pot efficiency (11) and control efficiency (11) can be given as:

heat generated by combustion
11e = energy potential in fuel wood

gross heat input to the pot
11, = heat generated by combustion

net heat input to pot
11 =

P gross heat input to the pot

heat absorbed by the food11, = ------0---,------=----,----

net heat input to the pot

gross heat - surface losses
gross heat input to the pot

These efficiencies can be associated with stoves operated in predictable or well-defined ways,
such as at a single power level, or in defined cooking patterns.

Overall Stove Efficiency

An overall stove efficiency 11
0

is often used. It is a product of the first three partial efficiencies
described above.

net heat input to pot
110 = energy potential in fuelwood
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A cooking efficiency 1h can be defined as:

_ heat absorbed by the food
11k - energy potential in fuel wood

The cooking efficiency 11
k

accounts for all the heat losses.

49

Thus:

Specific Consumption

Alternatively, stove performance can be expressed by specific fuel consumption figures, SC,
instead of efficiencies. For example at the cooking efficiency level,

SC = mass of consumed fuelwood
mass of cooked food

There is a link with the cooking efficiency, as

heat absorbed in cooked food
11k = energy potential in fuel wood

(mass of cooked food) C .t1T
p

11k =
(mass of consumed wood) x heating value

Thus: 1 [ (Cp .t1T) ]
11k = SC heating value

where C represents the specific heat of the food, and ~T the temperature change (from ambient
p

temperature to boiling temperature). Therefore

SC = ~ [ (Cp .t1T) ]
11 k heating value

Expected General Tendencies ofVarious EfflCiencies

The combustion efficiency might be relatively high at high stove power output (Fig. 3).
However, in general, a wood-stove has a limited power range (Pmar - Pm) or flexibility (Pmar- Pm).
Below the power level Pmin, stable combustion cannot be maintained and thus the combustion
efficiency disappears.

The heat transfer efficiency (FigA) is expected to increase slightly when the stove power is
reduced. This is a well-known tendency in any heat exchanger.

The pot efficiency (Fig.5) can be written as 11 = (1 - pot loss/gross heat input). With a given
p

pot temperature, pot losses are expected to be constant, therefore, pot efficiency will decrease
when the power is reduced. It goes down to zero when the gross heat input to the pot equals the
pot losses.
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Fig. 3. Combustion efficiency.
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Fig. 5. Pot efficiency. Fig. 6. Overall stove efficiency.

Finally, the control efficiency, is close to one as long as the water is not boiling. It drops too
close to zero when steam is generated, as little heat is further absorbed in the food.

From the preceding it can be seen that overall stove efficiency (Fig. 6) is zero when the pot is
maintained at simmering without producing steam. If the stove cannot operate at this low power
level, the cooking efficiency, not the stove efficiency, is zero.

WATER BOILINGTEST

Water Boiling Tests (WBT) are short, simple simulations of standard cooking procedures.
They measure the fuel consumed and time required for a quick comparison of the performance of
different stoves or the performance of the same stove under different operating conditions to
quantify an expected stove performance. WBTs are carried out by stove designers, researchers,
and field workers. Water Boiling Tests use water to simulate food, the standard quantity is two
thirds the full pan capacity. The test includes high power and low power phases. The high power
phase involves heating the standard quantity of water from the ambient temperature to boiling as
rapidly as possible and keeping it boiling at the same high power for 15 minutes. The low power
phase follows and the power is reduced to the lowest level needed to keep the water within 20C of
boiling over a one hour period. WBTs should be repeated at least four times, and the results
averaged. Test results are expressed in terms of wood consumption and time required.

Efficiencies in Water Boiling Tests

The overall stove efficiency can be measured in Water Boiling Tests by using the stove at
high power, or by using it at a controlled power level where steam generation simulates absorbed
heat. A power efficiency plot can be drawn, with power limits, (Pmax - Pmj,)' Alternatively, it can
be an averaged value for one test period simulating the cooking period.
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Cooking efficiency can be measured in a similar way. Note that in this case the steam
generation is a loss. At simmering power levels the cooking efficiency is close to zero. The
cooking efficiency concept therefore has been applied to a cycle that included both the heating up
period and simmering. In this case, however, the cooking efficiency drops as simmering times
increase.

A better approach to this problem is to switch to specific consumption concepts with SC given
as:

SC
71 k heating value

When the cooking efficiency goes to zero during simmering, the SC figure will not ·go to
infinity (which is meaningless). The reason for this is that the temperature change is also equal to
zero.

For practical reasons a Water Boiling Test report should give not only the specific consumption,
but the power limits and evaporation as well. This will make it easier to predict cooking test
results from simple Water Boiling Tests.

Cooking efficiencies can more realistically be checked in Controlled Cooking Tests. Again,
the concept should be applied to the entire cooking cycle. However, in Controlled Cooking Tests,
the specific consumption concept is widely preferred.

Alternatively, for the complete test period of one test overall efficiency can also be calculated
as 71

0
=X/Y, where X =[L (mass of each pot x sp. heat of each pot x temp. rise of each pot from

ambient) +L (initial mass of water in each pot x sp. heat of water x temp. rise of water from initial
temperature to boiling water temp. in each pot) - L (mass of water evaporated from each pot x
latent heat of water)], and Y = [(mass of wood consumed x lower calorific value) - (mass of
charcoal left x calorific value of charcoal)].

It is important to know how to interpret the results of the WBT, and to remember that a low
specific consumption indicates a high efficiency. As efficiency declines, SC rises. It is possible to
use WBT results to judge the suitability of a stove for various cooking tasks. For example, for
high power cooking (rapid frying and boiling), a stove with the greatest high power efficiency
might be best, for simmering, however, the best stove might be the one that shows low SC for both
high and low power.

CONCLUDING SUGGESTIONS

Efficient use of wood as an energy source for cooking is emphasized. Even a marginal
increase in cooking efficiency will be valuable. Emerging stove designs may be based on scientific
factors enumerated earlier, though the local economic factors may override some of these. Further,
the following operational guidelines would contribute to increased cooking efficiency.

- Make sure that the cooking pot sits snugly on to the cooking stove.
- Keep the damper closed as much as possible.
- Use small pieces of wood.
- Keep the fire small and cook slowly.
- Keep covers on the pots.
- Use metal pots and when possible pressure cookers.
- Keep the doors and windows closed in cold climate.
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- Remove charcoal and wood when the cooking is finished and extinguish them with water.
- Close damper after cooking to keep the stove warm.
- Clean chimney pipes regularly for fuel efficiency and safety.
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APPENDIX -I

DETAILS OF SOME IMPROVED COOK STOVES [12, 13]

As noted in the Introduction, a large number of stove designs have emerged of late. Very few
of the representative ones which have accounted for some of the design aspects enumerated earlier
are presented here. It may be noted that though their energy utilisation for cooking is better than
many early models, these are not necessarily the best.
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Economical Chula
It is a single pan water jacketed stove for

absorbing heat from the stove body. Grate
improves air circulation on the fuel bed. Overall
dimension of the stove is approximately 750
mm x 1800 mm x 900 mm height Thennal
efficiency is approximately equal to 14%.
Disadvantages of this stove are that it is not
smoke free, heat losses can occur through front
side and the construction is complicated by water
jacket

WATU lHLU-

HOLUM nln_
TANICIWATU JACICEn
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Economical chula.
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New keren slove.

Economical Wood Burning Stove
It is a portable metal stove, which· can

accomodate one pot of cylindrical or spherical
shape. It will bum long wood pieces and it has
no chimney, no damper, no baffles, no grate
and no provision for secondary air. The stove
is made of a paint can or a small oil drum. It
weighs 2 kg and it conserves 50% of the fuel
wood compared to the open flIe.

New Keren
A portable ceramic stove which can.

accommodate one pot of spherical or cylindrical
shape. This pot can have a diameter of O.24m.
It will burn long wood pieces and it has no
chimney, no dampers, no baffles. It has grate
and a provision for secondary air. It weighs 3
kg and can be refuelled without lifting the pan.
Water boiling test has shown that the average
wood consumption is 1.15 kg/h r[3].

Economical wood burning slove.
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Kamado cooker.
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Bucket Stove
An old metal bucket is used as basic mould.

First, an opening is made in the bucket for the
ash chamber and then six holes are cut at grate
level, for the admission of secondary air. On
the top of the stove, three small mounds are
provided on which the cooking pot will sit. Its
efficiency is not high but may be improved by
the use of round bottomed pots which enters
the fire box. These will give better results than
flat bottomed pots placed on top of the stove.
The principal advantages of the bucket stove
are its low cost, mobility and ease of
manufacture.

Kamado Cooker
It is a portable ceramic stove which can

accommodate one pot of cylindrical or spherical
shape. It will bum short wood pieces or
charcoal. It has no chimney. It has a damper
for combustion gases and a damper for
combustion air and a metal grate, but no
provision for secondary air. It can be used as a
small oven. It weighs 10 kg with a potential
fuel saving of 50% compared to the open fire.

Bucket stove.

De-Lepeleire Stove
It is a portable metal stove which can

accommodate one pot of cylindrical shape. This
pot can have a diameter of 0.25 m. It will bum
short wood pieces and it has no chimney, no
dampers, no baffles, a grate and no provision
for secondary air. Stove weighs 8 kg and
refuelling is made through the pot hole when
the pan is removed. It shows a high efficiency
of about 20 to 30%.

De-lepeleire stove.
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Indonesian Stove
It is a portable ceramic stove which can

accommodate one pot of cylindrical or spherical
shape. This pot can have a diameter of 0.25 m
and it has no chimney t no dampers t no baffles t

a grate and no provision for secondary air. This
stove weighs 3 kg and for refuelling t the pan
must be lifted from the stove. It has a high
efficiency of about 35%.

Indonesian stove.

Cross-section

Clay Jiko Stove
The Clay Jiko Stove is very common in

many parts of the world. It is baked in small
wood frred kiln. It is useful and low priced.
Several tests have been conducted with this type
of stove which has displayed good resistance to
thermic shock. It has not yet been possible to
determine longevity of the stove under condition
of intensive use. It is mainly used as a charcoal
burning stove. It has an efficiency of about
23%.

Side view

Top view

Oay Jiko stove.

Damper top

~Grill

5 Gallon
paint can

Draft
opening

Kamado demonstration cooker.

Kamado Demonstration Cooker
This stove was developed at the Georgia

Institute of Technologyt USAt as a modification
of the Kamado Cooker used in Japan. This
stove can be used with wood or coal as fuel.
Design features considered are ceramic grate
with holes for air circulation t damper for draft
control t metal grill for seating cooking vessel t

and provision of holes on the lid and base of
the can for air vent. In this t heat utilisation is
greater because of double walled construction
and enclosed cooking.
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Da Silva Stove
It is a portable ceramic stove, which can

accommodate one pot of cylindrical or spherical
shape. The pot can have a diameter of 0.25 m.
It has no chimney, no damper, no baffles, a
grate and no provision for secondary air. It
weighs 4 kg. Refuelling is made by lifting the
pot from the stove. Water boiling· tests have
shown a high efficiency of about 35%.
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Da Silva stove.
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Priyagni stove.

Priyagni Stove
Central Power Research Institute,

Bangalore, has developed a high efficiency wood
burning stove in three sizes for use in rural
domestic cooking. It is simple in design and
needs minimum material for its construction.
The stove has been scientifically designed to

obtain a correct proportion of air to mix with
the fuel to yield a less smoky, less luminous,
steady and well directed flame. It has an
efficiency of up to 30%. An aluminium sheet
lining is also provided in the chamber to reflect
heat, thus reducing the wall radiation losses.
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Rural Stove
The rural stove is suitable for a small family,

which does not need the facility of cooking with
two pots at the same time. Optimal fuel
efficiency is achieved through a carefully
designed fIre box, the provision of preheated
primary and secondary air, the use of a baffle to
slow down the exit of gases and the use of a
damper to regulate draught. Tests give good
results which satisfy the user.

SIDE-SecTION VIITH A POT

CROSS-SEC T1or~ WITH A FQT

Rural stove.

Polish Stove
The stove takes the fonn of a cylinder, with

double walls, welded to a round metal sheet
base and enclosed from above by a metal ring.
An inner structure is then lowered inside the
double walls. This consists of an open cone
fIre box, into which holes are drilled to allow
for the admission of secondary air. In operation,
the flames and gases fIrst heat the base of the
pot. They are prevented by a crescent shaped
platform from leaving the stove directly, and
are forced to flow around the sides of the pot
before departing via a chimnay. In this way the
heating surface of the pot is increased while the
cooling surface in diminished. It has a high
efficiency. Cross· section and top view. Cross-section with a pot

Polish stove.
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Micuta Jiko
It is a portable metal stove which can

accommodate one pot of cylindrical or spherical
shape. This pot can have a diameter of 0.2 m.
It will burn short wood. It has a chimney, no
damper, no grate, a baffle and no provision for
secondary air. The stove is completely made of
sheet steel and weighs 20 kg. The water boiling
test showed a very high efficiency.

a
~

~

stove are cylindrical housing with concentric
fire box, one pot hole for warming located on
flue chamber, grate for burning chamber, damper
in chimney for draught control and chimney for
smoke outlet. It saves 75% of the fuel compared
to an open fire and can be fully dismantled.

o
<D

195

SECTION A - A

Micuta Jiko.

o
'"'"

Section A-A

TERI-ITDG stove.

TERI-ITDG Stove
It is a portable ceramic stove which can

accommodate two pots of cylindrical or spherical
shape. These pots can have diameters of 0.23
and 0.30 m. On the second pot hole smaller
pots also can be used with a minimum diameter
of 0.15 m. It has no chimney, no damper, no
baffles, no grate and no provision for secondary
air. It weighs 12 kg and refuelling is made
without lifting the pan. Water boiling tests have
shown good efficiency.

Family Cooker
This stove was developed at the Department

of Appropriate Technology, Eindhoven
University of Technology. The design won an
international award. The design features of the

The family cooker.
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Lorena guitar stove.

Herl Chula
This stove was developed at Hyderabad

Engineering Research Laboratory. The design
features of this stove are an 'L' shaped duct
with three pot holes for cooking and one for
heating water. Adjustable damper between last
pot and chimney for combustion control and
chimney for smoke outlet.

Lorena Guitar Stove
This stove built of mud, takes three

spherical pots of 0.25, 0.20 and 0.16 m diameter.
It bums short wood pieces and has a chimney,
air and flue gas dampers, no grate, baffles or
secondary air provision. It weighs 200 kg and
is refuelled with pans in place.. Water boiling
test showed good efficiency and fuel wood
saving of 50% compared with the traditional
open fire.

~
Cooking~ ~ ""

/

Damper
SECTION AA

Lorena mud stove.

Her! chula.

Lorena Mud Stove
This stove wad developed as a part of the

Appropriate Technology Project of Volunteers
in Asia in Guatemala in 1976. The design
features are : three to five holes, one directly
over the fire box and others heated by flue gases,
risers at the bottom of the pot holes to force hot
air towards pot, offset tunnels to create vortex
effect and improving convection, two dampers,
one connecting at the mouth of the fire box and'
the second between last pot hole and chimney
for smoke outlet. Advantages of the stove are:
it burns smoke free, it has multiple cooking
stations. Dampers help in controlling the
combustion and ability to cook in a standing
position.
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New Nepali Chula
It was developed at the Research. Centre

for Applied Science and Technology,
Khatmandu, Nepal. The design features are :
three pot seats (two for cooking, one for heating
water), two adjustable dampers for controlling
the combustion, a grate for burning fuel and a
chimney is provided outside the dwelling and
connected by flue passage with the last pot hole.
The advantages of this stove are : it burns
smokeless, gives uniform heat to two cooking
pots, and gives hot water as a by-product.

Damper

New Nepali Chula.
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A Review of Experimental Studies on
Traditional Thermosyphon Solar Water Heaters
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ABSTRACT

61

The Thermosyphon Solar Water Heater (TSWH) is the most widely used of all man-made
solar thermal devices. However, the physical phenomena underlying its mode of operation are
complex and some ofthe published experimental results appear to be contradictory.

This review paper is an attempt to present the available basic information on TSWH
performance in a systematic manner. Various criteria of performance, test methods and typical
experimental results are discussed. Parameters such as relative height of storage tank, ratio of
storage tank volume to collector aperture area and pipe insulation, and their effects on the
dynamics of solar thermosyphon systems are also discussed. The paper concludes by identifying
some of the areas which needfurther investigation.

INTRODUCTION

The Thermosyphon Solar Water Heater (TSWH) is the most widely used of all man-made
solar energy conversion devices [1]. By 1978, 30% of the Israeli population utilised TSWH
systems and today there are more than 60,000 units operating in Israel [1,2]. It is estimated that
10% of all households in Japan have solar water heaters on the roof-top [3]. TSWH systems are
also widely used in Australia and they are manufactured commercially in Greece and the United
States [4].

TSWH systems are not popular in the developing countries, particularly those which lie in the
tropics. The reasons are both socio-economic and technical. First, hot water for domestic use is of
little or no importance to the majority of people, most of whom live in rural areas and have more
vital needs than a hot bath in the morning. Other reasons include the high initial cost and the
relatively low temperatures delivered by TSWH systems.

There are several types of TSWH systems. Some employ special heat transfer t1uids with heat
exchangers and others incorporate an electric booster (auxiliary heater) in the storage. An exten
sive review 'of these systems has been undertaken by Norton and Probert (1982)[5] and by Mertol
and Grief (1985)[6,7].

TSWH systems have attracted the attention of many researchers throughout the world and in
sub-Saharan Africa in particular, where experimental models and demonstration prototypes can be
seen at University campuses and research institutes [8]. This attraction derives from the fact that a
TSWH system does not require auxiliary energy for circulating the heat transfer fluid. However,
the physical phenomena underlying its mode of operation are complex and some of the published
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experimental results appear to be contradictory.
This review paper is an attempt to present the available basic information on TSWH systems

in a systematic manner. The main objective is to seek an understanding of the dynamics of solar
thermosyphon systems. We concentrate on the traditional solar thermosyphon system which uses
ordinary water as the heat transfer fluid and has no auxiliary heater. We also limit attention to
cases without draw-off or make-up water, at least during periods of energy collection. Emphasis is
placed on experimental measUrements while analytical studies and computer simulations are re
ferred to inasmuch as they help to clarify the underlying principles of TSWH systems.

SOLAR THERMOSYPHON SYSTEM

Figure 1 presents a schematic diagram showing the main components of a traditional solar
thermosyphon hot water system. Heat is transferred from the collector plate to water in the riser

Upper pipe
( riser)

Storage
tank

Hot water outlet

Ht

~-,.........----I__ _ __
4

Cold woter inlet

Fig. lea). Schematic diagram of a solar thermosyphon hot water system.
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Fig. l(b). Height-temperature profiles in a solar thermosyphon hot water system.
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tubes in thermal contact with the plate. The temperature of water in the collector rises and the
density decreases, relative to other parts of me loop, resulting in unbalanced gravitational body
forces which cause fluid motion into the storage tank. Since water is nearly incompressible, and
continuity is ensured, all parts of the loop also move. Hot water rises to the top of the storage tank
while cold (or less hot) water flows from the bottom of the tank into the collector. Thus, a
circulation is maintained as long as energy is absorbed in the solar collector.

Figure 1 also presents the general form of the height-temperature profile in the system. The
thermosyphon head, which is responsible for the flow in the system, is equivalent to the area
enclosed by the height-temperature curve. Area is considered positive if enclosed by an anti
clockwise profile and a positive area is associated with forward flow while a negative area goes
with reverse flow.

Thus, knowledge of the instantaneous system temperature distribution is most essential in the
evaluation of the thermosyphon head which is the driving force at the heart of the solar thermo
syphon hot water system. The thermosyphon head acts in opposition to the loop resistance, which
is a combination of wall friction and losses through bends, constrictions, etc. Under steady state
conditions (Le. constant mass flowrate and constant collector inlet and outlet temperatures), the
thermosyphon head would equal loop resistance. However, as a result of the diurnal variation in
solar radiation, solar thermosyphon systems hardly operate in a steady mode. When the thermo
syphon head is greater than loop resistance the flowrate increases and when it is less the flowrate
decreases. Reverse flow may set in at night if the thermosyphon head becomes negative.

CRITERIA OF PERFORMANCE

Solar thermosyphon hot water systems have two main objectives. The first is to remove and
transport as much energy as possible from the collector to the storage tank. The second is to
achieve a required bulk storage tank temperature by the end of the operating period. These
objectives give rise to two criteria of performance - system efficiency and temperature ratio. The
system efficiency is defined as the energy delivered to storage divided by the incident solar
radiation, for a specified time interval, Le.

1] - t Qw dt (1)
t

loIcAcdt

where 11

Q"
I c
Ac

t

is the thermal efficiency,
is the energy delivery rate to storage,
is the available irradiance on the solar collector,
is the total collector surface area, and
is time.

The temperature ratio (rT) may be defined as the ratio of the bulk storage temperature rise to
the maximum possible rise.

For water heating systems, the boiling point of the heat transfer fluid may be used as the
maximum limit so that

(2)
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where Ts.r is the final bulk storage temperature.
T

b
is the boiling point temperature of the heat transfer fluid. and

T
a

is the ambient temperature.

In order to design a s'ystem with prescribed efficiency and temperature ratio. it is necessary to
possess information (empirical. analytical or other) on the relations between Q". Ts.r and other
system variables. The major difficulty lies in the fact that Q" and Ts./ depend on a large number of
factors: the size. shape and orientation of the collector as well as the fluid flow pattern through the
collector; the diameter. length. spacing and geometry of the collector tubes. headers, riser and
downcomer; the instantaneous flowrate which in tum depends on the instantaneous temperature
distribution throughout the loop (thennosyphon head); the solar irradiance and the ambient tem
perature; the size and shape of the storage tank. the distance of the hot water inlet from the top of
the tank and elevation of the tank above the collector; the insulation on the various components
and. finally. the fluid properties throughout the loop.

The multiplicity of variables has made the study of solar thennosyphons exciting but difficult.
Various researchers have proposed simplified models for estimating Q" and T

S
.I" Recently. a

simple geometrical configuration (toroidal loop) has been studied with a view to understanding the
basic processes [6].

TEST METHODS

In general. two types of tests are conducted on solar energy systems. including TSWH. The
first type aims at the estimation of system parameters for the evaluation of economic viability. In
this case, it is necessary to carry out testing over a reasonably long period of time. usually months
or years. so that the system's performance during various seasons may be ascertained. The frac
tional energy savings. e. which is equivalent to the fraction of the load supplied by the TSWH
system. has been used as the major perfonnance indicator [7.9.10].

(3)

Q
a

is the energy supplied by the auxiliary heater. for example. an electric booster which may
be introduced to act as a measuring device. Qc is the energy which would be supplied by a con
ventional heater to meet all the load requirements. Fractional energy savings is easy to measure
fairly accurately since the load Q

c
is specified and the auxiliary power Qa can be measured with a

wattmeter. Alternatively. the load supplied by the TSWH system may be directly measured by
monitoring the load hot water flowrate and temperature together with the corresponding values for
the cold water supply to the storage tank. This direct method is tedious and prone to large errors.

The second type of test. which is of more interest in this paper. aims at the instantaneous
perfonnance characteristics of TSWH systems. This test requires the instantaneous measurements
of: temperatures throughout the system loop (and hence the thennosyphon head), the fluid flow
rates in the various system components. irradiance on the collector aperture as well as the ambient
temperature and wind speed. This type of test is thus required to validate dynamic models of
TSWH systems. In practice. the temperature distributions. including collector plate and storage
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tank, are easily obtained with thermocouples and the irradiance can be measured with a pyranome
ter placed at the same elevation and inclination as the collector plane.

Measurement of the thermosyphon flowrate poses problems. Firstly, since the flowrate is
driven by the solar irradiance which varies throughout the day, and may fluctuate considerably on
cloudy days, the flow is inherently unsteady and may also fluctuate [11]. Secondly, the thermo
syphon pressure which drives the flow is relatively low and the use of conventional flow meters
will severely restrict the flow and thereby alter the conditions to be measured. A number of
techniques have been used to minimize flow disturbance; these will be discussed later in section 6.

MAJOR EXPERIMENTS AND SIMULATIONS

Close (1962) was the fIrst to conduct experimental and mathematical analysis of a solar
thermosyphon water heating system [12]. His experiments indicated that the average collector
temperature was only slightly higher than the average storage tank temperature and he presented a
mathematical model for predicting mean system temperature and water mass flow rate. Close's
mathematical model assumed equal collector and tank temperatures.

Ong (1974) improved Close's model by allowing the system properties (i.e. collector plate
efficiency factor, heat loss coefficient, friction factor, etc.) to vary with temperature and flow rate
[13]. Ong found his experimental results to be in disagreement with the assumption of equal mean
temperatures for the various components in the systems. Ong (1976) further improved the mathe
matical model by rectifying the unrealistic equal mean temperatures assumption and breaking the
system up into a finite number of sections, each individual section having a uniform mean tem
perature [14]. Ong also introduced overall heat loss coeffIcients for the connecting pipes in
contrast with earlier studies which had assumed perfectly lagged pipes. Shitzer et ai. (1979) tested
a typical Israeli water heating system and observed essentially linear temperature distributions in
both collector and tank for no draw [2].

Huang and Hsieh (1985) showed that for practical purposes, the instantaneous performance of
TSWH systems can be described accurately by using the Hottel - Whillier - Bliss collector design
equation with collector parameters which are obtained from standard collector testing procedures
such as ASHRAE Standard 93-77 [15]. Furthermore, the thermosyphon loop resistance can also be
measured independently as a function of flow rate. Huang and Hsieh also showed that in spite of
the diurnal variations in solar radiation accurate results can be obtained by assuming constant
hourly mean meteorological data, including incident solar radiation.

Kudish et ai. (1985) carried out direct measurements of now rate using an open solar thermo
syphon system without storage tank and found a linear relation between flow rate and global solar
radiation [1].

Vaxman and Sokolov (1986) simulated the influence of thermal insulation of the connecting
pipes in a thermosyphon system and found a much stronger dependence of the 24-hour system
effIciency on upper pipe insulation than on lower pipe insulation [16]. They found that even for
situations where the storage tank was located above the collector, the upper pipe had to be
properly insulated in order to suppress reverse flow at night.
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TYPICAL EXPERIMENTAL RESULTS

Traditional Thermosyphon Set-up

Typical experimental set-ups
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Some experimental results from Ong (1974) and Shitzer et al. (1979) are presented in Fig. 2.
Ong employed a 1.4 m2 collector with a 126 litre storage tank whose bottom was located about 7S
cm above the top of the collector. Shitzer et al. employed two collectors having a total aperture of
3 m2 with a 140 litre tank whose bottom was at the same level as the top of the collector.

The results of Shitzer et al. show that the daily variation in collector inlet and outlet tempera
tures is such that the two 'follow each other quite closely. Ong's results show that the average
collector temperature can be much higher than the average storage tank temperature and during the
late afternoon periods the reverse situation prevails.

Collector temperature rise

A comparison of the two curves for collector temperature rise, in Fig. 2, reveals no definite
trend. The temperature rise in the collector of Shitzer et al. increases rapidly to about 16°C. and
then drops slowly. On the other hand the temperature rise across Ong's collector seems to follow
the solar radiation; it increases to about 40°C (about 72°F) and then stays f~rly constant until mid
afternoon after which it drops off almost exactly like the solar radiation.

Other researchers, including Lof and Close (1967) [17] have reported results which suggest a
nearly constant temperature rise. Duffie and Beckman (1980) suggest a collector temperature rise
of approximately 10ce for well-designed solar thermosyphon systems without serious flow restric
tions [4]. Obviously this figure cannot be a universal prescription since collector temperature rise
also depends on storage tank elevation. A very careful study is required to establish the factors
which influence the actual value of the collector .temperature rise and the degree to which it
remains constant during the day.

Massjlow rate

The variation of mass flow rate during the day for both Ong (1974) and Shitzer et al. (1979) is
also presented in Fig. 2. Ong's results suggest mass flow rate to follow solar radiation. Shitzer
et al. draw a similar conclusion but their mass flowrate curve follows the solar radiation less
closely. Experimental data from Huang and Hsieh (198S) [1S], presented in Fig. 3, show that mass
flow rate follows solar radiation very closely.

The three results give a good idea of the typically low flow rates encountered in solar thermo
syphon systems. The maximum flow rate attained in Ong's system is about O.OOSlitre/sec, Shitzer
et al.'s is 0.017 litre/sec and Huang and Hsieh's is 0.023 litre/sec. The measurement-of such low
flow rates can be quite difficult. Ong (1974) estimated the flow rate by injecting a dye into the
fluid stream and measuring the time taken to traverse a specified distance within a transparent
tubing inserted in the system loop. Huang and Hsieh (198S) [IS] also used a similar method with
an estimated accuracy of ±S%. The method may be acceptable for laminar flow when there is no
mixing; in transition and turbulent flow, the dye mixes with the flow and the time measurements
may be grossly in error. Whatever the conditions, the apparatus must be calibrated, for example,
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by means of a measuring cylinder [10].
Shitzer et ai. and also Norton and Probert (1984)[18] used specially designed thennal dissipa

tion meters, and Morrison and Ranatunga (1980)[19] employed a laser doppler anemometer to
measure the laminar flow profiles. The accuracy of this latter method was estimated to be ±3%.

Young and Bergquam (1984) observed that although the laser doppler anemometer does not
. interfere with the flow, its use was limited by its high expense and complexity [20]. Instead, an
energy balance on the storage tank was used to determine the system flowrate; the accuracy of the
technique was estimated to be ±5%.

Open Solar Thermosyphon System

An interesting and relatively simple experiment which may be able to contribute considerably
towards the understanding of solar thermosyphon hot water systems is that perfonned by Kudish
et ai. (1985) [1]. They employed a 1.89 m2 Israeli collector in an open system as shown in Fig. 4.
The experimental results obtained are also presented in Fig. 4. The collector temperature rise of
750C and corresponding flowrate of 0.02 litre/sec make this system quite attractive indeed.

The collector inlet temperature for this system remains constant throughout the day. It is
interesting to note that there is a linear relation both between flow rate and collector temperature
rise and between flow rate and solar radiation. Comparison with the results presented above, for
traditional (closed) solar thermosyphon systems, leaves a few questions unanswered. Why, for
instance, would a constant collector temperature rise in the closed solar thermosyphon system
yield a flow pattern similar to that of the radiation-dependent collector temperature rise in an open
system? Such observations constitute a basis for further research.
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GENERAL CONSIDERATIONS

Single- or Multi-Pass Systems

Solar thermosyphon systems may have very low flow rates such that the water in the tank
passes through the collector only once during the whole day (single-pass). They may also have
relatively high flow rates such that the water passes through the collector several times during the
day (multi-pass). The advantage of single-pass systems is that, owing to their low flow rates, they
have a larger temperature rise across the collector and so deliver hot water much earlier during the
day than multi-pass systems. Furthermore, the inlet temperature and hence mean plate temperature
remain low with consequent reduction in heat losses and gain in efficiency. The question now is,
which system delivers more useful heat over the course of an entire day?

Tabor (1969) illustrated that the daily heat collected in single- and multi-pass systems is
roughly the same [21]. Gordon and Zarmi (1981) confirmed Tabor's point for the case in which no
hot water is drawn off during the period of solar energy collection [22]. However, Morrison and
Tran (1984) conclude from their simulation studies that system performance improves as flow
through the collector is reduced to approximately 1 tank volume per day [23]. This latte~ conclu
sion contradicts the earlier assertions in the literature and some experimental work will be required
to settle the question.

Storage Tank Height

Gng's (1974) results presented in Fig. 2 correspond to a relative tank height of 75 cm while
Shitzer et al.'s (1979) results correspond to zero relative tank height (i.e. bottom of tank at same
level as top of collector).

Gng (1976) conducted experiments with varying storage tank height and obtained results
which indicated that by increasing tank height flow rate increased. His results also further indi
cated that there could be an optimum height between tank and collector beyond which the system
efficiency may decrease. Vaxman. and Sokolov (1986) [16] observed that an increase in tank
height increases flow friction and suggest that the optimum tank height is determined by the draw
distribution; there is some indication in their paper that the optimum tank height may also depend
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on connecting pipe insulation.
Depending on the relative height of the storage tank, reverse now at night may be suppressed

or enhanced. Jansen (1983) suggests a minimum tank elevation of 25 cm [24]. Kreith and Kreider
(1978) suggest a minimum of 30 cm [25]. McVeigh (1977) suggests a minimum of 60 cm [26].
Vaxman and Sokolov (1986) conclude from their simulation studies that the relative tank height
should be in the range of 30-80 em. The variety of recommendations for optimum tank height do
create confusion and more conclusive studies will be needed to clarify the issue.

Tank-Collector Ratio

A variety of storage tank volumes and collector aperture areas have been reported in the
literature. Ong (1974) used a Malaysian thermosyphon system consisting of a 126 litre storage
tank and a 1.4 m2 solar collector. Shitzer et al. (1979) employed a "typical" Israeli system having a
storage tank volume of 140 litres and 2 solar collectors with a total aperture area of 3 m2• Gordon
and Zarmi (1981) mention a different "typical" Israeli system with a 120-litre tank and 2 m2

collector. Chou and Ho (1983) report that residential units in Singapore have storage tanks be
tween 100 and 300 litres with between 1.5 and 3 m2 collectors [27]. Duffie and Beckman (1980)
also report that for a family of four in Darwin, Australia, the recommendation for an all-year
system is 450 litres of storage tank volume and 4 m2 of collector aperture area.

A storage tank volume to collector aperture area ratio of 100 litres/m2 seems, currently, to be
the widely accepted ratio [27]. However, McVeigh (1977) recommends a rather low ratio of 50
litres/m2

• Storage tank volume to collector aperture area ratio has an effect on system performance.
The lack of consistency in the various recommendations, therefore raises several questions. What
happens to the collector temperature rise, for instance, in a given system if the collector aperture
area is doubled? Further research will be needed to answer this and many other related questions.

Pipe Insulation

The influence of connecting pipe thermal insulation on system performance was studied by
Vaxman and Sokolov (1986) and they found a much stronger dependence of the 24-hour system
efficiency on upper pipe (riser) insulation than on lower pipe (downcomer) insulation. On the
basis of their simulation studies they recommend that at least the upper pipe should be properly
insulated.

It seems that, with the storage tank and upper pipe both well insulated, an optimum lower pipe
insulation may exist. Further studies will be required here too.

Valves in Thermosyphon Systems

Reverse flow in solar thermosyphon systems is a matter of grave concern because it can cause
dramatic reductions in the 24-hour efficiency. Huang and Hsieh (1985) installed a low-loss plastic
check-valve in the collector in order to avoid reverse flow. From the previous discussions above it
should be quite obvious that check valves would only be necessary where there are constraints on
tank height. Where the storage tank is installed well above the collector, there should be no need
for a check valve. Shitzer et al. (1979) also suggest the installation of an automatic valve to stop
water circulation whenever the collector inlet temperature begins ·to drop. The drop in collector
inlet temperature observed by Shitzer et al. was due, as they themselves acknowledged, to no
insulation on the lower connecting pipe. For positive flow in a well insulated system, the existence
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of a temperature rise across the collector is a sign that useful energy is being collected and
transferred to the storage tank. Therefore, it would not be beneficial to stop water circulation
whenever the collector inlet temperature begins to drop, a phenomenon which occurs several times
during the day whenever the solar radiation fluctuates.

SUMMARY OF NEEDED RESEARCH

A summary of the identified areas which need further research is as follows:
1. Daily variation, if any, in collector temperature rise and factors influencing this tempera

ture rise.
ii. Daily mass flow rate variation in traditional (closed) solar thermosyphon systems vis-a-

vis open systems.
lll. Single- or multi-pass systems for better heat delivery.
iv. Storage tank height for optimum 24-hour efficiency.
v. Effect of storage tank volume to collector aperture area ratio on system performance

characteristics.
vi. Optimum downcomer (lower connecting pipe) insulation.
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ABSTRACT

This paper presents results of a study which examined the feasibility of using a small-scale
steam engine for the production ofmechanical power using wood and rice husk as fuel. Steam was
produced in a water-tube boiler andfed into a two-cylinder oscillating steam engine. The boiler was
installed in a wood furnace and a simple natural draft rice husk furnace which was developed
specially for this boiler-engine system. Tests were performed to investigate the performance and
technique ofoperation and maintenance of the system.

Details of the systems tested are presented. The performances of the systems operating on
wood and rice husk were evaluated and are also presented. The technical and economic feasibility
of the steam engine to produce mechanical power from wood and rice husk and some practical
aspects concerning the operation and performance of the systems are discussed.

INTRODUCTION

Despite the fact that the price of oil has not risen for the past few years, liquid fossil fuels are
still far too expensive for people in the rural areas of developing countries. There is still a pressing
need to develop indigenous renewable energy sources which can make a significant contribution to
the economy and well-being of their rural populations. In the rural areas of developing countries, the
ability to produce very small amounts of mechanical power by utilizing locally available renewable
fuel is extremely valuable, regardless of the efficiency.

The development process is closely linked with an increase in the demand for energy. Often
this is associated with processes of mechanization requiring mechanical or electrical energy. Steam
engines played a widespread and important role in industrialization in the past and continue to have
some specific applications at present. Although small steam engines have a low efficiency, they
have some advantages over other renewable energy technologies such as biomass gasification and
Stirling engine technologies. Stearn engines are very reliable and require little maintenance. Unlike
biomass gasification systems, the fuels for which have to meet strict specifications, steam engines
can be operated on nearly all types of fuels.

Because of their reliability and flexibility regarding the fuel to be used, steam engines are still
being used, particularly in industries such as rice mills and saw mills which produce by-products. At
present over 1000 stearn engines are used in rice mills in Thailand. A search for possible equipment
suppliers concluded that stearn power units of output below 10 kW are scarce, and either of
unproven reliability or very expensive.

The U.K. based Intermediate Technology Development Group (ITOO) has been trying to
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promote 3.7 kW (5 hp) steam engines built by the Thames Steam Launch Co. (TSL) of Chiswick of
U.K. for rural uses in developing countries. The Food and Agriculture Organization of the United
Nations (FAO) is also interested in promoting the use of steam engines for power production using
wood wastes and rice husk as fuels.

With funding support from FAO, Prince of Songkla University (pSU), through its Department
of Mechanical Engineering, carried out an assessment of a 3.7 kW (5 hp) steam engine built by TSL
in collaboration with ITDG. The main objectives of the project were to assess the technical and
economic feasibility of this steam engine using wood and rice husk as fuels. The project activities
included:

(i) Testing and evaluation of the performance of the steam engine with wood as fuel;
(ii) Development of a rice husk furnace so that the engine could be operated on rice husk;
(iii) Organization of a training course on the operation and maintenance of the steam engine and

furnaces; and
(iv) Installation of the steam engine for water pumping using wood as fuel in the field for 9

months.
This paper presents the results of the assessment of the steam engine when operated on wood

and rice husk in the laboratory.

DESCRIPTION OF EQUIPMENT

Test Set-up

Test set-up without condenser: The tcst set-up when the condenser was not used and when
wood was used as fuel is shown in Fig.I. When operating on rice husk, the test set-up is shown in
Fig. 2.

For these tests, the condenser was not used and the steam was discharged into the atmosphere
after doing work on the pistons.

A - Steam engine
B- Electric generator
C - Boiler

D - Water tank

E - Feedpump

F - Fuel intake port
G - Ash removal port

E

Fig. 1. Test set-up for steam engine without condenser using wood as fuel.
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A - Steam engine

B - Electric generator

C - Boiler

o - Water lank

E - Feedpump

F - Fuel intake port
G'- Ash removal port

E

CD Chimney

® Fuel hopper

@ Fuel feeding mechanism

® Observation part

@ Secondary air inlet

® Steam drum <V Mud drum

Fig. 2. Test set-up for steam engine without condenser using rice husk as fuel.
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Test set-up with condenser: Tests with condenser installed to the exhaust of the steam engine
were carried out only when wood was used as fuel. The test set-up is shown in Fig. 3.

The rate of heat transfer from the condensing steam to air was enhanced by forcing the air
through the condenser (which was an air cooled heat exchanger) by using a blower driven by the
steam engine. To increase the combustion efficiency, part of the hot air from the condenser was
passed into the furnace.

A - Steam engine

B - Electric generator

C - Boiler

o - Condenser

E - water tank

F - Feedpump
G - Fuel intake port
H - Ash removal part
I - Hot-air pipe
J - Blower

Fig. 3. Test set-up for steam engine with condenser using wood as fuel.

Steam Engine

The engine used in this study was a double acting, oscillating, two cylinder steam engine built
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by TSL of Chiswick, U.K. Each cylinder has a bore and stroke of 6.35 cm (2.5 inch) and 12.7 cm (5
inch) respectively. The steam engine is shown in Fig. 4, and its ideal indicator diagram is shown in
Fig. 5.

Heavy duty stllClm pip.

StllClm inlet

St.am outl.t

St.am inl.t

St.am outlet

Specification

- stroke = ~"

-bare=2f
- doubl. action

- ,steam consumption 43 Ibs/hp. hr at 7~ psi inl.t st.am prellure, 120 boiler
pressure and 400 rpm .ngine spHd

: internal lubricating .very 4 hrs
- max, operating sp••d ~OO rpm

- .ffici.ncy 4- ~ 'Yo (as prim. mover only) ~O'Yo - 60 'Yo (in combin.d h.at

and pawer)

Fig. 4. Steam engine.

p

c

A - Exhaust valve closed
B - Intake valve open
C - Intake valve closed
D - Exhaust valve open

Fig. 5. Ideal indicator diagram of steam engine.

v
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Boiler

The boiler used was a water-tube boiler built by TSL. It had a heat transfer surface of
3.252 m2(35 ft2).

The boiler, shown in Fig. 6, consisted of two horizontal steel drums linked by copper tubes
used as a heat transfer surface. Stayed end plates were rebated to drum ends. All fittings threaded
into drum ends. All the major dimensions of the boiler are given in Fig. 6.

C

tOOXI6G
Holf hord solid drown
copper tubes 10 pipes
lenllth 30" each heat
transfer - surface

area 34.4 ft
2

11ap •

between pipes • *

D
A - Steam drum (8"10 x 36" x 5/16")

B - Safety valve
C - Copper tubes
o - Mud drum (6"10 x 36" x 5/16")7 "

Drain li SSP)

\

Pressure llaUlle
200-200 psi <f BSP)

Steam toke off
<raSP)

'~
-End plate
') mild steel

I 09!"Xlf
Water llaulle (not shown)

Fig. 6. Boiler.

The copper tubes were bent and expanded into reamed holes in the horizontal steel drums. This
type of boiler is particularly appropriate to applications where high steam output and low plant
weight are important

Due to the method of construction, i.e. fabrication rather than welding, the risk of explosion is
minimal. Ifwater level is allowed to fall below the required level, the expanded copper tube joints in
the top drum anneal and allow the steam to escape and the pressure to reduce to a safe value.

The boiler was fitted with a pressure relief valve which could be set to give the required value.
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Condenser
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A car radiator was used as the condenser. The radiator was 70 cm in height, 57 cm in width and
7 cm in thickness. The radiator was connected to the circular air conduit in which a blower was
installed. The blower driven by the steam engine through a belt was used to force the air through the
radiator to enhance the rate of heat transfer.

The other side of the radiator was connected to a square steel box, the outlet area of which
could be varied to regulate the pressu,re of the hot air in the box. A 10 cm diameter steel pipe was
used to connect the steel box with the furnace so that part of the hot air from the condenser could be
used to enhance the combustion process in the furnace (see Fig. 3). The quantity of air flow to the
furnace could be regulated by varying the pressure of the hot air in the box.

Feedwater Pumps

Two feedwater pumps were used in pumping water into the boiler.
The first feed was a small reciprocating pump with a cylinder diameter of 12.7 mm (See Fig.

1). This feedpump was fitted to one of the engine's cylinders and was powered by the engine. A
check valve was installed in the liquid line connecting the feedwater tank and the boiler to stop water
from flowing from the boiler. This feedpump could be put into operation by allowing the water from
the feedwater tank to enter the pump by opening the valve installed in the liquid line between the
feedwater tank and the pump.

The second pump was a hand operated reciprocating pump. This pump was an emergency
pump which could be operated if the first pump failed to operate.

Feedwater Tank

The feedwater tank was made of3.175 mm thick steel sheet. It had a square cross section of 61
cm x 61 cm and height of 150 cm.

Governor

A mechanical governor was provided with the steam engine. The governor was supposed to be
installed to maintain the rotational speed of the engine.

Furnaces

Wood furnace: The wood furnace was designed by The Thames Steam Launch Company
(TSL). Construction of the furnace and the installation of the boiler at the Department of Mechanical
Engineering were carried out by departmental staff and technicians with the help of an engineer
from TSL.

The furnace was made from bricks covered internally with clay and chicken wire and covered
externally with concrete blocks and clay. The perspective view of the furnace is shown in Fig. 7. The
cross section of the furnace together with the main dimensions of the wood furnace are shown in
Figs. 8 and 9.

The grate was made from five pieces of 3.75 cm x 3.75 cm x 0.476 cm x 72.4 cm steel angles.
The space between the angles is 2.5 cm.
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All dimensions in cm.

Fig. 7. Perspective view of the wood furnace.

A - Combustion chamber

B - Steam drum

C - Mud drum
D - Boiler tube

E - Grate
F - Chimney

Fig. 8. Cross section of the wood furnace.
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Other main dimensions of the furnace are given as follows:
Chimney diameter 46 cm
Chimney height 3.66 m
Grate area 2700 cm2

Grate air space 1200 cm3

Area of air inlet port 790 cm2

Dimensions of combustion chamber
(width x depth x height) 73.5 cm x 73.5 cm x 70.0 cm

The flue gas made two passes through the boiler tubes before entering the chimney. Arrange
ments were made to enable the areas of the fuel port and the air inlet port to be regulated.

Rice husk furnace: To develop a rice husk furnace suitable for operations with the existing
steam engine, a cyclone was first tried. It was found that there were several problems associated
with the operation of a small cyclone furnace and it is not suitable for operation in rural areas. A
simple natural draft furnace with inclined grate was designed and constructed by staff members of
the Department of Mechanical Engineering and was found to operate quite satisfactorily.

The perspective view of the rice husk furnace is shown in Fig. 10. It was a natural draft type
with chimney of 30 cm in diameter and 10 m in height. The furnace was made from ordinary bricks
covered with locally made cement mixed with rice husk ash with the ratio of cement to rice husk ash
of 1:3 by volume.
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All dimensions in cm

M
N

A

10
10

91

C

C e-C

Fig. 9. Section of the wood furnace.

1 - Chimney

2 - Fuel hopper

3 - Fuel feeding mechanism

4 - Observation ports

5 - Secondary air inlet

6 - Steam drum

7 - Mud drum

Fig. 10. Perspective view of the rice husk furnace.
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The cross section of the furnace is shown in Figs. 11 and 12. An inclined removable grate
making an angle of 45 degrees to horizontal (see Fig. 11) was adapted. The grate was made of 7
pieces of steel channels supported by steel angle as shown in Fig. 12. Holes of 1 cm in diameter were
drilled in these channels to provide openings for the primary combustion air to enter the furnace.
These holes also served as ash removal ports.

1 - Boiler

2 - Chimney

3 - Grate

4 - Husk feeding mechanism

5 - Observation port

6 - Secondary air inlet

/. ;%: /;'~/

Fig. 11. Cross section of the rice husk furnace.

Grate (made-up of 7 channels)

.................................................................. .

Boiler tube

Fig. 12. Cross section of the rice husk furnace.

Combustion air can also enter the furnace through the secondary air ports provided at the walls
of the furnace as shown in Figs. 11 and 12. The secondary air was introduced into the furnace to
achieve a more complete combustion in the furnace.

An observation port was also provided at the front of the furnace as shown in Fig. 11 to enable
the operator to observe the strength of combustion during the operation~

Rice husk was stored in the fuel hopper and fed into the furnace by a feeding mechanism
installed underneath the fuel hopper as shown in Fig. 13. The feeding mechanism was operated
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o
'"

All dimensions in em

Fig. 13. Details of hopper and feeder.

manually. An electric motor could be installed to operate the mechanism automatically if desired.
The water tube boiler was mounted on a steel frame made from 3.81 cm x 0.635 cm (1.5 inch

x 0.25 inch) steel angle, which was placed in the furnace as shown in Figs. 11 and 12.
Other main dimensions of the furnace are given as follows.

Chimney diameter 30 em
Chimney height 10 m
Grate area 4402 cm2

Area of primary air inlet ports 400 em2

Area of secondary air inlet port 91 cm2

Area of fuel intake port 240 cm2

Like the wood furnace, arrangement was made for the flue gas to make two passes through the
boiler tube before entering the chimney.

Loading

The stearn engine was loaded by connecting it to a 3 kW single phase electric generator via V
belts. The electrical energy generated was used to power a light board fitted with ten 300 watts light
bulbs which could be switched on independently.
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Instrumentation

11

Pressure gauges and thennometers were installed at the outlet of the boilers, and also at the
inlet and the outlet of the engine. Arrangements were also made for the temperatures of the flue gas
to be monitored with thermocouples before entering and after leaving the boiler and in the chimney.

The electrical energy from the electric generator was measured with a voltmeter and an
ammeter.

The fuel consumption rates were determined by weighing the amount of wood or rice husk
used over a period of time.

For tests without condenser, the flow rate of steam was obtained by measuring the flow rate of
the make-up water from the feedwater tank. For tests with condenser, the steam production rate was
obtained by weighing the condensate. In this case the condensate was discharged into a vessel for
the purpose of weight determination before being poured into the feedwater tank.

The brake horse power of the engine was not monitored, but it can be determined fairly
accurately from the measured values of manifold pressure, the dimensions of the cylinder, and the
speed of the engine as will be shown in the section "Test Data" subsequently.

The contents of carbon monoxide and oxygen in the flue gas in the chimney were also
monitored with an electronic analyzer capable of examining their transient values.

TEST PROCEDURE

The performance of the steam engine was examined at different values of steam pressure at
inlet to the engine, Le. 652.93 kPa (80 psig) to 790.81 kPa (100 psig). By varying the pressure of the
stearn at inlet to the engine, the fuel consumption rate and the speed of the engine could also be
varied, which enabled the performance of the engine to be examined at different fuel consumption
rates and speeds of the engine. It should be pointed out that the main aim of this work was to
examine only the basic parameters of the system, Le. specific fuel consumption, furnace efficiency
and engine efficiency. These parameters and other parameters will be examined in greater detail in
future work.

When using wood as fuel, the fire was started up in the furnace and the pressure of the steam in
the boiler was allowed to build up to 990.76 kPa (130 psig) before the steam was allowed to enter the
engine's cylinder. With the use of a ball valve at the exit of the boiler, the pressure of steam before
entering the intake manifold of the engine can be set at any required value. Usually it took about 20
minutes to start the system (from firing to starting of the engine). By regulating the rate of feeding
the fuel, the speed of the engine could be maintained at a particular loading without having to use the
governor.

Mter the system reached the steady state condition, (Le. after about one and a half hours of
operation), values for the following parameters were recorded :

(a) Steam temperature at the boiler,
(b) Steam pressure at the boiler,
(c) Stearn temperature at the engine's outlet,
(d) Steam pressure at the engine's inlet,
(e) Stearn temperature at the engine's inlet,
(f) Feedwater temperature,

. (g) Inlet air temperature,
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(h) Stack temperature (temperature of the flue gas in the chimney),
(i) Steam production rate,
(j) Fuel consumption rate,
(k) Engine speed, and
(1) Electrical energy output.
When using rice husk as fuel, the procedures for start-up of the system and data acquisition

were the same as for using wood fuel. The start-up time when rice husk was used as fuel was about
25 minutes.

For each test the system was operated at a steady state for at least 3 hours during which data
-acquisition was carried out.

The carbon monoxide and oxygen contents in the flue gas and the temperature of the flue gas in
the chimney were also examined for some selected tests.

TEST DATA

Data and Derived Values

When operated with wood fuel, a total of 7 tests were carried out: two tests were carried out
with the condenser being installed and the rest without the condenser. When operated with rice husk,
all 5 tests were carried out without using a condenser.

The data obtained from tests carried out with wood are shown in Table 1 while those obtained
from tests carried out with rice husk are shown in Table 2.

Using the experimentally detenn'ined values of various parameters, Le. items (a) to (I) in the
"Test Procedure" section, values for the following parameters were calculated:

(i) The engine shaft power (BHP)
(ii) The furnace efficiency ('flp)
(iii) The specific fuel consumption (sfe)
(iv) The specific steam consumption (sse)
(v) The overall engine efficiency ('flO>
(vi) The overall electrical efficiency ('flop)
The engine shaft power or the brake horse power of the engine was calculated from the

equation

BHP =PLANMF
33000

where,

P = Pressure of the steam in the gauge at engine's manifold in psig
L = Length of stroke in feet
A = Area of piston in in.2

N = Number of revolutions per min
M = Number of power strokes per revolution
F = Efficiency factor =0.8 for 200 <N < 500

This equation has been recommended by the manufacturer of the steam engine (TSL) for
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Table 2. Summary of parameters of all tests for rice husk furnace.

Test No.
Parameters

1 2 3 4 5

. Boiler Pressure (kPa) (abs) 745 841 765 772 869

Boiler Steam Temperature (DC) 166 170 170 170 170

Feed Water Temperature eC) 30.0 30.0 30.0 30.0 30.0

Inlet Air Temperature eC) 34.0 35.0 35.0 34.0 34.0

Flue Gas Temperature eC) 360 400 400 400 450

Steam Production Rate (kg/hr) 98 112 111 123 123

Fuel Consumption Rate (kg/hr) 49 59.4 65 61 63

Steam Engine Manifold Pressure (kPa) (abs) 612 689 750 756 791

Engine Inlet Steam Temperature eC) 158 165 165 165 165

Engine Outlet Steam Pressure (kPa) (abs) 101.3 101.3 101.3 101.3 101.3

Engine Outlet Steam Temperature eC) 105 105 105 105 105

Engine Speed (rpm) 306 318 297.4 313 308

Engine Shaft Power (hp) 4.52 5.41 5.58 5.93 6.15

Specific Fuel Consumption (kg/hr hp) 10.84 10.98 11.65 10.30 10.25

(kg/hrkW) 14.5 14.70 15.625 13.77 13.7

Specific Steam Consumption (kg/hr hp) 21.68 20.70 19.89 20.74 20.00
(kg/hrkW) 29.06 27.72 26.68 27.77 26.74

Electrical Power Output (kW) 1.725 2.28 2.30 2.45 2.5

Furnace Efficiency (%) 39.23 37.50 33.51 39.58 38.38

OverallEngine Efficiency (%) 1.84 1.82 1.71 1.94 1.95

Overall Electrical Efficiency (%) 0.94 1.03 0.95 1.07 1.06

Steam to Fuel Ratio 2.0 1.87 1.71 2.02 1.95

sse = Steam production rate
Brake horse power

The furnace efficiency (l1p) was calculated by the following equation

Energy absorbed by stearn
Energy input to the furnace

The overall engine efficiency (11) was calculated by the following equation

110 = The engine shaft power
Energy input to the furnace
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The overall electrical efficiency (Tlo,c) was calculated by the equation

The electrical output
Energy input to the furnace

15

The values of shaft horse power, sJe, sse, TlF, Tloand Tlo,c were evaluated for all tests and are also
shown in Tables 1 and 2.

Presentation of Data

Apart from the presentation of the data and the derived values in Tables 1 and 2, a graphical
presentation is also made. The furnace efficiency (TlF) and the overall engine efficiency (TI) are

60

~ soc
CD
'0

~
~ 40
(\3
c
:i
u..

30

A Wood

o Rice husk

30 40 SO 60 70
Fuel consumption rate (kg/hr)

Fig. 14. Furnace efficiency (T)F) as a function of fuel consumption rate (m).

3

1.5

A Wood

o Rice husk

30 40 50 60 70
Fuel consumption rate (kg/hr)

Fig. 15. Overall engine efficiency (11) as a function of fuel consumption rate (m
t
).
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plotted as a function of the fuel consumption rate as shown in Figs. 14 and 15. The overall engine ef
ficiency (11) is shown as a function of the engine speed in Fig. 16. The engine shaft power (BHP) is
shown as a function of the speed of the engine in Fig. 17. The specific fuel consumption (sfc) and the
specific steam consumption (ssc) are shown as a function of engine shaft power in Figs. 18 and 19.
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Fig. 16. Overall engine efficiency (Tl,,) as a function of engine speed (rpm).
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Fig. 17. Engine shaft power (BHP) as a function of engine speed (rpm).
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Fig. 18. Specific fuel consumption (sfc) as a fWlction of engine shaft power (BHP).
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Fig. 19. Specific stearn consumption (ssc) as a function of engine shaft power (BHP).

DISCUSSION OF TEST RESULTS

Operation arid Maintenance

Tests carried out in the laboratory have shown that small steam engines can be operated using
wood and rice husk as fuel without any major technical problem. For wood, a simple conventional
wood furnace can be used. For rice husk, a simple natural draft furnace can be used.

Starting up the system was fairly simple and usually took only about 20-25 minutes after the
furnace was ignited. The systems could be started and operated with only one operator. One
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attendant had to be on duty all the time during the operation. The duties of the attendant included :
(a) feeding fuel to the furnace, (b) regulating the valve on the steam pipe leading to the engine so that
the pressure of the steam entering the engine manifold is constant, (c) regulating the feedwater flow
rate into the boiler at the required level and (d) raking the ash from the furnace.

The stearn engine systems required little maintenance. The maintenance of the systems
included fuling the cylinders with 2 - 3 cm3 of lubricating oil every 3 hours of operation and cleaning
the boiler tubes every week (about 40 operating hours per week) with high velocity steam jet

Performance

Combined heat and power (CHP): Table 1 shows that the electrical output of a steam engine
with a condenser is much lower than that of the stearn engine without a condenser, although the shaft
power developed by the engine is about the same. This is due to the fact that a large proportion of
mechanical power produced was used to force the air through the condenser. It could be estimated
that about 1.5 kW (2 hp) of mechanical power was needed to operate the condenser.

Although the steam engine with condenser (shown in Fig. 3) produced much less mechanical
work compared with the one without condenser, it produces a lot of hot air at 600C - 9{)OC, which can
be utilized for heating purposes. The system with condenser offers an excellent opportunity for both
heat and power to be provided by the system.

It can be estimated from the data in Table 1 that this steam system can provide about 2 kW (3
hp) of mechanical power and about 100 kW of heat. The heat available is in the form of hot
air at 600C - 900C, which is very useful for drying purposes.

Power output: Table 1 and Fig. 17 show that when operating on wood the engine can develop
a maximum shaft power of3.5 kW (4.7 hp), for the manifold pressure of80psig and 5.1 kW (6.8 hp)
for the manifold pressure of 100 psig. The corresponding electrical energy outputs for the manifold
pressure of 80 psig and 100 psig are 1.40 kW and 2.92 kW respectively. It can be said that this
engine can develop a maximum shaft power of about 5.0 kW (7 hp) when operating with wood as
the fuel.

Table 2 shows that the output power of the engine when using rice husk as the fuel is lower
than when using wood. This was due to the fact that the furnace efficiency is lower,when rice husk
is used, resulting in lower rate of steam output.

EffICiency: Fig. 14 shows that the furnace efficiency decreases with the fuel consumption rate
for both wood and rice husk, although the furnace efficiency decreases more rapidly for wood. The
furnace efficiency decreases from 57 % at the fuel consumption rate of 25 kg/hr to 41 % at the fuel
consumption rate of 67 kg/hr when wood is used. The furnace efficiency decreases very slowly for
rice husk, giving the maximum value of 40 % at the fuel consumption rate of 50 kg/hr and the
minimum value of 33 % at the fuel consumption rate of 65 kg/hr as shown in Fig. 14.

It is interesting to note that the efficiency of the rice husk furnace is about 12 % lower than that
of the wood furnace on average, as shown in Fig. 14. This is due to the fact that the rice husk was not
completely burnt and there was a substantial amount of carbon remaining in the ash, which was not
taken into account in calculating fuel energy input.

Figures 15 and 16 show that the overall engine efficiency of the system operating using wood
decreases with fuel consumption rate and the engine speed. The overall engine efficiency decreases
from 2.65 % to 2.00 % as the speed of the engine increases from 210 rpm to 350 rpm as shown in
Fig. 16.

With regard to rice husk, the overall engine efficiency remains substantially constant with the
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engine speed as shown in Fig. 16. As to be expected, the overall efficiency for rice husk is lower
than that of wood due to incomplete burning of husk.

Fuel and· steam consumptions: Table 1 shows that the specific fuel consumption for the
system operated using wood fuel is around 11.6 kg/kW hr (8.7 kg/hp hr), which is very high. This is
because the efficiency of the stearn engine is very low. Table 2 shows that the specific fuel
consumption for the system operated using rice husk is about 14.0 kg/kW hr (10.6 kg/hp hr), which
is much higher than that of wood. This was due to the incomplete combustion of rice husk.

Tables 1 and 2 show that the specific steam consumptions of system fuelled by wood and
system fuelled by rice husk are approximately the same (29 kg/kW hr or 22 kg/hp hr), which is to be
expected.

Speed Governing

Although a mechanical governor was also provided for the purpose of speed control, this
governor was not used. The speed control was achieved by regulating the feeding rate of fuel so that
the steam pressure in the boiler was fairly constant. A ball valve installed in the steam pipe
connecting the boiler and the engine's manifold was used to control the pressure in the engine's
manifold.

It was found that by regulating the fuel feeding rate and the valve installed in a pipe leading the
steam to the engine, the speed of the engine could be kept within ± 10 % of the required value. With
this technique of speed control, the engine could be used for water pumping, electricity generation
and propulsion of agricultural machinery.

CONCLUSIONS

(i) The small steam engine manufactured by TSL can be installed and operated by local tech
nicians. The wood furnace can be built with locally available materials and skills.

(ii) A simple natural draft rice husk furnace was successfully developed by the Department of
Mechanical Engineering, Prince of Songkla University. This furnace could be used to
operate the TSL steam engine quite successfully.

(iii) The maximum mechanical output of the stearn engine is 4.85 kW (6.5 hp) when operating
without condenser and 3.35 kW (4.50 hp) when operating with condenser.

(iv) In general this steam engine can provide about 2 kW of mechanical power and 100 kW of
heat in the form of hot air from the condenser which consumes about 1.5 kW of mechani
cal power. This set-up provides an excellent opportunity for the system to be used for
providing both heat and power(CHP).

(v) The furnace efficiency, Le. the fraction of combustion energy that is converted to energy
in the steam, decreases with the capacity of the furnace. The furnace efficiencies for wood
furnace and rice husk furnace are about 50 % and 37 % respectively.

(vi) The specific fuel consumptions when operated on wood and rice husk are 11.6 kg/kW hr
and 14.0 kg/kW hr respectively.

(vii) The overall efficiencies, i.e. the fraction of energy in the fuel that is converted to shaft
power, when operated on wood and rice husk are 2.5 % and 1.9 % respectively.

(viii) In the operation one attendant is needed to look after the engine. Operation and mainte
nance of the engine are quite simple and can be carried out by an unskilled labour.
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APPENDIX

Sample Calculation

Data from a particular test are shown as follows:

Test condition
Boiler

Steam Pressure (Pltcam)
Steam Temp.
Feed Water Temp.
Inlet Air Temp.
Flue Gas Temp.
Steam Production Rate
Fuel Consumption Rate

998
175
52.3
77.0

227
1.28

25

kPa(abs) (130 psig)
ce
ce
ce
ce
kg/min
kg/hr

Steam Engine
Inlet Steam Pressure
Inlet Steam Temp.
Outlet Stearn Pressure
Outlet Stearn Temp.
Engine Speed

Condenser
With Condenser

653 kPa(abs) (80 psig)
160 ce
101.325 kPa(abs) (0 psig)
110 ce
210 rpm

Generator
Voltage
Current

205
3.3

V
A

From the data various parameters can be calculated as follows:
(In the calculation, it is assumed that the states of the working fluid leaving the boiler and con

denser are saturated as shown in Fig. 20).
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T

s
1-2 Compression process by the pump

2-3-4 Constant pressure heat transfer process in the boiler

4-5 Expansion process through the steam engine

Fig. 20. T-s diagram for processes in the steam power plant.

From the Thermodynamic Table of Properties for Stearn, the enthalpy and specific volume of
saturated liquid at 52.3 DC are :

hf,l =218.9 kJ/kg and Vf,l =0.001 m3/kg

The pump work can be calculated by the equation

Pboiler =130 psig =998 kPa, Palm =101 kPa

W
p

=0.001(998 - 101)

=0.906 kJ/kg

The enthalpy of the fcedwater at the boiler inlet is given by

= h,. + W =218.9 + 0.906
101 p

=219.81 kJ/kg

The enthalpy of steam at the boiler outlet, which is assumed to be dry saturated, is given by

hJ =2778.02 kJ/kg

The rate of heat transferred to the stearn is given by
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= 1~8 (2778.02 - 219.81)

= 54.58kW

5458
= 94.44 = 57.8 %

Assuming that the net heating value of wood (Le. after taking into account the moisture content
in the fuel) is 13600 kJ/kg

The rate of heat supplied to the furnace is given by

25
= 3600 x 13600

= 94.44 kW

The furnace efficiency is given by

= Q2-J
11p Q/

The brake horse power is given by

BHP =PLANMF
33000

where
P = 80 psig
L = Length of the stroke = 0.417 ft
A = Area of piston = 4.9 in.2

N = Number of revolutions per min = 210
M = Number of power stroke per revolution = 2
F =0.8
For two cylinders, the power is given by

BHP = 2 x 80 x 0.417 x 4.9 x 210 x 2 x 0.8
=3.35 hp
=2.50kW

The electrical output is given by

P
o,e

= 205 x 33 = 0.68 kW
1000

The overall engine efficiency is given by

= BHP =~ =2.65%
110 Q/ 94.44

The overall electrical efficiency is given by

Po~ 0.68
11o,e = Q/ = 94.44 = 0.72 %

The specific fuel consumption is given by
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sfe
mf

= - =7,46kg/hr hp
3.35

sse

The specific steam consumption is given by

1.28x 60
3.35

22.91 kg/hr hp
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ABSTRACT

25

This paper reviews on-going studies in Malaysia on the possibilities of utilizing palm oil
products and wastes as alternative energy sources. The palm oil industry, being one of the biggest

. agricultural industries in Malaysia, produces palm oilfrom the shell and palm kernel oilfrom the
kernel as the main products. Besides, liquid waste in the form ofpalm oil mill effluent (POME)
and solid wastes such as shells, bunches andfibres are produced.

Work carried out on the direct use ofRefined Bleached and Deodorised (RBD) olein (mar
keted as cooking oil) in a diesel engine has shown some positive results. However, further study
has to be carried out to improve the engine performance and fuel utilization. Work is also being
carried out on the possibility ofprocessing palm oil into dieselfuel as an alternative to petroleum
derived diesel fuel. Characteristics of this palm oil derived diesel have been found to be quite
close to those ofpetroleum derived dieselfuel.

Regarding the utilization of solid wastes, work is being carried out to study the techno
economic possibilities of replacing the present rued-bed combustion system with a fluidized-bed
combustion system to increase thermal efficiencies and improve the handling of the mill's energy
system.

Gasification of these solid wastes as an alternative energy source for power production and
vehicle fuels will also be looked at in the nearfuture.

INTRODUCTION

Malaysia is the largest producer of palm oil products in the world, taking approximately a

Table 1. Total production of palm kernel oll and palm 011 by Malaysia from 1978 to 1982 [1].

Year Palm Kernel Oil
(x 106 tonnes)

1978 0.364
1979 0.470
1980 0.530
1981 0.589
1982 0.900

% of World
Production

27.8
32.4
29.0
31.4
40.2

Palm Oil
(x 106 tonnes)

1.784
2.188
2.576
2.824

% of World
Production

44.1
48,6
50.7
52.4

*Paper originally presented at the WorkshoplSeminar on Alternative Vehicle Fuels, organized by the Departments of
Continuing Education and Chemical Process Engineering, University of Canteroury, in cooperation with the UNESCO
Regional Network, 9-13 February 1987, University of Canterbury, Christchurch, New Zealand.
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507 cc
76mm
ll1mm
22/1

55% share of the world's production in the year 1982 [1]. Table 1 shows total production of palm
kernel oil and palm oil by Malaysia from 1978 to 1982. In 1985, Malaysia's production of palm oil
increased to 4.15 million tonnes [2].

This paper reviews, briefly, works currently being carried out in Malaysia on the possibilities
of utilizing palm oil products and wastes as alternative energy sources which is in line with the
government's policy on diversification of energy sources.

PALM OIL AS AN ALTERNATIVE FUEL FOR DIESEL ENGINES

Initial work on the use of palm oil as an alternative vehicle fuel was undertaken at the
University of Technology, Malaysia [3,4]. In the study undertaken, Refmed Bleached and Deo
dorised (RBD) olein, easily available in the market as cooking oil, was used. The solid fat content
in this RBD olein is very low at room temperatures.

The studies were performed on a single cylinder E-6 Ricardo diesel engine. The specifica
tions of this engine are given in Table 2. Prior to the engine performance tests, studies on physical
properties were conducted in compliance with ASTM D 975-81 specification for diesel fuel oils.

.The physical properties of palm oil are not very different from the properties of Grade 2 diesel fuel
as specified by the Standards and Industrial Research Institute of Malaysia (SIRIM) [6] except that
the former has a higher specific gravity and viscosity, and a lower cetane index and calorific value.
The physical properties of the two types of fuels are compared in Table 3.

Table 2. Ricardo E-6 test engine specifications [4].

Single cylinder 4-stroke
Water-cooled
Swept volume
Bore
Stroke
Maximum compression ratio
Direct fuel injection
Wet sump type lubrication system
Manufacturer: Ricardo & Company Ltd.

Bridge Work,
Shorham-By-Sea
Sussex, England.

It was concluded from these studies that palm oil is technically suitable for use in diesel
engines. The power output of the engine using palm oil as fuel is higher than that of diesel fuel, as
expected, since palm oil has a higher specific gravity, as shown in Fig. 1. However, a disadvantage
of using palm oil as fuel is the higher fuel consumption rate as shown in Figs. 2 and 3, which leads
to lower thermal efficiencies as compared to diesel fuel as shown in Fig. 4. Table 4 shows the
results of exhaust emission analysis. The thermal efficiencies determined in this study are consid
erably less than those determined by Akor et ale [5] who obtained an average of 40.26 and 39.60
per cent for palm oil and palm kernel oil, respectively.
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Table 3. Properties of palm oil, methyl ester produced from crude palm oil
and Malaysian diesel fuels.

Diesel
Test Methods Properties Palm Methyl

Oi1* Ester+ Grade 1+ Grade 2*

ASTMD445 Kinematic 6.36 4.5 4.0 1.6-6.0
Viscosity,
mm/s (@400C)

ASTM D1298 Sp. Gravity 0.912 0.870 0.833 0.854
(@ 40OC)

ASTM D976 Cetane
number 38 50 53 46

ASTM D129 Sulphur
content,
wt% 0.04 0.5 1.5

ASTMD86 Distillation
lB.P. 215 324 228 181
10% 298 330 258 222
50% 318 334 298 267
90% 326 343 376 357
F.B.P. 337 363 400 367

ASTM D2382 Calorific
value
(KJ/kg) 39357 40135 45800 45800

* Data from Ref. 2
+Data from Ref. 4
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Fig. 1. Engine power output (extracted from Ref. 4).
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Table 4. Exhaust emission analysis.

Palm Oil Diesel
Speed

CO2 °2 CO CO2 °2 CO

1000 11.0 0.4 0.0 6.0 8.2 0.1

1500 9.2 0.6 0.0 4.8 7.2 0.0

2000 8.4 0.4 0.0 3.8 7.5 0.1

2500 7.8 0.4 0.1 3.4 7.4 0.1

A number of problems were also observed in the studies as anticipated because the engine
was designed for use with diesel fuel. Among the problems noted were clogging in the fuel filter,
nozzle deposits and corrosion.

An attempt has been made by the Palm Oil Research Institute of Malaysia (PORIM) to
convert palm oil into methyl ester as an alternative fuel to diesel. The methyl ester produced
showed improvements regarding certain physical properties of the fuel when compared to the
original palm oil. Table 3 presents a comparison of the fuel properties of methyl ester produced
from crude palm oil and a typical Grade I diesel fuel available in Malaysia [7].

Studies are being undertaken at present for engine performance using this methyl ester,
however, no results have been published yet. The final assessment on the successful implementa
tion of this alternative to diesel fuel will depend on the techno-economic viability.

ALTERNATIVE ENERGY SOURCE FROM PALM OIL WASTES

The oil palm processing industry is one of the biggest contributors of pollution in Malaysia
with oil palm industrial effluent representing almost 46% of the country's contribution towards
water pollution [8]. Beside this effluent which is produced by the processing mills, the industry
also produces large amounts of other wastes in the form of empty fruit bunches (EFB), fibres and
shells, which together represent approximately 50% of the original fresh fruit bunches (FFB).

Potential Energy from Palm Oil Solid Wastes

The estimates of wastes produced from 1 hectare of plantation are given in Table 5 [9]. Table
6 shows estimates of the annual total availability for EFB, fibres and shells from the year 1985 to
2000 based on dry weight, as estimated by PORIM [10]. These estimates show that the production
of these wastes will increase steadily into the 1990's after which the level of production will
almost be constant

Results on the determination of calorific values [9,10,11] and proximate analyses [11] of
these wastes are given in Table 7. An estimate of the potential energy that may be harnessed is
given in Table 8 [12] based on a mill that processed 10.16 metric tonnes of FFB per hour. The
total energy that may be produced is calculated assuming 30% process efficiency in transforming
the raw material into useful energy. The total energy that may be harnessed from such a mill by
utilization of the solid wastes is 3269.8 kW. With the total annual production of palm oil products
of around 3.5 million metric tonnes in the year 1982, this would mean that the total potential
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Table 5. Annual production estimates of oil-palm wastes
from 1 hectare of plantation [3].

Total Fresh Waste Production
Fruit Bunches Waste
(ffbkg/hectare) By-products kg/hectare %ffb

Empty fruit bunches 4490 25.0
18010 Fibres 2750 15.2

Shell 1120 6.2
Effluent
(dry weight) 680 3.8

Table 6. Estimates of total annual availability of oll-palm waste
for the years 1985 to 2000 (million metric tonne dry weight) [4].

Year Empty Fruit Fibre Shell Total
Bunches

1985 1.600 1.666 0.962 4.228
1986 1.750 1.721 1.050 4.521
1987 1.870 1.953 1.127 4.95
1988 1.990 2.070 1.195 5.255
1989 2.090 2.178 1.195 5.463
1990 2.180 2.267 1.309 5.756
1991 2.230 2.328 1.315 5.873
1992 2.260 2.376 1.362 5.998
1993 2.230 2.376 1.371 5.977
1994 2.270 2.368 1.367 6.005
1995 2.270 2.364 1.364 5.998
1996 2.270 2.360 1.362 5.992
1997 2.230 2.349 1.356 5.935
1998 2.220 2.319 1.339 5.878
1999 2.200 2.297 1.325 5.822
2000 2.160 2.256 1.302 5.718

Table 7. Results of determination on calorific values and proximate
analyses of 011 palm wastes.

Empty Fruit Fibre Shell
Bunches

1. Proximate Analysis
a. Volatile matter % 20-30 60.2-69.1 64-70
b. Ash % 1.3-1.6 2.1-2.5 1.4-6.2
c. Moistures % 61.4-72.9 28-28.9 9-11.7
d. Fixed Carbon % 5.6-7 4.6-8.0 17.2-19.6

2. Calorific value, MJ/kg 14.6 14.8 19.0
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energy from the whole oil palm industry for the year 1982 was 1126.4 GWh which represents
10.6% of the tota110630 GWh of electricity produced by the National Electricity Board (LLN) of
Malaysia in 1982 [13].

At present, all palm oil mills in Malaysia use fibre and shells as boiler fuels to produce steam
for electricity generation and palm oil extraction processes. using conventional fued bed combus-
tors. .

Apart from fibres and shells, EFB is another valuable biomass which can be used as an
energy source. However, only a small proportion of it is being used as fuel for boiler. This is due
to the pretreatment required for its bulkiness and high moisture content. At present, in most palm
oil mills, the EFB is incinerated (as produced) for potash-rich ash which is used as a fertilizer. The
heat energy generated is not utilized at all and thus valuable energy is wasted.

Work is being undertaken to study the feasibility of using fluidized-bed combustion to
replace the present conventional technique so as to attain a more efficient utilization of these fuels
[14]. It is envisaged that EFB will also be utilized for energy production with little or no pretreat
ment due to the flexibility of the FBC system.

Table 8. Potential energy from oil palm wastes from a mlII processing
10.16 metric tonnes fresh fruit bunch per hour.

Wastes Amount Produced Calorific Total Energy
(kg/h) Value (that may be

(KJ/kg) produced) (kW)
Wet Dry

Shell 532 565 19000 894.6
Fibre 1551 1106 14800 1364.1
Empty fruit bunch 2533 831 14600 1011.1

Total 3269.8

Biogas Energy from Palm Oil Mill Emuent (POME)

Beside solid wastes, the palm oil industry also generates a huge amount of highly polluting
POME, the characteristics of which are given in Table 9. With more than 2.5 m3 of POME gener
ated for every tonne of palm oil production, more than 10.3 million cubic metres of POME was
generated in 1985. The Department of Environment (DOE) requires POME to be treated to
acceptable standards before it can be discharged (Table 9).

Being organic in nature, PO:ME is easily amenable to biodegradation. In fact, anaerobic
digestion is widely adopted by the palm oil industry as primary treatment for PO:ME [15]. A valu
able gaseous product - biogas is produced by this process. Biogas contains 60 - 70% methane, 30 
40% carbon dioxide and trace amounts of hydrogen sulphide. Its properties are shown in Table 10
together with other gaseous fuels. About 28 cubic metres of biogas are produced for every cubic
metre of POME treated. Hence in 1985 about 288 million cubic metres of biogas were produced.
However, most of the biogas is not recovered and only a few mills harness the biogas for heat and
electricity generation [16,17,18]. The potential energy from biogas generated by POME amounts
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Table 9. Characteristics of palm oil mill effluent and Department
of Environment standards.

Parameters* POME DOE standards

pH 4.0 5.0 - 9.0
BOD 25000 100 (50Y
Suspended solids 19000 400
Total Nitrogen 770 200++
Amoniacal Nitrogen 35 100++
Oil & Grease 8000 50
Temperature (DC) 80 - 90 45

* All parameters in mg/l except for pH and temperature.
+ This additional limit is the arithmetic mean value determined on the basis of

a minimum of four samples taken at least once a week for four weeks con
secutively.

++Value on filtered sample.

to about. 3.6 per cent of the national energy production. However, as all the mills are getting
enough energy from fibre and shells, there is no outlet for this surplus energy.

CONCLUSIONS

There is a high potential in Malaysia for the palm oil industry to provide alternative renew
able energy sources from its main products and wastes. With fast depleting fossil fuel reserves, it
is time for the relevant authorities or organisations to encourage and spread information concern
ing the economic opportunities of using these materials. Facilities and infracstructure to make such
utilization viable should also be provided. Apart from saving large sums of money on energy bills
and foreign exchange the problem of environmental pollution can also, to a certain extent, be
alleviated.
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ABSTRACT

Anaerobic digestion of the liquid waste producedfrom the liver and beefextract manufactur
ing process was carried out at ambient temperature in 200 litres capacity laboratory scale biogas
plant offloating dome design. Different hydraulic retention times (HRTs), viz. 10, 20, 30 and 40
days, were studied. The data collected over a period of 90 days showed that maximum biogas
production viz. 88 litres day] corresponding to 897 litres kg-] TS destroyed day], and 709 litres
kg-] COD destroyed day] was obtained at 30 days HRT. The removal rates oforganic matter in
tl!rms of BODs' COD. and VS were 91, 89 and 74% respectively. At higher loading rates corre
sponding to a shorter HRT, the fermenting mass turned acidic, and adversely affected biogas
production.

INTRODUCTION

Liver and beef extracts are important phannaceutical products of biological origin. In their
preparation, animal liver and meat are disintegrated physically and then hydrolysed enzymatically.
The soup, thus prepared, is filtered through a fIlter-press and the soluble extract is recovered. The
residual solids are disposed off as solid waste. The filter press is washed with water to remove
solid particles adhering to the filters. This generates large volume of wash-water carrying finely
suspended solids of the animal tissue with a small amount of dissolved organic compounds.
Considering the high strength of the waste and possible presence of easily putrecible biopolymers,
anaerobic digestion was considered to be a suitable mode of treatment. Anaerobic digestion of
slaughter house waste, a similar waste in nature, has been studied in detail earlier [1-4].

The present paper describes anaerobic digestion of the liquid waste arising from liver and
beef extract production.

MATERIALS AND METHODS

Characteristics of the Waste

Composite samples of the fIlter-press wash-water were prepared by collecting 50 ml aliquots,
every hour, from the stream for a period of 24 hour. The waste was stored at 4°C and brought to
the laboratory for chemical analysis. Chemical analysis of four composite samples was done in
four subsequent weeks which included estimation of Total Solids (fS), Volatile Solids (VS),
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Biological Oxygen Demand (BODs)' Chemical Oxygen Demand (COD), Kjeldahl's nitrogen,
Crude Fat and Volatile Fatty Acids (VFA).

Anaerobic Digestion

Four 200 litre capacity anaerobic digesters of floating dome design [5] (Fig. 1) were filled
with fermenting slurry of a field scale cattle dung (CD) digester. They were fed daily with CD
slurry (5% TS) for 40 days to have initial stabilization. The plants were then run at 40 days
hydraulic retention time (HRn on an admixture of CD and the waste. The percentage of the
waste in the mixture was increased from 25% to 100% progressively. The digesters were run at
ambient temperature, exclusively on the waste (2% TS) for a period of 40 days to reach a steady
state digestion. The volumes of ingoing waste were then changed to have 10, 20, 30 and 40 days
HRTs in four different digesters. The biogas produced daily was measured and analyzed for its
methane content. TS, VS, BOD, COD and VFA of the influent and effluent were estimated twice
a week for the last 50 days of the experiment. Temperature (minimum and maximum) and pH of
the fermenting slurry were recorded daily.

Experimental set-up

Waste --- Anaerobic digester - Effluent

Analyses

4 ~~

.---~--I~
7

-=- - ---=---

Fig. 1. 200 litre anaerobic digester.

1 Feed tank
2 Inlet pipe
3 Digester
4 Gas holder
5 Gas outlet
6 Outlet pipe
7 Effluent tank

The volume of the biogas produced was measured daily by a wet gas flow meter (Toshniwal,
Madras) and analyzed for its methane content on a Chemito 3800 gas chromatograph [6]. TS, VS,
BOD, COD and Kjeldahl's nitrogen were estimated by standard methods [7]. Crude fat was deter
mined according to AOAC [8]. Volatile fatty acids were analyzed on a gas chromatograph
(Chemfto 38(0) equipped with a flame ionization detector and S.S. column (2M; 2 mm ID) packed
with 1'Q% FFAP on Chromosorb W (HP) 80/100. The flow rates of nitrogen (carrier gas),

- hy'drogen and air were adjusted to 40, 30 and 300 ml min-l respectively. The injection port, oven
and detector temperatures were adjusted to 200, 150 and 205°C, respectively. Quantitation was
carried out using a Spectra-Physics 4270 integrator. Samples for VFA were acidified to pH 2-2.5
by phosphoric acid and centrifuged at 5000 rpm for 10 min. The supernatant was used for VFA



RERIC International Energy Journal: Vol. 11, No.2, Decemb€r 1989 37

estimation. Volatile fatty acids from Sigma Chemical Company, USA, were used to prepare a
standard VFA mixture.

RESULTS AND DISCUSSION

The chemical analysis of the waste, given in Table 1, shows that it is a high strength waste
rich in easily degradable biopolymers like fats and proteins. Most of the TS present in the waste
are volatile (VS 96% of TS) and the BOD/COD ratio is 0.67 which indicates a high concentration
of easily biodegradable organic compounds.

Table 1. Chemical characteristics of the waste-.

Constituent

Total Solids (TS)
Volatile Solids (VS)
COD
BODs
Crude Protein
Crude Fat
Volatile Fatty Acids (VFA)
pH
Temperature

a - average of 4 composite samples.

mg/l

20,000
19,200
21,200
14,200
14,300
4,200
1,460
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The results on anaerobic digestion in the last 50 days of the experiment are given in Table 2
and daily production of biogas from the waste at different HRTs are shown in Fig. 2.

The data showed that at 30 days HRT, maximum biogas yield (897 litres kg-I TS destroyed
day-I) and highest productivity (0.44 m3 m- 3 day-I) was achieved. The removal of organic load
was also found to be satisfactory (72% TS and 74% VS) at this HRT. The BOD and COD
removal was 89% and 91.0% respectively. VFA content of the effluent slurry was 460 mg litre-}
which shows a stable digestion.

Despite the low pH of the feed (5.8), pH of the fermenting mass remained alkaline through
out the studies. Between 20 and 40 days HRT there was no accumulation of VFA. On the other
hand, at 10 days HRT,the digester became rapidly sour, with high VFA accumulation and low pH
(VFA 3800 mg litre-I, pH 5.2) indicating totally disturbed digestion. The biogas production
drastically dropped down, the methane content in the biogas came down to 15% and hence the
experiment was terminated after 15 days (Fig. 2)..

At shorter HRT, i.e. at 10 and 20 days, the digestion was not satisfactory as seen from the
lower efficiency of TS, VS, BOD & COD removal. This may be due to the wash-out of microbial
cell-mass. Toxicity due to ammonia, a common by-product of protein deterioration under anaero
bic conditions also might have caused the disturbance in the digester at the shorter HRT, since the
feed is rich in protein content.

Figure 2 shows that the biogas production was uniform over a long period (90 days) at all the
three HRTs (20, 30 and 40) studied. The digestion reached a steady-state during the period of
analysis, Le., the last 50 days of the experiment.

The liver and beef extract production plant discharges 2400 litres waste daily. A full-scale
anaerobic digester run on this waste at 30 days HRT would yield around 32 m3 biogas equivalent
to 14.5 kg liquefied petroleum gas and could generate a revenue of Rs. 60 every day. Thus, the

100
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:Je 50
a.

~ 40
o
iIi 30

20
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o

10 Days(.-)
20 Days (e-e)
30 Days (0-0)
40 Days (6-6)

o 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88
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Fig. 2. Biogas production from liver and beef extract waste at different HRTs,
10 days (.l---.), 20 days (0_0), 30 days (0-0),40 days (Ll~).
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annual revenue generated would be Rs. 22,000 and, considering the cost of installation to be about
Rs. 65,000, the payback period would be around three years. The biogas produced in this digester
can be suitably utilized in the factory.

A variety of high rate digesters are being studied allover the world. However, only a few
have reached the application stage. Conventional digesters have been applied in the field for a
very long time. Their simplicity and low cost make them suitable for acceptance by the industry.

Considering the characteristics of the anaerobically treated waste, it is evident that it needs
further treatment so as to meet the Water Pollution Prevention and Control Board's standards. A
suitable aerobic treatment will have to be employed for this purpose.

CONCLUSIONS

The waste water arising from liver and beef extract production is a high strength waste, rich
in easily biodegradable lipids and proteins and is amenable to anaerobic digestion. Of four HRTs
studied, steady-state operation could be achieved at 20, 30 and 40 days HRT but not at 10 days
HRT. The 30 days HRT was most suitable for anaerobic digestion since the productivity and yield
of the biogas was maximum (897 litres kg·l TS destroyed day'l; 64% methane). The removal of
organic load in terms of TS, VS, BOD and COD was 72, 74, 91 and 89% respectively at 30 days
HRT. The anaerobically treated waste needs further treatment, so as to meet the Water Pollution
and Control Board's standards.
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Construction and Operation of Solar Kilns for Seasoning
Timber in Bangladesh

M.A. Sattar
Bangladesh Forest Research Institute

Chittagong, Bangladesh

ABSTRACT
"

The paper describes the need to develop an inexpensive and.' simple technique for seasoning
timber in Bangladesh. The theory and design principles ofsolar kilns are discussed. The details of
construction and operation are also described. The performance of a solar kiln erected at the
Bangladesh Forest Research Institute is discussed in respect ofattainable temperature, drying time
and quality of dried timber. The paper also provides information about the basic economics of
operating such a solar kiln in Bangladesh.

INTRODUCTION

Seasoning ensures the economic utilization of wood. It imparts improved physico-mechanical
properties, offers dimensional stability, increases resistance to decay fungi and reduces the physical
degradation of wood. Seasoning, thus, enhances the service life ofwood products. There is a growing,
awareness among many wood using industries in the country of this technology. But lack of adequate
facilities and technical expertise force them to use, in almost all cases, unseasoned or partially dried
timber.

There are various methods for seasoning timber. Among them the air drying is the simplest and
cheapest. It involves only stacking of timber in the direct sun or under a shed. The main drawbacks
of this method are: it takes a long time to dry; drying cannot be achieved to the desired lower level of
moisture content throughout the year; it involves maintaining large inventories oftimberand also large
amounts of space; wood destroying fungi and insects, which may subsequently attack the products
during use, are not killed.

Stearn-heated kiln drying is the widely practised commercial method. It is efficient, but
expensive and complicated to install and operate. A substantial amount of heat is required in this kiln
for heating and humidification. It is thus,beyond the means ofsmall to medium scale industries of the
country.

The situation calls for adopting a simple and inexpensive technique which should be compara
tively fast and effective throughout the year. Solar drying has been found to solve the problem.
Further, substitution of traditional sources of energy like coal, oil, gas, electricity or wood-waste
needed for kiln drying with a free and inexhaustible source of solar radiation used in solar drying also
helps to conserve the country's valuable fuel stocks.

CLIMATE AND SOLAR RADIATION

Bangladesh lies between 21°and 27°N latitude with generally low elevation. During the summer,
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the ambient temperature varies from 300 to 350C and relative humidity ranges from 85% to 95% while
in the winter the temperature fluctuates from 16° to 270C and relative humidity varies from 50% to
75%. Variation oftemperature from 27° to 320C and relative humidity from 75% to 90% are common
during the other seasons of the year.

The amount ofsolar radiation that reaches theearthdepends mainly on the latitude ofthe locality,
the declination of the sun and the hourof the day. Averaged over the entire year, some ofthe poor sites
may receive less than 3 kWh per m2 per day while the better sites may receive over 5 kWh per m2 per
day (Tschemitz and Simpson, 1977). Bangladesh falls in the better areas. It gets abundant solar
radiation throughout the year in all parts of the country (Hussain, 1984).

THEORETICAL CONSIDERATIONSIPRINCIPLES OF OPERATION

Solar kilns may be defined as totally enclosed structures in which timber is dried by deriving
energy from solar radiation with the help of a heat absorber. A transparent or translucent glazing
material is used as acoveroveran absorbing body. Itcreates agreenhouse effect. The short wave solar
radiation passes through the glazing material. A heat absorber inside the kiln generally of flat plate
type, made ofblack metal orothermaterials, absorbs the solar radiation, gets heated, and subsequently
emits heat as long wave radiation. The glazing material is opaque to this radiation and thus heat is
trapped. The heat is transferred to the air flow created by blower fans. The hot air picks up moisture
evaporated from the timber. Some of the wet air is vented out through the exhaust vent and fresh air
is vented in.

During the drying process solar kilns get energy primarily from solar heating panels. The air
flowing in through the inletvents and the electric fans also contribute to the energy input. Heatutilized
in warming the wood, overcoming hygroscopic attraction and evaporating water from the wood
surfaces is useful heat. The heat loss due to air leaving the outlet vent is the direct loss. Heat is also
lost by radiation, conduction and convection. The heat absorber panel is the only significant source
of losses by radiation. Losses by conduction and convection occur through the walls, roof and floor.

DEVELOPMENT AND DESIGN PRINCIPLE

Alarge numberofsolar kilns have been constructed in different parts of the world during the last
two decades (Aleon 1979, Banks 1970, Campbell and Stevenson 1976, Casin et al1969, Chen 1981,
Gough 1977, Harpole 1988, Lumley and Choong 1979, Plumptre 1979, 1983, Sharma et al 1972,
Simpson and Tschemitz 1984, Tschemitz and Simpson 1977, Wengert 1971, 1980, Yang 1980). All
these kilns are ofsuch different sizes and designs that it is not possible to make direct comparisons to
derive exact solar kiln specifications. It is therefore, necessary for research institutions to undertake
their own research to develop solar kilns to suit the local conditions of the country. Recognising this
fact, .the Bangladesh ForestResearch Institute (BFRI) has been studying the subjectsince 1969 (Sattar,
1969). A solar heated timber kiln of greenhouse type has been designed and constructed at BFRI
(Sattar 1982a, 1982b). Different species of various dimensions have been dried throughout the year
for both research and commercial purposes. There has been an encouraging response to this new
technology among the wood-using industries in Bangladesh. Fifteen such solar kilns ofdifferent sizes
have been installed by both private and public wood industries in different locations of the country.
Timberis beingdried for making variousend products, like fumiture, joinery,construction,cross-arms
and other uses (Sattar 1988).
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The present solar kiln is a slightly modified version of the original model. It is of semi
greenhouse type. The roofand the east, west and southwalls are glazed but the north wall is insulated
to reduce heat loss. A corrugated plate heat collector is incorporated beneath the roofwhich is inclined
towards the south. Two vents control the humidity and a blower fan circulates the air inside the solar
kiln. The whole structure is a simple wooden frame which can be made with minimum cost and effort.
The main consideration in designing this type of solar kiln is to provide a technique for the small to
medium scale wood-based industries which is simple and cheap to construct and operate, and is
effective throughout the year. This is important for a developing country like Bangladesh where large
investment is not forthcoming and skilled manpower is not generally available.

CONSTRUCTION OF THE SOLAR KILN

The details of construction for such a solar kiln are given below. Schematic diagrams for
constructing a 3.5 m3 capacity solar kiln are shown in Figs. 1 and 2. The capacity of the solar kiln may
be increased by increasing the length or width, or both. Batteries ofsuch kilns may be erected ifa large
volume of timber needs to be handled.

a. The solar kiln has a simple wooden frame structure. Separate wooden frames may be made
for the four sides and for the roof. These frames may then be joined and grouted into a
concrete floor.

b. Glass sheets, 3-4 mm thick, are used for the three walls. Transparent polythene sheet, 0.20
- 0.25 mm thick, may be used instead of glass. The main drawback of the polythene is that
it deteriorates quickly under exposure to ultraviolet light and does not last for more than 6
9 months.

c. For the reduction ofheat loss, the northern wall is made ofplywood. The outside of this wall
is protected from rain by thin iron sheets painted with grey enamel paint.

d. Glass sheets, 5 - 6 mm thick, are used for the roof. Other glazing materials like fiberglass,
polyvinyl fluoride or polyvinyl chloride may be used. But these imported materials are very
expensive compared to local glass sheets.

e. The roofshould be inclined towards the south at an angle equal to the latitude of the locality,
i.e., 22.5° for Chittagong. This ensures maximum absorption of solar radiation throughout
the year.

f. The floor is made ofcement concrete. It may be painted with some enamel paint to prevent
moisture entering the kiln from the ground below.

g. Corrugated iron sheet, painted matt black on the top, should be fixed beneath the glass roof
to absorb solar radiation.

h. One blower fan of 0.6 m diameter with aluminium blades should be installed inside the kiln
for air circulation. The fan shaft has to be fitted to a secured frame. An electric motor of 373
to 746 watt rating should be used with V-belt and pulley to run the fan at about 700 rpm.

i. Two vents, one inlet and one outlet, are provided for the control of humidity inside the solar
kiln. The vents, each about 0.2 m x 0.3 m, should be located on the southern and northern
walls.

j. The solar kiln should be installed on a dry site without shading by nearby buildings or trees,
and where day long sunshine is available.

k. Care shouldbe taken in theconstruction so that the solarkiln chamber is well sealed. It should
be built so that no rainwater can enter, and the hot air inside cannot escape except through
the vents.
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Black painted CI sheet
(heat absorber)

Partition wall

Door
(0.90 x 1.85)

Fig. 1. Front view of 3.5 m3 solar kiln.

Concrete platform

Outletvemnt),HIIII~~
000,_

Fig. 2. Side view of 3.5 m3 solar kiln (arrows indicate the direction of air flow).

OPERATION OF THE SOLAR KILN

a. Timber should be stacked properly between 2.5 x 2.5 cm stickers to allow circulation of
heated air inside the timber stack. Box type piling method should be followed to fit neatly
into the kiln chamber. Ifthe stack does not fill the chamber, spaces all round should be closed
with a baffle to stop the air flow from by-passing the stack.

b. The timber stack has to be madeat least75 cm away from the blower fan to bring all the timber
under the flow of the circulating hot air.
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c. Iftimber ofassorted dimension is used the thicker timber should be stacked below the thinner
timber so as to facilitate the unloading of the latter which gets dried first.

d. One blower fan is sufficient for a solar kiln of 3.5 to 5 m3 capacity. If a solar kiln of higher
capacity is erected, more than one fan should be used depending on the size of the kiln.

e. The fan should be started as soon as the sun rises and should continue operating till sunset.
It has to be operatedcontinuously during the day time to utilize the maximurn heatofthe solar
radiation.

f. The hotair inside the kiln chamberabsorbs water from the wet timber in the process ofdrying.
When this air gets saturated with water vapor the drying process will stop, and consequently
the saturated air needs to be let out to allow fresh air to come in. For this purpose, inlet and
outlet vents should be used.

g. During the initial period of 3-5 days, both the inlet and outlet vents have to be opened four
times a day for about 15-30 minutes at 8.00 am, 11.00 am, 1.00 pm and 4.00 pm.
During the next period of 3-5 days, the vents have to be opened there times a day for about
15-30 minutes at 9.00 am, 12.00 noon and 3.00 pm.
During the subsequent period, the vents have to be opened twice a day for about 15-30
minutes at 10.00 am and 2.00 pm. This process should be continued till the timber dries
properly, i.e. the moisture content of the timber reaches 12-14%.

h. The solar kiln should be maintained in good condition at all times. The outer sheathing,
especially the glass roof, should be cleaned regularly for maximum transmission of the solar
radiation into the kiln.

PERFORMANCE OF THE SOLAR KILN

Kiln Temperature

The temperature inside the solar kiln remains considerably higher than the ambient temperature.
The solar kiln attains the maximurn temperatures of57° to 66°C against the atmospheric temperatures
of 31° to 350C between 12 noon and 2.00 pm on clear days (Sattar 1987). Even on cloudy days, the
kiln can absorb intermittent sunlight and diffuse radiation for maintaining lower humidity and higher
temperature than ambient conditions. During the night the temperature of the kiln is found to exceed
the ambient temperature by 4°C to 70C (Sattar 1987).

Drying Time

Timber of different species were dried in the experimental solar kiln in different charges
throughout the year. Drying times for 2.5 cm planks from a green condition to a 12% moisturecontent
level are given in Table 1 (Sattar 1987). It is evident from this table that the solar drying time is 54
- 72% less than the air drying time. Timber can be dried to the desired 12% moisture content during
every season of the year whereas during the monsoon season 2.5 cm timber cannot be brought down
to below 18% moisture contentby air drying. Conventional kiln drying time is, however, 38-69% less
than the solardrying time. Timberofotherdimensions and species werealsodried andsimilar findings
were observed (Sattar 1987).
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Table 1. Comparative drying times of 2.5 cm planks of different species for different drying methods.

Drying Time (days) from % Reduction in

Green Condition to 12% Moisture Content Drying Time

Species

Solar Air Kiln Solar Kiln

to Air to Solar

(i) During winter period: November - March

Chapalish (Artocarpus chaplasha) 10 22 6 55 40

Toon (Toona ciliata) 12 26 7 54 42
Teak (Tectona grandis) 13 28 8 54 38

Champa (Michelia champaca) 15 34 9 56 40

Koroi (Albizia procera) 17 38 10 55 41

Chickrassi (Chuckrassia velutina) 17 40 10 58 41

Jaml (Lagerstroemia speciosa) 18 45 10 61 44

Garjan (Dipterocarpus spp.) 18 48 10 61 44
Jam (Syzygium grande) 21 50 12 58 43
Gamar (Grnelina arborea) 26 68 14 62 46

(Ii) During post-winter period: April - May
post-monsoon period: Septermber - October

Chapalish 12 34 65 50

Toon 14 37 61 51

Teak 15 37 58 49
Champa 18 45 60 50
Koroi 20 49 60 51
Chickrassi 20 52 61 50
Jaml 23 63 63 57

Garjan 24 66 64 58
Jam 27 69 62 55
Gamar 31 82 62 55

(iii) During monsoon period: June - August (up to 18 - 20% moisture content)

Chapalish 18 58 69 67

Toon 20 62 68 65

Teak 21 74 71 62

Champa 27 85 68 67

Koroi 28 93 70 64

Chickrassi 29 90 68 66

Jarul 32 106 70 69

Garjan 31 110 72 68

Jam 34 114 70 65

Gamar 40 123 67 65
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The quality of the solar dried timber was found to be superior to both air and kiln dried timber.
No objectionable defects were noticed in any batchofsolardried timber. Drying defects likeend splits,
surfacechecks and distortion were observed in severe form in many kiln and airdried timber specimens
(Sattar 1982b, 1987). Better quality dried timber in solar kilns was also reported by many researchers
(plumptre 1979, Sharma et al. 1972, Troxell 1977).

ECONOMICS

Installation Costs

Cost is the main constraint in installing a conventional kiln suitable for small to medium scale
wood-using industries in Bangladesh. The problem becomes more acute when the kjln along with the
boiler needs to be imported. The erection cost for a 3.5 m3 capacity solar kiln is estimated at TIc 28,000,
the breakdown of which is furnished in Table 2. Against this, the cost of the conventional kiln of
identical capacity is more than 35 times higher (Table 3). It is ofparticular importance to mention that
no materials for the solar kiln need to be imported; all components can be procured from the local
market.

Table 2. List of materials and their estimated cost for constructing a 3.5 m3

capacity solar kiln in Bangladesh.

SI. No Materials Quantity Cost
(Tk*)

1. Sawn timber for super-structure and plywood 25 eft timber 8500
for partition and northern wall 4 Nos. plywood

2. Glass sheet for roof 5 mm x 2 ft x 3 ft 96 sq-ft 2400
3. Glass sheet for three walls 3 mm x 2 ft x 2 ft 180 sq-ft 2700
4. GI sheet for heat absorber, 10 ft long 3 Nos 600
5. Blower fan, Aluminium, 24" dia with all 1 set 4000

accessories

6. Electric motor for fan, 1 hp, 600-700 rpm 1 No. 4500
7. Enamel paint Matt black for GI sheet 2 Cans 700

and other for wooden frames
8. Concrete floor 13 ft x 9 ft x 1/2 ft 2400
9. Carpenter and helper for making wooden 6 + 6 Nos. 1200

structure
10. Iron sheet for northern wall and nail, screw, 1000

bolt, etc.

Total: 28000

*Tk (Bangladeshi Taka) 32 ~ US$1
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Table 3. Comparative seasoning costs for 2.5 em planks using solar and steam kilns.

Item Solar Kiln of 3.5 m3 Steam Kiln of 14 m3

1. Output of seasoned timber per annwn 52.5 m3 420m3

(based on 300 working days) (15 charges) (30 charges)
2. Recurring expenditure per annum** (fk*)

a. Fuel Nil 215,000
(100 tons coal)

b. Electricity 3,133 13,440

(746W for 10 hrs/day) (2kW for 16 hrs/day)

c. Loading and unloading 3,000 12,000
(4 man-day/charge) (8 man-day/charge)

d. Operation/supervision 2,250 60,000
(3 man-day/charge) (1 operator,

1 boilerman and
1 attendant)

e. Water Nil 10,000

f. Maintenance 200 2,000

Total 8,583 312,440

3. Capital investment (fk*)
a. Initial installation 28,000 1,000,000

(solar kiln) (equipment, boiler, building)
b. Working capital 2,146 78,110

(1/4 of the total recurring expenditure)

Total 30,146 1,078,110

4. Economics aspects
a. Recurring expenditure per annum (Tk*) 8,583 312,440

b. Interest on the total capital investment 4,522 161,717

c. Depreciation on initial investment 2,800 50,000

(@ 10% for the solar kiln and 5% for the
steam kiln)

Total 15,905 524,157

5. Seasoning costlm3 of timber TIc 15905 -Tk 303 TIc 52A-l57 TIc 1248
52.5 m3 420 m3

6. Return on investment (asswning solar Profit x100
seasoning rate ofTk 12oo/m3) Inve;tment

Tk (1200-303) x 52.5 m3

x 100
Tk30146

= 156%
7. Pay back period is about 7 months.

*Tk32:::: US$1
**Interest on value of timber in stock and land rent have not been considered.
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The operating cost ofa solar kiln is low compared with that ofa conventional kiln. No constant
attendance of skilled operators is needed in solar drying, whereas it is indispensable for operating a
conventional drying kiln. A huge expenditure is required for the supply of steam to the conventional
kiln. It is estimated that more than Tk 200,000 are required for the supply of stearn alone (Table 3).
Contrary to this, the solar kiln receives free solar radiation for the heat energy. The operating cost is
thus limited to casual attendance of an operator, electric power consumption of about eight units per
day and loading-unloading charges of timber (Table 3).

It is estimated that the solar kiln seasoning cost of timber is Tk 303/m3 against that of the steam
heated kiln drying ofTk 1248/m3• It is further estimated that the return on investment is as high as
156%. This indicates that the total capital investment for the solar kiln will be paid back in about 7
months only (Table 3).

CONCLUSION

The BFRI solarkiln has been found to be efficientand economically advantageous for seasoning
timber in Bangladesh. The solar kiln can conveniently be constructed using all local materials and
facilities. Timbers of different species and dimensions can be dried to the desired lower level of
moisture content throughout the year. Compared to conventionalsteam kilns the solarkiln is observed
to be significantly cheaper in respect of installation and operation. This type of solar kiln, therefore,
offers an appropriate technology for a country like Bangladesh for seasoning timber.
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This paper mainly deals with the development trends of greenhouse type solar dryers in
recent years. Several typical installations, which are mainly used for drying agricultural prod
ucts, are presented. The paper also provides some highlights ofallied research subjects.

INTRODUCTION

It is well known that solar drying is important for agricultural products. Statistics show that
rain damage, insect infestation and mildew cause approximately 10% loss of all agricultural
products. In the Philippines, for instance, the wastage of total dried foodstuff production is about
30%.

Sun-drying has been used for agricultural products since ancient times, however only in
recent years have both developed and developing countries paid increasing attention to the use of
solar drying. From the proceedings of the last ISES Solar World Congress and also some recent
publications on solar drying, it can be seen that work on this topic is increasing, and that solar
drying plays an important part in solar energy applications. The greenhouse dryer is one of the
main types of ~olar dryers in use and can be used not only for drying fruits, vegetables, grains,
nuts, etc., but also for items such as fur and wood. Experiments show that solar drying can shorten
the drying time, raise product quality and improve hygiene [1,2].

Various types of solar dryers have been developed in many countries. They can be divided
into direct and indirect dryers, depending on whether the produce being dried is exposed to
insolation or nol

Greenhouse dryers are of the direct type, and significant progress on the development of
these systems has been made in the last decade. Studies show that they are especially applicable
for low temperature drying, which is particularly suited to agricultural products. If the drying
temperature is higher than 500c, the quality of the protein and vitamin in the drying products will
be spoiled. Due to their low cost and simple 'construction, greenhouse dryers are especially
attractive to the developing countries. Many have been constructed to demonstrate their perfonn
ance. These dryers account for a considerable proportion of all solar dryers, particularly in
developing countries. For example, in China they make up about 1/3 of all solar dryers.

In this paper, we mainly survey the existing greenhouse type solar dryers, especially the
passive ones, and try to find some directions for their future development.
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TYPES OF GREENHOUSE DRYERS

A greenhouse type solar dryer looks like an ordinary greenhouse, but is mainly used for
drying, where the dried produce itself usually absorbs the sunlight directly.

Greenhouse dryers can be classified as follows:
A. Shape of the collecting area

1) one-slope dryer,
2) arch or double-slope dryer.

B. Whether a fan is used or not
1) passive (no fan),
2) active (fan is used).

C. Glazing material used
1) glass dryer,
2) plastic dryer.

One-Slope Dryers

One-slope dryers are particularly suitable for temperate zones. Various one-slope greenhom
solar dryers have been c<)llstrllcted in different countries, for both different drying conditions anl
different products.

Figure 1 shows a one-slope solar dryer [3]. This dryer is mainly used in Thailand. It is
covered with clear. plastic sheet on an inclined bamboo framework. Under the cover there is a
layer of burnt rice husks or black plastic film to act as an absorber. The drying chamber is a
shallow wooden box, which has perforated metal or bamboo matting as its base. On top of the
drying chamber there is a chimney, which draws heated air through the drying chamber. The area
of the collector is appropriately 32 m2 (4.5 m x 7 m), and the drying chamber is about 7 m2 (1 m x
7 m).

This dryer is used for drying one tonne batches of wet paddy, where it is possible to dry it
from 20% moisture to 13% in one or two days. Moisture content of 14% or below is required for
storing harvested paddy with minimum losses and quality deterioration. The milling quality and

Fig. 1. Solar chimney dryer.
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germination of the paddy dried in the dryer have been demonstrated to be superior to those of
ordinary sun-dried rice.

This dryer has been designed so that it can be made by the farmer himself, at low cost using
locally available materials. Costwise, it was estimated that the "break even" point could be
reached after several batches had been dried. Other agricultural products, such as bananas, fish,
peanuts, chillies and fruit pastes were successfully dried during the paddy off-season.

The dryer's shortcomings are its relatively high chimney, which is unstable on windy days,
and the need to replace its covering plastic sheet, which can be relatively expensive.

China's climate is predominantly temperate, so its greenhouse solar dryers are mainly one
slope dryers facing south. Figure 2 shows the sectional views of a solar dryer [4]. A greenhouse
dryer is located at the southern end, and a supplemental drying room is connected to the northern
end. In the lower part of the front wall are air inlets, and on the upper back wall there are 8
chimneys. Two rows of windows in the common wall between the greenhouse and the drying
room allow air to circulate. This solar dryer is mainly constructed of bricks, cement, iron and
glass, so that it will last a long time. It is 30 m long from east to west and 4 m wide from north to
south, and is covered with glass. The area of the drying room is 20 m2 (10 m x 2 m). This drying
room can also be used for indirect drying.
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Fig. 2. Cross-sectional and plan views of a Chinese dryer.

Experiments have shown that the moisture content of 5,000 kg of dates can be reduced from
65% to 48% in two days. After two days in the dryer and 7-15 days in the open air, the moisture
content of dried chinese dates is below 40%, compared to 45-60 days using traditional methods.
Fast drying can also reduce the rate of rot and mildew of the dates. This dryer is also used to dry
chillies, day lily, chinese herbs, etc. In winter and early spring it can be used as a nursery.
Experiments have shown that the cost investment can be recovered within 3 years.

Similar solar dryers have been built in the USSR for tobacco drying, and also in China for
drying fur, fruits, candied fruits, etc. In Yugoslavia, a pilot greenhouse solar dryer is used to dry
medicinal plants.

A cabinet solar dryer can also be classified as a greenhouse dryer. It is of simple construc
tion, and consists of a rectangular container, preferably insulated, and covered with a roof of glass
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or clear plastic sheet In the base and upper part there are some holes for air circulation. Perfo
rated drying trays are positioned within the cabinet [5].

Considerable work has been carried out to improve it, particularly with respect to construc
tion materials. In developing countries, clay bricks, mud and wattle are also used.

Figure 3 shows a cabinet solardryer, used in Bangladesh [6], with a floor area of 2.9 m2 and,
depending upon the food being dried, a capacity of 2.5 to 20 kg. The box is made of a 5 cm thick
"sandwich" of woven bamboo sheets and rice straws. When the outside air temperature is 35°C,
the drying temperature, at noon, is 65° to 75°C. It is mainly used for drying fruits and vegetables.

Clear plastic sheet Side vent

Mat floor -+-~.

Inlet vent

Fig. 3. Cabinet solar dryer.

A cabinet solar dryer can only contain a small quantity of the products to be dried. So it is
designed for family use or for high price commodities. It is easy for farmers to operate and lasts
for several years.

India has designed another kind of cabinet solar dryer (Fig. 4) [7]. The main frame is made
of mild steel angle-iron. The aperture area is approximately 6 m2• The back and sides are closed
with 2.5 cm thick wooden panels which also serve as insulation. Fourteen horizontal trays are
arranged in two columns of seven rows. Each tray has a height of 4 cm and measures 35 cm x 90
cm. The air enters through the perforated base of the dryer, and escapes from the top slit.

The dryer has been used for drying carrots. Results show that the removal of moisture per
day per square metre of glazing area is 2.3 to 3.7 kg.

Exhaust air Cover

Fig. 4. View of the multi-rack dryer.
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Arch or double-slope solar dryers especially suit the tropics. A simple one is shown in Fig.
5, the transparent cover reduces the heat losses. On both sides of the arch dryers are holes or slits
for the entry of fresh air. The hot humid air escapes by natural convection, out through both ends
of the dryers. The drying product is spread on mats or foils, which are put on the ground. This
method can reduce drying time, compared with open air drying.

,
Inlet air

Fig. 5. Simple solar dryer.

In the USA, North Carolina State University has set up an experimental solar greenhouse
dryer (Fig. 6) [8]. It consists of an arch shape chamber covered with clear corrugated fibreglass
and is 7.7 m wide, 4.0 m high and 8.5 m long. Inside the chamber, there are two cylindrical drying
units, each is 2.2 m in diameter, 4.6 m long and has a capacity to hold approximately 3 to 4 tons of
peanuts. During drying, the drums rotate and a fan blows atmospheric air into the chamber. The
cylindrical surface of the dryer is perforated to permit hot air to enter the drum, and the surface is
blackened to act as a solar collector.

Circulating air

Circulating fan
Blackened rotating

cylinders

1--------- T.7m --------.

Fig. 6. Sketch of arch dryer with drums.

Figure 7 shows a side and front view of a tent solar dryer. In Indonesia a simple tent solar
dryer has been built for drying salted fish, tempe, manioc and sliced potatoes. The temperature in
the tent dryer rises to 40-55OC, when the ambient temperature is 30-32OC. The cost is very low,
because it is made of plastic sheet, bamboo, nails and iron wire. In the Philippines, people also
use tent dryers to dry mangoes, jackfruits, papayas and bananas.



56

NEW DEVELOPMENTS

RERIC International Energy Journal: Vol. 11, No.2, December 1989

Fig. 7. Side and front view of a tent solar dryer.

Over the last decade new technology has been used to improve greenhouse solar dryers. The
emphasis has been on the design of new types, heat storage, dewatering the moisture of the drying
air and using heat pipes and heat pumps.

New Designs

In the United States, an experimental solar dryer with a reflector has been constructed. The
schematic representation is shown in Fig. 8. This device combines the greenhouse dryer with the
concentration dryer. In this way the drying product can get concentrated sunlight underneath. The
module has a 1.1 m2 drying surface and a parabolic trough reflector area of 3.3 m2• The seven-ply
laminated wooden parabola is framed with 5.1 cm x 5.1 cm wooden supports. Polyethylene sheet
encloses the dryer except for two slots (5.1 cm x 1.2 cm), which serve as an air inlet and an
exhaust The trays are made of perforated aluminium sheet. Experiments show that the drying rate
for mango slices is about 0.5 kg water per square metre per hour in the drying season. The flavour
quality of the resulting dried mango is very acceptable.

--
Fig. 8. A schematic diagram of a solar dryer with a reflector.

In USA, there is another type of solar dryer with a reflector (Fig. 9). This dryer can
accelerate the fruit drying rate by exposing the drying trays to a greater amount of solar radiation.
The dryer consists of a half-cylinder with trays covering one-half of the opening. During drying,
all the direct solar radiation entering the trough is reflected up onto the bottom of the trays. In
contrast, a trough without trays would reflect back most of the radiation energy outside the trough.
The trough is made of plywood. It is 1.87 m long, 1.27 m wide and 0.63 mhigh, and it can ac
commodate three trays (60 cm x 60 cm). The trays are made of metal, since spot temperatures can
be very high. This dryer is used to dry halved and sulphurated apricots. Experiments have shown
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Fig. 9. Section view of trough solar dryer.
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that drying apricots to 24% moisture content by conventional means requires about 50 hrs, com
pared to 31 hrs for this device, thereby reducing the drying time by 40%. During peach drying,
the comparison is 80 hrs (solar dryer) and 150 hrs (conventional method) to achieve 24% moisture
content, providing a reduction in drying time of 45%.

The University of Hawaii has designed an experimental solar dryer with reflectors (Fig. 10)
[9]. The dryer consists of a drying box and four reflectors. The drying cage uses aluminium
screens for good sanitation and air ventilation. The four reflectors are detachable and are made of
plywood and wood with 0.64 cm thick plastic mirrors used as retlectors. The drying cage sits on a
perforated wooden base, and has three internal screen shelves. Experiments have shown that re
flectors can raise the temperature in the drying cage by 2~8°C. Used to dry taro slices at a loading
density of 7.3 kg per square metre, the dryer is very efficient, compared with an air collector dryer.
This dryer has some problems in use, since the construction is complicated, and the cage does not
shelter the drying products from rain and dust.

Reflectors

Fig. 10. A cage solar dryer with reflectors.

In China there is a simple plastic solar dryer, which is partially below ground level (Fig. 11).
The mouth diameter of the pit is 5 m, and the depth is about 1.3 m. On the floor, there is a black
plastic sheet, and over the pit there is a transparent plastic sheet supported by a bamboo frame. On
the sides are two ventilation vents. The dryer is used to dry fruits and to heat air for tobacco
drying in Peru, a similar plastic solar dryer is also used for drying potatoes.

Figure 12 shows a greenhouse dryer with an insulation board faced with aluminium foil [10].
During day-time, the aluminium foil reflects sunlight onto the ground in the dryer, and at night the
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sunra~~

Fig. 11. Section of simple solar dryer.

Day operation Night operation

Reflector and
insulating panel

bll
Fig. 12. A dryer with an insulation board.

board, when- closed, acts as an insulation layer.
There are a variety of new types of greenhouse solar dryers. Some are hybrid, using fans to

accelerate the ventilation of the air. For natural convection dryers values of 10-15% are typical,
whereas for forced convection dryers a higher value of 20-30% can be expected. Some use
auxiliary plastic air heaters to increase the heat for drying. Others are combined with storage bins.

Heat Storage Systems

Generally speaking, the temperature for drying agricultural products is comparatively low.
However at noon the temperature in some of the solar dryers is much higher than needed, so con
siderable research work on heat storage systems has been done in recent years. Researchers use
not only conventional materials, such as rocks and water (for sensible heat), but also phase change
materials and some organic compounds (for latent heat).

Using rock and water for heat-storage has been discussed in many papers. The terms, such
as rock bins, pebble beds, and water tanks are familiar. Sensible heat storage is simple. In the
case of rock storage only requirement is a container of rocks through which air is passed. The heat
capacity of the rocks is considerably less than that of water but the density is greater and a cubic
foot of solid rock stores about 9.0 Kcal per ac (20 BTU per oF) whereas a cubic foot of water
stores 28.3 Kcal per ac (62.5 BTU per oF). Work is continuing on the use of phase-change
materials and organic compounds, such as salt hydrates, stearamide, calcium chloride hydrates and
other materials. A phase-change material should have a high latent heat effect and should be
reversible over a very large number of cycles without serious degradation. Superheating, erosion,
toxicity and cost should also be considered. As this paper is of limited scope, these details can not
be discussed here.

Using the floor to store heat in greenhouses is currently being investigated in Canada, Japan,
Australia and some European countries.
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FigUre 13 shows a scheme for using the floor to store heat. An array of pipes each· of
diameter 10 cm, is buried 0.5-0.7 m below the soil surface. At the end of the pipes there are two
ditches. One of the ditches is covered and has two vents for fans. When the temperature in the
greenhouse is higher than needed, the fan will force hot air into the underground pipes. At night,
when the temperature in the greenhouse is too low, the fans will force air through the pipes,
transmitting the heat stored in the floor to the air. Floor storage for solar dryers has not been
studied in depth.

Fan

Fig. 13. Using floor to store heat.

New Storage System Ideas

Zeolite has been investigated as a storage material. It is solid with many holes. When hot air
passes through it, the zeolite will raise its temperature by absorbing the moisture of the hot air. At
night, when heat is needed, wet air is passed through zeolite, the moisture is absorbed and gives up
the stored heat. Experiments show that zeolite is a promising heat storage material.

There have been many heat storage experiments, but few have been used practically, and
more work will have to be done before the ideas are in general use.

Dewatering the Moisture of Drying Air

Dewatering the moisture of the air in a solar dryer is an attractive research subject. During
drying, humid hot air escapes a solar dryer through the chimney or vents, causing heat loss. To
recover the lost heat, various designs of heat exchanger have been suggested that allow the heat of
the hot air to be transferred to the inlet fresh cold air. In the USA, a heat exchanger or air
preheater using exhaust humid hot air at 49CC can raise the temperature of fresh air from 21°C to
45CC, with a heat recovery effectiveness of about 68%. The most important factor is the design of
the air heat exchanger.

Use of a desiccant can also remove the moisture of the drying air in solar dryers. Usually it
is zeolite, silica gel, active carbon, quick lime or calcium chloride. The process is as follows:
During dewatering, the humid air passes through the desiccant which has previously been dried to
a state in which its equilibrium relative humidity is below that of the air. In this case the desiccant
will absorb the moisture of the humid air. When the desiccant contains too much moisture, dry
hot air from a solar air heater can be used to dry it, removing the moisture.

CONCLUSIONS

Passive greenhouse solar dryers play an important role in all solar drying, particularly in the
developing countries, for drying agricultural products. From this survey, we can draw the follow-
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ing conclusions:
- They are simple to construct and easy to operate: The construction of most passive

greenhouse dryers is simple. Some of them can be built by the farmer himself with locally
available materials. The processing operation is also simple, and there is no danger of
burning.
Different designs suit different products: There are a variety of passive greenhouse·
solar dryers, different types being required for different products. Before deciding to make
a solar dryer, it is necessary to evaluate the requirement, the quality of the drying products,
the market and the cost.
Existing dryers can be improved: Choosing of appropriate technology to improve the
existing greenhouse solar dryers is a vital research subject. It is accepted that in some
instances it is important to combine a greenhouse solar dryer with fans and auxiliary air
heaters. Hybrid solar dryer seems to be more useful. Developing countries should use
appropriate materials, such as bamboo, and new low cost materials such as plastic sheet.
They can be designed for multi-purpose use: As agricultural product drying is seasonal,
a greenhouse solar dryer should be designed for multi-purpose use. Some solar dryers can
be used for nurseries or mushroom beds, others can be used as animal shelters or store
houses. In this way the investment can be recovered within a short time.
New technologies should be used to improve performance: The greenhouse dryer is
not yet commercially available, since it is in its infancy as an emergent technology. To
improve its performance, research work should be carried out using new technologies,
such as new materials, heat storage systems, dewatering of the moist drying air.
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Lesotho is a country lacking indigenous energy resources, but having a considerable amount
of solar irradiation. The availability of solar radiation, along with other meteorological data nec
essary for evaluating the perfornuJnce of solar devices, is discussed. The prospects of solar
energy usage, as an alternative power source, is considered. It is concluded that solar devices
have a potential nuJrket in the country. Some ways of improving the utilization of solar energy
technology in Lesotho are also discussed.

INTRODUCTION

Lesotho is a small country in Southern Africa, surrounded by South Africa on all sides. It is
situated roughly between 28°S and 31°S latitude and 27°E and 300 E longitude. It covers an area
of 30,335 square kilometres. Three-quarters of the land is mountainous and one-quarter consti
tutes the foothills and the low lands. Only one-tenth of the land is suitable for arable agriculture.
The highest mountain in Lesotho is 3482 m above sea level. Lesotho has no navigable rivers and
it must rely on its neighbour for access to the sea.

The population of Lesotho is between 1.5 to 2.0 million and has been increasing at an annual
growth rate of 2.3 percent over the last decade. About 50 percent of the male labour force is ex
ported to South Africa. About 90 percent of the population in Lesotho live in the densely popu
lated low land areas. The country has no proven energy resources and coal, oil and electricity are
imported from outside. There are at present no natural resources being exploited but plans are
underway to export water and hydroelectricity to South Africa.

Lesotho lies entirely outside the tropics and the altitude ranges from about 1500 to 3500
metres. The winter months in Lesotho are June, July and August and the summer months are
December, January and February. In general, the winter months in Lesotho are cloudless or very
nearly so and the swnmer months much more cloudy with most of the rainfall occurring in this
season. The rainfall, brought by the prevailing winds occurs mostly between October and April.
It is variable, averaging about 700 mm a year over most of the country. Temperatures in the low
lands vary from about 32°C in the summer to -7°C in the winter. In the high lands the tempera
ture range is much wider and below zero readings are common. Hail is a frequent summer hazard.

The driving force for the development of new sources of energy in a developing country like
Lesotho is self-evident There are no known indigenous sources of energy and the current fuel
import bill is a burden on the national economy. Remote villages suffer from the absence of an
efficient energy supply system. The hardest hit sector is the rural poor, who are unable to meet
their domestic fuel requirements. Energy consumption in the country will further increase in the
future as the population and the degree of urbanization increase. Economic developments in
agriculture and industry as well as improvements in transport facilities will result in more com-
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mercial energy consumption. Thus, there is a growing demand for energy and the exponential
increasing cost of energy necessitates the search for cheaper energy sources. This demand can be
satisfactorily met by tapping as many alternative energy sources as possible.

RENEWABLE ENERGY RESOURCE SURVEY

Lesotho's geographical location and climate make it a unique place for research and develop
ment activity in alternative energy sources. Lesotho possesses abundant solar, wind and biomass
energy resources that could be utilized for both household and industrial purposes. These renew
able energy sources could be harnessed, with relatively moderate capital investment, using exist
ing technology. The country receives a tremendous amount of energy from the sun each year.
The small population, an almost exclusive reliance on imported oil for the energy needs and the
high cost of electricity make renewable energy options, particularly solar energy, extremely viable
from the technical, social and economic point of view. In Lesotho, the available infonnation
indicates that the solar insolation is sufficiently high to justify the development of solar energy
devices as relatively cheap sources of energy.

The major factors affecting the utilization of solar energy as a power source are the level of
insolation and its distribution, the technology and economy of collection, conversion and storage.
Thus in analyzing a solar energy system it is necessary to consider the input into the system which
is the solar radiation incident on it. All renewable energy sources including biomass are depend
ent on climatic data of solar radiation, wind, temperature, humidity and rain. Meteorological data
collection is therefore, the first and most important step in the resource survey.

Solar Radiation

Important data needed for estimating the efficiency of various solar energy devices are the
daily global and diffuse radiation on a horizontal surface, the daily global and diffuse radiation on
tilted planes and the hourly data on global, beam and diffuse irradiation. Measured data on solar
radiation are not available for most of the locations in Lesotho. There is only one station, Roma in
Maseru, where global and diffuse radiation measurements have been carried out from 1984 on
wards. However, long tenn data on sunshine duration, temperature, humidity and rainfall are
available for many locations. Theoretical estimation of solar radiation for the country has been
carried out by Gopinathan [1-3] and the estimated data, on global, diffuse, and beam irradiation,
are available for many locations. Figure 1 represents the locations in Lesotho, for which estimated
data on solar radiation are available. Measured monthly average daily global and diffuse radiation
data for a typical station, Roma in Maseru, are presented in Fig. 2. Monthly mean daily percent
age of maximum possible sunshine duration along with the mean value of maximum temperature,
for Maseru, are presented in Fig. 3. Measured variations of beam and diffuse irradiation with solar
time on a typical summer day, for Maseru, are presented in Fig. 4. Figures 1-4 clearly demon
strate the abundance of solar energy in Lesotho. Lesotho is exposed to an average of 8.5 hours of
daily sunshine all the year round. The annual total radiation for the country, as reported by
Gopinathan [3] lie between 5700 MJm-z and 7700 MJm-z. Most of the locations receive more than
6750 MJm-2 of irradiation per year. The insolation is very high t~roughout the summer months for
all the stations. The global radiation values drop only by 40-50 Percent during the winter months
of June and July. However, even during June and July the monthly mean daily global radiation
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values are never below 10 MJm-2
• For only a few months the average daily irradiation is below 15

MJm-2, while the annual average, in general, is higher than this value. Thus the statistical analysis
has shown that all parts of Lesotho enjoy a very sunny climate and the long periods of bright
sunshine and the high amount of insolation can help in making solar energy a viable option.

PROSPECTS OF SOLAR ENERGY

Solar energy can be utilized for a variety of applications. Particular solar energy applica-
tions, using simple technology, may include:

1. Heating water for domestic and industrial purposes,
2. Drying of agricultural and industrial products,
3. Refrigeration for preservation of food materials,
4. Desalination of water,
5. Cooking of food with solar cookers, and
6. Electricity production.
In the above applications, water heating, drying of agricultural products, refrigeration and

electricity production can find immediate applications in Lesotho.

Solar Water Heating

The most promising application of solar energy in Lesotho is for water heating for domestic
and institutional purposes. The economic feasibility of solar water heaters depends upon efficient
collection, conversion and storage of energy. The most important goal in a solar energy applica
tion is the ability to calculate the output from a proposed design and establish the value of the
energy delivered. Prior to installing a solar collector we should know the availability and variation
of solar radiation intensity, optimum tilt of the collector for the period of use and the instantaneous
efficiency of the collector, which type and model to be used and the monthly heating load to be
met by the solar energy. Water in Lesotho, even in the low land areas, is always cold and hot
water supply is necessary throughout the year, for domestic consumption. In urban areas electric
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water heaters or gas heaters (LPG) are commonly used. A common practice in the country is to
use electric water heaters of 40 litre capacity for hot water supply or to use LPG gas cylinders for
cooking and water heating. As most of the country is mountainous, it is virtually impossible to
construct electricity transmission lines or even maintain a regular supply of oil and gas in remote
areas. For calculating the cost effectiveness of solar devices we should calculate the cost involved
in using conventional energy devices. A 48 kg gas cylinder (LPG) costs around M70.00 (US$35)
in the market and will last only for 4-5 weeks, for an average family of 4-5 members if used for
cooking and water heating. A family of the same size will spend about the same amount if
electricity is employed for these purposes. At present, a complete solar water heating unit, with a
collector area of 1 m2, is sold at M 425.00 (US$210) in the local market. A house owner installing
a hot water system, at the present cost, can recover his initial expenditure in about 6-7 months time
by saving on gas or electricity. Even for large area collectors, the initial expenditure involved for
installation can be recovered in about a year. The market for hot water solar heaters need not be
urban-based and hot water installations in remote mountain areas have the added advantage that no
conventional energy sources are available to compete with.

The problem of solar energy storage in hotels is serious as most of the energy must be
collected during the day and used at night and morning. A fairly large hotel or hostel (100 guests)
would consume about 2000 litres of hot water (at 50-60°C) per day. To serve this size, the hotel
would require a storage tank of about 3000 litres. Although this would require large area solar
collectors, it is still an attractive investment. Studies conducted by Lof and Tybout [4] indicate
that the storage tank capacity resulting in minimum cost of solar heat is in the range of 50-75 kg of
stored water per square metre of the collector area. On the basis of this finding, and using the
upper limits of the findings, the total collector area required to store about 3000 litres of hot water,
at 50-60°C, at the minimum cost is about 40 m2

• At a cost of approximately M300.00 (US$150)
per m2, the total investment will come to only MI2000.00 (US$6000). The cost here is mainly the
capital cost of the collectors and the invested amount can be recovered in a few months time.
Thus the low temperature devices (below 100°C) with their higher conversion efficiency, low cost,
and almost zero maintenance can easily compete with electricity or gas, at the present prices.
Except for a few types of collectors, like the vacuum type, flat-plate collectors can be manufac
tured in the country and thus the prices reduced further. Materials like copper and galvanized iron
sheets, insulating materials, glass windows are all locally available. Non-selective paints can be
used as the absorbing material. The passive thermo-syphon type of solar heater could become
very popular in Lesotho. Thus, solar water heaters have several unique features that place them in
an advantageous position for utilization in Lesotho.

Intennediate temperature devices, for the production of steam, for industrial purposes for
example, may face some problems concerning economic feasibility as there are not many indus
tries in Lesotho which can absorb many units for steam generation. Hospitals also need steam [or
cooking and sterilization of surgical and other instruments but the prospects for using solar energy
for the supply of hospital steam is also remote due to the difficulties of storing steam for use
during non-sunny days.

Photovoltaic Devices

The current cost of photovoltaic converters, whilst lower than a decade ago, is still far too ex
pensive to provide power for industry. But they can prove extremely useful where small quantities
of energy are needed, at sites remote from power lines. In a mountainous country like Lesotho it



66 RERIC International Energy Journal: Vol. 11 ,No.2, December 1989

is extremely difficult to extend power cables to remote areas.
Farming as in most developing countries is an important occupation in Lesotho. Usually, the

farm lands are based in rural areas.where organized water supply is lacking. Consequently most
water supply schemes in these areas are to be derived from bore wells. Pumps powered by
photovoltaic devices may be used to pump water from these bore wells for farm irrigation and
domestic consumption with market prospects to be found among rural farming families and coop
erative units. At present, a solar pump using a photovoltaic device, costs about M2045.00 (US$
1020) in the local market. This price would be still higher if more powerful pumps were installed
and would certainly be outside the fmancial means of small farmers in remote areas. It is clear
that only large farm owners can be considered as potential consumers of this product. The more
promising applications of photovoltaic devices are for refrigeration, telecommunication, commu
nity television, radio units, etc. for remote areas. An equally optimistic view is held for the
application of photovoltaic devices as sources of power for the operation of educational, audio
visual equipment in schools in areas without rural electrification schemes.

As mentioned earlier, while considering solar energy for water pumping and refrigeration,
our main interest centres on rural areas where no conventional power source exists. A realistic
cost comparison of solar versus conventional energy in these areas must necessarily include initial
capital investment in conventional power installation in these areas. An imported photovoltaic
device sold at M32.00 per watt (US$16) in the local market can find many consumers in the
remote areas. If we assume a useful life of 5 years for the cells, and 365 day operation per year,
the daily cost of solar energy would be comparable with the conventional fonn of electricity.

Solar Drying

Solar drying is extensively practiced throughout the world and has a special significance for
rural populations. Family farming units can use solar drying to preserve seeds for the next farm
ing season' and surpluses against rainy days. The cost here is only the capital cost of the dryer.
Estimates show that a small cabinet dryer can be made from local material at less than MI50.00
(US$75) for 2 m2 of drying surface area. Solar agriculture dryers can have even higher potential
than the solar water pumping because of the relatively cheaper unit cost of the fonner.

The commercialization of solar powered air-conditioning and space heating units in Lesotho
appears much less viable. The reason is purely economical. Potential consumers this time are
largely urban based hotels and commercial houses and solar energy would have to compete with
conventional energy systems.

Energy Efficient Building Design

Another important aspect to be discussed, along with solar energy utilization is the design of
energy efficient buildings. The availability of solar radiation in winter is an important considera
tion in residential building design for a country like Lesotho. Some minimum distance must be
kept between buildings, taking into account their orientation and height, so as to provide direct
solar radiation to all the residents.
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While discussing the utilization of solar devices it is appropriate to mention briefly other
available types of renewable energy resources in the country. Wind energy can be harnessed for
various purposes including water pumping and electricity generation. Wind power utilization, at
least in water pumping for irrigation purposes, can be achieved without many technical difficulties
or financial burdens.

Biogas plants can also be developed in most parts of the country particularly in semi-urban
areas. A large animal population, close to 3 million, could produce abundant organic material that
could be used in digesters to produce combustible gas for cooking and lighting purposes. Addi
tionally, constructing digesters in the villages would benefit farmers in terms of environmental
sanitation and also could contribute to soil fertility through the application of decomposed slurry.
Sufficient quantity of biogas to meet the household energy requirements of almost all the villages
can be produced. There are, at present, about 24 biogas digesters, operational in the country, that
have been constructed with the help of UNDP or FAO. A common problem that can occur to any
digester in Lesotho is that the gas production can drop sharply in winter due to low temperature
and frost. To counter this, biogas fermenters can be heated with solar collectors.

ENERGY EDUCATION

Although alternative energy resources, especially solar energy, seem to hold promise in
relation to rural development, research and development work in alternative energy sources is still
in its infancy in Lesotho. The rate at which solar energy will become widely used depends on
research and development efforts to overcome the technical and economic barriers. Questions of
cost, material requirement, efficiency and reliability need to be answered. Different energy strate
gies suit different countries of the world. They will depend on many factors including the
economic system, the level and priorities of development, available energy resources and the
fmandal and technical capabilities of the country. The following suggestions may contribute to
the formulation of a comprehensive energy strategy for Lesotho:

1. Popularize solar energy application through the mass media,
2. Include energy studies in school education,
3. Hold training courses, seminars, discussions, demonstrations of solar energy utilization

for farmers, village chiefs and others,
4. Encourage schools and other institutions to acquire solar energy technology,
5. Encourage research and development in the field of solar energy,
6. Provide incentives to owners of solar energy devices,
7. Install water heaters in all government buildings,
8. Provide commercial bank loans to all house owners wishing to purchase solar water

heaters,
9. Allow materials imported for use in the manufacture of solar water heaters and on

photovoltaic devices to enter duty free, and
10. Set up a government sponsored small-scale manufacturing industry for fabricating solar

water heaters and assembling other solar devices. This unit can also act as a training
centre for solar energy application.
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Because of its low level of development as well as its limited economic and technological re
sources, Lesotho faces a number of barriers in adopting a comprehensive energy policy. The most
important of these are shortages of indigenous experts, technical know-how and material re
sources. Lesotho is not economically strong enough to establish and run centres for solar energy
research and development. Almost all equipment will have to be imported and subsidies and
incentives and technological facilities can not be financed internally. The local technologists and
industries may not be in a position to meet the national demand for solar energy equipment. The
nation's small number of technicians and skilled craftsmen are already fully engaged. There may
also be some resistance against solar energy utilization from many fossil fuel oriented members of
the public accustomed to using fossil fuels.

CONCLUSION

The available meteorological data along with the estimated solar radiation show the abun
dance of solar energy in Lesotho. The typical solar energy devices that can be economically
employed in the country have been indicated. Qualitative economic assessment indicates that
solar water heaters, solar dryers and photovoltaic devices are commercially attractive. It is felt
that the economic burdens of importing oil and electricity will force the country to accept renew
able energy technologies.
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Ten years of data on daily sunshine duration were analysed to arrive at the irradiation
characteristics of Botswana. The annual and monthly averages of the estimated daily global
irradiation were calculatedfor each ofthe nine synoptic stations. The monthly distribution ofclear
and cloudy days shows,for all stations, a high nwnber ofsunny days. The skewness is shownfor the
distribution of the estimated daily global irradiation. The distribution of the average number of
consecutive days with the estimated global irradiation below 10 and below 15 MJ m-2 per day was
determined.

INTRODUCTION

Botswana is situated around the Tropic of Capricorn in Southern Africa at an altitude of about
1km above sea level. Most of the country is semidesert with the Kalahari desert covering two thirds
of its area. The one million people lead mostly a pastoral life and live in rural areas where water is
obtained often from deep boreholes and where electricity is only scarcely available. The climate of
Botswana is characterized not only by low and erratic rainfall, but also by high temperatures and an
abundance of sunshine. Throughout the year the daily period of bright sunshine is high with
monthly means above 8 hours per day. The summer period coincides with the rainy season from
September till March, during which period many sunny days occur. The global irradiation is quite
high with an average of 21 MJ m-2 per day throughout the country with lower values in winter and
higher values, but more day to day fluctuations, in summer.

These conditions favour the harnessing of solar energy and a hopeful start has been made with
the introduction of a photovoltaic (PV) power supply for the telecommunication and radio systems
of the Botswana Railways which link Botswana with its neighbouring states. Remote pumping
stations which use PV-systems have also been installed; many houses in urban areas are equipped
with solar water heaters and a few desert villages have been supplied with solar stills for their
drinking water. These designs receive solar energy during daytime and it is often necessary to store
energy to overcome hours or days when the sun is hidden by clouds and hence the irradiation is low.
It is therefore of considerable interest to know the occurence of consecutive days with global
irradiation below a certain level.

Data on the daily values of global irradiation were calculated from bright sunshine duration for
a period of ten years and these have been examined for nine stations in Botswana. The analysis
shows many radiation characteristics such as the monthly and annual averages of the estimated daily
global irradiation, the number of days with limited global irradiation and the likelihood of succes
sive days with low level global irradiation. In Fig. 1 a map of the Republic of Botswana is presented
with its nine synoptic stations.
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Fig. 1. The Republic of Botswana with the nine synoptic stations.

The original data on which the report is based were mainly the hourly values of the sunshine
duration which were used to obtain the daily hours of sunshine for ten years. A check was made on
the availability of the data and about 12% of the data was discarded. The daily values of the
sunshine duration and the calculated global irradiation made it possible to check on the number of
consecutive days which had low radiation.

DATA PROCESSING

At several stations in Botswana sunshine duration is recorded each day using the Campbell
Stokes sunshine recorder. From the sunshine data a breakdown was made for days with cloudy 
conditions. These days were divided into clear days, moderate cloudy days and very cloudy days
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and for each month the percentages were found for these categories. Botswana is not yet in a
position of providing data on irradiation for the synoptic stations, a moderate start has been made
however: one station (Sebelc) records sunshine duration as well as global irradiation.

Employing the modified Angstrom formula G = (a+b*SISOJ*GO it is possible to calculate the
daily global irradiation G from the extra terrestrial irradiation GO and from the fraction sunshine
duration SISO where S is the recorded sunshine dumtion and SO the daylcngth. The constants a and
b in this formula can be determined regionally, the val ues for dry tropical countries a =0.25 and b =
0.50 were accepLed by Pike (1977) and verified by Stigler (1980).

The difference in using the linear relation and a real relation between the G and S is illustrated
in Fig. 2. In this diagram three months of measured values of Sand G are used to plot GIGO
against SISO (Sebelc, Jan-Mar 1985). These data are all from the summer period in which the
highest rate of cloudiness occurs. The scatter is obvious in the real situation but will be absent when
using the Angstrom relation. The frequency disLributions and statistics in this paper are based upon
those of solar radiation due to the imperfect correlation between solar radiation and sunshine
duration.

o ...._""""-_...I_.....L._......LI_-.a__I~_....._.L...I_""""-.....I

o 0.2 0.4 0.6 0.8

SIS f6

Fig. 2. Relation between the rate of irradiation and sunshine duration for
the first three months of 1985 as measured in Sebe1e.

For each of the stations the daily global irradiation G was calculated and with these data
several lines of investigation were followed to present a picture of the irradiation in Botswana.
Occasionally data were found to be unavailable or unreliable and special care in dealing with such
situations was necessary.
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The values of G were used to compare the annual totals with data of rainfall and sunshine
duration for the ten years. The monthly averages of the estimated global irradiation are presented
for the nine locations. Next, the number of days with G below a certain level was calculated for each
year. Lastly, note was made of successive days with G below a certain level. The levels chosen
were 10 and 15 MJ m-2 per day which are nearly 50% and 75% of the annual averages of the daily
global irradiation in Botswana.

ANNUAL GLOBAL IRRADIATION, SUNSHINE DURATION AND
RAINFALL IN BOTSWANA

As stated above, Botswana has experienced a pattern of erratic rainfall over the years. It seems
likely that with wet years and cloudy days the amount of global irradiation will be relatively low. To
check this line of thought the data achieved for annual rainfall, sunshine hours and global irradiation
for the capital of Botswana are combined in Table 1.

Table 1. Annual rainfall and hours of sunshine and calculated
global irradiation for Gaborone in the period 1975-1984.
The 6O-year average of the annual rainfall for Gaborone
is 532 mm.

Year

1975
1976
1977
1978
1979
1980
1981
1982
1983
1984

Rainfall
(em)

75
86
66
71
47
56
72
50
33
29

Sunshine
(h x 100)

30
32
32
32
33
33
32
34
33
33

Radiation
(Gl m-2)

7.2
7.4
7.5
7.4
7.6
7.6
7.4
7.7
7.6
7.7

It can be seen that the years with low rainfall have indeed the higher estimated annual global
irradiation. Also, the hours of sunshine remain above 3000 hours and the values of the global
irradiation stay well above 7 GJ m·2 per day each year. The average annual value for the estimated
global irradiation for Gaborone is 7.5 GJ m·2 per day. This value of G is 60 to 65% of the
extraterrestrial irradiation, which is a few percent higher than that mentioned in the World Meteoro
logical Organization, 1981 report.

MONTHLY CLOUDY CONDITIONS

In order to distinguish between the different cloudy conditions three categories of cloudiness
were introduced:



RERIC International Energy Journal: Vol. 11, No.2, December 1989 73

a. clear days with sunshine for more than 75% of the daylength,
b. moderately cloudy days with sunshine between 25 and 75% of the daylength,
c. very cloudy days with sunshine less than 25% of the daylength.
The histogram in Fig. 3 shows the monthly distribution of these categories of cloudiness for

each station. From these histograms it becomes clear that there are many sunshine hours in
Botswana. In the winter period Botswana experiences some moderately cloudy but seldom very
cloudy days. Even in the summer period, which happens to be the rainy season, the days are oflen
clear, especially in the south of the country.
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Fig. 3. Gear days and cloudy days percentages for each month for nine locations in Botswana.
Legend:
o a. clear days: cloudy during less than 25% of the daylength,
I!l!l!llI b. moderately cloudy days: cloudy during 25 - 75% of the daylength,
• c. very cloudy day: cloudy during more than 75% of the daylength.
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This distribution of cloudy days over the year implies that in the rainy period the fluctuations
of global irradiation can be high from day to day. In the winter period most days are clear and the
values of G show less variation. Consecutive days with low values of G will be found predomi
nantly in the period of September to March.

MONTHLY GLOBAL IRRADIATION

In Table 2 the monthly average values of the estimated daily global irradiation are presented
including the annual averages. The higher values occur from September to March but then there are
higher daily deviations also. The daily values of G in the months April till August show less
variation. The western and southern parts of Botswana experience the highest range of the monthly
average values of G.

Table 2. Monthly mean and annual averages of the estimated daily global irradiation for the nine locations
in Botswana as calculated from the sunshine duration in the period 1975-1984.

Estimated Daily Global Irradiation
(MJ m-2 per day)

JAN FEB MAR APR MAY ruN JUL AUG SEP OCT NOV DEC AV

Shakawe 22 21 20 18 17 18 20 22 23 22 22 22 21
Maun 23 22 22 21 18 17 18 20 23 24 24 24 21
Francistown 23 22 21 20 17 16 17 19 22 22 23 22 20
Ghanzi 24 23 22 20 18 16 17 20 22 24 24 26 21
Mahalapye 23 23 21 19 17 15 16 18 21 23 23 24 20
Tshane 28 25 24 20 17 15 16 18 22 25 27 27 22
Sebele 25 24 21 19 17 15 16 18 21 24 25 26 21
Gaborone 24 23 20 19 16 15 16 18 21 24 24 25 20
Tsabong 27 24 22 19 16 14 15 18 21 25 28 27 21

DAILY GLOBAL IRRADIATION

. The calculations show that the estimated global irradiation G ranged from a lowest value of 6
MJ m-2 per day to a highest value of 33 MJ m-2 per day for some stations. It is worthwhile to check
the distribution of the days with a particular value of G, and therefore a number of diagrams are
produced which show this, with particular emphasis on the capital of the country. For Gaborone, a
percentage cumulative frequency polygon is given in Fig. 4, a frequency distribution is drawn in
Fig. 5 while the diagram in Fig. 6 shows the monthly range and quartiles of the daily global
irradiation.

On less than 4% of the days Gremains below 10 MJ m-2 per day while on 21% of the days G is
below 15 MJ m-2 per day for Gaborone. For all stations the number of days with increasing G values
is increasing gradually until the median. Between about 16 and 28 MJ m-2 per day the distribution of
the days for the different classes is fairly equal but above these classes the number of days abruptly
reach the zero level.



I<I:RIC International l~nerf.:Y Journal: Vol. II, No.2, December 1989 75

100

80

i 60>.
u
C
CD
::J
CT
CD 40at

20

0
0 10 20 30

G (MJm2 day-I)

Fig. 4. Relative cumulative rrequency polygon of the daily global irradiation for Gaborone for the period 1975 - 1984.
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Fig. 5. The frequency distribution of the daily global irradiation for Gaborone for the period 1975 - 1984.
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Fig. 6. The range and quartiles for the daily global irradiation for Gaborone, as found for each month in the period 1975 
1984. The horizontal lines show the range, the dots indicate the medians and the vertical marks are the first and the
third quartiles for each month. Some of the third quartiles are not shown, these were too close to the median.
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From the monthly breakdown in Fig. 6 it will be clear that in the winter time (April- August)
the median is relatively high, only a few days are cloudy and have a low irradiation. In the summer
period the distribution has less skew although then the majority of days are clear and G is fairly
high. For all stations in Botswana the distribution of G over the various months is rather similar as
in Fig. 6 and as is also suggested in Fig. 3. This helps us to understand the high number of days in
the class with G between 16 and 18 MJ m-2 per day for Gaborone: these days occur during the winter
period.

In the next section, days with G <10 and G <15 MJ m-2 per day will be considered. In the case
that days were clear the value of G would remain above 14 MJ m-2 per day even for the southern
most location in Botswana in winter. The days with G below 15 MJ m·2 per day can be sought for
two periods. Firstly, during the part of the year when clouds influence the number of bright sunshine
hours and consequently the radiation; these days are most frequent in the summer period. Secondly,
for some of the stations G is below 15 MJ m-2 per day during the winter period, this happens, for
example, in June in Gaborone and in Tsabong.

CONSECUTIVE DAYS WITH LOW IRRADIATION

Next to the knowledge of how many days with low radiation can be expected it is important to
know if these days come singly, in pairs or in longer runs. Tables 3 and 4 show the frequency of the
successive days in one year on which the calculated irradiation G remained below 10 and below 15
MJ m-2 per day respectively, averaged over ten years.

For Gaborone the range of the total number of days per year with G below 10 MJ m-2 per day is
from 6 to 17 while the total days with G below 15 MJ m-2 per day ranges from 38 to 61. Similar
spreadings occur for other stations. The previous values in the frequency distributions are averages
and to indicate also extreme situations an example is given in Table 5 for a wet year (1975) and a dry
year (1984) for Gaborone.

From the frequency distribution in Table 3 and Table 4 it can be seen that G lower than 10 MJ
m-2 per day occurs only during a few days per year and it happens more often in the east of Botswana
than elsewhere, the average is only about ten days per year. Sometimes these dark days occur in
pairs and very seldom over a larger consecutive period.

Table 3. The frequency of runs of successive days in one year, on which the
estimated global irradiation remained below 10 MJ m-2 per day.
The data are averages over ten years.

No. of Days in Succession
Total

2 3 4 5 6 7

Shakawe 2 0 0 0 0 0 0 2
Maun 2 1 0 0 0 0 0 4
Francistown 7 1 0 1 0 0 0 13
Ghanzi 3 1 0 0 0 0 0 5
Mahalapye 5 2 0 0 0 0 0 9
Tshane 4 1 0 0 0 0 0 6
Sebcle 6 1 0 0 0 0 0 8
Gaborone 5 2 0 0 0 0 0 9
Tsabong 5 1 0 0 0 0 0 7
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Table 4. The frequency of runs of successsive days in one year, on which the
estimated global irradiation remained below 15 MJ m-l per day.
The data are averages over ten years.

No. of Days in Succession
Total

2 3 4 5 6 7

Shakawe 18 2 1 1 0 0 0 29
Maun 13 4 1 1 0 0 0 28
Francistown 19 7 3 2 0 1 0 56
Ghanzi 13 2 2 1 0 0 0 27
Mahalapye 19 8 3 1 1 0 0 52
Tshane 13 4 2 1 0 0 0 31
Sebele 17 4 2 1 1 0 0 40
Gaborone 20 6 2 1 0 1 0 48
Tsabong 14 4 2 1 0 0 2 49

The frequency of days with G below 15 MJ mo2 per day is much higher of course and again the
western and southern locations have the lower number of dark days. At Tsabong a pattern can be
recognized which is somewhat different from most other stations: there is a row of more than eight
days with G below 15 MJ mo2 per day; these occur during the winter with mostly clear days.

The same pattern as indicated in Tables 3 and 4 occurs for a dry and a wet year for Gaborone,
shown in Table 5: the number of days with G below 15 MJ mo2 per day coming singly is between 13
and 20 while these days in pairs remain below eight. Days with G below 15 MJ mo2 per day coming
consecutively for as long as a week occur only a few times per year.

Table 5. The number ofsuccessive days with the estimated global irradiation below 10
and below 15 MJ mol per day for Gaborone for a wet year (1975) and a dry
year (1984).

No. of Days in Succession
Total

2 3 4 5 6 7

Gaborone G<lO, 1975 (wet) 4 5 1 0 0 0 0 17
Gaborone G<lO, 1984 (dry) 7 1 0 0 0 0 0 9
Gaborone G<15, 1975 (wet) 15 7 3 4 0 0 1 61
Gaborone G<15, 1984 (dry) 12 5 1 1 1 1 0 40

CONCLUSION

With decreasing annual rainfall the sunshine duration increases as well as the global irradiation
in Botswana. The estimated annual global irradiation was found to be between 60 and 65% of the
annual extraterrestrial irradiation and it ranges from 7.5 to 7.9 GJ m-2 per day with the higher values
in the western parts of the country.
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The winter days are clear in Botswana with calculated global irradiation seldom below 14 MJ
m-2 per day. In summer the monthly mean value of the estimated global irradiation is as high as 25
MJ m-2 per day with a greater daily spread than in winter.

For the level: "global irradiation below 10 MJ m-2 per day" the number of days in an average
year ranges from a few in the west to about ten in the east of Botswana Mostly these dark days
occur singly, sometimes in pairs, and seldom in longer runs.

For the level: "global irradiation below 15 MJ m-2 per day" the number of days in an average
year ranges from below 30 to over 50 with the higher values in the east of the country. These cloudy
days often occur singly but longer spells also occur, sometimes for up to a week. In wet years, runs
of three or four days may occur.
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A calculation technique which is based on the Bouguer-Beer light absorption relationship
and published spectral absorbance data of 2-hydroxybenzophenone derivative was developed for
predictive determination of UV transmittance of stabilized low-density polyethylene (LDPE) film.
A linear regression equation of the solar UV spectral absorbance was calculated, and the average
ultra-violet transmittances for normal incident direct radiation of 0.1 mm and 0.2 mm thickness
WPEfilms werefound to be 0.74 and 0.569 respectively.

INTRODUCTION

One of the chief defects to which most plastic films, including low density polyethylene
(LDPE) film, are prone is photodegradation, a reaction involving the extraction of unreactive
hydrogen atoms from the molecules when these molecules are exposed to either the shorter and
more photo-chemically active ultra-violet radiation between 290 and 400 Jlffi or to the less active
visible radiation between 400 and 700 Jlm.

Another option is the ultra-violet stabilized LDPE film which trades off between durability
and solar transmittance. The addition of ultra-violet radiation absorbers to the LDPE film is made
principally to improve photo-stability and durability. But the stabilized film has a lower solar
ultra-violet transmittance than the pure LDPE film because of the high spectral absorbance of the
ultra-violet light absorbers. The transmittance in the infrared wavelength range (between 700 and
2500 Jlffi) is not affected. Hence the stabilized film is transparent to the incident solar radiation
but immune to the destructive effect of solar UV radiation, and suitable for long-term outdoor
weathering uses as solar collector and horticultural films.

UV absorbers must meet the basic requirements [1.]: (i) they should absorb 300-400
urn wavelength radiation more readily than the substrate polymer, (ii) they should not react with
the polymer, (iii) they should transform absorbed energy into a harmless form, Le., energy corre
sponding to high wavelength of thermal energy that does not heat the polymer above its decompo
sition temperature, (iv) they should be stable, Le., capable of absorbing radiative energy without
undergoing decomposition.

Two well-known ultra-violet absorbers are commercially used with LDPE films, namely (i)
carbon black which is an antioxidant and screening agent, (ii) derivatives of 2-hydroxybenzophe
none such as 2-hydroxy-4-(octyloxy) benzophenone which acts as absorber. Mlinac, Rolich and
Bravar [2] have compared stabilized and pure LDPE fums irradiated by ultra-violet light and
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found poorer ageing characteristics, i.e., elongation to break and stronger tendency of crosslinking
of pure LDPE film. According to Hawkins [3], the addition of carbon black to LDPE fum reduces
penetration of ultra-violet radiation into the polymer matrix and protects against thermal oxidation.

Fuller and Cooper [4] have experimentally measured the solar transmittance of 0.15 mm
thick clear polyethylene fum over a wide range of incident angles. Measurements were made with
a simulated radiation source approximating the solar spectrum of air mass two, from 300 to 2200
JlIIl at incident angles of 0, 10, 20, 30, 40, 50, and 60 degrees. They found high solar transmit
tance values between 80 to 91 percent for the fum.

Although experimental methods of fmding spectral transmittance of plastic fums are well es
tablished, the use of artificial radiation sources, i.e., UV lamps to approximate terrestrial radiation
limits accurate prediction of performance and durability tests. Moreover, no comprehensive
calculated results have been reported in the literature. In this paper, a useful method of predictive
calculation of the solar UV transmittance of stabilized LDPE films is discussed, based on the
published data of the spectral UV absorbance, the concentration of the UV light absorber, and the
spectral normal incident radiation intensity of terrestrial UV radiation.

Table 1. Spectral optical properties of uUra-violet stabilized low-density
polyethylene films.

Wavelength Absorbance Mass Absorption Transmittance
Coefficient

11m (cm2/g) 0.01 cm 0.02cm

290 0.71 109.44 0.36 0.13
295 0.68 103.99 0.38 0.15
300 0.64 98.54 0.40 0.16
305 0.61 93.09 0.42 0.18
310 0.57 87.64 0.45 0.20
315 0.54 82.19 0.47 0.22
320 0.50 76.74 0.49 0.24
325 0.46 71.29 0.52 0.27
330 0.43 65.84 0.54 0.30
335 0.39 60.39 0.57 0.33
340 0.36 54.93 0.60 0.36
345 0.32 49.48 0.63 0.40
350 0.29 44.03 0.67 0.44
355 0.25 38.58 0.70 0.49
360 0.22 33.13 0.74 0.54
365 0.18 27.68 0.77 0.60
370 0.15 22.23 0.81 0.66
375 0.11 16.78 0.86 0.73
380 0.07 11.33 0.90 0.81
385 0.04 5.88 0.95 0.90
390 0.003 0.43 0.99 0.99
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Figure 1 shows the absorption curve of the 2-hydroxybenzophenone UVabsorber [5]. The
absorbance is maximum near 290 IJ.I1l at which its value is 0.75 and decreases with increasing
wavelength until a minimum near 390 J.Ul1 is reached. It follows that the LDPE film containing
UV absorber may have a transmittance which is wavelength dependent in the 290 to 390 J.Ul1
wavelength range. The following steps were used to find the spectral transmittance of the LDPE
fIlms over the solar ultra-violet wavelength.

(a) A linear regression equation (1) is fItted to represent closely the spectral absorbance
curve of the UV absorber as shown in Fig. 1.
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Fig. 1. Absorption sPectra of 2-hydroxybenzophenone derivative.

A =- 0.0071 (;t - 345) + 0.3223 (1)

(b) A bouguer-Beer relationship of monochromatic absorption is assumed valid, i.e., the
fraction loss (dill) of the intensity when radiation passes through an infinitesimal thickness dx of
the film is proportional to dx. so that:

dill = -K). pdx (2)

where K). is the wavelength-dependent spectral mass absorption coeffIcient of the fIlm assumed
to be the same as that of the benzophenone derivative t and p is the density of the film.

Integrating (2) and rearranging of the terms lead to

I) 1
0

= exp (- K). pX) (3)
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Ix and 1
0

are the intensities of the emergent and the incident radiations. Losses by scattering and
reflection are neglected.

(c) The spectral transmittancy is the ratio of Ix over1
0

[6], and is dependent on K! which can
be found by

K! = 2.303 (Albc ), (4)

where A is the spectral absorbance calculated from equation (1), b is the absorption cell thickness
given as 0.1 cm, and c is the concentration of the UV absorber given as 0.15 gm per litre.

(d) The spectral transmittance of the LOPE film can be found by substituting K! into equa
tion (3). The average ultra-violet transmittance for direct radiation at normal incidence is calcu
lated by the method of Duffie and Beckman [7], i.e., integrating the product of spectral transmit
tances and incident direct ultra-violet radiation intensity from 290 to 395 microns, then weighted
by the integration of the incident ultra-violet radiation intensity also from 290 to 395 J.U1l.

The incident radiation intensity was taken from Thekaekara's tabulated air mass one, solar
UV spectral direct irradiance for wavelengths from 290 to 395 J.U1l at ground level of USA urban
and industrial conditions [8].

RESULTS AND DISCUSSION

Figure 2 shows the percent spectral transmittance plotted against wavelength for 0.1 mm and
0.2 mm thickness UV stabilized LOPE fIlms. The fIlms have a very low transmittance value at
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Fig. 2. Spectral transmittancy curves of stabilized LOPE ftlms.
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290 Jlm because of the high mass absorption coefficientt Le. t strong UV light absorption in the
presence of an UV absorber. The spectral transmittance also increases with increasing wave
length t and is transparent to wavelengths longer than 395 J.1rn. Therefore the LDPE films is
unlikely to absorb in the visible range of the solar spectrum.

The average monochromatic ultra-violet transmittance at normal incidence of the 0.2 mm
LDPE fUm was determined numerically from Fig. 3. The areas corresponding to the upper and
lower curves were integrated t and the ratio of the smaller area to the bigger area is the average UV
transmittancet found to be 0.569. The same procedure was repeated for the 0.1 mm film and a
higher average transmittance of 0.74 was found. High transmittance was associated with thinner
film because of the exponential ultra-violet absorption effect with thickness. It is obvious that a
longer useful life may be expected by using a thicker film which absorbs more UV radiation.

The photostabilization effect of the benzophenone derivative in the LDPE film is complex
and beyond the scope of this paper. Howevert the conjugated structure and the ability to form
intramolecular hydrogen bond of the 2-hydroxybenzophenones may give a low energy path for
light energy to be degraded to heat through the breaking of the hydrogen bond.
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Fig. 3. Incident and transmission irradiance curves of 0.2 mm LDPE film.

CONCLUSIONS

2-hydroxybenzophenone derivative as ultra-violet light absorber improves the light stability
of LDPE films. The thickness of the films could be used advantageously to reduce the monochro
matic spectral transmittance under solar ultraviolet irradiance. Thus t the combination of ulLravio
let absorber and thickness of stabilized films represents a practical means of possible long-term
use of LDPE films.
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The question mark behind the title of this paper indicates what the author considers to be the
present status of this potentially revolutionary new method of energy production, also dubbed
"fusion in ajar".

When two electro-chemistry researchers, Prof. Fleischmann of the University of Southampton
(U.K.) and Prof. Pons of the University of Utah (USA), announced at a press conference on March
23, 1989 that they had achieved "cold" deuterium-deuterium fusion with significant energy gain in
an apparatus not more complicated than equipment used in college electrolysis experiments, they
startled not only the world scientific community, but the public at large. The debate over the veracity
and significance of the Fleischmann/Pons (PIP) results has picked up momentum (and acrimony)
ever since and often spilled over onto the front pages of international newspapers and magazines.
Understandably so, if we consider the vast potential consequences not just for energy production, but
also for the entire edifice of present scientific theory governing the microscopic realm.

Before describing the FIP experiments and attempting an evaluation of their results, the
present status of high temperature fusion research and theory is briefly reviewed to provide the
reader with some background against which to judge the potential impact of the FIP work.

Current Status of International High Temperature Fusion Research

Nuclear fusion is the principal energy source of stars and its significance in this regard was first
recognized in the mid-1920s, well before the discovery of nuclear fission. On Earth, man-made
fusion has been produced in the form of H-bombs, and the international fusion energy research
program, presently funded at a level of about US$ 2 billion per year, aims to produce controlled and
sustainable fusion reactions for electric energy production and for a large variety of potential direct
industrial applications. The two most common approaches to the solution of this problem are so
called magnetic and inertial confinement fusion (see Figs. 1-5).

Large toroidal devices (called tokamaks) have been built at costs exceeding US$ 250 million
(Fig. 2) to test the scientific feasibility of magnetic confmement fusion, subjecting hydrogen isotope
plasmas (ionized gases) to temperatures exceeding 100 millionOC and magnetically confming them
long enough (at least 1 sec) to produce a sufficient number of fusion reactions and energy output to
at leastoffset the amount ofenergy necessary to produce such extreme conditions (energy breakeven).

Large lasers have also been built at comparable cost, most notably in the U.S. (Lawrence
Livermore Laboratory) and Japan (Osaka Laser Engineering Laboratory), to test the inertial confine
ment approach (Figs. 3-5) of producing fusion by illuminating small pellets containing fusionable
material with large concentrated bursts of photon energy.

Both approaches to high temperature fusion have made satisfactory progress during the past
decade (for magnetic fusion see Fig. 6), though the precise degree of progress of the U.S. inertial
fusion program is difficult to judge because of military classification. Given proper funding,
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HOW FUSION WORKS

The simplest fusion reaction is the fusing of two hydrogen
nuclei, which produces one helium nucleus and liberates
energy. In the deuterium-tritium fusion process shown here,
a deuterium nucleus (one neutron and one proton) fuses
with a tritium nucleus (one proton and two neutrons). Two
protons and two neutrons combine to form a stable helium
nucleus, while the extra free neutron flies off with four-fifths
of the total energy released as kinetic energy. (The stable
helium atom has the remaining one-fifth of the energy.) This
kinetic energy can then be converted to heat or electricity.
The energy needed to start the deuterium-tritium reaction is
10 million electron volts (megavolts), while the energy pro-
duced is 17.6 million electron volts.

Fig. 1. How fusion works.
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Japan
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Fig. 2. The three largest tokamaks compared.
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Fig. 3. The principle of laser fusion: laser light in a time span of nanosecond range illuminates and
compresses the fusion fuel (D-T) to achieve fusion.
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Fig. 4. Advanced laser fusion targets: these targets work according to the same principle as the H
bomb; laser energy is converted into x-rays, which compress the fuel nearly isentropically to
achieve fusion.

LlI8er

Fig. 5. The Osaka cannonball - a nonablative laser fusion target

engineering test facilities for magnetic fusion could come on line during the second halfof the 1990s
and fusion-based central electric power stations will almost certainly be realized during the first
decade of the next century.

The easiest fusion reaction to ignite is that of deuterium-tritium:

D +T = He-4 + n (17.6MeV) (1)
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In this case, the two heavy hydrogen isotopes fuse to fonn the next heavier element, helium-4.
It is principally their reaction, which is being experimented within the Tokamak Fusion Test Reactor
(TFTR) at the Princeton Plasma Physics Laboratory (USA) and the Joint European Torus (JET) in
Culham, England.

The next easiest reaction to ignite is that of deuterium-deuterium, which involves two possible
paths, each occurring at about the same rate:

or
D +D
D +D

=
=

He-3 + n (3.2 MeV)
T + P (4.0 f\1eV),

(2a)
(2b)

where the products are either helium-3 and a 2.45 MeV neutron (n) or a tritium nucleus and a proton
(p). These reactions are relevant to the F/P experiments.

Other possible reactions, that may also eventually have to be considered in the case of cold
fusion, are :

and
D + He-3

Li-6 + D
=
=

He-4 + p (18.3 MeV)

Li-7 + P (5.0 MeV)

(3)

(4)

where lithium-6 and lilhium-7 are isotopes of the chemical element following helium.
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With these preliminaries out of the way, let us now tum to the cold fusion experiments. But
first note again that, until the announcement of the FIP results, the above fusion reactions were only
considered realizable at extremely high temperatures (particle velocities) and with the aid of
machines costing hundreds of millions of dollars to construct. This explains the shock effect and
disbelief produced by the "fusion in a jar" claims.

The FleischmannIPons Experiment

The relatively simple FIP ,experimental set-up (not taking into account the more sophisticated
diagnostic instruments) is shown in Fig. 7.

Electric
current

Fig. 7. Simple FIP experimental set up.

In their paper "Electrochemically Induced Nuclear Fusion of Deuterium"l), FIP describe their
observations and measurements as a current is passed through the DzO/electrolyte solution, saying
most importantly that:

1) "Enthalpy generation can exceed 10 W/cm3of the palladium electrode; this is maintained
for experimental times in excess of 120 hours during which typically heat in excess of 4
MJ/cm3 of electrode volume was liberated. It is inconceivable that this could be due to
anything but nuclear processes. "[1] [Emphasis added]

2) "... the 'Y - ray spectra which have been recorded in regions above the water bath adjacent
to the electrolytic cells... confIrm that 2.45 MeV neutrons are generated in the electrodes by
the reaction

= 3He (0.82 MeV) + n (2.45 MeV) [cf.(2a) above] .

... We note that the intensities of the spectra [and thus the neutron flux] are weak.."
[Emphasis added].

So, is it really fusion? And if so, how to explain it? FIP have challenged scientists around the
world to replicate their experiments and "fusion jars" have probably been set up in nearly 100
laboratories worldwide. So far the results reported are contradictory and thus inconclusive, though
at least the obvious control experiments of replacing DzO with H20 in the eletrolytic cell have shown
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no significant heat generation. Thus it is certainly the deposition of deuterium in the palladium
electrode that is responsible for the F/P effect.

But again, is it really D-D fusion that is responsible for the electrode heating? The wisecrack of
a fusion scientist that if it were fusion then F/P should be dead, points to a major theoretical dilemma:

The large amount of heat generated is not accompanied by an anywhere near large enough
neutron flux to make a convincing prima facie case for fusion. The author does not believe that the
cold fusion controversy will be resolved decisively until scientists begin to formulate coherent
scientific hypotheses and design crucial experiments capable ofshedding light on and explaining the
high heat/low neutron count paradox. The rather few and very preliminary attempts that have been
made to come to grips with cold fusion in theoretical terms are reviewed below.

Some Theoretical Considerations

Current fusion theory stipulates that significant rates of fusion of heavy hydrogen nuclei
require temperatures approximating 100 million OC, with ignition of self-sustaining fusion reactions
becoming possible only when the product of the ion density (particles per unit volume) and
confinement time exceeds 5xl022 s/m3• Such extreme conditions are, of course, not relevant to cold
fusion. At room-temperature nuclei are clothed with electrons and the rate of fusion in molecular
hydrogen is governed by the probability of zero separation of two nuclei (quantum - mechanical
tunneling through the Coulomb barrier). For the deuterium molecule, equilibrium separation
between deuterons is equal to 0.74 A with a "natural" fusion rate calculated at about 10-70 per D

2
molecule per second.

The question thus arises how this exceeding slow rate could be massively increased (by, say, at
least 50 and up to 80 orders of magnitude), without great increase in temperature (particle velocity),
in order for cold fusion to be accounted for. Or, to be more specific, what is it about confinement of
deuterons in a metal lattice that would make them fuse in a low temperature regime? Two hypothe
ses, exemplifying some current thinking, are as follows:

1) S.E. Jones et a1.2), Brigham Young University, USA:
What happens in the case of cold fusion may be comparable to muon catalyzed fusion. By
replacing the electron in a hydrogen molecular ion with a more massive muon, the
internuclear separation is reduced by a factor of 200 (the muon to electron mass ratio), and
the nuclear fusion rate correspondingly increases by roughly eighty orders of magnitude.
This extraordinary variation in the magnitude of the fusion rate leads one to suspect that
even small perturbations of the hydrogen molecule's wave function could result in a
dramatic change in the spontaneous fusion rate. Imposing boundary conditions on the H
molecule's nuclear wave function simulating the confinement of nuclei within a lattice cell,
a fusion rate of the order of 10-24 Is is calculated. This fusion rate conforms to the actually
measured neutron flux from cold fusion experiments carried out at Brigham Young
University.

Commentary:

The Jones hypothesis is interesting, but has two pitfalls. First, a rate of 10-24 is 100 slow to
explain the F/P results. Secon~ if wave function boundary conditions could be found to account for
the F/P effects, a very high neutron count would likely also be implied - contradicting the F/P
fmdings.
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2) H. Aspden 3), University of Southampton, England:
The hypothesis is twofold:

a) A new theory of gravitation that has yielded an accurate theoretical evaluation of the
constant of gravitation and has been shown to have relevance to the phenomenon of warm
superconductivity, applies to cold fusion as well. The theory distinguishes between normal
gravitons balancing matter of mass-energy 6.149 GeV and supergravitons balancing matter
of mass-energy 95.17 GeV. The proposition is that when deuterons leave the heavy water
environment and enter the dense matter environment (palladium, titanium) their normal
gravitons have about one microsecond in which to merge into the supergravition state.
During the one microsecond period after absorption into the dense matter the deuterons are
vulnerable to the vacuum field energy fluctuations associated with the graviton transition
and sufficient energy is conferred upon them to catalyze deuterium-deuterium fusion.

b) No significant neutron flux is observed, because there are no neutrons in stable matter, but
only metastable antiproton/positron combinations.

Commentary:

Even a rather cursory evaluation of the Aspden dual hypothesis would go well beyond the
scope of this paper. The hypothesis is presented here to demonstrate that a full explanation of cold
fusion will almost certainly involve some entirely new theoretical accounts of the atomic nucleus
and of the interaction of electro-magnetic phenomena with the geometry of space/time. This makes
cold fusion not only experimentally challenging but - perhaps along with warm superconductivity 
will catalyze badly needed new impulses in theoretical physics. Every scientist should welcome the
implied theoretical challenges and opportunities for potentially revolutionary innovations.

CONCLUSIONS

The present status of the cold fusion controversy can be fairly summed up as follows:
1. Extraordinary amounts of heat production in F/P-type experiments have been observed not

only by F/P themselves, but by numerous researchers attempting to replicate the University
of Utah experiments. No electro-chemical explanations are available to account for the
observed phenomena.

2. Nuclear reactions provide for the most plausible alternative account. However, the lack of
sufficient neutron production puts the nuclear fusion hypothesis in doubt.

The scientific community's reaction to this dilemma, so far, has been most disappointing.
Tinkering with the F/P experimental set-up or petty and cynical comments from fusion researchers
worried about competition for funding of their own establis.hed projects will not make the contro
versy go away. Too much is at stake, both for science and for the future ofhumanity at large. Heavy
water is cheap and abundant, constituting one part of 6500 of ordinary sea water. Just imagine the
economic opportunities and consequences implied by virtually unlimited, cheap and clean energy
production!

So, the challenge to scientists is clear: Formulate hypotheses and design experiments capable
of clarifying the dispute. Instead of taking sides himself, the author will paraphrase the recent
comment on cold fusion by one of the world's most senior fusion scientists, Edward Teller, who,
admirably, has never allowed alleged unassailable theories to blind him to contrary evidence:
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"Before the Fleischmann/pons presentation (March 23) of their results I regarded cold fusion
as horrible nonsense; now I am happy to think that I may have been horribly wrong.to
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Raja, Twidell and Abidi [1] studied the Angstrom correlation for global radiation and sun
shine duration data recorded at Karachi with a view to employing this to estimate solar radiation at
nearby locations. They obtained monthly values of the correlation parameters a and b for the
relation

11/11
0

= a + b (n/N) (1)

where H is the daily extraterrestrial radiation,l/o is the daily global insolation, n is the duration (in
hours) of daily bright sunshine and N is the day length. The authors found that the parameter a has
monthly values in the range 0.031-0.200 while b has values between 0.565 and 0.914. The sum
a +b exceeds unity for some months, the correlation coefficient r varies from 0.57 to 0.89 and the
r.m.s. error is 0040 MJ/m2-day.

We find that the monthly data presented by the authors give an Angstrom type fit over the
year with a =0.323, b =0.385, r =0.89 and r.m.s. error =0043 MJ/m2-day. As it has been found
[2-4] that seasonal effects may be taken into consideration for precise estimations we prefer to
divide the year into monsoon and off-monsoon months for Karachi region. For monsoon months
i.e., July, August and September, we obtain a =0.366, b =0.282, and r =0.90 and for the rest of
the year a =0.316, b =0.396, r =0.92 while the r.m.s. error over the year is 0040 MJ/m2-day.

As is well known, the relation (1) leads to the conclusion that a + b represents H/Ho for clear
sky condition and hence the sum can not exceed unity. Again a equals H/Ho under an overcast sky
and this nonnally has a value above 0.2. Hence some of the figures for a and b obtained by Raja
et al. are not consistent with above interpretations of the Angstrom parameters. Both the fits using
average monthly data over the· year with and without seasonal effects agree with such interpreta
tions. The seasonal fits give slightly smaller errors. Again temporal variations in atmospheric
turbidity, precipitable water amount and surface albedo call for seasonal partitioning of data [2].
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I am thankful to Prof. Hussain for his comments and useful suggestions to improve further
the above study. I agree that the sum of coefficients a and b must not exceed unity. While in the
study under discussion it does for the months of July and August. The overcast sky and clear sky
conditions of HIHo =a and HIHo =a + b, respectively also seem to be violated and the results
show inconsistency in some instances. On the basis of the recent scrutiny of the daily data of the
sunshine hours, it is believed that the poor correspondence between the coefficients a and band
the data is due to the type of the sunshine recorder used and the human practice in obtaining the
data. Campbell-Stokes recorders 'are used in all observatories. The instruments suffer from the
drawback that the card does not bum until the insolation intensity reaches a certain critical value.
Hay [1] suggested a 5 degree (sunset and sunrise) correction to the daylength to correct for this.
However we have applied a 4 degree correction on the basis of having clear mornings and
evenings. It is found that the bright sunshine duration (in hours) exceeds the actual daylength for
certain days (human error). The number of such unusual cases are around 10%, when a 4 degree
corrected daylength is considered. In our study we have used the actual measured data, which
possibly might have led to the discrepancies. However, our results are not unique. Iqbal [2]
reported for Resolute a =0.319 and b =0.683, where the sum a + b> 1. I intend to revise our
study with daily values after reconstructing the data.

Prof. Hussain suggested the inclusion of seasonal effects, particularly monsoons. Pakistan
receives only the tail end of monsoons. Thus the monsoon season is neither as prolonged nor as
wet as that in India [3] and Bangladesh. Therefore, it will not affect the results considerably. Also
one of the basic advantages of using the Angstrom relation is that the variations of climate appear
in the regression coefficients themselves [4]. The coefficients thus obtained using annual mean
data or seasonal data or the daily data, would account for the climatic variations within that
specific period~ It is understood that the climatic variations are less within a month than in the
season or in the year as a whole. Therefore the seasonal coefficients could not produce better
results than those of monthly. Prof. Hussain obtained the seasonal values of the coefficients a and
b using only three data points. Statistically this is not appropriate. However, we intend to carry
out the analysis on a seasonaVdaily basis, using daily data. This will provide a reasonable and
statistically appropriate number of data points for the regression analyses. The annual mean,
regression analyses have already been done [5,6]. The values obtained are:

a = 0.327 with sunshine record 1951-87
b = 0.368 and insolation record 1957-61
r = 0.98 and 1966-87

and
a = 0.324 with' sunshine record 1969-85
b = 0.384 and insolation record 1957-61
r = 0.98 and 1966-84

These results agree with Prof. Hussain's analysis, except for the correlation coefficient
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ABSTRACT

1

A short review of solar drying is presented at the outset of the paper. Then the author's
research is dealt with in the remainder of the paper. Bare and transparent-cover flat-plate solar
air heaters were developed by modifying the roofofa building. They were then tested. A mathe
matical model for predicting thermal efficiency under steady conditions was developed. Guide
lines/or selecting solar air heaters and air speed inside the solar collector are given. Finally, an
economic analysis was carried out and the results presented in detail.

INTRODUCTION

A solar air heater may be defined as a device which converts solar rndiation into heat in tenns
of increasing enthalpy of air. The device is usually very simple. It comprises an absorber which
acts as an energy converter, air channel, and clear top cover as an option. While air is flowing
through the air channel in the device, heat is extracted from the absorber to the air, resulting in a
tempernture rise or, in other words, hot air is obtained. The hot air may be used for space heating
or drying. Giv,en Thailand's hot and humid climate opportunities for space heating are extremely
limited. However, this is not the case with drying by means of a solar air heater. The potential for
accepting solar air heaters in the near future is relatively high and they may become as popular as
the solar water heater, for which a local market now exists.

Foster and Peart (1976) summarized the current research and development work on solar
grain drying in the United States of America. Several types of solar air heater have been devel
oped and tested. They may be classified broadly into three categories.

1. flat-plate solar air heaters;
2. non flat-plate solar air heaters; and
3. integrated collector-storage heaters.
A flat-plate solar air heater usually has a surface area of about 2 square metres. When a large

area of solar collector is needed, several flat plates are then connected together. A flat-plate solar
air heater may consist of an absorber for converting solar radiation into heat in tenns of increasing
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enthalpy of air, an air channel through which air flows and extracts heat from the absorber, a top
transparent cover and bottom insulation for preventing heat loss, both of which are optional.
Figure 1 shows three gep.eral types of flat-plate solar air heaters namely: a) bare flat-plate; b)
transparent-cover flat-plate without still air gap; and c) transparent cover flat-plate with still air
gap. The bare flat-plate solar air heater (Fig. 1 a) is the simplest and cheapest but the thermal
efficiency, which depends strongly upon wind speed above the solar collector, is the lowest.
Thermal efficiency is improved when the solar air heater is fabricated in the form of a transparent
cover flat-plate without still air gap (Fig. 1 b). Fabrication is a bit more difficult and the cost is a
bit higher. Thermal efficiency is even higher when a still air gap is introduced as shown in Fig. 1
c. However, its fabrication is the most difficult and its cost is the highest among the three types.

Flat-plate solar air heaters may be fabricated in modules and then installed on the ground or
on a building roof. Roofs and walls of buildings can also be modified so that they become solar air
heaters. In this case, the cost can be significantly reduced. For regions having low degree of
latitude like Thailand, the installation of a solar air heater on vertical walls may not be appropriate
because transmission and absorption may not be effective and this results in low thermal effi
ciency.

For regions in the northern hemisphere, flat-plate solar air heaters should be facing south.
Deviation from the south may be plus or minus 30 degrees without significant loss in total solar
radiation. Inclination angle of the flat plate is usually equal to latitude or about 0.9 times latitude.
However, it may deviate from the latitude by about plus or minus 15 degrees without significant
loss in total solar radiation.

ul/0/ll
a. Bare flat-plate

/Ifl111/l
b. Transparent-cover flat-plate

without still air gap

1///////111
c. Transparent-cover flat-plate

with still air gap

- - - - - - - - - - Transparent-cover

Absorber

'lOIOZIIl Insulation

Fig. 1. Section in profile of typical flat-plate solar air heaters.
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Non flat-plate solar air heaters are air heaters constructed from plastic film which mayor may
not be inflated and which do not have a flat shape. Figure 2 shows some typical designs of inflated
solar air heaters. This type of solar collector has the following advantages: its cost is low, it is
easy to construct and can be kept off-site when not in use. However, rapid degrading of the plastic
fum seems to be a serious problem. Inflated solar air heaters are usually installed in the form of a
long air channel. They can have an east-west or a north-south orientation.

~laStiCfilm

Black plastic film

Fig. 2. Cross-section of typical inflated solar air heaters.

The last type of solar air heater mentioned is the integrated collector-storage type. It consists
of a solar collector and a rock heat storage connected together in series. Heat storage functions as
a temperature regulator. When drying certain products, however, regulation of temperature may
not be critical. Heat storage is hence not suggested. Soponronnarit and Peyre (1982) compared,
experimentally, the solar drying of sorghum without and with rock heat storage connected in se
ries. Results indicated that drying rates for the two cases were not different. Therefore, heat
storage was not suggested. It was also concluded by experts during a meeting on solar drying at
the FAO office in Bangkok that rock heat storage was not considered viable (Anon, 1986).

In Thailand some research and development work on solar drying has been conducted. Most
of the solar air heaters developed have been the flat-plate type and were aimed for agricultural
drying purposes (Soponronnarit, 1988).

Thongprasert et al. (1985) conducted research on solar paddy drying. Drying air was heated
by a 3.74 m wide x 4.48 m long solar air heater. Cross-section of the solar air heater is shown in
Fig. 3. Air flowed through the solar air heater, between a glass cover and an absorber. With an air
flow rate of 0.82 kg/s, the thermal efficiency varied from 40 to 70%. Drying results indicated that
solar paddy drying was technically and economically viable.

Solar-assisted curing of tobacco leaves was developed by Boonlong et al. (1984). The
experimental prototype system consisted of a 3.6 m x 3.6 m x 4.8 m scaled-down (1:4 scale)
tobacco curing barn with 1 ton fresh leaves loading capacity, an array of 38.5 m2 flat-plate solar air
heaters (Fig. 4) and a 6 m3 rock-bed unit. Forced convection was induced through the syste~ by
two blowers. Test results indicated that solar-assisted curing of tobacco leaves was technically
viable. Based on the benefits received from LPG fuel saving, Sitthiphong (1987) showed that the
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CD Glass cover

CD Absorber

o Asbestos cement

Fig. 3. Cross-section of the solar collector developed by Thongprasen et aI.
(1985) (perpendicular to the direction of air flow).

benefit/cost ratio of the above solar-assisted tobacco curing was 0.63. This ratio increased to 1.34
when longan fruit was dried in the same dryer.

Solar air heaters which were integrated in natural convection solar dryers have also been
investigated in Thailand. These were plastic film solar air heaters used in an AIT solar rice dryer
(Exell, 1980), and a flat-plate solar air heater in a cabinet solar dryer (Thaina 1979, Patranon,
1984). Due to natural convection of air through the solar air heater, air flow rate varies. Hence,
thermal efficiency varies throughout the day. Solar collecting efficiency is usually less than that of
forceci r.nn"p,.t~n ...

Wood frame 0.0381 x 0.127

Sealing tape

0.0045 m thick glass

0.00635 m deep notch

Wire support

Corrugated galvanized iron sheet

0.0508 m thick fiberglass insulation

Flat galvanized iron sheet

'------- Fastener

0.70 m

Fig. 4. Cross-sectional view of solar air heater (Boonlong et aI., 1984).
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THE RESEARCH

5

The research presented in this paper dealt with the forced-convection flat-plate type of solar
air heaters which are used for agricultural drying. These are bare and glass-cover flat-plate solar
air heaters. The development of these units involves modifying building roofs into solar air
heaters. The specific objectives of the research were to:

develop a mathematical model for predicting steady state thennal perfonnance of solar air
heaters;
develop low cost solar air heaters;
offer guidelines for selecting solar air heaters and the appropriate air speed inside the
solar collector; and
evaluate solar air heaters technically and economically.

PROCEDURE

Development of Mathematical Models

Figures 5 and 6 show the details of bare and transparent-cover type flat-plate solar air heaters
and their thennal networks. At steady conditions three equations based on energy balance (the
same for both cases) can be fonnulated.

S + hI (T, - Tp ) + U, (Ta - Tp ) + hr (T1 - Tp ) = 0

- q.. + hI (Tp - T,) + h2 (Tj - T,) = 0

h2 (T,- Tj ) + Ub (Ta - Tj ) + hr (T
p

- Tj ) = 0

(1)

(2)

(3)

in which S = absorbed solar radiation at the absorbing plate, W/m2

q.. = useful energy, W/m2

U, = top loss coefficient, W/m2K
Ub = bottom loss coefficient, W/m2K
hI = convective heat transfer coefficient between the absorber and the flowing air,

W/m2K
h2 = convective heat transfer coefficient between the insulation and the flowing air,

W/m2K
hr = radiation heat transfer coefficient between the absorber and the insulation,

W/m2K
Tj = temperature of insulation, oK
!J = temperature of flowing air, oK
1~ = ambient temperature, oK
T

p
= temperature of absorber, oK
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Fig. 5. Section of bare flat-plate solar air heater and thennal network.
Ut

I------~Ti

Fig. 6. Section of glass-cover flat-plate solar air heater and thennal networlc.

~"/Insulation

Rearranging for useful energy, q", from the above equations and assuming hJ =h2 =h , one gets

q =F' [S - U (T - T )]
" L , a

(4)

in which (5)

(6)

It will be more convenient if the relationship between useful energy, q", and inlet air tem
perature, T/.i ' is employed instead of useful energy, q" ' and temperature of the flowing air. T,.
The equation can be written as follows:

(7)

(8)

Duffie and Beckman (1980) determined FR by assuming that F' andUL were independent of
the position of a collector, then

F
r
= (mC

p
/A

c
Ur)(l_e(AcULF' ImCp»



RERIC International Energy Journal: Vol. 12, No.1 ,June 1990 7

where m, C
p

' and Ac are mass flow rate (kg/s), specific heat of air (J/kgK), and collector area (m2),
respectively.

Thermal efficiency of solar collector, 1], is defmed as the ratio of useful energy to solar
radiation incident on the plane of the collector, GT •

(9)

(10)

where (fa) is effective transmittance-absorptance product In the case of a bare plate solar col-e
lector, (fa)e is equal to a.

To obtain values of F'and VL , it is necessary to determine heat transfer coefficients, V,, Vb'
h , and h,.. These can be calculated by employing a knowledge of heat transfer.

The top loss coefficient, V, is composed of two heat transfer coefficients, Le., convection due
to wind and radiation. Watmuff et al. (1977), as quoted in Duffie and Beckman (1980), gives the
relationship between the coefficient of convection loss due to wind, hw ' (W1m2K) and wind speed,
V, (m/s) as the following:

Design of Solar Air Heaters

hw = 2.8 + 3.0 V (11)

Characteristics of a low cost solar air heater were frrst defined in order to provide a basis for
designing appropriate solar air heaters. They were as follows:

1. It should be composed of a minimum amount of materials.
2. Materials should be properly selected so that they are cheap and locally available.
3. Construction should not be too complicated in order to allow farmers to build solar air

heaters by themselves.
To accommodate the above requirements, a building roof was successively modified into

various type of solar air heaters. Figure 7 shows a perspective view of a small hut having a 19 m2

roof area made from sinusoidal corrugated galvanized iron sheet. Styrofoam of 25 mm thickness
was held in place with an average spacing of 20 mm under the corrugated galvanized iron sheet by
plywood of 4 mm thickness (Figs. 8 and 9). Air flowed downwards by the aid of a blower driven
by an electric motor. In this manner, it was expected that natural convection of hot air would take
place when the blower was not in operation. As a result, air temperature in the gap would not
become high enough to damage the styrofoam.

To improve the efficiency of the solar collector, the sinusoidal corrugated galvanized iron
sheet was painted dull black. It was then partially covered (85 %) with clear glass sheets having
25 mm still air gap in order to improve its thermal efficiency (Figs. 10 and 11). The reason for
partial covering was to have some free space for climbing so that repair and maintenance could be
carried out easily. Due to the difficulty of installing a clear glass-cover on sinusoidal corrugated
galvanized iron sheet, trapezoidal corrugated galvanized iron sheet was used instead in order to
simplify the construction work. The covered surface area was 87.5% (Fig. 12). In the final stage,
the roof was ful~y covered with clear glass. sheets as shown in Fig. 13.
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Fig. 7. Perspective view of bare flat~plate solar air heater on the top of building.
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Fig. 8. Section in prome of bare flat-plate solar air heater.
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Corrugated galvanized iron
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Fig. 9. Cross-section of bare flat-plate solar air heater (perpendicular to air flow).

- Airflow

Fig. 10. Perspective view of glass-cover (85%) flat-plate solar air heater on the roof of building.

Corrugated galvanized iron

I I

Glass
Wood batten

(1.5" x 3") Polystyrene

Fig. 11. Cross-section of glass-cover (85%) flat-plate solar air heater (sinusoidal shape).

Corrugated galvanized iron

,.mm[mmtr~:i:~ ~'i1~:~~;~;,,;~t:::
I 1.20m I
i I

Fig. 12 Cross-section of glass-cover (87.50%) flat-plate solar air heater (trapezoidal shape).
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Corrugated galvanized iron

Woodballen
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Fig. 13. Cross-section of full glass-eover flat-plate solar air heater (trapezoidal shape).

Test Procedures

Test procedures of the various solar air heaters tested followed the standard of ASHRAE 93
77 (Anon, 1977).. However, there were some differences between the test procedures and that of
ASHRAE. This was due to the limited amount and accuracy of measuring instruments. For
example, solar radiation on a horizontal surface was measured instead of radiation on an inclined
surface. The accuracy of temperature measurements was lower than that suggested by ASHRAE.

During the test of each solar collect9r, air was forced to flow upward in order to facilitate the
test. A forward curved blade centrifugal fan driven by a 373 W electric motor was employed to
deliver air through an electrical heater, duct system, and solar collector, respectively. Inlet air
temperature at the entrance of the collector was controlled by a thermostat.

Ambient temperature, air temperature at the inlet (4 points) and at the· outlet (4 points) were
measured by an Iron Constant thermocouple and recorded by a data logger (model : Doric 205).
Accuracy was approximately ± 1DC with repeatability of 0.1DC. Recording was done every six
minutes and the average value over a 30 minutes interval was used in calculation.

The air velocity profile in the duct was measured by a pitot tube.· The air flow rate was the
product of the average velocity and the duct cross-sectional area.

Wind velocity above the solar collector was measured by a cup anemometer. Readings were
done instantaneously. Wind velocity was normally less than 1 mls.

Global solar radiation was measured by a solar pyranometer and integrator (Kip and Zonnen,
model: CC 12). It had an accuracy of ± 0.1 %. This measured value was employed for calculating
the thermal efficiency of the solar collector. It was found by computation that solar radiation on a
horizontal surface, G, and on the surface of the solar collector, GT, were not much different.

Testing was done between 10:30 A.M. and 14:30 P.M. for clear sky conditions. Inlet air
temperature was allowed to vary at least for four or five different values. At each temperature, the
solar collector was heated for about 30 minutes, in order to obtain a nearly steady condition, before
taking data.

RESULTS· AND DISCUSSIONS

Collector Test

Five types of flat-plate solar air heaters were tested according to ASHRAE Standard 93-77.
All of them had a 3.70 m wide x 5.09 m long absorber (18.83 m2) which was tilted 8 degrees
facing toward the south. Average spacing between the absorber and insulation which formed the
air passage was 20 mm. Descriptions of these solar collectors are presented as follows:

1. Bare flat-plate solar air heater: The absorber was sinusoidal corrugated galvanized iron
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sheet having absorptivity and emissivity measured by spectophotometer equal to 0.69 and
0.64, respeCtively.

2. Bare flat-plate solar air heater painted dull black: The absorber was sinusoidal corru
gated galvanized iron sheet painted dull black. The absorptivity and emissivity measured
by spectophotometer were 0.94 and 0.84, respectively.

3. Partial glass-cover flat-plate solar air heater having sinusoidal shape absorber: The ab
sorber was similar to the 2nd type but it was 85% covered with cl~ar glass sheet The ab
sorptivity and emissivity measured by spectophotometer were 0.94 and 0.89, respectively.

4. Partial glass-cover flat-plate solar air heater having trapezoidal shape absorber: This
type of collector was similar to the 3rd type. The absorber had trapezoidal shape and was
87.5 % covered by clear glass sheets. The absorptivity and emissivity measured by spec
tophotometer were 0.95 and 0.89, respectively.

5. Full glass-cover flat-plate solar air heater: It was similar to the 4th type but fully
covered with clear glass sheets.

Results of collector tests are presented in Figs. 14-18 and then summarized in Table 1. The
relationship between thermal efficiency and (T,.i - T)/G was linear, i.e. efficiency decreased when
(T,.i - Ta)/G increased. It was obvious that solar air heaters with transparent covers performed
better than bare plate solar air heaters in terms of higher FR(fa), and smaller FRUL • Wind speed
during the test was equal to or less than 1 m/s. If it had been higher, the difference in performance

Table 1. Results of collector test.

Type m FR(-ra)" -FRUL Correlation Standard Error
(kg/s) (w/m2K) Coefficient Estimate

1 0.34 0.29 -7.96 0.812 0.054
2 0.23 0.32 -9.34 0.963 0.029
3 0.24 0.47 -5.50 0.973 0.002
4 0.24 0.48 -7.25 0.977 0.001
5 0.24' 0.49 -7.13 0.932 0.004

0.5

Ac = 18.83 m2 G =.484-808 W/m2

0.4 Lc = 5.09 m V <I m/s

m = 0.34 k(J/s To = 27.9 °c

0.3

I:'"

0.2

0.1

0.0
0 0.01 0.02 0.03 0.04 0.05

(Tf,i-TO)/G (m2 K/W)

Fig. 14. Test result of bare flat-plate solar air heater without painting.
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Fig. 15. Test result of bare flat-plate lolarair heater with dull black painting.
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Fig. 16. Test result of partial glass-cover (85%) flat-plate solar air heater having
sinusoidal corrugated galvanized iron sheet.
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Fig. 17. Test result of partial glass-eover (87.5%) flat-plate solar air heater hav
ing trapezoidal corrugated galvanized iron sheet
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Fig. 18. Test result of full glass"cover flat-plate solar'air heater having trapezoi
dal corrugated galvanized iron sheet.

would have been more obvious. The points on the graphs of bare plate solar air heaters were
relatively scattered. This was due to the effect of wind speed which was significant in bare plate
solar air heaters.

Performance curves for all types of solar air heater are drawn together in Fig. 19. Type 2 had
better efficiency at low inlet air temperature but lower efficiency at higher inlet temperature or
(T/.i - T)IG when compared to type 1. At high inlet temperature, type 2 which had dull black
absorber was subject to higher radiative loss due to higher emissivity though it absorbed more
solar radiation. It should be noted that mass flow rate of type 1 was about 50% higher. If it had
been equal to type 2, its thermal efficiency would have dropped a few percent.

Solar air heaters with a clear glass cover had much better performance than those of bare
plate solar air heaters. This was due to less heat loss. Type 5 had performed somewhat better than
type 4 because its absorber was fully covered with clear glass while the absorber of type 4 was
87.5% covered (both have a trapezoidal shape). Type 3 had an absorber having sinusoidal shape
and was 85% covered with clear ~lass sheets. At low inlet air temperature, the efficiency was

0.050.040.02 0.03

{\i-Ta I/G (m
2

K/W)

3 partial gloss - cover I sinusoidal shope
4 partial gloss - cover I trapezoidal shope
5 full IJIOSS - cover I trapezoidal shope

0.01

0.5

0.4

0.3

l:""

0.2

0.1

0.0
a

Fig. 19. Comparison of experimental thennal efficiency of flat-plate solar air heaters.
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lower than types 4. and 5 but it was higher when the inlet temperature was high enough. The
difference was however not very obvious. It was still inconclusive.

Simulation Study of Solar Air Heaters

The mathematical model developed in the previous section was used to predict steady state
performance of solar air heaters. Table 2 summarizes comparative results between experiment and
simulation for all types of solar air heater. Figures 20 and 21 show the comparison for types 1 and
5. It was concluded that the mathematical models were relatively accurate for predicting steady

.state performance of flat-plate solar air heaters.

Table 2. Comparative collector performance between experiment and simulation.

Experiment Simulation
Type m

(kgls) FR(-ra). -FRUL FR(-ra). -FRUL

(W/m2K) (W/m2K)

1 0.34 0.29 -7.96 0.29 - 7.10
2 0.23 0.32 -9.34 0.34 -10.50
3 0.24 0.47 -5.50 0.47 - 4.70
4 0.24 0.48 -7.25 0.48 - 4.48
5 0.24 0.49 -7.13 0.49 - 4.26

Simulation

0.5

0.4

0.3

~

0.2

0.1

0.0
a 0.01 0.02 0.03

( \rTa )/G (m
2

K/W)

Experiment

0.04 0.05

Fig. 20. Comparison between experimental and simulated efficiencies of bare flat
plate solar air heater without painting.

The effect of air speed in solar air heaters and wind speed above collectors was investigated
by mathematical simulation. Figures 22 and 23· show the simulated results relating F

R
or effi

ciency and air speed for constant wind speed, for solar air heaters types 1 and 5, respectively. For
both types, efficiency increased rapidly when air speed is small and increased slowly when air
speed is high, at constant wind speed. The same result was also found for FR' From Fig. 22, it
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Fig.21 Comparison between experimental and simulated efficiencies of glass
cover flat-plate solar air heater.
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Fig. 22. Effect of air speed inside collector and wind speed above collector on FR
and thennal efficiency of bare flat-plate solar air heater. (Wind speed
varies from 1 to 5 m/s from the top to bottom curves.)
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Fig. 23 Effect of air speed inside collector and wind speed above collector on FR

and thennal efficiency of glass-cover flat-plate solar air heater. (Wind
speed varies from 1 to 5 m/s from the toP to bottom curves.)
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was obvious that wind speed above solar air heater was important for the performance of bare plate
solar air heaters. The efficiency dropped rapidly when wind speed increased. For solar air heaters
having glass cover, the effect of wind speed was much less important.

Guidelines for Selecting Solar Air Heaters and Air Speed

Bare flat-plate solar air heaters may be appropriate particularly for regions having low wind
speeds; however, their efficiency is relatively low. This is compensated for by ease of construction
and low initial investment costs. Air speed inside solar air heaters should be around 4-6 m/s. This
corresponds to the specific air flow rate of 0.015-0.023 kg/s per m2 of the solar collector area.
Lower air speed will result in low efficiency but higher air speed may result in an excessive
pressure drop inside the solar air heater.

Transparent-cover flat-plate solar air heaters are appropriate for all regions having low or
high wind speeds. Air speed should be around 4-6 m/s.

ECONOMIC ANALYSIS

An economic analysis of three types of solar air heater namely type 1, type 2 and type 3 was
conducted. The amount of energy saved by solar air heaters was calculated by using collector test
data at a mass flow rate of 0.24 kg/so It was then compared to conventional energy such as
electricity, LPG, diesel oil and fuel oil. The following assumptions were made:

1. Initial investments for type 1, type 2 and type 3 were 6,800; 7,700 and 12,600 Baht,
respectively. (collector area =19 m2

)

2. Salvage value was 10 % of initial investment.
3. Maintenance was 500 Baht per year and cost of electricity for driving fan was 400 Baht

per year if solar air heaters were operated 8 months per year (8 h/day).
4. Service life was 8, 10 and 12 years for type 1, type 2, and type 3, respectively.
5. Interest rate was 15% per annum.
6. Unit cost of conventional energy was assumed to be 0.36, 0.69, 0.80 and 1.24 Baht per

kWh for fuel oil, diesel oil, LPG, and electricity, respectively.
7. Average solar radiation was 16.7 MJ/m2 per day.
Table 3 shows energy cost according to various types of solar air heater. Type 3 gave lowest

energy cost. When period of operation was 6 months per year, energy cost of all solar air heater

Table 3. Energy cost of solar air heaters (Baht/kWh).

Period of Operation
(month/year)

2
4
6
8

10

Type 1

1.71
0.90
0.63
0.49
0.41

Type 2

1.29
0.68
0.47
0.37
0.31

Type 3

0.71
0.61
0.42
0.32
0.27
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was lower than the cost of electricity, LPG, and diesel oil but still higher than the cost of fuel oil.
Type 3 gave energy cost lower than fuel oil when operation was 8 months per year.

If the system was operated 8 months per year, payback period and internal rate of return
when compared to several conventional energy costs were determined as shown in Tables 4 and 5.
Both types 2 and 3 had approximately the same payback period when compared to electricity,
LPG, and diesel oil but type 3 was better when compared to fuel oil. Both had payback period less
than that of type 1. Considering internal rate of return, types 2 and 3 had approximately the same
internal rate of return except when compared to fuel oil when type 3 was better. Both types had
higher internal rateof return than that of type 1.

Table 4. ~ayback period (year) of solar air heaters.

When Compared to Type 1 Type 2 Type 3

Electricity 1.46 1.14 1.19
LPG 2.77 2.04 2.06
Diesel oil 3.58 2.54 2.53
Fuel oil 8.38

Table 5. Internal rate of return (%) of solar air heaters.

When Compared to Type 1 Type 2 Type 3

Electricity 72.1 93.0 90.0
LPG 41.1 55.3 55.2
Diesel oil 32.3 45.7 46.4
Fuel oil 20.2

When interest rate varied from 5 to 29%, energy cost of types 1, 2, and 3 varied from 0.389
0.649,0.281-0.507, and 0.277-0.478 Baht/kWh, respectively, and payback period of types 1, 2,
and 3 when compared with electricity varied from 1.28-1.77, 1.02-1.34, and 1.06-1.41 years,
respectively..The results indicated high economic potential.

Figure 24 shows the economic potential, compared to electricity, of type 3 when the initial
cost increased from 1 to 5 times. When the initial cost was 4 times higher, paybac)c period
increased to about 3 years. This indicated that investing in flat-plate solar air heaters is quite
attractive.

CONCLUSIONS

1. Use of bare flat-plate solar air heaters was technically viable. Wind speed above solar air
heater should not be high. Air speed inside solar air heater should be around 4-6 m/s. This
corresponds to the specific air flow rate of 0.015-0.023 kg/s per m2 of the solar collector area.

2. Use of transparent-cover flat-plate solar air heaters was also technically viable with much
greater efficiency. They could be used in areas where wind speed was high or low. Air speed
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Fig. 24. Energy cost, payback period, and internal rate of return when compared to
electricity, as a function of initial cost of glass-cover flat-plate solar air heater.

should be also around 4-6 mls.
3. The mathematical model developed for flat-plate solar air heaters was for steady state

conditions and was accurate enough for predicting thermal efficiency.
4. Economic analysis indicated that there was a high potential for acceptance particularly

when compared to electricity. It could not, however, compete with fue~ oil.
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ABSTRACT

21

The application ofthe simulation technique in photovoltaic (PV) system sizing is presented in
this paper. Simulation of a PV system of several array sizes and battery capacities gives the
relationship between system reliability (loss of load hours, LOLH) and system size (array and
battery). Through the relationship, optimum combinations of array and battery sizes to meet
prescribed reliabilities are first determined. Since a low level of reliability requires less system
investment but incurs a resultant outage cost (i.e. the cost to energy consumers of running an
auxiliary system if the PV system is unable to supply energy) an economic evaluation of backup
power (a diesel generator) and investment in arrays and batteries must be made to determine the
optimum system reliability so that the array and battery size to meet the reliability, and the ex
pected number of backup power running hours can be obtained. This paper also discusses the
effect of load pattern on sizing, variation of loss of load frequencies (LOLF) with array-battery
combinations leading to the same LOLH value, and different battery operations (deep/shallow
cycle) arising from different array-battery combinations.

INTRODUCTION

The primary concern in designing any PV system is the determination of its optimum size.
It is generally inadequate to use monthly or daily average insolation, and estimated number of
continuous "no sun" days to determine array and battery capacities because the dynamic behavior
of a PV system and the stochastic nature of solar radiation also significantly influence the required
array and storage capacity. The simulation method uses hourly meteorological data and hourly
load data to simulate the energy flow in a PV system, and predicts the system reliabilities under
assumed array and battery sizes. The simulation thus provides the reliability-array-battery rela
tionship in a discontinuous form. Through numerical methods, one can formulate the discrete
relationship into an analytical form. One can also find that there exists several combinations of
array and battery sizes to meet a desired reliability (the substitution nature between array and
battery). The first problem of sizing is thus to find the optimum combination which minimizes
energy costs at a chosen reliability.

Because a PV system with perfect reliability is oversized to meet a relatively low percentage
of time when it is faced with peak load and/or cloudy days, it is usually more expensive to size a
PV system with perfect reliability than to add backup power which may cover the energy shortage
due to unavailability of sunshine. Accordingly. the second problem of sizing is to evaluate the

PREVIOUS PAGE BLANK
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trade-off between system reliability and the cost of running a backup power for a given number of
hours (outage cost).

This paper chooses the loss of load hours (LOLH) as the system reliability index, and
considers a residential system which consumes 2 kWh of electricity per day, as a case study. The
meteorological data for the simulation are based on data in Thailand.

MODELLING OF SYSTEM COMPONENTS

The system block diagram is shown in Fig. 1. Each block represents a subsystem. It consists
of array, battery, charge regulator and generator. Insolation, ambient temperature, and load con
sumption profile are the factors which influence the performance of the system. Mathematical
models for each subsystem are described briefly below:

Meteorologic
conditions

PV
Array

Battery

Backup
power source

Electrical
load

Fig. 1. Scheme of a stand-alone PV system.

Solar Radiation Database

In order to reduce the required computation time, the radiation database used for the simula
tion is the hourly typical global radiation over one year. The source of the solar radiation database
was generated by the "RAMP 1.0" software [1]. The software can simulate the hourly global
radiation onto a tilted plane over a specified period. The solar radiation model used in RAMP 1.0
is a binomial distribution radiation model based on data collected in Thailand [2].

Ambient Temperature Model

The sinusoidal ambient temperature model, which involves the maximum and the minimum
ambient temperature in a day, is employed:

where Ta(t)
T

ma"
T.

null

w

= the ambient temperature at time t
= the maximum ambient temperature of the day
= the minimum ambient temperature of the day
= 21t/24

(1)
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Assuming that the minimum ambient temperature is at 03:00 and the maximum ambient
temperature occurs at 15:00, t = hr - 9 is taken in Eq. (1) where hr is ~e time (in hours) of inter
est The seasonal variations of Tmax and T"un are considered by dividing a year into 8 periods
during which average Tmax and T"un are taken [3]. Table 1 lists the temperature variations for eight
periods in Thailand.

Table 1. Average maximum and minimum ambient temperature (OC)
In 8 periods In Thailand.

Period Range
Ambient Temperature

Array I-V Model

1
2
3
4
5
6
7
8

Jan. 14 - Feb. 26
Feb. 27 - Apr. 12
Apr. 13 - May. 28
May. 29 - JuI. 15
Jul. 16 - Aug. 31
Sep. 1 - Oct. 15
Oct. 16 - Nov. 29
Nov. 30 - Jan. 1

33.3
35.6
35.5
33.9
32.8
32~6

31.9
32.1

21.8
23.5
24.9
25.1
24.9
24.9
23.6
21.1

The PV array is divided into modules which are connected in parallel. The I-V characteris
tics of each module are represented by an equation of the form [4]:

(2)

at a given cell temperature Tco ' and insolation Lo

where CJ = (1-lmpl/,) exp [-Vmpl(C2Vo)]

C
2 = (V IV - l)/Ln (1-1 1/)mp oc mpl

I = module current, amps
I = module maximum power current, ampsmp

I = module short-circuit current, ampsIC
V = module voltage, volts
V = module maximum power voltage, voltsmp

V = module open-circuit voltage, volts.
DC

(3)
(4)

To obtain the I-V curves at insolation L, and cell temperature T
c

' the following transforma
tions are applied:

Intlw = I + a (Tc - TcJ + (LILo -1) I,C

Vntlw = V + f3 (Tc - Tc)

(5)

(6)



24
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olsc IL =cnsta=-
oT

f3 = oVoc IL =cnst
oT

a and f3 are the temperature coefficients for l~c and Voc respectively.

Array Temperature Model

A simple empirical model is used to estimate array temperature from insolation, ambient
temperature and wind speed [5]:

where Tc = the array temperature, °C
Ta = the ambient temperature, OC
Vw = the wind speed, m/sec
4J = the incident solar insolation, W/m2

8r , 8
T

and 8w are constants and are determined by experimental data.

In this model, radiative and convective losses are considered approximately linear with the
temperature differing with the ambiance because air does not absorb a significant amount of
radiant energy; most heat transferred from the array surface is by convection.

In this paper, 8r =0.0138, 8
T

= 0.031 and 8w = 0.042 are used. Wind speed is taken as a
constant equal to 1 m/sec to facilitate the model. Further, a correction coefficient, (1 - 1.055 0),
where 0 is the array efficiency, may be introduced into Eq. (7) to allow for the effect of electricity
output.

Load Model

Three different daily load profiles are selected to be supplied with photovoltaic electricity.
These profiles are hourly dermed and the yearly electric consumption value is kept constant.
Figure 2 shows these three profiles; constant demand, constant demand with a peak and cosine
function profile [6]. In the simulation program, the user may specify three values:

(1) daily energy consumption, E (kWh).
(2) ratio of peak demand to the lowest demand, K.
(3) the time at which the peak demand happens, t

p
(hr).

In this paper E =2, K =10 and t =12 are the specified values for the sizing case study. The
mathematical fonnulae for each profil~ are as follows:

The constant demand model

D(t) =E/'2A Do (8)
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(I) (2)

(3)

Fig. 2. Load models:
no. (1): Constant demand
no. (2): Constant demand with a peak
no. (3): Demand in cosine function.

The constant demand with one peak

KE/(23 +K), when t = t
D(O = p

E/(23 +K), when t '# tp

The cosine function model

D(t) = Do +Dm cos [21t (t - t)/24]

Dm = Do (K - 1)/(K + 1)

where Dm is the amplitude of the cosine function.

(9)

(10)

(11)

Profl1e no. 1 is taken as the sizing case study, and profl1e no. 2 and no. 3 are used to
investigate the effect of load patterns and peak time t

p
on sizing.

Charge Regulator

A charge regulator is used to despatch energy flow among arrays, batteries and loads. The
fIrst priority is to prevent batteries from over charge and deep discharge.

Assuming that the loads consume DC power only, power flow controlled by the charge
regulator is arranged so that the array energy is ftrst used to meet the load and any excess is stored
in the batteries. If batteries are full, the excess is "dumped" by dissipating the electrical power in a
resistive network. If the load cannot be met by the array alone, the difference is requested from
the batteries. When the battery's state of charge (SOC) drops to the minimum permitted value, e.g.
30% of the capacity, the regulator disconnects the load. The duration of the load disconnection is
then recorded as loss of load hours (LOLH) and ·such an event is a loss of load event (LOLE)
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which is accumulated over a specified duration, e.g. one year, to be a loss of load frequency
(LOLF) (Fig. 3).

1- 1-

o .o
~

1....- t

......~
..'

.....--..
......

........
..'.--_ .

...~L....-__----.:.... ~.t

Fig. 3. Loss of load event Z (I) and loss of load hours H (I).

Battery Model

A battery model considering internal charge/discharge resistance is employed to calculate the
battery state of charge (SOC). The battery SOC at (t + dt) can be estimated from the present SOC
by computing the energy input (output), battery self-discharge and losses· [7].

(12)

where 8, = battery state of charge at time t, Wh
DI = battery self-discharge rate, W
KJ = battery charge/discharge efficiency
K2 = battery charge/discharge resistance, ohm
V = system voltage, volts
I

b
= battery current, amps.

The battery chafge/discharge voltage and resistances are also updated every dt according to
Eq. (13):

VcJa = 2+0.148R2 (13)

Vdch =:= 1.926 + 0.124 R2 .

RcJa = [0.758 + 0.1309/(1.06 -R2)]ISmcu:

RdcJa= [0.19 + 0.1037/(R2 - 0.14)J/Smcu:
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= battery charge/discharge voltages, volts
= battery charge/dischatge internal resistances, ohm
=·battery state of charge, Wh
= the maximum battery state of charge, Wh.

Backup Power - Diesel Generator

The operation of a diesel generator is modelled as in Eq. (14):

constant, when operating
P,cn =

0, when stop
(14)

where P cn is the generator power output which is determined by the generator rated power and its
load factor. For the purpose of sizing, the generator model is not included in the simulation
program. Instead, this model is used in the economic analysis of the backup system.

System Reliability Index

Cumulative loss of load hours over one year. (LOLH) is chosen as the relevant index of the PV
system reliability since this index can reflect well the cost of load shedding to consumers [8].
Moreover, this index has a relevant economic meaning because LOLH can be converted into the
generator running hours, and the costs of backup power are then easily estimated.

Figure 3 illustrates the concept of LOLH. In this figure, Z(t) represents "loss of load event"
(LOLE) which is also a reliability index and has the.mathematical form:

1, if load is shed

Z(t) = 0, if load is met
(15)

It should be noted that "reliability" here is used to describe system unavailability due only to
the lack of energy. The effects of failure of system facilities are not included. In other words, all
system elements are assumed perfect within their respective lifetimes.

SIMULATION RESULTS AND SIZING PROCEDURE

The input of the simulation program includes load profIle, array size (PVS) and battery
capacity (BTYS). The output is the reliability index (LOLH) of the given input data under the
local meteorological conditions. LOLF is given by the simulation too, but it is used to fmd the
system performances only. The basic input/output arrangement and the support database of the
simulation program are shown in Fig. 4.

The simulation outputs for load profile no. 1 (Fig. 2) at four array sizes and several battery
capacities are depicted in Fig. 5. Figure 5 is a kind of presentation of the LOLH-PVS-BTYS
relationship on an LOLH-BTYS map. But it is preferable to present the relationship in the form of
iso-LOLH curves, i.e. the curves represent the combinations of PVS and BTYS which give the
same LOLH values, so that the substitution between PVS and BTYS may be expressed clearly.
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Load profile
Array size
Battery size I---+L------,--y----I

Input

Support database

Fig. 4. Output, input and support database of simulation program.

LOAD P. F. NO.1
500 --.T""T-r-----------------,

4.442

100

400

Q)

>o

:5 200

9

2.4 2.8 3.2 3.6

(Thousands)
Battery size (Wh)

Fig. 5. Simulation results: LOLH versus BTYS at four array sizes for profile no. 1.

With "two-dimensional inverse interpolation" [9], the combinations ofPVS and BTYS which
result in the same LOLH value can be obtained from Fig. 5, and the combinations can be depicted
on a PVS-BTYS map to make an iso-LOLH curve. Figure 6 shows the results when iso-LOLH
curves for six LOLH values are drawn on the PVS-BTYS map. The data points obtained from
inverse interpolation are depicted with legends, and the curves are their regression curves with the
mathematical function:

6 1
reX) = exp ( l: a;/X )

i=O
(16)

The parameters ao' aI' a2,••• , a6are calculated by transforming the fitted data against 1/X and
Log(Y) scales and then using the polynomial regression technique. To fit all data points well is
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Profile no. 1
8,..---rrr-r-.--.---------------,

7

6

2

600 700 800 900

PV Peak Watt
<> 200 ~ 300 x 400 "7 500HR

I +--.,.....--.-----,----r---r----,---r-~
500

t 100/0

Fig. 6. Iso-LOlli curves, and optimum design points at four price ratios.

important because the slope of tangency of iso-LOLH curves is the key factor of sizing. Eq. (16)
basically represents the analytical function of iso-LOLH curves although it is an approximation of
simulation outputs.

Since iso-LOLH curves indicate that there exists many PVS-BTYS combinations meeting it
prescribed reliability (LOLH), to find the particular combination leading to the least cost is
preferable. Considering the iso-LOLH curve representing the LOLH value ofR 0 '

g (pVS, BTYS) = R
o

(17)

where g is the function representing an iso-LOLH curve.

The cost of purchasing arrays and batteries to meet reliability Ro is:

c = (Pw) (PVS) + (P
b

) (BTYS) (18)

where C
P

w

P
b

PVS
BTYS

= the total investment, US$
= the array price, US$/peak watt
= the battery price, US$/Wh
= array size, peak watt (PW)
= battery size, watt-hour (Wh)

The problem becomes to

MINIMIZE (PJ (PVS) + (Pb ) (BTYS)

SUBJECTTO g (PVS, BTYS) =Ro



30 RERIC International Energy Journal: Vol. 12, No.1, June 1990

The mathematical solution can be found through the method of Lagrange multiplier [10], and
the Lagrange function is:

L = (Pw ) (PVS) + (P,) (BTYS) + mL (g - R) (19)

where mL is the Lagrange multiplier. Differentiate Eq. (19) with respect to PVS, BTYS and mL'
and set the partial derivatives equal to zero, obtaining:

Pw +mL [oglo (PVS)] = 0

PII + mL [oglo (BTYS)] = 0

Eq. (20) and (21) can be combined and written as:

-[d(BTYS)/d(pVS)] = P/PII

(20)

(21)

(22)

(23)

The left of Eq. (23) is the marginal rate of substitution (MRS) between PVS and BTYS. It
represents the rate at which PVS is decreased as BTYS is increased along the same iso-LOLH
curve. Eq. (23) means that the minimum cost to meet reliability R

o
occurs at the point where the

MRS equals the price ratio PjPII' Thus, the optimum point on an iso-LOLH curve is the point at
which the negative of the tangency slope of the curve is equal to the price ratio.

Since the lifetimes for array and battery are different, the price ratio must reflect the real
costs to the system. For instance, the array price is about 12 USS/peak watt and the battery price
is about 120 USS/kWh. If arrays have a lifetime twice as long as that of batteries, the price ratio
can be roughly taken as 50 (discount rate is ignored). Figure 6 also shows the optimum design
points on each iso-LOLH curves for price ratio 100,50,20 and.10.

ECONOMIC ANALYSIS OF SYSTEM RELIABILITY

While it is clear that a higher degree of reliability requires higher investment in arrays and
batteries, a lower degree of reliability results in a higher outage cost (i.e. the cost arising from lack
of energy). Accordingly, trade-offs between system investment and outage cost must be evaluated
to determine the optimum reliability. The cost of running a diesel generator is taken as the outage
cost in this paper because it can reflect the cost to the PV system user(s) when the PV system is
unable to supply energy due to unavailability of sunshine.

Table 2 lists the optimum combinations at six LOLH values for price ratio 50. The data are
directly obtained from Fig. 6. Table 3 presents the assumptions for prices, lifetimes, inflation rate,
discount rate, etc., for cost analysis. PV system cost, diesel generator running cost (including
capital cost, operating cost and maintenance cost) and the total cost for each reliability level can
thus be calculated from Table 2 and Table 3. The results are summarized in Table 4 and are
shown graphically in Fig. 7. From Fig. 7 it can be seen that the reliability giving the least total
cost occurs at LOLH =354 hrs. This is the reliability which incurs the minimum cost so it is the
optimum reliability for the assumed meteorological conditions and the load profile.
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Table 2. Optimum sizes at price ratio SO for profile no. 1.

LOLH Array Size Battery Capacity
(hr) (peak watt) (watt-hour)

0 657 5566
100 611 3809
200 593 3455
300 581 3168
400 572 3019
500 565 2902

Table 3. Data for cost analysis.

PVarray

31

Cost
Life time
Maintenance cost

Battery

Cost
Life time
Maintenance cost

12 US$/PW
10 years
oUS$/year

120US$/kWh
5 years
oUS$/year

Diesel generator (including power distribution facilities)

Ratcdpower
Load factor
Efficiency
Capital cost
Maintenance cost
Life time

Price year
Liquidation yield
Diesel price
Discount rate
Energy escalation rate
General inflation rate

1kW
50%
2 kWh/litre

4ooUS$
5 % of the capital per year

7000 hours

the Oth year
OUS$
0.75 US$/Iitre
10%
4%
4%
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Table 4. Results of cost analysis.

LOLH PV-Cap Gen-Cap Fuel Maintenance Total
(1) (2) (3) (4) (5)

#0 9056.5 0 0 0 9056.5
##0 9056.5 400 0 20 9605.3
100 8134.4 400 18.75 20 8822.7
200 7843.8 400 37.50 20 8671.7
300 7639.4 400 56.25 20 8606.7
400 7500.0 400 75.00 20 8606.9
500 7391.3 400 93.75 20 8637.8

(1) Capital costs of PV arrays and batteries.
(2) Capital costs of the diesel generator.
(3) Diesel fuel cost in the first year.
(4) Diesel generator maintenance cost in the first year.
(5) Total costs.
• (1) - (5) in present value.
# System withQut diesel set.
## System with diesel set in spite of the zero LOLH value.

10.......----------------------,

fit (j) 8
(/)"0

2.~
~~ 7
8 t:. T Total Cost

6 0 Array a Battery Cost

~ ( Diesel Cost)*'IO

5

600200 400
Loss of load hours

4 -b-~=....;;;:......--___,..,...---_r_-____,r__-___,-_____t

o

Fig. 7. Total cost, PV system cost and diesel generator nmning cost as a function of system LOLH.

The optimum combination of array size and battery capacity meeting the optimum reliability
can be found by interpolating LOLH = 354 into Table 2 to find the corresponding sizes. They are
approximately 576 peak watts and 3093 watt- hours.

Figures 8 and 9 show the investments in PV system, and operating and maintenance costs for
the diesel generator. The sensitivity analysis is shown in Fig. 10. It indicates that capital cost is
the most sensitive factor while diesel prices and inflation rate do not influence its energy cost sig
nificantly. It is therefore evident that to adopt a diesel generator in a PV system not only reduces
the total cost but is also convenient for future demand growth because the marginal cost of
supplying extra energy from a diesel generator is cheap.
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Investments in arrays and batteries
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Fig. 8. Investments of PV system in arrays and batteries.
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Fig. 9. Diesel generator capital, fuel and maintenance cost

Sensitivity analysis
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Fig. 10. Sensitivity analysis. (a) lifetime, (b) Capital cost, (c) Inflation rate, (d) Diesel price, (e) Insolation.
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DISCUSSION

Effect of Load ProrIles on Sizing
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Besides load profile no. 1, two more load profiles (no. 2 and no. 3 shown in Fig. 2) with the
~ly energy consumptions equal to that for profl1e no. 1 were also tested to fmd the optimum
design points.

Figure 11 compares the sizing results (iso-LOLH curves) at LOLH=O for the three profiles.
It shows that the required BTYS and PVS are less for the load profiles fitting the solar radiation
profile well. For instance, the cosine load profile with peak time at 12:00 (profile no. 3) fits the
sunshine profile well so the required storage capacity and array size to meet LOLH=O are the least
among the three profiles tested.

LOLH " 0
8

7

:2 6
~
.?;-U)
'0 -g
ltl ltl

ft g5
~.cme.
1il
m 4

3

2
0.6 0.7 0.8 0.9

(Thousands)
PV size (Peak Watt)

+ PF. NO.1 0 PF. NO.2 .t:. PF. NO.3

Fig. 11. Comparison of Iso-LOLH olives (LOLH =0) for three load profiles.

The peak time (t ) affects the sizing also. If peak demand occurs at noon, the required PVS
p .

and BTYS will be less. Figure 12 shows the variations of LOLH with peak time (tp ) for two PV
systems; one is matched with the cosine load profl1e (profile no. 3), the other is matched with the
profile no. 2. Both systems are designed to meet the condition of LOLH=O if, ~ = 12:00. -

It is clear that LOLH increases when t departs from 12:00. The eftect of load pattern
implies that load management is important forstand-alone PV systems because if some loads can
be shifted from night to noon, the investment in array and battery can be reduced significantly.
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Fig. 12. Variations of LOLH with T for load profile no. 2 and no. 3.

Loss of Load Frequency (LOLF) and Battery Operations

Although all PVS-BTYS combinations on a iso-LOLH curve cause the same expected LOLH
value, the corresponding loss of load frequencies (LOLF), i.e. the number of loss of load events
(LOLE) in a given period, say one year, are quite different. For the systems with large PVS and
small BTYS, the batteries have high charge/discharge rates so the average loss of load duration is
short but LOLE occurs frequently. On the other hand, big BTYS and small PVS result in a low
charge/discharge rate so the LOLE are characterized by their long duration. Thus for a certain
value of LOLH, i.e. the sum of all durations of LOLE in a year, the system with small PVS and
big BTYS have low LOLF, and the opposite designs have high LOLF. The relations of LOLF
against PVS for 5 LOLH values are shown in Fig. 13. The battery capacities matching the PVS to
cause the given LOLH values are not shown in the graph but can be obtained from Fig. 6.
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In power system engineering, LOLF is an important reliability index because consumers are
probably more sensitive to LOLF than LOLH. However, it is not important here because if a die
sel generator is added to a stand-alone PV system (to charge batteries), LOLF can be controlled
easily.

In addition to LOLF, the battery operation is also influenced by PVS-BTYS combinations.
Because of the high charge/discharge rate of small BTYS systems, batteries discharge a high per
centage of capacity each night and are recharged each daytime (if sunshine is available). This is
the "deep cycle" operation. The shallow cycle systems are sized to use a small portion of the
battery bank capacity each night. The big BTYS systems generally operate this way. Figure 14
shows the battery SOC variation over one year for three different designs to meet the LOLH = 0
condition. The tested profIle is profIle no. 1. Figure 14(a) shows a large BTYS system (pVS=56O
PW, BTYS=48198 Wh). It can be seen from the graph that the system is a shallow cycle system.
Each cycle uses about 5% of the" battery capacity. Figure 14(b) (pVS = 1000 PW, BTYS = 3526
Wh) shows a deep cycle operation which consumes about 36% of the battery capacity each night.
An intermediate case (pVS=680 PW, BTYS=4568 Wh) which uses about 26% of the capacity
each night, is shown in Fig. 14(c).

Given the different battery operations (deep or shallow cycle), the type of battery selected is
important. For instance, batteries with a low self-discharge rate are preferable for shallow cycle
systems because the systems need to store energy for a long time. Deep cycle systems need
batteries with a long cycle life, high depth of discharge and a high charge/discharge rate.

An important point which can be drawn from Fig. 14 is that battery capacity is not fully used,
Le. battery SOC is "floating" most of the time. Figure 14(a) shows that only on 11 days a year is
the battery SOC lower than 60%. Again, Fig. 14(c) shows that only for about one-fifth of a year is
the battery SOC lower than 70%. .

As was explained previously, the systems are oversized to cover the few cloudy days which
occur. Ifback-up power is introduced to cover the relatively low percentage of these cloudy days,
the required battery capacity as well as array size can be reduced significantly and the investment
will thus be less.

SUMMARY

The simulation approach to PV system sizing has been developed in this paper. It gives the
optimum system reliability and the optimum combination of array size and battery capacity to
meet the desired reliability. The conclusions of the study are summarized as follows:

(1) PV system's load profIle influences its sizing significantly. Systems with load profiles
similar to solar insolation profiles are preferable. Thus load management is important for PV
systems to save initial investment and to assure the expected reliability.

(2) Iso-LOLH curves give the substitutive relationship between array and battery. Different
PVS-BTYS combinations on an iso-LOLH curve have different LOLFs and battery operations
(shallow cycle and deep cycle), so the price ratio of array prices to battery prices, which deter
mines PVS-BTYS combination on the iso-LOLH curve, influences the type of battery used, Le.
shallow cycle and deep cycle.

(3) Since PV-alone systems are' oversized to cover a relatively low percentage of cloudy
days, the use of a diesel generator can reduce the investment in array and battery, and the hybrid
PV/diesel systems usually have a total cost below that of PV-alone systems. From the viewpoint
of future growth in demand, hybrid PV/diesel systems are also preferable.
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battery size, Wh
cost of PV system, US$
amplitude of cosine function load profile, watt
battery self-discharge rate, watt
daily average demand, watt
demand function, watt
daily energy consumption, kWh
curve fitting function for iso-LOLH curve
.analytical function of iso-LOLH curve
function of cumulative loss of load hours
battery current, amps.
module current, amps
module maximum-power current, amps
module short-circuit current, amps
battery charge/discharge efficiency
battery charge/discharge resistance, ohm
ratio of peak demand to the lowest demand
the array price, US$/Peak watt
the battery price, US$/Wh
array size, peak watt
battery charge/discharge internal resistances, ohm
reliability, hours
battery state of charge, Wh
the maximum battery state of charge, Wh
battery state of charge at time t, Wh
ambient temperature at time t, °C
maximum ambient temperature, OC
minimum ambient temperature, OC
array temperature, OC
peak time, hr
module voltage, volts
module maximum-power voltage, volts
module open-~ircuit voltage, volts
the wind speed, rn!sec
battery system voltage, volts
battery charge/discharge voltages, volts
function of loss of load event
the temperature coefficient of I,e' ampfC
the temperature coefficient of V

oc
' volts/OC

the incident solar insolation, W/m2

experimental constant related to insolation CW/m7Jol

experimental constant related to ambient temperature (OC)-l
experimental constant related to wind speed (rn!sec)-l
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A fixed-bed dryer was designed and constructed and drying experiments with fued beds of
rough rice were carried out under various tropical conditions ofdrying air and using rough rice
of various initial moisture contents. The air temperature and moisture content of rough rice at
various levels within the beds were measuredperiodically.

A computer program based on energy and mass balances was developed to simulate the
deep-bed drying process. Experimental data from the dryer were compared with the results from
this program. The results showed that the simulated drying rates and drying air temperature
between the layers were slightly higher than those experimentally observed. The greatest differ
ence between the simulated and experimental values was found in the top layer of the deep bed.
However, there was good agreement with respect to the shapes of the moisture and temperature
profiles.

INTRODUCTION

Deep bed drying refers to the heterogeneous drying of grain in a deep layer (more than 20 cm
deep) where drying is faster at the inlet end of the dryer than at the exhaust end (Noomhorm,
1986). The deep layer is assumed to comprise of a stack of thin grain layers positioned normal to
the direction of air flow. The exhaust air conditions from a lower thin layer are treated as the input
air conditions of the layer above it (Fig. 1). The change in humidity of the air as it passes through
a given layer of grain can be estimated by writing a mass balance for that layer. Any moisture lost
by the grain will be picked up by the air. The change in temperature of the air as it passes through
a given layer of grain can be estimated by writing an energy balance for that layer.

If the increments of depth and time are sufficiently small, then the conditions of the air will
change only slightly as it passes through each layer.. By using a mathematical and computer
simulation, the moisture and temperature profile in a deep-bed grain drying process can be pre
dicted. The sum of the change in each layer comprising the grain column gives the overall drying
picture of the grain bulk.

The Objectives of the Study

To simulate and experimentally verify the deep bed drying of rough rice under tropical
conditions.

PREVIOUS PAGE BLANK
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T :: Air tempeature
H = Air humidity
n = Index of layer

Fig. 1. Schematic diagram of basic simulation approach.

MATERIALS AND METHODS

The apparatus used in the deep bed drying experiment consists of two major parts: the air
conditioning· unit and the deep bed drying unit. The air conditioning unit is used to deliver a
specified quantity of air to the drying section at constant conditions of temperature and relative
humidity. The air conditioning unit is connected to the deep bed drying bin. The bin was
fabricated from steel plate. The inside dimensions of this bin are 0.30 m·x 0.30 m and 0.60 m
high. The bottom of this bin is fitted with steel net and wire mesh to hold the grain. The column
of grain in this bin consisted of 6 layers of rice each being 5 cm deep. A series of 4 mm diameter
holes was drilled through the side of the bin and thennocouple probes were inserted in the holes
(Fig. 2) to sense and record the temperature of the layers; the thennocouple probes were connected
to a data logger. The temperature measurement was accurate to ±IOC. An additional set of holes
of 2 cm diameter were also drilled to withdraw some samples from each layer to determine the
weight and average moisture content by the standard oven method (16 hours at' 1300c). A
Oertling digital balance with an accuracy of 0.005 g was used for the weighing system.

Rough rice, RD7 (from 20 kg to 30 kg) was conditioned to the desired moisture content as
follows. The grain waS divided into' small batches of 2 kg. Each batch was sprayed and mixed
with a calculated amount of distilled water to bring the moisture content up approximately to the
desired value. After thorough mixing, the grain was stored in plastic containers at about 50C for at
least 14 days.

Before the start of each drying run, a sample was removed from the refrigerator and placed
on the floor of the laboratory to bring the temperature of the rough rice to room temperature. A
part of this sample was used in the deep bed drying test and the remainder was used to check its
initial moisture content by the standard oven method. The air conditioning unit was also run at
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Temperature
probes
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~~------ Insulator

...~--+----Holes for samples

Fig. 2. Schematic diagram of the deep bed drying bin.

the desired conditions of drying air before each experiment begun so that the temperature, relative
humidity and air velocity could become stabilized.

After stabilization, the bin was filled with prepared rough rice. The air temperature was
measured at various locations in the bin. A data logger was used to continuously record the
temperature at each layer during drying. Rough rice samples for the determination of moisture
content by the standard oven method were drawn from each layer at the end of the drying time.
Each drying run took 6 hours.

The deep bed drying experiments were conducted under various inlet air conditions and
using rough rice of various initial moisture contents. Data from the experiment were recorded and
compared with the output from the computer simulation.

DEVELOPMENT OF- DEEP BED DRYING MODEL

Drying air at temperature, T (OC) and absolute humidity, W
o

(kg water per kg dry air) is
passed through a thin layer of rough rice at moisture content, M (percent moisture) and tempera
ture, Tee) for a drying time interval, 6t. During this interval,6M percent moisture is evaporated

. from J;e rough rice into the air, increasing its absolute humidity to W + 6W. During drying, the
. 0

temperature of the drying air is decreased, 6T, in proportion to the temperature increase of the
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rough rice, AT" and the evaporative cooling accompanying the moisture evaporation. The amount
of drying performed is calculated by a thin-layer drying equation with constants dependent on the
drying air temperature, relative humidity and initial moisture content of rough rice. Complete heat
balances were used to calculate the final air temperature and grain temperature consistent with the
evaporative cooling accompanying the moisture evaporation and with the initial temperature of the
drying air and the grain. Figure 3 shows the simulation approach. Thompson (1968) appears to
have presented the most complete empirical deep bed analysis to be developed for a digital
computer solution and as his method requires little computer time, it has been applied to the
present research.

Exhaust air
Temperature = T - ~T
Absolute humidity = Wo +~W

Rough rice before drying
Moisture content = M
Temperature = T.

11
Thin layer of r~ugh rice I

1 1 I
Drying air

Temperature = T
Absolute humidity =Wo

Rough rice after drying time of ~t
Moisture content=M - ~
Temperature = T. + ~T.

Fig. 3. Schematic diagram of deep bed simulation approach.

The equilibrium conditions of the air and grain after passing air through the grain bed for any
interval of time is established by the following energy balance equations between grain and air:

where the subscript 0 refers to the original and subscript e to the equilibrium value of the air
temperature, T, grain temperature, T , and absolute humidity, W, and Ca is the specific heat of dry
air, (kJ/(kg OC», Cv is the specific h~t of water vapor, (kJ/(kg OC» and C is the specific heat of the
rough rice derived by Laithong (1987) multiplied by the grain to air ratio, equals (1.292 + O.042M)
(R); R is found by dividing the weight of rough rice in a layer by the weight of air passing through
that layer in the time increment &.

(2)

The fmal moisture content of the thin layer at time 0 (at the end of the time increment) is
determined from the thin-layer drying equation derived by Wongwises (1989).

M = (exp (-Kf» (M1- M) + Me (3)
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where K = exp (- 1.79 - 0.3711Hlf1.+ 0.0153TM1 - 0.84T + 11.0581TMil)

N = - 9.1210 + 3.855 x 10-5lP- 0.3735M1 + 3.8746Mlf1.

- [ -In (I-HIlOO) ] 112.386
M~- -6

4.723 x 10 xTaba

(4)

(5)

(6)

where T = drying air temperature eC)
H· = drying air relative humidity (%)
Tam = drying air absolute temperature (OK)
M1 = initial moisture content of rough rice (% (d.b.))
Me = equilibrium moisture content of rough rice (%(d.b.)).

After the final average moisture in the layer is found, the following equation is used to
detennine the average absolute humidity of the air leaving the layer over the time 1M:

and
~W = (M-M)R

(7)

(8)

where R is the mass of the grain per mass of air furnished during 1M.
The ~verage exhaust air temperature, T

"

of the air leaving the layer over the time 1M is found
by another heat balance that considers the evaporation of the water removed in 1M:

CaTe + Wo(2502.3 + CyTe) :- CTge+ Cw ~W Tge = CaT, +W,<2502.3 + CyT,) + CT,+ M.~W (9)

where Te = T e from equation (2). The left side of the equation is the heat content of the water that
was evaporat~, and the last tenn in the equation is the heat of vaporization required to evaporate
moisture from the rice above that required to evaporate the same amount of free water. Solving
this equation for the unknown final air temperature:

T
f

= (CCI+CvWo)T.-~W(2502.3 +M.-CwTg~+CTg.

Ca+WfCv+C
(10)

It is possible that the above equ~tions will yield W, and T, values that result in relative
humidities of above 100 percent. Since this is not feasible it is necessary to simulate condensation
of the excess water from the air into the rough rice. This is accomplished by a method of fmding
the zero of unknown functions developed by Thompson and Pert (1966).

The deep bed drying simulation was developed in the computer program. A simplified flow
chart is presented in Fig. 4. Comparison of experimental and predicted moisture removal rates are
described below.
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Calculate the initial
grain and air conditions

Calculate equilibrium temperature
of drying air and grain

using heat balance equation

Determine the equivalent drying time
using thin layer equation

Calculate the moistme ratio

Calculate final grain moisture content

Calculate abs<;>lute humidity
of the exhaust air using .
mass balance equation

. Fig. 4. Flow c~art of deep bed simulation program.



RERIC International Energy Journal: Vol. 12, No.1, June 1990

Compute final relative humidity
of the air (RH)

Compute final air temperature
using heat balance equation

Compute fmal grain temperature

2

Compute fmal weight of grain and air

Predict fmal air temperature
and absolute humidity by
method fmding zero of

unknown function

Predict final moisture content
using mass balance equation
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No

Fig. 4. (Coot.) How chart of deep bed simulation program.

RESULTS AND DISCUSSION

The deep bed drying experiments were conducted with rough rice (RD7) to verify prediction.
The apparatus used in this experiment was as explained earlier. The experiments were conducted
under various inlet air conditions and using rough rice of various initial moisture contents. Air
temperature was determined at various points in the bed, namely 0.025 m, 0.075 m, 0.125 m,
0.175 m, 0.225 m and 0.275 m from the air inlet. The moisture content of rough rice in each layer
were checked at the cnd of the drying time. All experimental data from the dryer were compared
with the simulated results. A large number of graphs can be drawn from the output of the
simulation but because of space limitation, only typical results are shown.
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The typical results of the deep bed drying are presented graphically in Figs. 5 through 8.
Figures 5. and 6 show the average moisture content vs drying time plot. The moisture content of
rough rice at the bottom layers of the dryer used in the experiments dropped quickly as expected
from the drying rate of a thin layer of rough rice and approached the equilibrium values (10.88 %
(d.b.) and 14.94 % (d.b.). As shown in Fig. 5, during the frrst half hour of drying, the moisture
content at the level 0.275 m from the bottom remained approximately at the initial values and
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Fig. 5. Plot of average moisture content against time. at various layers in a deep bed of rough rice
being dried with heated air. (T = 44 OCt H =36%. M, =29.32 % D.B•• Air flow rate = 0.43
m'/sec. m2)
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started to dry approximately forty minutes later. Similarly, as shown in Fig. 6, at the same level
the drying starts one hour later. The moisture content at each level shown in Fig. 5 decreased
faster than the moisture content at each level shown mFig. 6. The samples used in the experi
ments were allowed to warm at room temperature to avoid condensation dwing drying, so mois
ture absorption of the grain at any part of the bed was not observed. Predicted values of moisture
content for fIrst, third and sixth layers at the end of the drying times were found to be lower than
the observed values.

Typical drying air temperature-time profIles at various levels in the dryer used in the experi
ments are presented in Figs. 7 and 8. The fIgures also show that air temperature in the grain bed
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Fig. 7. Plot of drying air ternperawre against time, at various laym in a deep bed of rough rice
being dried with heated air. (T =44 oC, H =36 %, M. =-29.32 % D.H., Air flow rate =0.43
m'/sec.ffil)
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rose quickly during the flfst two hours of drying. After this time they continued to rise and ap
proached the inlet air temperature. Observed temperatures of air between layers were found to be
lower. than the predicted values.

The difference between the observed and predicted values might be caused by a variation of
drying air temperature. The analytical description also assumed a perfectly insulated container.
When the drying air .temperature dropped, the potential for drying was reduced so the high
predicted temperature in the rough rice layers appears to agree with the higher drying rate.
However, the shape of the air temperature and moisture content profIle of both predicted and
observed had a good agreement.

CONCLUSION

Drying experiments with fixed beds of rough rice (RD7) were carried out using various inlet
air conditions and rough rice of various initial moisture contents. The drying air temperature and
moisture content of rough rice at various levels within the beds were measured periodically. A
computer program based on energy and mass balances was developed to simulate the deep-bed
drying. Experimental data from the dryer were compared with the results from this program. The
results showed that the simulated drying rates and drying air temperature between the layers were
slig~tly higher than those experimentally observed. The greatest difference between the simulated
and experimental values was found in the top of the deep bed. However, there was a good
agreement with respect to the shapes of the moisture and· temperature profIles. The developed
simulation can be used to detennine the effect of a change of parameter on the drying perfonn
ance; in addition, it can be used to promote more efficient use of existing dryers and to help with
the design of new dryers.
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C = specific heat of rough rice multiplied by the grain to air ratio, kJ/(kg DC)
Ca =specific heat of dry air, kJ/(kg DC)
Cy = specific heat of water vapor, kJ/(kg DC)
C

w
=specific heat of liquid water, kJ/(kg DC)

H = relative humidity of drying air, percent
M.. =latent heat of water vapor in rough rice in excess of that of free water, kJ/kg
M = average moisture content of rough ric~, percent dry basis
R = the weight of rough rice in a layer by the weight of air passing through that layer in

the time increment M
T = drying air temperature, °C
Tab~ = absolute temperature of drying air, oK
T, = grain temperature, OC
t = drying time, minute
W = absolute humidity of drying air, kg of water/kg of air

Subscripts

e equilibrium
f fmal
i,o initial
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A three-cylinder, diesel engine was tested at a constant speed of1550 rpm on dualfuel mode
of operation. The conventional diesel oil was substituted by producer gas from a downdraft
charcoal gasifier. The engine's performance for this fuel was analysed by a heat release evalu
ation program and· the results are presented. A maximum of 62% of the total heat input was
replaced by the producer gas at an indicated power output of 20.6 kW. When 47% of the total
heat input was supplied by the producer gas, the indicated specific fuel consumption of the engine
went up by a maximum value of 43%, at an indicated power output of 14.02 kW. The indicated
thermal efficiency values of the engine were generally lower and the total heat input to the engine
was always higher on the producer gas operations. At the indicated power output of20.6 kW, the
maximum values of the average temperature of the diesel and producer gas mixtures, at different
flow rates of the producer gas, were lower than that in the pure diesel operation. At higher flow
rates of producer gas, the ignition delay periods increased considerably and the values of the
fraction of the total chemical energy of the combustible mixture that was converted into useful
heat were lower. The results are discussed in detail.

INTRODUCTION

The producer gas is obtained by converting the carbon, present in solid fuels, into a gaseous
form of carbon monoxide, by partial combustion. The sensible heat liberated during the gasifica
tion process is used to dissociate the water vapor present in the fuel into hydrogen and oxygen.
Since the invention of gasifiers, producer gas is being used to drive internal combustion engines
for producing mechanical/electrical power. Gasifier powered automobiles were in use during the
second world war, but due to the bulkiness of the gasifier and the lower cost of conventional fuels,
their use dwindled. However the use of gasifiers is becoming popular in developing countries to
fuel stationary I.C. engines coupled to small scale power generators or water pumping units. This
is because of the increasing burden of the oil import bill, availability of the cheap biomass locally
and the alarming rate of depletion of conventional fuels.

The demands are greater on the gasifier for engine operation with respect to the combustion
properties and cleanliness of the gas and therefore an analysis of the combustion characteristics of
the producer gas inside the combustion chamber of the I.C. engine which will lead to a better
understanding of the mutual acceptance of these two systems will be extremely useful.
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This article describes the combustion pattern of the mixture of producer gas and diesel in a
diesel engine. A downdraft charcoal gasifier was used to run the diesel engine on dual-fuel mode
of operation, Le. a small quantity of diesel oil was used to start the ignition process. This work
was carried out at the Energy Technology Division, Asian Institute of Technology, Bangkok.

EXPERIMENTAL SET-UP

A schematic diagram of the experimental set-up is shown in Fig. 1 and the functions of the
different components of this set-up are presented below:

15

o 14

Fig. 1. Schematic diagram of the experimental set-up.
1. Diesel engine 2. AC generator
4. Engine instrumentation 5. Generator instrumentation panel
7. Digital temperature read-out 8. Inclined tube manometer

10. Ambient temperature 11. Gasifier
13. Piezoelectric transducer 14. Charge amplifier
16. Plotter (or) printer 17. Cyclone
19. Heat exchanger 20. Starting blower
22. Gas control valve 23. Air intake elbow
25. Throttle valve 26. Gas fJ.lter and

Gasifier

3. Resistor bank
6. Balance
9. Venturi

12. Opto-coupler sensor
15. ascope-Apple IT computer
18. Ooth filter
21. Gas flow-meter
24. V-tube manometer
27. BINDS - Gas analyser

A downdraft, charcoal gasifier was used to fuel the' diesel engine. Based on the recom
mended maximum and minimum permissible gasification rates 1.0-0.3 stan~d m3/cm2 (Kaupp et
al., 1984), the throat diameter of the gasifier'should be between 9.2 to 16.8 cm. However, the
throat diameter of the gasifier used in the experiment was 8 cm. Because of this size limitation,
the engine's full load gas requirement could not be met by the gasifier. A smaller throat diameter
would also result in a poor quality producer gas due to charcoal dusting in the combustion zone of
the gasifier. This necessitated a good gas cleaning system. A blower provided the necessary
suction for starting the gasifier. The producer gas was admitted into the engine by throttling the
engine. The gasifier is shown in Fig. 2.
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Valve

Grate
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Fig. 2. Downdraft charcoal gasifier.

Producer Gas Cleaning and Cooling

To effectively remove dust in the producer gas, the gas was first passed through a cyclone.
A cloth filter removed the fine dust from the gas. Since the engine is a constant volume machine,
the gas should be cooled to offset the loss in the volumetric efficiency of the engine. Because the
producer gas is a low calorific value fuel, on average, it occupies half the volume of the air/gas
mixture drawn in by the engine. An air cooled heat exchanger was used to reduce the temperature
of the gas before it entered the engine.

Engine and Loading

The diesel engine which was used for the experiments had the following specifications:

Type
No. of cylinders
Type of cooling
No. of strokes
Max. speed
Max. power
Bore size
Stroke

Open chamber
Three
Water cooling
Four
3000 rpm
25kW
110mm
110mm
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Compression ratio
Total displacement volume
Injection timing
Make

RERIC lnJernational Energy Journal: Vol. 12, No.1, June 1990

17
3.316litres
34 degree CA before top dead centre
Kirloskar (India), RBV-3

The diesel engine was connected to a single phas~/three phase 230 V/380 V AC generator.
The engine speed was maintained at a desired level by means of a mechanical speed governor,
which acted on the control rack of the diesel injection pump.

Instrumentation

The pressure drop in the engine's air intake manifold, which was induced by throttling" the
engine, was measured by a manometer. The flow rate of the producer gas was measured by a flow
cell. Different constituents of the producer gas and the engine's exhaust gas were analysed
continuously by a BINOS on-line gas analyser. The engine's air-intake was calculated from the
measured pressure drop across a venturi. The pilot diesel fuel consumption rate was arrived at, by
noting the time taken for the consumption of a known quantity of diesel fuel. The different
temperatures of intake air, producer gas, exhaust gas and cooling water were displayed on a digital
read-out. An engine-generator control panel housed the necessary displays to measure the various
operating parameters of the experimental set-up. The resistor load bank had provisions to load the
engine in steps.

INDICATOR DIAGRAMS

When testing an I.C. engiI)e on any fuel, the chemical energy input and the mechanical
energy output can be measured easily. But, these do not give a clear picture of the combustion
pattern of the fuel inside the combustion chamber of the engine. Once the fuel's combustion
pattern is known, ways to reduce the losses that occur during the combustion can be discovered.
The combustion characteristics cim be obtained by analyzing the pressure change inside the com
bustion chamber. By knowing the pressure course of the combustion chamber, the complete heat

. release characteristics of the fuel can be evaluated. In this present study the complications in
volved in the heat release evaluation procedure which was developed by Hohenberg et al. (1982)
were reduced and a simple procedure was proposed. This procedure can be used for any type of
alternative' or conventional fuels used in the I.C. engines. For all these anlyses the basic data
required is the pressure versus crank angle diagrams, Le. the indicator diagrams of the engine.

Method and Instruments in Obtaining Indicator Diagrams

A piezo electric transducer (Kistler Inst., 1985) was used 'to pick up the pressure signals from
the combustion chamber. A charge amplifier gave an output voltage proportional to the electro
static charge produced by the pressure transducer. Calibration was necessary to determine the
relationship of pressure input to voltage output and this was discussed in detail by Lancaster et al.
(1975). The output voltage from the charge amplifier was fed into an oscilloscope cum personal
computer (Instruments Systems, 1983). This "Model 85 aScope" stored the indicator diagrams on
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a computer diskette. Top Dead Center (IDC) position of the piston was marked by an optocou
pIer and this signals were also fed into one of the two channels of the "ascope". A simple
computer program retrieved the data stored on the diskette and converted them into pressure
versus crank angle values. These values were corrected for the zero thermodynamic line (Hohen
berg et al., 1982). These corrected values formed the base data for finding the heat release pattern
of the fuel. The methodology of heat release evaluation and the computer program have been
discussed in detail by Asokan (1986) and Kreepong (1986).

PRESSURE VS. CRANK ANGLE DIAGRAMS WITH AND WITHOUT COMBUSTION

A sample of the indicator diagrams with and without combustion is shown in Fig. 3. It can
be seen that the pressure course of "with combustion" deviated from the compression course of the
diesel engine "without combustion". The starting point of deviation was an indication of the
starting of combustion. Both the pressure courses followed the same path at the beginning of the
compression and at the end of exhaust strokes. The beginning of the optocoupler mark was two
degree crank angle before IDC. The square wave form shown in the figure is useful for finding
the crank angle position corresponding to the pressure values, when the speed of the engine is
known.

Mode: Pure diesel, Pel = 20.6 kW, DCA = "Crank angle. ms = millisec.

Square wave form calibration: 10 ms =104 mm
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Fig. 3. Indicator diagram of a diesel engine with and without combustion.
1 =Start of compression 2 =Beginning of heat release
l' = Inlet valve closing position 3 = Peak pressure
I = Beginning of fuel injection 3' = End of useful combustion
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EXPERIMENTAL PROCEDURE
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Charcoal was charged into the gasifier, upto the top of the throat section. Keeping the lid of
the gasifier partially closed, the starting blower was switched on and a torch was introduced. After
a few minutes, when the charcoal was burning evenly, the torch was withdrawn and the gasifier
was filled to the top with charcoal. With the engine already running on pure diesel mode, the
starting blower was switched off and the gas intake valve of the engine was opened. When the
engine was throttled, it started consuming the producer gas. The quantity of the producer gas
drawn 'in by the engine was controlled by adjusting the gas intake valve and the throttle valve.

The engine was run at a constant speed of 1550 rpm at different loads, for different quantities
of producer gas. The diesel oil injection timing was kept constant at 34 degrees before TDC
(Kaupp et al., 1982). Before taking any readings, the engine was allowed to reach steady state, at
that particular load and gas flow rate. All the operating parameters like indicator diagrams,
various temperatures, percentage of gas constituents, etc., were recorded. On the same personal
computer, indicator diagrams and other necessary details were used as the basic data for the heat
release evaluation-computer program to analyse the performance of the system.

RESULTS AND DISCUSSION

Carbon monoxide (CO), hydrogen (H2) and methane (CHJ are the main combustible con
stituents of the producer gas. When the gasifier is operated on charcoal, due to charcoal's rela
tively consistent composition, the variation in gas quality during the engine operation could be
expected to be small. The producer gas obtained from charcoal consists of 26 to 29% CO, 3 to 4%
~, 1 to 3% gaseous hydrocarbons and the remaining quantity is nitrogen (Naksittle et aI., 1982).
To start a spark ignition engine on the producer gas, 20% of CO and 3 to 5% of H2 in the producer
gas is sufficient (Reines, 1987). Table 1 presents the results of the tests reported in,this section.

Engine Performance using Producer Gas

The engine perfonnance characteristics using producer gas, are presented in Figs. 4 and 5.
On pure diesel mode of operation, generally the engine is not throttled, instead it is controlled by
controlling the quantity of diesel injected into the engine. The amount of air drawn in by the
engine will be in excess on pure diesel mode. Whereas in throttling operation, the pressure drop in
the intake manifold increases and the amount of air supplied to the engine goes down. So the air
fuel ratio decreases with the increasing quantity of producer gas as shown in Fig. 4. The total heat
input to the engine increases with an increasing quantity of producer gas. This is due to the
increasing losses, because of the delayed combustion in the expansion stroke, with the increased
addition of producer gas. -

Generally, the indicated specific energy consumption (fi) was higher and the indicated ther
mal efficiency (ni) was lower on the dual fuel mode of operation. Increase in "fi" was much
higher at lower electrical loads than at higher loads. Similarly, decrease in "ni" was higher at
lower electrical loads. This trend is shown in Fig. 5. When the heat input from the producer gas
is in the range of 36% to 47%, the decreasing trend in "ni" and the increasing trend in -"fi" are
reversed. Increase in "fi" is due to the lower flame propagation velocity of the producer gas
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Fig. 4. Effect of producer gas addition on total heat
input and relative air fuel ratio.
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Fig. 5. Effect of producer gas addition on indicated
specific energy consumption and indicated ther
mal efficiency.

compared to the conventional hydrocarbon mixtures. The presence of a higher percentage of
carbon monoxide and nitrogen in the producer gas reduces the reaction velocity. Because of this,
the heat delivery rate is also delayed in the expansion stroke. "ni" also goes down with this
delayed heat delivery rate. At higher flow rates of producer gas, both the decreasing trend in "ni"
and the increasing trend in "fi" are reversed.

Heat Release Characteristics using Producer Gas

The heat release course is a measure of energy conversion efficiency, which has a direct
influence on the performance of the engine. The results that were obtained from the heat release
evaluation program, for a single test point (indicated power output = 20.6 kW and gas flow rate =
43 m3jhr) are presented in Figs. 6, 7 and 8. Figure 6 shows the variations of the temperature of
burnt(fb) and unburnt (Tu) portions of diesel plus producer gas mixtures and the average tem
perature of the total fud mixture (Tm) with respect to the crank angle position of the piston.
These temperature variations are shown in the useful combustion range. The cumulative useful
heat released by the fuel as a fraction of the average 'useful heat released by the fuel per cycle (X,
termed as burnt charge fraction) and the cumulative useful heat released by the fuel as a fraction of
the average heat input in the form of fuel per cycle (Z, tenned as heat release factor) are calcu
lated.

The variations of "X" and "Z" over crank angle position, both starting at the beginning of
combustion and ending at the completion of useful combustion, are shown in Fig. 7. 'The starting
position of the heat release can be easily identified from this. The change in pressure inside the
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combustion chamber and the quantity of heat released over a unit change in crank angle are
presented in Fig. 8. This gives the positions of the piston, at which the maximum values of
pressure change and heat release occur. The quantity of heat released at the tail end of the exhaust
stroke does not contribute anything to improve the engine's efficiency. Similar analyses were
carried out at each test point and the results are presented in the following sections.
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When the engine's operating parameters like ignition timing, load, etc., are within compa
rable limits, the heat'release course becomes the property of the fuel and the heat release courses
of different fuels could be compared to analyse the suitability of the fuel to the engine.

Due to the heterogeneous nature of the fuel mixture in a diesel engine, the flame front
concept of a gasoline engine is not suitable for a diesel engine. So an average temperature of the
fuel mixture, which includes both the burnt and the unbumt portions of the fuel, is obtained from
the heat release program and presented in Fig. 9. Figure 9 shows the variation of "Tm" with

1700 r----------------------------------,

500
-20 20 30 40

Fig. 9. Variation of the average temperatures of fuel mixture with respect to crank angle position.
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respect to the change in crank angle position for pure diesel operation and for three different test
points on dual fuel mode, at a constant indicated power output of 20.6 kW. On dual fuel mode of
operation the maximum values of "Tm" are much lower than the maximum value of "Tm" on pure
diesel operation. This is due to the lower heating value of the producer gas. At a lower gas flow
rate (20 m3jhr) the "Tm" value starts rising earlier when compared with pure diesel operation.
Whereas, for higher producer gas flow rates (43 m3jhr and 48 m3jhr) the temperature rise is
delayed. This can be explained in the following manner. When the producer gas is used with the
diesel oil on the dual fuel mode of operation there are two opposite effects on the ignition delay
period. Due to throttling, the induction pressure in the combustion chamber goes down. The
producer gas which is entering the engine after the heat exchanger is at a slightly higher tempera
ture than the ambient temperature. Both the lower pressure and th..e higher temperature evaporate
the diesel oil at a faster rate, which results in a decreased ignition delay period. So, at the lower
flow rate of producer gas, the temperature rise is earlier. As explained before, at higher gas flow
rates, the higher presence of carbon monoxide and inert nitrogen in the producer gas increases the
ignitfon delay period. So the temperature rise is also delayed.

1,0

403020

o Pure diesel
~ Producer gas 29 m3/hr
• Producer gas 43 m3/hr
... Producer gas 48 m3/hr
Pi =20.6 kW

10
O'--__--"-~-+-_------J'___:=:::_=:_-----L.---------J-------L.----~

-~ -~ 0 ~Dq

.2

·Crank angle

Fig. 10. Variation of the heat release factor (Z) with respect to crank angle position.

The fraction of the total fuel mixture that is used effectively in the combustion process is
given by the heat release factor "Z". Figure 10 gives the variation of "Z" with respect to the crank
angle position of the piston. The maximum value of Z (Zmax) is much higher for the pure diesel
mode than for the dual fuel mode of operation. All these tests were carried out at constant engine
operating conditions for better comparison of fuel performance. To get optimum performance, at
higher flow rates of producer gas, the pilot diesel injection timing should have been advanced to
compensate for the increase in the ignition delay period. Because of the unchanged injection
timing, combustion of carbon monoxide takes place at the later part of the expansion stroke. This
was clearly indicated by the higher exhaust gas temperatures on dual fuel mode of operation
(Table 1). Here the chemical energy of the fuel is lost as sensible heat in the exhaust gas. So the
nei value of heat input increases to maintain the load of the engine and the maximum value of Z
comes down.
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The fraction of the useful heat released with respect to the crank angle position is given by
burnt charge fraction, "X". The variation of "X" with respect to the change in crank angle position
of the piston is shown in Fig. 11. At higher gas flow rates, the heat release is slower because t!te
constituents of the carbon monoxide have a lower flame propagation velocity. This results in the
reduced combustion period and the increased ignition delay period. At lower gas flow rate, the
heat release is earlier because of the earlier evaporation of diesel oil. Figure 12 summarises the
important results of Figs. 9, 10 and 11.
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NOMENCLATURE

Amin =Stoichiometric air requirement of diesel fuel
= 14.5 kg of air/kg of diesel (Stahl, 1986)

, A. =Stoichiometric air requirement of producer gas (std. m3 of air/std. m3 of producermmg

g~)

CA =Crank angle in degrees
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=Density of air at std~ conditions (kg/m3)

=Brake specific fuel consumption (MJ/kW-hr)
= Indicated specific fuel consumption (MJ/kW-hr)
= Mass flow rate of diesel (kg/hr)
=Mass flow rate of air (kg/hr)
=Brake thennal efficiency (%)
= Indicated thennal efficiency (%)
= Volumetric efficiency (%)
= Friction power of the engine (kW)
= Brake power output of the engine (kW)
=Electrical power output of the engine (kW)
= Indicated power output of the engine (kW)
= Pe+Pfr

Phi = Relative air fuel ratio
=Ma/[(F) (AmID) + (Vgas) (Amm) (Da)]

~1IIl = Heat added by diesel (MJjhr)
QT = Total heat added by diesel plus producer gas (MJjhr)
Th = Temperature of the burnt portion of the fuel mixture eK)
Te = Exhaust gas temperature of the engine eK)
Tm. = Average temperature of the fuel mixture (OK)
Tu =Temperature of the unburnt portion of the fuel mixture (OK)
Vgas = Volume flow rate ofproducer gas (std. m3jhr)
X = (Cumulative useful heat released by the fuel)

(Average useful heat released by the fuel per cycle)
= Burnt charge fraction (dimensionless number)
_ (Cumulative useful heat released by the fuel)
- (Average heat input in the fonn of fuel per cycle)
= Heat release factor (dimensionless number)
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Status of Solid Biofuel Utilization and Production
in Malaysia

K.O. Lim
School of Physics, Universiti Sains Malaysia

11800 USM, Penang, Malaysia

ABSTRACT

It is estimated that currently Malaysia consumes a total ofabout 12.4 million tonnes offairly
dry solid biofuel per year. Of these, 31.8% is in theform ofwood, 67.0% in theform ofagricultural
residues and a mere 1.2% in the form ofcharcoal. About 90% ofthe total solid biofuel is consumed
by the industrial sector while about 10% is consumed by the domestic sector. Exceptfor the import
of about 50,000 tonnes of charcoal per year, all the solid biofuels utilized are generated or pro
duced within the country. In fact, only a little over 113 of the total major plant matter wastes
available in the country is utilized. In addition, Malaysia currently exports about 6000 tonnes per
year of briquetted charcoal or biocoal. Biocoal production is a relatively new industry in the
country. Suggestionsfor Malaysia to be self-sufficient in charcoal or biocoal are also discussed.

INTRODUCTION

Universiti Sains Malaysia has recently embarked on a programme of solid biofuel research and
development. The programme is aimed at turning plant-matter residues into value-added products.
In order to better understand the bioenergy scenario in Malaysia, a project to detennine the current
status of solid biofuel utilization and production was undertaken. The following is a report of that
study. The data under discussion were obtained from published literature as well as through visits to
places that produce and/or utilize solid biofuel.

Solid biofuel utilization and production in Malaysia can be divided into 4 categories, viz.
(i) Wood
(ii) Agricultural residues
(iii) Charcoal
(iv) Briquetted charcoal or biocoal.

Wood

Presently, wood is used directly as fuel in both the domestic and industrial sectors of the
country. As a domestic fuel, wood is used in some rural villages for cooking purposes. Poor
villagers gather their supplies for free by picking fallen branches and twigs or cutting trees from the
edge of the jungle. If logging wastes are available, these are also collected. Where there are rubber
plantations nearby, fallen branches and twigs from rubber trees are also collected and used. As
many villages are remote and scattered, it is extremely difficult to gather accurate data on the
amount of wood consumed.

The Mid-Tenn Review of the Fifth Malaysia Plan, 1986-1990 [1] reported that in 1987 there
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were 649,100 households in Malaysia, out ofa total of3,361,026, that are officially considered poor.
This gives an incidence of poverty of 19.3%. Of the 649,100 households, 553,900 are found in the
rural and remote areas while 95,200 are located in the urban areas [1]. The average number of
persons per household in the rural and remote areas is 5.18. Thus, the total number of poor people in
these areas is about 2.87 million. From a survey of poor villages in northern Peninsular ~1alaysia, it
was found that the per capita consumption of dry wood is about 0.46 tonnes per annum and that
roughly 41% of the total number of poor households utilize wood as fuel [2]. This therefore means
that roughly 0.54 million tonnes of wood are utilized per year by the poor living in rural and remote
areas. It is fair to assume that the poor in these areas will gather wood for free for their own use
wherever possible. The poor in the urban areas, however, have little choice but to buy their fuel
requirements mainly in the form ofkerosene and charcoal. The non-poor, whether living in urban or
rural areas, do not use wood or agricultural residues as fuel. They use mainly gas and kerosene.

Wood is also used as fuel in a number of industrial activities such as
- smoking of rubber sheets,
- curing of tobacco,
- making of bricks and pottery,
- food processing, and
- kiln drying operations.
Sawmill waste wood as well as rubber wood are the main sources of fuel wood for the above

industrial activities. It is estimated that presently about 3.25 million tonnes of dry residues are
generated by the sawmilling and plywood mill industries annually and that roughly 1.6 million
tonnes are utilized as fuel, mainly in the form of fuel wood [3,4]. The annual amount of dry rubber
wood used as fuel by industries is estimated to be about 1.8 million tonnes [3,5].

From the figures above, it was concluded that Malaysia consumes annually roughly 3.94
million tonnes of dry wood as fuel.

Agricultural Residues

Agricultural residues, mainly the products of the coconut tree, e.g. leaves, shells, husks and
trunks are also used directly by villagers in some rural and remote areas as domestic fuel for cooking
purposes. Lim and Rugayah [2] estimated that about 59% of the total number of poor households
use agricultural residues as fuel and that the per capita consumption in these households is about
0.41 tonnes per annum. Whether wood or agricultural residue is used as fuel depends on the
activities of the locality, i.e. whether it is a rubber plantation, a coconut smallholding, a paddy farm,
a fishing village or one with some other activity. Thus, with about 2.87 million poor people living in
rural and remote areas, the amount of dry agricultural residues utilized as fuel in Malaysia amount to
roughly 0.69 million tonnes per year.

In the industrial sector, bagasse, oil palm fruit fibres and shells as well as coconut shells are
also presently used as fuel. Bagasse is used by the sugar mills for the generation of electricity and
process steam without prior processing. Roughly 0.3 million tonnes of dry bagasse are consumed
per annum for this purpose [4].

Fibers and shells from the oil palm fruits are also used as fuel in the palm oil mills and
refineries. Currently this industrial activity consumes about 2.8 million tonnes of dry fibres and 4.2
million tonnes of dry shells per year [3,4].

Production ofdry coconut shells has been estimated to be about 0.45 million tonnes per year at
the present time and 70% of this is used for the drying of copra [4]. Thus, the amount consumed by
this industrial activity is about 0.32 million tonnes per year.
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Hence, Malaysia consumes roughly 8.31 million tonnes of dry agricultural residues per annum
as fuel.

Charcoal

In Malaysia, the raw materials used for the production of charcoal come from 3 main sources,
viz. mangrove wood, rubber wood and sawmill waste wood such as off-cuts, rejects, cores, slabs,
shavings and bark.

Charcoal is used in the domestic and industrial sectors as well as by food vendors as solid
biofuel. Domestic use of charcoal is mainly for cooking, while the major industrial consumers are
the steel mills, the cement factories and carbide plants. Food vendors and hawkers also use charcoal
for cooking purposes. Charcoal used by domestic consumers and food vendors comes mainly from
the processing of sawmill wood waste and mangrove wood while charcoal used in industries comes
mainly from the processing of rubber and mangrove wood. Compared to consumption by industry,
consumption of charcoal by food vendors and the domestic sector is small.

Presently 3 different charcoal production systems are practised in Malaysia; they are:
(i) use of beehive kilns
(ii) sawdust clamp method
(iii) use of transportable metal kilns [6].
Production using beehive kilns is by far the most popular method employed. Approximately

80% of the total amount of charcoal produced in Malaysia is by this method [6]. The raw materials
used are mainly mangrove wood and rubber wood. For mangrove wood charcoal kilns, most of
which are located in the Taiping area, the yield is about 19% [7] while for rubber wood charcoal
kilns, most of which are located in the northern area of the Peninsula, the yield is about 14% [8]. In
these cases, yield is defined as follows:-

yield = _x_
y+z

where x = weight of charcoal produced
y = weight of raw materials used inside kiln
z = weight of raw materials used as carbonization fuel.

It should be noted that mangrove wood is carbonized without its bark, in the "as received"
condition, while the moisture content (wet basis) of rubber wood at the time of carbonization varies
from 30 to 40% [8]. Operation time for one cycle of carbonization is 25 - 30 days for mangrove
wood [7] while for rubber wood, the average time is about 2 weeks [8]. Most of the factories
carbonizing rubber wood belong to a local steel mill that produces and consumes about 84,000
tonnes of charcoal per year [8]. The following shows the quality of charcoal produced using beehive
kilns.

Moisture content, %
Volatiles content*, %
Ash content*, %
Fixed carbon content*, %
Calorific value, kcal/kg

Mangrove Wood
Charcoal [7]

4
35
2

63
7330

Rubber Wood
Charcoal [8]

8 - 10
17
3

80
8000-9000

• In this paper, volatiles, ash and fIxed carbon contents are expressed as dry basis.
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From the fixed carbon content and calorific value point of view, the above data indicate that
charcoal produced from mangrove wood is of a somewhat lower quality when compared to that
produced from rubber wood. As such mangrove wood charcoal is more suitable for domestic use
while rubber wood charcoal definitely meets industrial requirements.

Sawmill wood waste is the major raw material used in the sawdust clamp method of charcoal
production. :The wood to be carbonized is stacked in a pit which is then covered with a mound of
sawdust before firing [6]. Yield using this method is 8 - 10% and the quality of charcoal produced is
poor, very variable and contaminated by earth, sand and grass [9]. Thus, most of the charcoal
produced by this method is used for domestic purposes and by food vendors.

Transportable metal kilns were introduced into Malaysia in 1983 [9] and presently most of
these kilns are operated in areas where the replanting of rubber trees is carried out, especially in
small holdings. Naturally, the raw materials used here are mainly rubber wood. One report
indicated that as moisture content of raw materials decreases from 40% to 19% (wet basis), yields
increases from 11.6% to 20.4% [9]. Another advantage of the transportable kiln is that it is a fast
method. The cycle time for one operation, from loading of raw materials to final removal of the
charcoal pro duced, is about 2 - 3 days [9,10]. It has been reported that rubber wood charcoal
produced using transportable kilns has the following qualities [9]:

Moisture content
Volatiles content
Ash content
Fixed carbon content

5.5 -7.4%
9.9 - 20%
4.0 - 4.4%

76.0 - 85.8%

Since these kilns are transportable there is great scope in utilizing the system at logging sites as
has been practised in Europe for more than 50 years [11]. Unfortunately, this idea has not caught on
and most logging wastes are simply left to decay at the logging sites. Lim [4] estimated the
generation of unutilized logging residues at about 19.54 million tonnes per year.

Data from the Statistics Department and local producers show that Peninsular Malaysia
currently produces about 103,000 tonnes of charcoal per year [8,12]. This figure is the sum total
from factories employing more than 10 workers each as well as factories owned by a local steel mill
and private operators supplying charcoal to the same steel mill. Sarawak also produces about 1,000
tonnes per year [13] while figures for Sabah are not available. Thus, the actual amount of charcoal
produced in Malaysia at the present time is more than 104,000 tonnes; a figure of about 106,000
tonnes annually would be a reasonable estimate. Consumption of charcoal by the industrial sector
has increased from about 137,000 tonnes in 1985 to about 156,000 tonnes in 1987 [8,12]. Hence,
production of charcoal in Malaysia is insufficient to meet demands. As a result, Malaysia currently
imports substantial amounts of charcoal from Thailand and Indonesia [14].

Briquetted Charcoal or Biocoal

Besides producing charcoal from fairly large pieces of sawmill wood wastes, rubber wood and
mangrove wood, a new industry that produces briquetted charcoal or biocoal has recently emerged
in Malaysia. The raw material used in this case is mainly sawdust with some small pieces of waste
wood from sawmills. Except for chemically treated timber, practically all species of wood wastes
can be used. Rubber wood sawdust however is used minimally as too high a proportion causes
problems during the briquetting process.
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To date, the Malaysian Industrial Development Authority (MIDA) has given approval to 8
companies for setting up briquetted charcoal plants but as yet, only 5 factories are in operation, with
a combined annual production of about 6,000 tonnes, though their total installed capacity is about
12,000 tonnes [15]. Most of the biocoal produced is exported, mainly to South Korea [16].

As briquetted charcoal is a relatively new product in the local market, its acceptance by local
consumers is still a problem, especially from the point of view of cost. Briquetted charcoal is
exported at a price that is about 4 times the ex-factory cost of ordinary charcoal. Compared to the
production of ordinary charcoal, the production of biocoal is a more involved process. The raw
materials have to be dried first to a moisture content of about 12% before they are briqueUed. The
briquettes are then carbonized. While some operators use conventional beehive kilns for their
operations, bigger scale operators adopt rather high cost sophisticated industrial carbonization
systems, which lead to a higher cost product. Even so, the biocoal produced is of high quality. One
operator gave the following data for the quality of his biocoal product [16]:

Density
Moisture content
Volatiles content
Fixed carbon content
Ash content
Sulphur content
Calorific value

0.8 to 0.9 x 103 kg/m3

1.16%
8.53%
88.38%
3.09%
0.0071%
7792 kcal/kg

The same operator also claimed that his rather sophisticated industrial carbonization system
produces briquetted charcoal at a yield of31 to 38% [16].

DISCUSSION

Of the roughly 3.94 million tonnes of fairly dry wood consumed directly as fuel annually in
Malaysia, 13.7% is used domestically while the rest is used by the industrial sector as fuel. As for
the 8.31 million tonnes of dry agricultural residues consumed annually as fuel, the domestic sector
accounts for only 8.3% while the rest is utilized by the industrial sector - mainly by the palm oil
mills and refineries. Thus, in Malaysia the industrial sector is the main user of solid biofuel.

Table 1 shows that the total amount of solid biofuel consumed in Malaysia is about 12.4
million tonnes per annum. With a population of 17.812 million [3] the per capita consumption is
therefore roughly 0.7 tonnes per annum. The 12.4 million tonnes of biofuel have an energy content
of some 4.1 x 107 boe. Lim [4] estimated that the total amount of energy potentially available from
the major plant matter wastes in Malaysia is some 11.48 x 107 boe per annum. This implies that
currently only a little over 1/3 of the potential is utilized. Thus, a tremendous amount of plant
matter wastes is still available for exploitation.

Lim [17] estimated that the current energy demand in Malaysia is roughly 13.6 x 107 boe per
annum and roughly 90% of this demand is met by the use of oil and gas though recently the
development of hydroelectric power has been stepped up. The current utilization of 12.4 million
tonnes of solid biofuel per annum that has "an energy content equivalent to 4.1 x 107 boe per annum
does not imply that roughly 30% of the nation's energy needs are satisfied by solid biofuel
utilization, as only a fraction of the 4.1 x 107 boe is converted into useful energy.



Table 1. Utilization of solid blofuelln Malaysia.

Domestic Utilization Industrial Utilization

Type of Amount! Average Energy Energy Amount! Average Energy Energy
Solid Annum Principal Calorific Content Content Annum Principal Calorific Content Content

Biofuel (in million Source(s) Value of (in kcal/ (in boe·' (in million Source(s) Value of (in kcal/ (in boe·'
tonnes of Biofuel annum) annum) tonnes of Biofuel annum) annum)

dry matter) (kcal/kg) dry matter) (kcal/kg)

Rubber Sawmill
wood wood

Wood 0.54 Logging 4,600 2.48 x 1012 1.69x106 3.4 waste 4,600 15.64x1012 10.65 x 1()6
waste Rubber
Jungle wood ::z:,
wood ~

~
lJ

0.3 Baggasse 4,135 -;:s
~

2.8 Oil palm 4,658
....
5

Coconut fruit [Agricultural 0.69 shells & 4,250 2.93x1012 2.00x1Q6 4.2 Oil palm 5,379 38.29x1012 26.07x1Q6
wastes husks fruit ~

"-
shells ra

0.32 Coconut 4,425 ~
shells ~

~
Mangrove Rubber ~

a few wood wood ......

Charcoal Sawmill 7,330 0.156 Mangrove 8,500 1.33x1012 0.90x106 ~
thousand

~tonnes wood wood
.N

waste tl
"-r'>
"-

Total 1.23 5.4lx1012 3.69x106 11.176 55.26x1012 37.62x1Q6 ~
"-....
......

·boe =barrels of oil equivalent
'0

~



RERIC International Energy Journal: Vol. 12, No.2, December 1990 7

Data on charcoal production and consumption indicate that presently there exists an excess
demand of about 50,000 tonnes per annum, most of which is imported from Indonesia and Thailand.
Even at a conservative figure of 20 Malaysian cents per kilogram this represents an outward now of
10 million Malaysian ringgit per year. One way to rectify this situation is to seriously consider the
use of the large amount of still unutilized plant matter wastes for the production of briquetted
charcoal. For example, more briquetted charcoal can be produced from discarded sawdust as this
raw material is still available in large quantities, of the order of more than a million tonne per annum
[4]. Since sawdust production is concentrated in sawmills, transportation is no longer a problem.
Technically, there are no barriers but the biocoal must be produced at competitive prices so that it is
affordable to local users. Thus, the larger sawmills in the country should be encouraged to venture
into biocoal production using less capital intensive technologies. Since logging as well as agricul
tural residues are somewhat scattered throughout the country, the production of biocoal using these
raw materials would appear appropriate if transportable kilns are used. This approach warrants
serious study as the technology is relatively simple and can be made inexpensively. However, the
wide varieties of species logged do give rise to differences in raw material characteristics. This as
well as the varied nature of different agricultural residues demand further research and development
work in areas such as optimal carbonization conditions for the production of the desired quality of
biocoal. Another aspect that warrants further research and development work is increasing the yield
of charcoal produced in conventional kilns, such as beehive kilns. This is especially appropriate for
systems that carbonize the smaller-sized rubber tree branches which cannot be used as timber. An
increase in yield of a few percentage points will go a long way towards reducing our need to import
charcoal.

SUMMARY

Table 1 summarizes the status of solid biofuel utilization in Malaysia. The data indicate that
the annual consumption is about 12.4 million dry tonnes. Of these 31.8% are in the form of wood,
67.0% in the form of agricultural residues, and 1.2% in the form of charcoal. About 90% of the total
solid biofuel is consumed by the industrial sector and 10% by the domestic sector. Except for the
import of about 50,000 tonnes a year of charcoal, all the solid biofuels utilized are generated or
produced locally. In fact, only a little over 1/3 of the total major plant matter wastes available in the
country is utilized. In addition, Malaysia currently produces for export about 6,000 tonnes of
briquetted charcoal or biocoal per year.
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ABSTRACT

9

This paper compares a plug-flow digester (PF) on its own with a hypothetical hybrid-system
consisting of a plug-flow and an anaerobic filter (AF) at different flush water to manure ratios
(FW:M-ratios) and is based on two years of experience witha full-scale plug-flow biogas pilot plant
with a total digester volume of 170 m3 which is loaded with highly diluted flushed pig manure. The
operating conditions of the pilot plant were: TS

o
: 5 to 8 gTS/l; HRT: 28 days; loading rate (B):

about 0.25 kgTSjm3 d. According to the results of the sensitivity analysis presented in this paper,
the loading rate should be increased to about 1.6 kgTS jm3 d to make the plant feasible, resulting in
a very low HRT of only 4 days. The simulation showed that all major design criteria such as HRT,
loading rate and gas production rate could be improved considerably by introducing the hybrid
system (PF-Af). Operating and electricity production costs indicate that the plug-flow digester
should be chosen up to a dilution ratio of about FW:M=30: 1. At a higher dilution, the hybrid-system
should be preferred. There is still the option of reducing the high specific investment costs of the
AF-reactor by replacing plastic packing material (4,000 Baht/m3 (US$ 160/m3

)) with bamboo
raschig rings (about 500 Baht/m3

). Guidelines for constructing the plug-flow digester with ring
canal and plastic film gasholder and minimizing its construction costs are given as well as advice on
operating an engine-generator-set at a high conversion efficiency.

INTRODUCTION

There is a tendency in many Asian countries for the number of pig farms to decrease while the
number of pigs per farm is increasing. About one thousand pigs are generally kept on a small- or
medium-sized farm. Environmental pollution - one pig causes the same amount of pollution as 2 to
3 persons - is significant, but can be partially reduced by anaerobic digestion. The by-products,
biogas (energy source) and digested effluent (fertilizer), are valuable enough to make the digester
economically feasible. The conversion of biogas into electricity seems to be very attractive at this
scale.

To combine low-cost easy to construct biogas plants with a high degree of operating efficiency
is a target ofmany developments. In this case study, low cost, utilization of local materials and local
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construction skills were given a higher priority than a high degree of operating efficiency. Even at a
low degree of operating efficiency, i.e. low volumetric loading rate (about 1.3 kgTSjm3d) and low
volumetric gas production rate (about 0.5 m3/m3

r
d), such plants should be feasible.

Most of these targets could be realized with a plug-flow (PF) pilot plant with a gas holder made
of plastic film. A pilot plant was constructed at the Thab Kwang Research Station of Kasetsart
University in Saraburi, Thailand. However, the high dilution of the manure by large amounts of
flush water caused volumetric gas productivity to be too low. In fact, a large fraction of the digester
was devoted to the digestion of large quantities of water at high HRTs in the PF digester.

In order to improve the technical perfonnance and economic feasibility of the system, sus
pended solids and liquids should be separated by means of a settler or decanter and digested
separately in a low-rate digester such as the plug-flow (PF) design and a high-rate digester such as
an anaerobic filter (AF) or an upt10w anaerobic siudge bed (UASB) design, respectively. A
combination of two digester designs is called a hybrid-system.

Basically, the introduction of the hybrid system would decrease the overall HRT to about 4
days, because the AF should be operated at a HRT of 1 day (or less) while the HRT in the PF
digester should not be lower than 10 days. This paper describes the design of the hybrid system for a
hypothetical pig farm of 1000 pigs. A model was developed and the main design parameters varied
in order to predict risks in operation and feasibility and to determine under what conditions the
hybrid-system consisting of a PF-digester and high rate digester such as AF should be preferred to a
PF-digester on its own.

DESIGN OF THE HYBRID SYSTEM FOR 1000 PIGS

Material Flow Schemes and System Design

Assumptions

1000
50
2
0.80
20,30,40
33.3
0.31
0.37
0.15
47
26
15
1
0.85
1000
4000
100,000

(kg)
(kg/l00kg/d)

(Baht/m3
)

(Baht/m3)
(Baht/dig.)

(kg/kg)
(%)
(Nm3jkgTS)
(Nm3jkgTS)
(Nm3jkgTS)
(Nljkg feed)
(gTSS/l)
(d)
(d)

The assumptions for the design of the hybrid digester system on a hypothetical farm with 1000
pigs are as follows:

No of pigs (No.)
Body weight (BW) per pig
Amount of dry feed (f) per pig body weight
TS-utilization rate (11 p) of feed by pigs
Flush water (FW) to manure (M) ratio (RFW:M)
TS concentration (cTS,M) in manure
Gas yield (YG,TS) in PF-reactor, low TS
Gas yield (YGTS) in PF-reactor, high TS
Gas yield (YG'TS) in AF-reactor
Overall gas yield per feed added (YG,Fced)
TSS concentration (c

TS
) after settler into PF

Hydraulic retention time (HRTpp) in PF reactor
Hydraulic retention time (HRTAF) in AF reactor
Efficiency of TSS-separation in settler (11 s)

Investment cost (Iovpp) of plug-flow digester
Investment cost (Io'v'AF) of anaerobic filter
Investment cost of power shed, pipelines, etc.
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The following parameters were varied:
TSS concentration (cTS,PF) after settler into PF
Hydraulic retention time (HRTpp) in PF reactor
Hydraulic retention time (HRTAF) in AF reactor
Efficiency of TSS-separation in settler (ll.)

(gTSS/l)
(d)
(d)

11

IOt 20t 30
IOt I5 t 20
0.5 t It 2
0.65tO.75tO.85tO.95

The material now depends on the amount of feed per body weight of pigs (assumed to be 2 kg
feediiOO kg body weight)t on the TS-utilization rate of the feed by the pigs (assumed to be 80%),
and on the amount of flush water (which is varied) (Fig. 1). An average pig weight of 50 kg was
assumed. The TS-utilization rate may vary, too, but was assumed to be constant. It should be noted
that the remaining TS in the faeces is reduced by 50% if the TS-utilization rate or digestibility by the
pigs increases from 80 to 90%. Hence, gas production from the remaining TS in faeces will vary
within this range of TS-utilization in the feed and has to be determined for each particular farm.

Results from an existing full-scale plug-flow pilot plant in a pig farm showed that 47 NI biogas
per kg pig feed could be generated [1]. If this result is used in our hypothetical farm with 1000 pigst
the daily gas production would be only 47 Nm3/d (which already includes the TS-utilization rate or
digestibility of pig feed). However, if the daily gas production is calculated based on the remaining
TS in the faeces (20%) and a gas yield of 0.31 Nm3/kgTS

o
' 62 Nm3/d would be obtained (Fig. 1).

Thust practical TS-utilization rates in pig feed may be between 80 and 90%. The overall gas
production of 62 Nm3/d was also kept constant for the calculation of the HY-system (Fig. 2).

Since it is very likely that the flush water to manure ratio (RFW:M) will be 40 : 1 (kg FW/kg fresh
manure) or even larger, a separation of solids and liquid is suggested. If the dilution ratio is only 20
: 1, the flushed manure could be digested either without separation (because the TS content is about
16 gil or 1.6%) or after separation in a hybrid system. The total investment cost and finally the
feasibility of this approach depends on various parameters such as the HRT in the anaerobic filter
(AP) and its specific investment costs. This is demonstrated in the flow chart of the hybrid system
(Fig. 2)t which gives the results at two different FW:M ratios.

In addition, the perfonnance of the AF may be influenced by particulate matter in the
feedstock. Particulate matter (or suspended solids) concentrations should be as low as possible
because they may clog the AF or cover the bacterial film with a slowly digestible layer and thereby
decrease their activity, gas yield and daily gas production. Such an effect can hardly be modelled
here since this program assumes that the overall gas production is constant (62 m3/d) and does not
vary with gas yields in the high rate digester. Thus, lhe effects of suspended solids should be
evaluated in the operating plant to find factors for improvcd modelling. The particulate matter
concentration depends on the TSS-separation efficiency (ll,) of the settler. High suspended solids
concentrat~ons in the overflow of the settler may occur in practice if the settler does not separate and
concentrate the solids as was designed. If the case of varying separation efficiency (ll.) is considered
(the TSS content in the solids flow to the plug-flow (pF)-digester is assumed to be 26 gil), the
percentage of the volume flow into the PF digester would increase with increasing (ll)t while the
TSS content of the flow to the AF would decrease (see Fig. 12). Thus, the suggested separation of
the flushed manure into a solids and a liquid stream depends on many parameters most of which
could be analysed and the effects of changes evaluatcd (Figs. 3 and 4).

Further assumptions made for the following calculations were that the settler separates 85% of
the suspended solids and, as mentioned earlier, does not increase the TSS-content of settled solids
over 26 gTSS/l. Investment costs of AF are 4000 Bahl/m3

r
and of the PF 1000 Bahl/m3

r
•
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Equations/or Calculation 0/Plug-flow Digester on its own (Fig. I):

TSF = No. *BW * f/lOO (1)

where TSF = Total solids flow in dry feed (kgTS/d)
No. = Total number of pigs
BW = Body weight per pig (kg/pig)

f = Daily amount of dry feed per body weight (kg/lOOkg d)

TSM = TSF * (1 -1JF) (2)

where TSM = Total solids flow in manure (kgTS/d)
TSF = Total solids flow in dry feed (kgTS/d)

1JF = TS-utilization rate of feed by pigs

M = TSMI (cTS.J10O) (3)

where M = Total flow of solid manure (faeces) (kg/d)
TSM = Total solids flow in flushed manure (kgTS/d)

cTS.M = TS concentration in manure (%)

VMJ = RFW:M* MllOOO (4)

where VMJ = Total flow of flushed manure (m3/d)
RFW:M = Hush water: manure ratio (kg/kg)
M = Total flow of solid manure (faeces) (kg/d)

cTS = TSM' VMJ (5)

where cTS = Total solids concentration in flushed manure (gTS/l)
TSM = Total solids flow in flushed manure (kgTS/d)
VMJ = Volume flow of flushed manure (m3/d)

Vo = VMJ *HRTpF (6)

where Vo = Digester volume (m3)

VMJ = Volume flow of flushed manure (m3/d)
HRTPF = Hydraulic retention time in PF reactor (d)

Bv = TSJVo (7)

where Bv = Volumetric Loading rate (kgTSjm3
r
d)

TSM = Total solids flow in nushed manure (kgTS/d)
Vo = Digester volume (m3)

VGJ = TSM* YG.TSo (8)

where VGJ = Total daily gas production (m3/d)
TSM = Total solids flow in flushed manure (kgTS/d)
YG.TSo = Gas yield per TS loaded (m3/kgTS)

'v.G= VGJ ' VD (9)
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where rv.a = Volumetric gas production rate (m3/m3
r
d)

Va) = Total daily gas production (m3/d)
VD = Digester volume (m3)

IO,PF = Vo * ID.v,PF
where IDJ'F = Investment cost for PF reactor (Baht)

Vo = Digester volume (m3)

ID.v,PF = Specific investment cost of PF reactor (Baht/m3)

Equations/or Calculation 0/Hybrid System (Fig. 2):

~) Flushed manure composition:

13

(10)

where TSSM =
TSM =
CTSS.M =

where CTDSo =
TSM =
VM
cTSS,M =

TSSM=TSM* cTSS,A/IOO (a)

Total suspended solids flow in flushed manure (kgTSS/d)
Total solids flow in flushed manure (kgTS/d)
Total suspended solids concentration in flushed manure (%TSM)

CTDSo = (TS,jVM)(I - cTss.A-/IOO) (b)

Concentration of total dissolved solids (gmsjI)
Total solids flow in flushed manure (kgTS/d)
Volume flow of flushed manure (m3/d)
Total suspended solids concentration in flushed manure (%TS

M
)

b) Manure composition in PF-HY digester:

=
where TSSo,PF =

17,

TSSoJ'F = TSSM* 17,
TSS flow entering PF-digester (kgTSjd)
Efficiency of TS-separation in settler

(c)

By substituting TSS
M

in (c) by (a) we get

where VM,PF =
TSSo,PF =
CTSSo.PF =

TSSo,PF = TSM* 17, * (cTss.,ilOO)

VM,PF = TSSo,PF / CTSSo.PF
Volume flow of manure through PF-digester (m3/d)
TSS flow entering PF-digester (kgTSjd)
Concentration of TSS entering PF-digester (gil)

(d)

(e)

By substituting TSSo,PF in (e) by (d) we get

where TSoJ'F =
TDSo.PF =
TSSo.PF =

VMJ'F = (TSM* 17, *cTSS,A/IOO)*(CTSSo.PF)-l

TSo,PF = TDSo,PF + TSSo,PF

Total solids flow entering PF reactor (kgTSjd)
Total dissolved solids flow entering PF reactor (kgTDSjd)
Total suspended solids flow entering PF reactor (kgTSS jd)

(11)

(f)
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with TDSo,PF = VM,PF * CTDso (g)

by substituting TDSo,PF in-(f) by (g) and VM,PF in (g) by (e) we get

TSO,PF = TSSo,PF * (CTDS)CTsso,PF + I) (h)

and by substituting TSSo,PF in (h) by (d) and cTDSo in (h) by (b) we get

TSo,PF = (TSM*17s*cTss.JlOO)* [«TSJVM)(I-CTSS.JIOO)lcTsso,PF) + I] (12)

where TSo,PF = Total solids flow entering PF reactor (kgTSjd)
TSM = Total solids flow in flushed manure (kgTS/d)
VM = Volume flow of flushed manure (m3/d)

cTSS,M = Total suspended solids concentration in flushed manure (gTSS/l)

CTSo,PF = TS0,P/VM,PF (13)

where CTSo,PF = Total solids concentration in PF reactor (gil)

c) Manure composition in AF-HY digester:

VM,AF = VM,l- VM,PF (14)

where VM,AF = Volume flow of manure through AF reactor (m3/d)

VM,l = Total volume of flushed manure (m3/d)

VM,PF = Volume flow of manure through PF reactor (m3/d)

TS0,AF =TSM- TSo,PF (15)

where TSo,AF = Total solids flow entering AF reactor (kgTSjd)

TSo,M = Total solids flow in flushed manure (kgTSjd)

TSo,PF Total solids flow entering PF reactor (kgTSjd)

cTSo,AF = TS0,AF / VM,AF (16)

where cTSo,AF = Total solids concentration entering AF reactor (gTSjI)

TSo,AF = Total solids flow entering AF reactor (kgTSjd)

VM,AF = Volume flow of manure through AF reactor (m3/d)

cTSSo,AF =(TSM* cTSs.JIOO)*(1 - 17s )IVM,AF (i)

where cTSSo,AF = TSS concentration entering AF reactor (kgTSSjd)
TSM = Total solids flow in flushed manure (kgTS/d)

VM,AF = Volume flow of manure through AF reactor (m3/d)

17s = TSS separation efficiency of settler

d) Digester volumes of PF and AF reactors:

VD,PF = VM,PF * HRTpF (17)

where VD,PF = Digester volume of AF reactor (m3)

VM,PF Volume flow of manure through PF reactor (m3/d)
HRTpF = Hydraulic retention time in PF reactor (d)
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VD,AF =VM,AF * HRTAF (18)

where VD,AF = Digester volume of AF reactor (m3)

VM,AF = Volume flow of manure through AF reactor (m3jd)
HRT

AF = Hydraulic retention time in AF reactor (d)

e) Loading and gas production rates of PF and AF reactors

BV,TSo,PF = TSo,PF j VD,PF (19)

where BV,TS,PF = Volumetric TS loading rate in PF reactor (kgTSjm3
r
d)

TSo,PF = Total solids flow entering PF reactor (kgTS jd)

VD,PF = Digester volume of PF reactor (m3)

BV,TS,AF =TSAF I VD,AF (20)

where BV,TS,AF = Volumetric TS loading rate in AF reactor (kgTSjm3
r
d)

TSoAF = Total solids flow entering AF reactor (kgTSjd)

VD,AF Digester volume of AF reactor (m3)

V G,PF = TSPF * Y G,TS,PF (21)

where VG,PF = Biogas flow rate of PF reactor (m3jd)

TSO,PF = Total solids flow entering PF reactor (kgTSjd)

YG,TS,PF = Biogas yield based on TSo (m3/kgTS)

VG,AF = VG,l - VG,PF (22)

where VG,AF = Biogas flow rate of AF-HY reactor (m3jd)

VG,l = Total biogas flow rate of PF reactor only (m3d)

VG,PF = Biogas flow rate ofPF-HY reactor (m3jd)

rV,G,PF =V G,PF j V D,PF (23)

where rV,G,PF = Volumetric biogas production rate ofPF reactor (m3jm3
r

d)

VG,PF = Biogas flow rate of PF reactor (m3jd)

VD,PF Digester volume of PF reactor (m3)

r V,G,AF =V G,AF I V D,AF (24)

where rV,G,AF = Volumetric biogas production rate of AF reactor (m3jm3
r
d)

VG,AF = Biogas flow rate of AF reactor (m3jd)

VD,AF = Digester volume of AF reactor (m3)

f) Investment costs of PF and AF reactors:

ID,PF = VD,PF * ID,v,PF (25)

where ID,PF = Investment cost of PF reactor (Baht)

VD,PF = Digester volume of PF reactor (m3)

ID,v,PF = Specific investtnent cost of PF reactor (Baht/m3)
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where lOAF =

VO,AF =
IO,V,AF =

Flow Schemes

Investment cost of AF reactor (Baht)
Digester volume of AF reactor (m3)
Specific investment cost of AF reactor (Baht/m3)

(26)

2% feed per body weight 1000 pigs
per day

I
50 kg/pig

~

TS in feed 800 kg TS/day
for the

1'5p = 1 tid growth of pigs

1'5 in manure Manure (M)

TSM= 200 kg/d M = 600 kg/d

Flush water (FW) amount

Volume VManure (a) (b)

(a) (b)
l\W:M= 20:1 R,W:M 4O:1

12 m'/d 24 m'/d
V = 12m'/d Vm.1 = 24 m3/dM,I
Crs = 16.6 gil Crs = 8.3 gil

~ ~

Digester volume V0 Loading rate By. T S

(a) (b) (a) (b)
Vo = 180m' VOl =360m' By = 1kg/m'/d By = 0.6kg/m'/d

Gas production ro

(a) (b)
Val = 62m3/d

ry = 0.3m'/m'/d ry = 0.2m'/m'/d

Investment 1
0

(a) (b)
~,pp = B180,OOO ~.Pp = B360,OOO

Fig. 1. Material flow chart and investment costs of original digester design (plug-flow only) at 2 different flush water
amounts (fentscher et al., 1989)2
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HYBRID SYSTEM
(a)

HYBRID SYSTEM
(b)

17

I
V"'.I = 12 m'ld
TSM = 200 kg/d
~S,M= 75 %TS

I
I Settler I

T1,=0085

ToAF, Ll ToPF:
r-- Uquids, 59% Solids, 41% f------

of the flow of the flow

Manure AF Manure PF

V....AF =7.lOm1/d Vm,FF = 4.90 m'ld
TSAF = 52.1 kg/d TSFF = 147.9 kg/d

<;S,AF =7.3 gTS/1 Crs.FF =30gTS/1

Digester AF Digester PF

HRTAF = 1 day --- -If: HRT=2d HRTFF = 15 days

VO,AF =7.1m1 Vo =14m1 VO,FF = 73.6 m1

I
Loading rate B.,TS,AF

I
Loading rate B.,1'3.FF

I
Bv,TS. AF = 7.34 kg/m'ld Bv,1'3= 3.7 Bv,1'3, AF = 201 kg/m'/C

I
I

Gas production AF I Gas production PF

VO,AF= 7.26 m'ld I Va~= 54.74 m'ld
r = 1.02 m'/m'/d r.=0.51 r = 0.74 m1/m'/d

....G.AP •.O,PF

I
I

Investment ~Investment~
I

IO.AF = B 28,385 ~=B 56,800 IO,PF= B 73,558

I
V =24m1/d
TS~ = 200 kg/d
~s,M=75%TS

~I Settler I
T1,=0085

ToAF, Ll ToPF:
..---- Uquids, 80% Solids, 20% f------

of the flow of the flow

Manure AF Manure PF

V", AF = 19.1 m1/d VM,FF = 4.90 m'ld
TS:F = 623 kg/d TSFF = 137.7 kg/d
~. AF = 3.3 gTS/1 CTS.FF =28 gTS/1

Digester AF DigesterPF

HRTAF = 1 day I-- -If: HRT=2d HRTFF = 15 day
VO. AF = 19.1 m1 V•. AF =38m1 VO,FF =73.6rit1

I
Loading rate B.,1'3

I
Loading rate B•.1'3

I
Bv.1'3, AF = 3.26 kg/m1/c Bv.1'3 = 1.64 Bv,1'3, AF=1.87kg/m1/d

I I
Gas production I Gas production

Va,AF ';'11.0 m1/d I Vo~=51.0ml/d

r = 0.58 m1/ml/d ra = 0.29 r = 0069 m'/ml/d....0.'" ....0."

I I
Investment ~

I
Investment ~

I
~.AF= B 76,385 ~=B 152,000 ~~=B 73,558

Fig. 2. Comparison of material flow charts of the suggested hybrid system at two different FW:M ratios (FW:M = 40:1,
left) (FW:M =20:1, right) consisting of Anaerobic Filter (AF) and Plug-flow (PF) including investment costs
(fentscher el al., 1989).

Comparison ofPF on its own with HY-system

The comparison of the plug-flow design on its own with the hybrid design at different FW:M
ratios demonstrates the potential of the hybrid design. All basic parameters could be improved as
summarized in Table 1. At one day HRTin the AF-reactor, 15 days in the PF-digesters and a FW:M
ratio of 40: 1, total projected investment costs for the hybrid system of Baht 150,000 are clearly
lower than with plug-flow digester on its own (Baht 360,000). In addition, the digester volume could
be reduced from 360 m3 to about 93 m3 and the TS concentration in the plug-flow digester be
increased from 8 gil to 30 gil. It is assumed that the settler may not be able to increase the TS
concentration beyond 26 gTS/l. •
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Table 1. Comparison of main design parameters of plug-now (PF) and Hybrid-system (HY) at three
different FW:M-ratios of 20:1, 30:1 and 40:1. CYSS,M= 75 %TS, 11. = 0.85, HRTpF = lSd,
HRTAF =Id

Manure Settler Digester Biogas Investm.
FW:M

VM CTS,PF CTS,AF Liquid Solid HRT Vo BV,TS Vou rv,o 10
to AF to PF

(kg/kg) (m3/d) (gil) (gil) (% V
M

) (% V
M

) (d) (m3) (kg/m3 d) (m3/d) (m3/m3 d) (Baht)

PF 20 12 16.67 15 180 1.11 62 0.34 180,000
30 18 11.11 15 270 0.74 62 0.23 270,000
40 24 8.33 15 360 0.56 62 0.17 360,000

HY 20 12 30.1 7.41 59.13 40.87 6.72 80.65 2.48 62 0.77 101,942
30 18 28.7 4.52 72.76 27.24 4.81 86.65 2.31 62 0.72 125,942
40 24 28.0 3.28 79.57 20.43 3.86 92.65 2.16 62 0.67 149,942

Fig. 3 shows these changes graphically. The curves for digester volumes (VD) of PF on its own
and HY-design (left) and investment costs (ID) ofPF on its own and HY-design (right) cross each
other at a FW:M-ratio of below 10:1. Above this FW:M-ratio, the hybrid-design seems to be
superior to the plug-flow digester on its own. It is a feature of the HY-system that the overall
digester volume (VD) increases only slightly after doubling the FW:M ratio from 20:1 to 40:1,
because more and more liquid is passing through the high-rate digester, whereas the digester volume
of the PF on its own increases proportionately. The lines for the total investment (lD) are almost

PF & HY at FW:M ratios 20,30,40
compare V0 ana 10

PF & HY at FW:M ratios 20,30,40
compare HRT, BV,TS and rV,GaS

100 4

0.6

rV,Gas HY

BV,TS PF

BV,TS HY

2

6

8 f- -j 0.4

10

12

14

200

VO,HY

Vo (m3) 10 (Thousands Baht)
~-----':"-----------"--------,400

//···················--1300

200

250

150

100
L.-.===+-----r---r

300

350

50 L------'-----------.L--------JO
10 20 30 40

FW: M ratio

ol-- ---.L- ----'L-- ---' 0
10 20 30 40

FW: M ratio

Fig. 3. Comparison of changes in design parameters VD and ~, Qeft) and HRT, BV,TS and ro.v (right) of PF and HY
design at three different FW:M-ratios of 20 : 1, 30 : 1 and 40 : 1.
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parallel to those for the digester volume. Later stages of modelling should also take economy of
scale effects into account by calculating the surface of the digester arid multiplying with average
construction costs per m2 of digester wall.

Fig. 3 also compares changes in volumetric loading and gas production rates and HRTs of PF
alone design and HY-system. The HRTHY of HY-system as well as rV,G of PF-alone decrease with
increasing FW:M ratio. The loading rates (BVTS)' however, remain almost constant. All parameters
are improved in the HY-system: volumetric g'as production rates arc about three times and loading
rates about two times higher than in the PF-alone design.

Fig. 4 shows changes of parameters in both digesters of the HY-system: at constant TSSo
concentration in the PF-digester (CTSSoPF-HY) of 26 gTSSjI, the TS-concentration in the high-rate AF
digester (cTSo,AF.HY) and in the low-rate PF digester (CTSo,PF) decreases slightly with increasing FW:M
ratio. It is also shown that the percentage flow rate of manure to the AF-HY reactor increases from
60 to 80% by increasing the FW:M ratio from 20:1 to 40: 1. The more dilute the manure is, the more
manure flows through the AF reactor at low HRT and keeps the total digester volume low.

PF & HY at FW:M ratios 20,30,40
compare CTS (PF, PF-HY, AF-HY), % flow

CTS (g/I) Flow to AF and PF (%)
35 r--=----------------,

CTS PF-HY
301·······························,······=-~c·······:·........ 80

.-----:=-~--1-

25

I····························V",,······················· .., 60

20

15 ..

10

5

% flow to PF

...... hS.PF.. 40

20

oL-- ----'--- -'- -----' 0
10 20 30 40

FW: M ratio

Fig. 4. Comparison of changes in 1'5 concentrations in PF-alone and HY
system and % flow rates to PH-H,( and AF-HY reactors.

The influence of varying HRTs in PF-HY and AF-HY reactors on the main design criteria of
the HY-system is presented in Figs. 5, 6, 7 and 8. Figure 5 shows the overall digester volume (V0)'
investment cost (lD)' loading rate (BV,TS) and gas production rate (rV,G) with HRTAF-HY as parameter
(0.5, 1 and 2 days). The HRTPF_

HY
was constant (15 days). Figure 6 shows the same design criteria

VD, ID, BV,TS and rV,G with HRTPF_HY as parameter (l0, 15 and 20 days). The HRTAF_Hy was constant
(1 day). In both cases, VD and ID increased and BVTS and rv G'decreased linearly with increasing
FW:Mratio. ' ,
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HY-system total Dig. Vol. & Investment
versus FW:M at different AF HRTs

HY-system overall (Bv) and (rV,G)
versus FW:M ratio at diff.'AF HRTs
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Fig. S. O1anges of VD and ~ (left) and BV,TS and rV,a (right) versus FW:M ratio with varying HRTs in AF-HY reactor as
a parameter. The HRTpp•HY is constant (IS days).
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Fig. 6. O1anges of VD and ~ (left) and BV,TS and rv,a (right) versus FW:M ratio with varying HRTs in PF-HY reactor as
a parameter. The HRTAP-HY is constant (I day).
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Figures 7 and 8 show results of the same interrelationships, but this time versus HRTs in PF
and AF reactors and with FW:M ratios as a parameter. Again, all changes are linearly related exept
the changes inB

vTs
and rva depending on HRT

PF
_Hy: the overall B

VTS
and rva were proportional to

the In of HRTPF-~. This means that the increasing HRTs of the PF-HY reactor have decreasing
influence on loading and gas production rates.

HY-system tot. Dig. Vol. & Investm.
yersus AF-HRT at diff. FW:M ratios (HY)

Overall (By) and (ry)
yersus AF-HRT at diff. FW:M ratios (HY)

/·············+240
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Fig. 7. Changes of Vo and ~ (left) and BV.TS and rV,a (right) versus HRTs in AF-HY reactor with varying FW:M ratios
as a parameter. The HRTpp_

HY
is constant (15 days).

If the changes in the main design parameters, depending on stepwise increases in HRT of the
PF-HY reactor from 10-15 and 15-20 days and of the AF-HY reactor from 0.5-1, 1-1.5, and 1.5-2
days, are expressed in percentage, the percentage changes always decrease with increasing HRTAF

or HRTw. The changes, calculated in percentage per one day HRT increase, vary as follows:
a) constant HRTPF' varying HRTAI' from 0.5-1, 1-1.5, 1.5-2 days:

(all changes increase with increasing FW:M ratio)
8 - 20% decrease ofBvTS and rva per day HRTAF increase
8 - 24% increase ofV

D
' •

30-70% increase of I
D

b) constant HRTAF' varying HRTPF from 10-15, 15-20 days:
'(all changes decrease with increasing FW:M ratio)

. 4 - 6% decrease of Bv TS and rva per day HRTPF increase
6 - 9% increase of VD' •

4 - 8% increase of ~.
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Total Dig. Vol. & Investm.
versus PF-HRT at ditt. FW:M ratios (HY)
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Fig. 8. Changes of V0 and ~ (left) and By TS and ry 0 (right) versus HRTs in PF-HY reactor with varying FW:M ratios as
a parameter. The HRTAF.Hy is constant (1 day).

Thus, a one day HRT increase of the AF-HY reactor has a much higher impact on all
parameters, in particular the investment costs (lD)' than a one day increase of the PF-HY reactor.

The performance of the settler (TSS removal and TSS thickening) influences the performance
of the HY-system greatly. At constant HRTs of 15/1 HRTp/HRTAF' computations were done on the
influence ofTSS separation efficiency (TIs) of the settler from 0.65-0.75, 0.75-0.85, 0.85-0.95 on the
overall digester volume 01D)' investment costs (lD)' loading rate (ByTS) and gas production rate (ry G
). While VD and ID increase linearly, ByTS and rYG decrease linearly with increasing FW:M ratio at
different 11s as a parameter. This is shown in Fig. '9. Figure 10 shows the same interrelationships but
versus 11

s
and with FW:M ratio as a parameter. V

D
and I

D
increase linearly, but ByTS and rYG

decrease proportional to the in of 11 s' ' ,

An increase in TSS separation efficiency by 0.1 within the above mentioned ranges increase
VD by 9 to 12% and ID by 11 to 14%. BV,TS decreases by 8 to 11 % and rY,G by 10 to 15%. It may be
concluded that the performance of the HY-system slightly decreases with increasing TSS separation
efficiency (TIs) because more organic matter passes through the PF-HY digester at a high HRT.

Figure 11 shows the influence of variations of the TSS (settling and) thickening performance
of the settler on the main design criteria with FW:M ratio as parameter. Unlike TIs' increasing TSS
thickening increase the technical performance of the HY-system. Decreases in the overall digester
volume VD and construction costs ID are proportional to the in of CTSS,PF' The reduction 'in digester
volume from 10 to 20 gTSS/l is very pronounced.This means that low CTSS,PF concentrations cause
high changes in VD and ID• During operation of the HY-system, atttntion should be paid to a proper
thickening performance. The loading rates (ByTS) and gas production rates (ry G) increase almost
linearly with increasing CTSS,PF' Compared to tI-ie influence of TIs' the slope of all curves is much
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HY changes in VD and ID versus FW:M
with 11s as parameter

HY changes in Bv and rv versus FW:M
with 11s as parameter
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Overall VD & 10 versus CTSS,PF

with FW:M ratio as parameter
Overall BV,TS & rVG versus

CTSS,PF with FW:M ratio as parameter
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Fig. 11. Changes in overall V0 and ~ Oeft) and in BV,TS and rV,G (right) versus 1'55 concentrations in PF reactor CTSS,PF
with different FW:M ratios as a parameter resulting from stepwise increases of CTSS,PF from 10-20, and 20-30 gil.

stccper.
Figure 12 shows the influence of increasing settler efficiency (115) as a_parameter on the con

centrations of TS and TSS in the high-rate AF reactor. All concentrations decrease with increasing
FW:M ratios and increasing TIs in a double logarithmic relationship. The influence of cTSS,PF on TS
and TSS concentrations in the AF reactor is very low and is not given here.

Figure 13 shows the intluence of the settler performance on the flow of manure to AF and PF.
The TSS thickening properties are more important than the TSS separation efficiency. The lower the
thickening, the more manure flows to the PF reactor. At cTSS,PF concentrations of 5.31, 7.08 and
10.62 gTSS/l and FW:M ratios of 40: 1,30: 1 and 20: 1, respectively, 100 % of the manure flows to
the PF reactort if TIs is constant at 0.85. The influence of TIs on the flow distribution is much smallert

in particular at high FW:M ratios and is not given here.
An alternative to the AF is a UASB-digester, which may be cheaper to construct because the

expensive packing material can be omitted. A fixed-dome digester made ofbricks may be converted
into a UASB-digester as Fig. 14 demonstrates or a normal fixed-dome digester without conversion
could just be fed in upflow mode. At low gas pressures t the brick dome may be replaced by a plastic
film. The stability of the digestion process in a UASB-digester under these conditions t in particular
the formation of granular sludge and accumulation of TSS t has to be established.
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Changes in T8 and T88 in AF reactor
versus FW:M ratio with 1ls as parameter
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Fig. 12. Comparison of changes in TS and TSS concentrations in AF-HY-reactor versus FW:M ratio with TIs as a
parameter.
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Fixed-doMe digester Modified for UASB process

(1'

I~

I
0)
0;

Fig. 14. Prototype of a UASB digester made of bricks (Kloss et al., 1988).3

Construction of plug-now Digesters

Optimization ofthe geometry

Pig manure is often digested in plug-flow digesters because of its high content of particulate
matter. Such digesters can tolerate high suspended solids concentrations.

The digester cavity is dug four meters into the ground. In the case that the digester is sealed
with a plastic fum gasholder, several possibilities exist to fix the film and seal it One good solution
is to construct a ring canal around the pit (Fig. 15). The area of the plastic film should be minimized
by optimizing the slope or angle (J3) of the walls (the slope should be as steep as possible, Le. ~ ~

9(0) and the depth (d) of the cavity. This automatically minimizes the length (IJ and width (w0) (see
Fig. 16) of the digester. The plastic film is fully exposed to all weather conditions and may be
damaged by UV light, thus increasing operating costs. Both initial investment and operating costs
may, therefore, be minimized if the area of the film is minimized. A drawing of a plug-flow digester
is given in Fig. 15.

Ringkamp (1989) believes that construction costs of the pit may be further minimized if no
retaining wall is necessary. The slope of the walls has to be such that no active soil pressure acts on
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Fig. 15. Cross sections of a plug-flow digester with flexible and expandable plastic fIlm gasholder
ftxed in a ring canal (fentscher et ai, 1989).

the walls. Thus, an expensive retaining wall can be omitted. The slope (or angle ~) depends on soil
conditions and properties; in case of soils without cohesion (c' = 0) on the soil type alone and in case
of cohesive soils on the properties of the soil such as cohesion (c), angle of internal friction (cp) and
on the depth of the cavity. To determine <p and c', soil samples have to be taken from the site and
tested in a soil laboratory. With increasing cohesion and angle of internal friction, both the depth (d)
and the angle $) increase. Table 2 gives (<p) and (c') for different soils.

Table 2. Soil properties.

Kind of soil

Parameter

c'

Unit sand,
middle

tight

30

loam,
half
stiff

5

27

loam,
soft

27

clay, clay, clay,
half stiff soft
rigid

25 20 10

25 20 17

Source: Ringkamp (1989)

A series of computations have been carried out by Heger (1989) and Ringkamp (1989) to
determine the maximum depth of the cavity and the required angle (~) of the slope at three different
angles of internal friction, 17.5°,22.5° and 27.5°, respectively. The results are combined in a set of
nomograms, one of which is presented in Fig. 16 for a soil of a density 't = 18 kN/m2 and a cohesion
of c' = 5 kN/m2• The cross section area (A) must be given. The maximum depth (d) can be taken at
the corresponding angle of internal friction (<p).

In the case of half stiff loam with a cohesion of 5 kN/m2 the diagram given in Fig. 16 can be
used. At an angle of internal friction Phi of 27°, curves (3) have to be considered. The cross section
area A is 16 m2

• From the left part of the nomogram, the optimal depth of the cavity is d = 3.2 m.
From the right part of the nomogram - again at curve (3) - the maximum angle ~ of the wall results,
in this case 44°. By using the formula given on top of the nomogram,the minimum width at top of
the cross section can be calculated as w0 =8.25 m.

These results are based on two conditions: minimum plastic film area and no active soil
pressure. It is assumed that the plastic film is more costly per m2 and has a shorter life span than a
simple wall or mere plaster inside the pit·If these assumptions do not fit, an economic calculation
should be included to find the real minimum, which should be based on the local specific costs of
plastic film and walls of different strengths (or thicknesses).
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PLUG - FLOW DIGESTER
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Fig. 16. Minimization of the area of the plastic fIlm gas holder for a plug-flow digester (Heger,
19894 and Ringkamp, 19895).

Design ofthe Gas Holder and the Ring Canal

System Definitions
This can be calculated by using standards on design of air-supported structures.6 Tensile forces

on the film and on the hooks, depending on wind speed, the hook angle, and the required weight of
the ring canal to compensate uplift can be calculated according to the system presented in Figs. 17 to
19 and equations (27) to (44).

Fig. 17. System for calculation of gas storage
capacity of plastic fIlm gas holder.

Source: DIN 4134'.

a h
tan - =-

4 ~b

R = Y/J
sin ~a

B = R 1ra
o

180
2

F - R (1r a _. )- - sma
2 180

0

V""F * 32

(27)

(28)

(29)

(30)

(31)
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where a = angle of sphere section
h = height of film
b = width of film
R = radius of film
B =length of bow or length of film
F =cross section area
V = volume which the film covers

(0)
(m)
(m)
(m)
(m)
(m2

)

(m3)

The acting forces and stresses can be calculated according to the systems presented in Figs. 17
and 18. They have to be lower than the allowable stresses which can be checked as shown below.

Fig. 18. System for calculation of loads and
stresses.

Source: DIN 41346•

tan~
4

~ = a/2

R = ~b
sin~a

B=R1'Ca
o

180

(32)

where f3 =hook angle.

Semi-dome

Fig. 19. System and acting stresses at a membrane of cylindrical shape (DIN-norm). Source: DIN 4134 6

Basic Load Assumptions:

a) Self load (g):

where

g ='t * th * 10 (N/m2
)

t = specific weight of membrane
th = thickness of membrane

(33)
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b) Internal pressure (p): 0.01 N/cm2 ~ 0.02 N/cm2
•

c) Wind load (w): q is about 0.50 kN/m2 (see Table 5).

These basic loads are being combined to load cases:

Load case A:
Load case B:

Short term stresses and loads due to s, Pi' W •

Long term stresses and loads due to s, Pi' W.

Membrane forces (n)in kN/m of the cylindrical part may be calculated as follows:

n = a * q * r (34)
ljl,W ljl

n = PI' * r (35)ljl,p

nx,w = ax * q * r (36)

nx,p = Pi * r/2 (37)
Membrane forces (n) in kN/m of the spherical or rectangular end parts may be calculated as

follows:

nrp,w = arp * q * r (38)

nrp,p =Pi * r/2 (39)

nli,w = a~ * q * r (40)

n~,p =Pi * r/2 (41)

where
subscripts <p, x, b indicate the direction of the force
subscripts w and p indicate the basic loads
values for a depending on b/l and h/r have to be taken from tables 3 and 4
Pi is the internal gas pressure (kN/m2

)

r is the radius of the plastic film (m)
q is the wind pressure (see Table 5) (kN/m2).

Table 3. Values for a to calculate membrane forces resulting from wind pressure for cylindrical mem
branes with spherical end part.

b t )2) (h/r)1)2)

0.50 0.75 1.00

a alt,a6 a alt,a6 a alt,a/i
lp lp lp

0.25 Cylindr. part 0.9 0.9 1.0 0.9 1.1 0.9
End part 1.2 0.9 1.2 0.9 1.2 0.9

0.50 Cylindr. part 0.8 0.8 1.0 0.8 1.0 0.8
End part 1.0 0.8 1.1 0.8 1.1 0.8

0.75 Cylindr. part 0.7 0.7 0.9 0.6 0.9 0.7
End part 0.8 0.7 1.0 0.7 1.0 0.7

1) Definition of b, I, h and r may be taken from Fig. 19
2) Interpolate linearly
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Table 4. Values for a to calculate membrane forces resulting from wind pressure for cylindrical mem
branes with rectangular end part.

0.25 Cylindr. part
End part

0.50 Cylindr. part
End part

0.75 Cylindr. part
End part

(hlr)I)2)

0.50 0.75 1.00

a aJt,al) a aJt,al) a alt,al)
'll , ,

0.9 1.3 1.0 1.3 1.1 1.3
1.5 1.2 1.6 1.3 1.6 1.3
0.8 1.2 0.9 1.2 1.0 1.2
1.4 1.1 1.4 1.1 1.5 1.2
0.7 1.1 0.9 1.1 1.0 1.2
1.3 1.0 1.4 1.1 1.5 1.2

1) Definition of b,l,h and r may be taken from Fig. 19
2) Interpolate linearly

Table 5. Wind pressure depending on height of gas supported structure.

Height of Structure (h)
m

~ 8
> 8~20

> 20

I) h in (m)

Anchorage forces ofcylindrical membranes

Wind Pressure (q)
kN/m2

0.50
0.30 + 0.025 * hI)
0.725 + 0.00375 * hI)

ncp =Pi * f/2 + 0.8 * alp * q * r (kN/m)
Horizontal force: n<p" =n<p * cosp (kN/m)
Vertical force: n<pl. =n<p * sinp (kN/m)

(42)
(42a)
(42b)

The resulting direction of the anchorage forces ofcylindrical membranes against the horizontal
(angle P), which is influenced by deformation of the membrane by wind forces, can be taken from
Table 6. There it is presented depending on p/q and h/r.

Table 6: Anchorage angle (P) between the tangent at the deformed membrane and
the horizontal for cylindrical membranes.

Pil) h/rl )2)

q
0.25 0.50 0.75 1.0 1.25

0.6 25° 36° 46° 55° 58°
0.8 25° 37° 48° 58° 62°
1.0 25° 38° 500 600 66°

1) Interpolate linearly
2) Defmition of hand r see Fig. 16
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a) Membrane.and anchorage
There are two load cases, for which the loads have to be calculated in cp- and x-direction:

A:

B:

actual n =
o,/P

actual n =o,x

actual n =O,'P
actual n =

o,x

1.0 n + 1.1 n + 1,6 n'P,g 'P,p 'P,W
~ all. no (kN/m)
1.0 n + 1.1 n + 1,6 nx,g X,p x,w
~ all. no (kN/m)
1.0 n + 1.3 n ~ all. Ilr (kN/m)'P,g 'P,p
1.0 nx,g + 1.3 nx,p ~ all. Ilr (kN/m)

(43a)

(43b)
(44a)
(44b)

where
all. n

o

all. Ilr
n

g

n
p

n
w

=allowable short term force (n) (kN/m)
= allowable long term force (Ilr) (kN/m)
=membrane forces caused by self load (kN/m)
= membrane forces caused by gas pressure (kN/m)
=membrane forces caused by wind pressure (kN/m)

The allowable membrane forces are given by the material properties (tensile strength) and
thickness of membrane.

The safety factor TI can be calculated by dividing the allowable membrane force by the highest
value from load case A.

CONCLUSION

Increasing HRT in PF-HY and AF-HY reactors and increasing TSS separation efficiency (TIs)
in the settler increase the total digester volume and total investment costs and decrease loading and
gas production rates. Attention should be paid to the perfonnance of the high rate AF digester,
because the total digester volume increases rapidly with increasing HRTAF-HY. It is surprising that
increasing TSS separation efficiency 11s decreases the overall performance such as loading and gas
production rates and increases overall construction costs. The economic assessment in part II of this
paper will show whether this is also true for the electricity production costs and whether the
designed operating conditions are more favourable at low TIs than at high 11 s. The thickening
properties of the settler are of even higher importance than the TSS separation efficiency because
the overall digester volume and investment costs are related to the In of the TSS concentration of the
settled solids. Low concentrations increase the digester volume very much, so that it almost doubles
with a drop in TSS concentration from 20 to 10 gTSS/l.

The design of the hybrid system is completed by the process of optimizing the slope of the wall
of the PF reactor depending on soil conditions and minimizing, construction costs. The ring canal
can be designed based on DIN norms on air supported structures.

From the technical point of view, the HY-system is attractive, in particular for highly diluted
manures. The construction can be carried out easily, and due to the optimization process its
durability can be guaranteed.
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CONSTRUCTION COSTS

Construction Costs of Plug-flow Pilot Plant
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Construction costs of the pilot-plant plug-flow digester at Thab-Kwang Research Station of the
Kasetsart University, located in Saraburi Province are given in Table 1.

Table 1. Breakdown of construction costs of the original design A of the 170 m3 plug-flow digester in
Thab-Kwang Research Station and of possible alternative modifications: types B, C and D
with the same digester volume.

Expenses

Item Original Version, A Type B TypeC TypeD

15,000 15,000
25,000 25,000
10,000 10,000

60,0002) 12,0003)

40,000 40,000

150,000 102,000

882 600

Baht US$

Excavationl) 15,000 600
Ring canal 20,000 800
1st ferrocement lining 6,000 240
2nd ferracement wall 120,000 4,800

.RMP-film, 120m2, 1.8 mm thick 50,000 2,000
Painting 500 20
Labour 40,000 1,600

TOTAL 251,500 10,060

Specific investment cost (Baht/m3r) 1,479

1) Includes costs of 100 m3 effluent storage tank
2) Due to wider digester, about 150 m2 RMP-film
3) Local available PVC plastic film or canvas of about 0.5 mm thickness
Source: Tentscher et at. (1989)

Baht Baht Baht

15,000

10,000

12,0003)

20,000

77,000

453

PREVIOUS PAGE BLANK
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Figure 1 shows cross sections of the original design (A) and of possible alternative designs (B,
e, and D) to reduce construction costs. Types B, e, and D have a wall angle of 600 instead of 800

•

Therefore, they are wider and the film surface area is about 150 m2 instead of 120 m2• But due to the
smaller wall angle, no active soil pressure acts on the walls and they can be made cheaper, because
no reinforcing wall is necessary. Type B still uses an RMP-film of 1.8 mm thickness (Baht 420/m2

)

whereas types e and D are covered with local plastic films or canvas of about 0.5 mm thickness
which cost about J} 801m2• (The thickness of large gas holders may have to be increased to 1 mm for
increasing the stability during handling).

The specific investment costs decrease from Baht 1.479/m3r for the original type A to Baht
453/m3r for type D.

-11.80 I-

A c o
Fig. 1. Cross sections of original design A of the 170 m] plug-flow digester in Thab

Kwang Research Station and of possible alternative modifications (B, C and D)
(fentscher el al., 1989).

BIOGAS AND ELECTRICITY PRODUCTION COSTS

Equations

A simple method is used to calculate total operating costs. The results are presented in Table 2
by assuming a life of 10 years, an interest rate of 12%, a & M costs of between 3% to 6% of initial
investment and depreciation. Inflation was not considered. The salvage value was assumed to be
zero. The following formulas were used:

where

where

d = Depreciation (Baht/annum)
ID = Initial construction cost of the digester (Baht)
Lt = Life time (10 years).

Op = (ID * i)/2

Op = Opportunity costs (Baht/annum)
ID = Initial construction cost of the digester (Baht)
i = Interest rate (assumed 12%).

(I)

(2)
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Table 2. Projected total operating costs of the plug-now digester (original version) and of possible
alternative designs with a digester volume of 170 m3 •

Version Total construction Depreciation2 Opportunity O&M4 Total operating
cost1 cost3 costs
Baht J1/year J1/year II/year J1/year

A 350,000 35,000 21,000 10,000 66,000
B 250,000 25,000 15,000 10,000 50,000
C 200,000 20,000 12,000 12,000 44,000
D 170,000 17,000 10,200 12,000 39,200

1) 10 includes digester, powershed and gas pipe lines.
2) Depreciation d: d = 10110. Life time assumed 10 years.
3) Opportunity costs: 0 = (10 * 0.12)/2. Interest rate is assumed 12%. Values are rounded.
4) Operation & maintenance costs are assumed about 3% of initial construction costs (I) for versions A and

B and 6% for versions C and D because local plastic films have a shorter life than the imported RMP
film. Values are rounded.

o =d+Op+O&M (3)

where 0 =
d =
Op
O&M =

Annual operating costs (Baht/annum)
Depreciation (Baht/annum)
Opportunity costs (Baht/annum)
Operation and maintenance costs: 3% of10 for digester versions A and
Band 6% of10 for versions C and D because local plastic films have a
shorter life time than the imported RMP film (Baht/annum).

CGas = 0/ (rv•G* Vo * 365)

where CGas = Biogas production costs (Baht/Nm3
)

0 = Annual operating costs (Baht/annum)
r V.G Volumetric biogas production rate (Nm3/m3r d)
Vo = Digester volume (m3r).

C =0 / (r * V * 365 *f)e V,G 0 e

where C = Electricity production costs (Baht/kWh)
e

0 = Annual operating costs (Baht/annum)

rV,G Volumetric biogas production rate (Nm3/m3r d)
Vo = Digester volume (m3r)

Ie = Biogas conversion factor into electricity (1.5 kWh/Nm3
).

(4)

(5)

Biogas and Electricity Production Costs of the plug-now Pilot Plant

Table 2 gives the projected total operating costs of the plug-flow pilot plant (original version)
and of possible alternative designs with the same digester volume. These costs are used in Table 3 to
calculate the biogas and electricity production costs depending on the volumetric gas production
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Table 3. Projected biogas and electricity production costs versus volumetric gas production rates, r V,G

(Nm3/m3 d) for the plug-now digester (original version) and for 3 possible alternative
designs with 170 m3 digester volume.

Version Total operating Production costs at 4 biogas production rates
costs l

Biogas Electricity2

rV,G (Nm3/m3 d) rV,G (Nm3/m3 d)

0.100 0.250 0.350 0.600 0.100 0.250 0.350 0.600

V,/year J1/Nm3 F//kWh

A 66,000 10.64 4.25 3.04 1.77 7.09 2.84 2.03 1.18
B 50,000 8.06 3.22 2.30 1.34 5.37 2.15 1.53 0.89
C 44,000 7.09 2.84 2.03 1.18 4.75 1.90 1.36 0.79
D 39,200 6.32 2.53 1.80 1.05 4.21 1.68 1.20 0.70

1 Operation 365 days/year
2 1.5 kWh/m3 biogas
Source: Tentscher et al., (1989)

rate of the digester.
Fig. 2 shows the results of Table 3 graphically and demonstrates how the electricity production

costs vary with the volumetric gas production rate. The area below the hatched box "utility price
range" is profitable and the profitability increases as the production costs decrease. Too low volu
metric gas production rates or too high electricity production costs may occur if the concentration of

Electricity production cost (Ge)

versus volumetric gas prod. rate rV,G

Electricity Production Cost (BahVkWh)
10 ...----~------'-----------,

2••••

__m

.- .

0.1 +-------+---+--+--+---+--+-+-1--'
0.1 0.2 0.3 0.5 1

Volumetric Gas Production Rate (m3/m3/d)

Fig. 2. Electricity production costs versus volumetric gas production rates for the plug-flow
digester (original version) and of 3 possible alternative designs (B, C, and D).
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the manure suddenly drops at the same HRT, if the digester has to be opened and repaired, or if the
gas produced is just wasted..

Biogas and Electricity Production Costs of the plug-flow Design on its own and the HV·System

Standard Conditions

The standard conditions were already described in part I of this paper but are given here again
to ensure a clear understanding of the interrelationships. Electricity production costs will be given
below under standard conditions and after varying four parameters.

No of pigs (No.)
Body weight (BW) per pig
Amount of dry feed (0 per pig body weight
TS-utilization rate (llF) of feed by pigs
Flush water (FW) to manure (M) ratio (RfW:M)
TS concentration (cTS,M) in manure
Gas yield (YG,TS) in PF-reactor, low TS
Gas yield (YGTS) in PF-reactor, high TS
Gas yield (YG'TS) in AF-reactor
Overall gas yi'eld per feed added (YG,Fcc)
TSS concentration (CTSS,PF) after settler into PF
Hydraulic retention time (HRTpp) in PF reactor
Hydraulic retention time (HRTAF) in AF reactor
Efficiency of TSS-separation in settler (11,)
Investment cost (lOY pp) of plug-flow dig.
Investment cost (Io'y'AF) of anaerobic filter
Inyestment cost of power shed, pipelines, etc.

The following parameters were varied:
Hydraulic retention time (HRTpp) in PF reactor
Hydraulic retention time (HRTAF) in AF reactor
TSS concentration (CTSS,PF) after settler into PF
Efficiency of TSS-separation in settler (11,)

(kg)
(kg/l00kg/d)

(kg/kg)
(%)
(Nm3jkgTS)
(Nm3jkgTS)
(Nm3jkgTS)
(NI/kg feed)
(gTSS/l)
(d)
(d)

(Baht/m3r)
(Baht/m3r)
(Baht/dig.)

(d)
(d)
(gTSS/l)

1,000
50
2
0.80
20,30,40
33.3
0.31
0.37
0.15
47
26
15
1
0.85
1,000
4,000
100,000

10,15,20
0.5, 1,2
10,20,30
0.65,0.75,0.85,0.95

Figure 3 gives a sketch of the hybrid-system consisting of a PF digester and a high-rate AF
reactor.

The AF in the HY-system may be replaced by a UASB digester, so that two alternative
combinations exist for the hybrid system:

a) Plug-flow (PF) for solids, Anaerobic Filter (AP) for liquid
b) Plug-flow (PF) for solids, upnow Anaerobic Slugde Bed digester (UASB) for liquid.
Combination a) was discussed from the technical point of view in part I of this paper1 and will

therefore also be considered in this economic assessment. Table 4 presents the results for the PF 20
and PF 40 (i.e. PF-alone digester) and HY 2C and HY 40-system.

The total operating costs in Table 4 of the PF-alone version and of the hybrid-system at
different FW:M ratios are used to calculate electricity production costs at four volumetric gas pro
duction rates, to cover the whole range. All other design criteria are standard. The actual rY,G values
for PF-alone and HY-system are given too in order to mark the designed operating conditions in the
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sand
catch
ment

Flushing canal. ::
~::---..-_..

Settled SS to PF

Settler
Anaerobic

Filter

Overflow to AF

I
\/ \/

To effluent storage
and proper utilization

Fig. 3. Sketch of HY-system consisting of an anaerobic filter (AF) and a plug-flow digester (PF).

Table 4. Projected total operating costs of the plug-flow digester! and the hybrid-system! for a farm
with 1000 pigs at two different FW : M ratios of 20:1 and 40:1 inclUding l4 100,000 for engine
generator-set, power shed and pipe lines.

Version

PF 20
PF 40
HY20
HY40

Total construction Depreciation1 Oppornmityl O&Ml Total operating
costl costs
Baht I1/year J!,/year FJ/year J!,/year

280,000 28,000 16,800 8,400 53,200
460,000 46,000 27,600 13,800 87,400
201,942 20,194 12,117 6,058 38,369
249,942 24,994 14,997 7,498 47,489

PF and HY 20 = Plug-flow and Hybrid system with FW : M ratio of 20 : 1
PF and HY 40 = Plug-flow and Hybrid system with FW : M ratio of 40 : 1
1 See footnotes below Table 2

log-log plot in Fig. 4. The results are given in Table 5.
Fig. 4 presents the results of Table 5 graphically. The designed operating conditions are

marked with circles. At the same volumetric gas production rate the PF-alone design has lower elec
tricity production costs, however the designed operating conditions are less favourable and only a
FW:M ratio of 20: 1 yields electricity production costs which are just below the utility price range.
The HY-system is less sensitive since power production costs at the designed operating conditions
increase only slightly with increasing FW:M ratio and all electricity costs are below the utility price
range with the lowest value being 1.13 Baht/kWh. Thus, the anaerobic digestion of pig manures
could be made more feasible through hybridizing the process.
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Table 5. Projected electricity production costs versus volumetric gas production rates, r V,G (Nm3/m3 d)
of the plug-now digester on its own and of the hybrid-system at 3 FW:M ratios.

Version Total Gas and electricity production costs at 4 biogas production rates
operating
cost (0)

PF20 PF30 PF40

rV,G (Nm3/m3 d) 0.34 0.23 0.17

0.1 0.2 0.5 0.8 0.1 0.2 0.5 0.8 HY20 HY30 HY40
0.77 0.72 0.67

Baht/a Biogas oJ/Nm3) Electricity (l}/kWh)

PF20 53,200 8.10 4.05 1.62 1.01 5.40 2.70 1.08 0.67 1.57
PF30 70,300 7.13 3.57 1.43 0.89 4.76 2.38 0.95 0.59 2.07
PF40 87,400 6.65 3.33 1.33 0.83 4.43 2.22 0.89 0.55 2.57
HY20 38,369 13.03 6.52 2.61 1.63 8.69 4.34 1.74 1.09 1.13
HY30 42,929 13.57 6.79 2.71 1.70 9.05 4.52 1.81 1.13 1.26
HY40 47,489 14.04 7.02 2.81 1.76 9.36 4.68 1.87 1.17 1.40

Volumetric Gas Production rate (rVG)

versus Electricity Production cost (Ce) ,

Electricity Prod. Cost (BIkWh)

5 t.s===~;:::===~~~~~t.l
4

3

2

0.5 +-------r--~----,---.--,._.----r____r'~

0.1 0.2 0.3 0.4 0.6 1

Volumetric Gas Prod. Rate (m3/m3/d)

Fig. 4. Electricity production costs versus volumetric gas production rates for Ihe PF
alone design and hybrid-design at Ihree different FW:M ratios and standard con
ditions.
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Variation ofFour Parameters: HRTpF, HRTAF, Crss.j>F and 1]~

The changes in electricity production costs C
c

were determined after varying of the four
parameters. This was done in order to assess the economic impacts of changes which might be rec
ommendable from a technical point of view. Another reason was to improve the feasibility of the
HY-design by decreasing electricity production costs.

Variation ofHRTpF and HRTAF

Effects of varying HRTpp and HRTAP are given in Figs. 5 and 6. Figure 5 shows that the
response of the PF-alone design after decreasing HRTpp from 20 days to 10 days is very high. Power
production may become feasible only at a FW:M ratio of 20:1, at which Cc was 1.23 Baht/kWh.
Same costs of Baht 1.9/kWh result at 10 days/40:1 and 20 days/20:1. The response of the HY
system is less pronounced and all values, even at HRTPF of 20 days, are still below the utility price
range. However, if 10 days can be maintained this should definitely be aimed at (Cc = ~ 0.99/kWh at
20:1).

Volumetric Gas Prod. Rate (rV,G)

versus Electrcity Production Cost (Ca)

Volumetric Gas Prod. Rate (rY,G)

versus Electricity Production Cost (Ca)

Ce(BahtlkWh) ~ (Baht/kWh)

*®~o:
40:1 01
20:1

Designedo = operating
condition

10,PF =B 1000/m3

10 AF = B 4000/m3

HRTAF = 1 d
HRTpF =varied

3

2•••

5 +---v...,.....-----'-7~-----1

0.5 -l-----+----+--+--+--+--+-+-+-+------'
0.1 0.2 0.3 0.5

rv.G (m3/m3/d

1_
-

0.3 0.5

rV, Gas (m3/m3/d)
0.2

3

5 +--~-----------------l

Ir---------, :C'!;~T1Q:•••.•••....
Designedo =operating *20:1
condition 20:1

10,PF = B 1000/m3 40:1

0.5 +=======+====+-_+--+--+-+~~0~·1--l

0.1

Fig. 5. Electricity production costs versus volmnetric gas production rates for the plug-flaw-alone design (left) and
hybrid-design (right) at two different FW:M ratios and varying HRTPF•

Figure 6 shows that the electricity production costs of the HY-system increase to the utility
price range at a HRTAP of 2 days and a FW:M ratio of 40: I, but is still below this range at FW:M
ratio of 20: 1 (Cc =B1.3/kWh). At a HRTAF of 0.5 days, Cc values are very close at all FW:M ratios
(~ 1.05/kWh at 20:1 and ~ 1.19/kWh at 40: 1) and promise feasible operation. A further reduction of
Cc is possible with a combination HRTpJRRTAF of 10d/0.5d, thereby reducing Cc to f/. 1.05/kWh at
40:1 and ¥ 0.91/kWh at 20:1.
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Volumetric Gas Prod. Rate (rv,G)
versus Electricity Production Cost (Ce) .

Volumetric Gas Prod. Rate (rv,G)
versus Electricity Production Cost (Ce)

'';:\'' 401
..................... 9.:J::®2 :1

20:1 ®

0.2 0.4 0.6

rv. G (m3/m3/d)

Designedo = operating
condition

10 PF =B 1000/m3

10:AF =B 4000/m3

Ce (BahVkWh)

3

5 -I----~~----Y.
4 ~:~.::,: LLo~~~.<.LL,,~~

0.5·-I-----.------,-------r-,--,----,---.--.--r-----J

0.1

·· ....·40:1··

20:1
40:·1 ....
20:1

Designed
Q9 = operating

condition
10,PF = B 1000/m:
10 AF =B4000/m
HRTpF = 15 d
HRTAF = varied

0.2 0.3 0.5

rv. G (m3/m3/d)

.'.
".

0: Ct,

~ (BahVkWh)

3

0.5 -I-----f----t--+-f--t-t----t-+-t----'

0.1

Fig. 6. Electricity production costs versus volmnetric gas production rates for the hybrid-design at two different FW:M
ratios and varying HRTAP and HRTpp•

Variation ofSettler Performance (CTSS,PF and 11)

The TSS concentrating perfonnance, i.e. the final tss concentration (s.ss,PP) had a much
higher influence on the technical perfonnance of the HY-system than the TSS separation efficiency
(11). Whereas there was the tendency of slightly improving the technical perfonnance by decreasing
s.ss,PP' the economic assessment, given in Fig. 7, shows the reverse tendency. At the lowest s.ss,PP
concentration of 10 gTSS/l the electricity production costs are very close to or within the utility
price range. At the highest concentration of 30 gTSS/l, however, the production costs could be
decreased to Baht 1.09/kWh at a FW:M ratio of 20:1 and Baht 1.36/kWh at 40:1. This economic
assessment confrrms again the importance of a proper thickening of the suspended solids in the
settler, since the response of the HY-system to changing TSS concentrations is high.

Variations of the TSS separation efficiency (11) have only a minor effect on the electricity pro
dUCtlon costs as shown in Fig. 7. They vary from J} 1.06/kWh (11.=0.65, FW:M = 20:1) to J,t 1.43/
kWh (11.=0.95, FW:M = 40: 1). The electricity production costs decrease slightly with decreasing 11•.
Thus, 11. should be as high as necessary to keep the TSS concentration in the overflow of the settler,
which flows to the AF, as low as necessary to insure a proper operation of the high-rate AF reactor.

It can be concluded that the settler has to concentrate the solids as high as possible, at least
above 20 gTSS/l and that the HRT in the anaerobic filter should be as low as possible, preferably at
or below one day. One important parameter, the electricity conversion ratio, was not varied but was
assumed constant at 1.5 kWh/Nm3 gas. How the operating conditions of the engine-generator-set,
which detennine the feasibility of the biogas plant, can be maintained at this level through proper
management of the engine-generator set is dealt with below.
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Volumetric Gas Prod. Rate (rV,G)
versus Electricity Production Cost (C

e
)

Volumetric Gas Prod. Rate (rV,G)
versus Electricity Production Cost (Ce)

~ (BahtlkWh) ~ (BahtlkWh)

0.2 0.3 0.5

rv,G (m3/m3/d)

32_••••

Designo =operating
condition

'O.PF =8 1000/m3

5 +------'\J-.+-~------i 1
0

AF = 8 4000/m3

""':····,·""~'0..1···· ·· .. 1 HFHPFAF =15/1 d
'-.·", '-.c-: ! TIs . = varied

0.5 --I-----+----+--+----+---+---t-ri---t-------'

0.10.2 0.3 0.5

rv. G (m3/m3/d)

2

3

Designedo =operating
condition

5 -'P-<--'..,..---~"!r-----------j 'O.PF =8 1000/m:
'-.."' ,.." ,·.,, ------.1 10.AF =8 4000/m

",.~/------·--------·--,,\:'·,__ .. -- ------··I HRTPFAF = 1511 d
.'-..:--,.. -- .........----. ·,,·,·.----------------1 SSS.PF· = varied

0.5 +----+-----+--+----+---+----t-1ri---t-------'

0.1

1_m

Fig. 7. Electricity production costs versus volumetric gas production rates for the hybrid-design at two different FW:M
ratios and varying 1'55 concentrations (c,.,s,Pp) (left) and 1'55 separation efficiency (11.) (right).

Electricity Production Costs ofa System without AF

If the high rate digester (see also Fig. 2)t in this case an anaerobic filter (AF) is dropped and the
overflowing liquid is not digestedtconstruction costs are lower. Howevert gas yields are lowert too.
How this influences the electricity production costs (Ce) is given in Figs. 8 and 9. Figure 8 describes
the costs at constant Cns,PP (Cns,PP = 26 gil) and varying 1\. (1\.=0.65-0.95) and varying cTSS,PP (Cns,PP
= 10-30 gil) and constant 1\. (TI.=0.85)t respectively. Compared to Fig. 7 showing the HY-systemt
electricity production costs could be further reduced. Figure 9 showst how Cc changes with cTSs,PPt
TI. and specific digester construction costs (IJ of 1000 and 3000 1>/m3

• While the TSS separation
efficiency (1\) has little influencet construction costs (IJ and sludge concentration cTSS,PP have high
influence on Ceo Construction costs of above J 2000/m3 may result in unfeasible operation.

DESIGN OF AN ENGINE-GENERATOR SET

Engine Design

Properties of biogas as fuel differ very much from other fuels such as LPG (liquified petroleum
gas) or gasolene (Koelsch et alI984):

The desired compression ratio for a biogas fueled engine will generally be greater than that
found in most standard spark ignition engines due to the high rating of methane (120).
A higher compression mtio will increase the brake thennal efficiency of the engine. The
theoretical efficiency of an Otto cycle engine improves with increased compression ratio
according to the following relationship (Koelsch et al (1984)t p. 4). It is recommended to
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run biogas fueled engines at compression ratios of 10 or greater.

1
1], = 1 - (1-1)

TV

where 11
t

= thermal efficiency
rv = compression ratio
k = ratio of fluid heat capacity.

Table 6 shows a comparison of the properties of propane, methane and biogas. Since a biogas
air mixture has a 15% lower energy density, the maximum power output can be expected to be 15%
lower when compared to propane. This comparison should provide a reasonable estimate for der
ating an engine to be fueled with biogas.

Table 6. Comparison of the properties of various fuels that will affect maximum power production.

Fuel Energy Density
(1/1 of Fuel-air Mixture)

Comparison of Energy
Density of Fuel to

that of Propane

Propane
Methane
Biogas-60%-methane
Biogas-50%-methane

342
316
298
288

100%
93%
87%
84%

Source: Koelsch et al. (1985), p. 5
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Fig. 8. Electricity production costs versus volumetric gas production rates for the plug-flow digester with settler at two
different FW:M ratios and varying 1'5S concentrations (CTSS.PF) (left) and TSS separation efficiency (11.) (right).
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Fig. 9. Electricity production costs versus volumetric gas production rates for the plug-flow digester with settler at two
different FW:M ratios and varying cns,PP and ~ (left) and TI. +~ (right).

As was observed by Koelsch et al. (1984) and the authors of the present paper,. spark timing
also varies. In the case ofbiogas it should be advanced and generally exceed 35° BTDC (before top
dead center). Cogenerator load has a major influence on minimum spark timing at which maximum
power could be achieved. Different fuel-air mixtures have minimal influence of minimum spark
timing for maximum power. Figure 10 gives the generator electrical output depending on spark
timing.

The carburettor and the gas supply system need special design considerations. The design
should allow for a minimum flow rate of 15litres (0.53 ft3) of biogas (60% methane) and 90 litres
(3.2 ft3) of air per minute per kW of cogenerator capacity.

255 10 15 20

Generator Electrical Output (kW)

<> Spark Advance for richfuel-oir
mixture 0 = 1.25*

• Spark Advance for leon fuel-air
1 I--__-+_-===m:::ixtj::u:::re.:=.:=...:::0===0:j:.9=2::*===t
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Fig. 10. Minimum spark advance at which maximum power is achieved for various throttle settings.
Fuel: Biogas. Speed: 1800 rpm (Source: Koelsch et al., (1985), p. 5). .
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Installation and Operation

Koelsch et ai. (1985) outlined three major concerns related to the installation and operation of
an engine-generator set (cogeneration mode is possible).

1. Difficulty of identifying the carburettor setting required to produce a fuel-air mixture that
would allow efficient operation. The conversion efficiency should be 0.9 m3 biogas per
kWh electricity generated or lower. For example, a 25% greater efficiency can easily be
achieved by a small tum of the valve controlling the fuel-air mixture. In other words,
relatively small errors in valve settings can easily eliminate the profit from a biogas system.
Product suppliers of generation systems must give consideration to proper fuel-air mixture
settings during equipment installation. Figure 11 shows how the biogas consumption
changes with different biogas-air mixtures.
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~
'0 1000

,...... "L:
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~ ~ ~ ~ 800
~-6 5 ~
g£7 2! 700
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0.8 0.9 1.0 1.\ 1.2

Equivalence Ratio

Fig. 11. Comparison of gas consumption per unit of electricity produced for various fuel-air
mixtures at rated load (Source: Koelsch et al. (1985), p. 8).

2. Wear related problems associated with the hydrogen sulfide in the biogas. The 14S concen
trations of 2000 ppm or greater usually cause problems in engines. Figure 12 shows how
fast the TBN (total base number) of the lubricant falls below a TBN of 6, what is now
considered to be the minimum desirable TBN level. The ~S concentration of this gas was
not available.
High levels of copper and lead (generally associated with bearing and wrist pin brushing)
could be analysed and changes in concentration be followed-up with lubricant exchange
intervals. This is given in Fig. 13.
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Fig. 12. Total base number of oil versus time elapsed since oil change (Kendall Super D Select oil
with initial TBN of 10) (Source: Koelsch et al. (1985), p. 8).
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Fig. 13. Oil analysis parameter for monitoring affects of hydrogen sulfide in the biogas during the forth test period for
Millbrook Farms cogenerator. Extended oil change intervals proved acceptable with the aid of an oil conditioner
and maintenance of high TBN levels (Source: Koelsch et al. (1985), p. 8).

3. Koelsch et al (1985) found that once the sulfur related wear problems are controlled,
carbon accumulation rate becomes the most common factor determining overhaul inter
vals. The dilution of methane with carbon dioxide results in colder combustion tempera
tures in the cylinder. This may result in less complete combustion of oil moving by the
piston rings and valves, thus causing deposits. Carbon accumulations could not be ob
served in the engine-generator set operated by the authors of this paper.

From all these experiences, Koelsch et al. (1985) became acquainted with the importance of a
well-planned maintenance program for the engine. This program must include monitoring proce
dures designed to forecast developing problems (Le. oil analysis, HzS measurements, comparison of
gas consumption to electrical production). Even with the best of care, the internal components of an
engine must be overhauled on a regular basis. Until the severity of wear related problems for a
particular installation is understood, planned overhauls should be scheduled at least once a year.
Finally, it is extremely important to provide a readily available mechanic service and spare parts.
Excessive down times are generally not the result of the original problem but rather the unavailabil
ity of spare parts or a mechanic with an understanding of the application.

Generator

The engine-generator set can be operated in parallel with the electric utility service by
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employing an induction or asynchronous generator. The simplicity of connecting an induction/
asynchronous generator to the utility plus the lack of problems of operating in parallel with the
utility has made this feature a trouble free component of the system.

Some precautions must be taken:
- . The generator must be protected from reverse current.
- The generator must be protected from over/under voltage, over current, unbalanced phase

and over and under frequency.
The generator must be capable of being safely blocked out of service by shutting off the
spark and closing the gas valve.

- The generator's operation must not result in the supply of unsatisfactory voltage or fre
quency to other customers.

- If the engine operates in an unattended mode it must be protected from coolant over
temperature, low oil pressure, low oil level, and overspeed. Such equipment is considered
standard equipment for any engine.

The specified equipment requirements to insure the above conditions will be dependent upon
the site and the interpretation of the local utility. .

Koelsch et al. (1985) experienced that the use of an induction/ asynchronous .generator as
compared to a synchronous generator creates fewer potential concerns from the utility's viewpoint.
Frequency, voltage and phasing are controlled by the utility thus eliminating the need for synchroni
zation of an induction generator with the utility power supply.

Cogeneration System

Besides electricity, any engine-generator set develops heat which may be utilized. A recovery
of 25% of the energy in biogas as electricity represents a reasonable goal. If this level of efficiency
can be maintained, one kWh of electricity would be produced for each 715 litres of biogas.
However, a more realistic level of performance for day to day operation may be 850 - 900 liters of
biogas. Heat energy recovery is also influenced by design and operating practices. When electrical
efficiency is low, heat recovery efficiency is high and vice versa. For day to day operation, the level
of heat recovery will be less than its potential. A recovery of40 to 55% as hot water is normal, good
efficiencies are between 50 - 60%. Figures 14 and 15 show how the electrical and thermal
efficiencies change with the load factor of the generator.
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Fig. 14. Comparison of gas consumption per unit of electricity produced at various loads and fuel
air mixtures for a 25 kW cogenerator (Source: Koelsch et al. (1985), p. 21).
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Sizing of the cogeneration system is a critical decision that can dramatically affect the unit's
performance and the economics of the entire biogas system. This decision begins with a conside
ration as to whether or not the unit will be operated around the clock. Oversizing the cogenerator by
50% causes the system to work less efficiently, resulting in a lower than expected electrical output.

CONCLUSION

From the sensitivity analysis (Tables 3 and 5 and Figs. 4 to 7) it can be concluded that power
production with the PF-alone design may become feasible at and below a FW:M ratio of20:1 and
that a feasible operation of the HY-system can be expected at HRTs of the high-rate digester (AF) of
one day or below and a TSS concentration in the settled sludge of 20 gTSS/l or more. The
volumetric gas production rate r

GV
should be 0.5 Nm3/m3 d or above, depending on initial invest

ment costs. Attention should be piud to the amount of flush water, i.e., the dilution of the manure.
The hybrid digester offers a promising solution for flush water to manure ratios of about 20: 1

to .40: 1. Higher dilutions should be avoided. However, a part or the whole amount of the overflow
ing liquid from the settler may be bypassed and not digested in the high rate digester. Electricity
production costs may be even reduced by this measure. Attention should be paid to specific
construction costs which should not exceed ~ 2000/m3

• Construction methods should be screened to
fmd cheaper and durable solutions. There is still the option of finding a cheaper packing material for
the AF such as animal skulls or shells. Alternatively, a UASB-digester, which may cause only 50%
of the construction costs of an AF, might be chosen.

In addition to biogas, the fertilizer in the effluent is also an important benefit and should be
considered in detail. It should be noted here that any additional effluent treatment increases both
construction and operation costs. The direct use of the effluent as fertilizer in fields or fish ponds, if
the agricultural catchment area of the pig farm is located close enough, may offer the cheapest way
of handling and utilizing the effluent.

A cogeneration system using biogas from an anaerobic digester needs particular attention to
three topics. Those are:

1. Operator time and skill requirements
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2. Durability of the unit to withstand continuous operation, and
3. Electrical energy efficiency.
If cogeneration is to be successful in this application, greater emphasis will need to be placed

upon the design, installation and operating parameters that influence these weak links.
In Thailand, good quality second-hand engines are available at reasonable prices to be em

ployed in such an activity in an animal farm, agro-industry, etc.
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ABSTRACT

53

The paper discusses the relative energy consumption ofprototype VAVand CAV air-condi
tioning systems operated under load conditions simulating that of a typical office building in a
humid tropical country. In the same context the paper discusses the salient features of the test
facility developedfor conducting the same investigation.

Experimental results show that the variable-air-volume (VAV) system is more energy efficient
compared to the constant-air-volume (CAV) system, percentage saving rangingfrom 21.4 at no load
to 7.0 at a total space load of0.435 kWlrrr.

INTRODUCTION

The basic principle.of the variable-air-volume (VAV) air-conditioning system is to control the
volume of supply air into the space to be air-conditioned in response to the space load. In constant
air-volume (CAV) systems, however, a constant volume of air is supplied to the conditioned space
and the supply air temperature is varied with variation of space load. The advantages generally
attributed to the VAV systems are their versatility in individual zone controlled space, ability to
dispense with reheating and generally, the systems are energy-efficient by design analysis. Further
more, it is claimed that the first cost of the VAV system is one of the lowest of any comparable
quality system in the U.S.A. [7]. There are a number of disadvantages of such systems, e.g. uneven
temperature and air distribution, causing lack of air motion. Amongst other disadvantages are the
lack of fresh air at part load operation, complexity ofdesign, poor air balance and energy savings not
meeting expectations. However, there has been significant improvement of the VAV systems over
the years resulting in marked improvements in respect of noise, pressure imbalance and control
[5,6,7].

Prior to the large scale use of the VAV systems in the Seventies, most of the air-conditioning
systems installed in commercial premises, particularly in office buildings were of CAY systems
using various types of reheat: zone reheat, multizone and dual duct. In the aftermath of the oil price
boom in the early Seventies, the VAV systems gained popularity as the potential wastefulness of the
reheat systems were realised.

Another factor for the popularity of the VAV systems in air-conditioning applications in the
USA is the ease with which conventional systems can be retrofitted with VAV apparatus. Heating,
ventilating and air-conditioning (HVAC) systems in many U.S. buildings have been converted to
VAV systems and the performances of many such systems have been reported over the years.

PREViOUS PAGE BLANK
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Johnson reported one system where the retrofit yielded an annual energy savings of 46.5% relative
to constant volume operation [9]. Kloostra reported that after the retrofitting of the existing CAY
system with VAV air distribution assemblies at a Houston building, the energy usage was reduced
by 38% [11].

Similar trends of using VAV systems in preference over CAV systems can be found in
Singapore over the last several years. However, the relative performance of the VAV systems over
CAY systems under a humid tropical climate is not known. Unlike U.S.A., the climatic conditiOi1s
in humid tropical countries such as Singapore are fairly uniform throughout the year and the diurnal
temperature variation is also very moderate. Furthermore, reheating is hardly practiced in commer
cial premises where load variation is relatively moderate during the office hours. Relative humidity
is hardly controlled in such premises and is allowed to fluctuate. The load diversity can also be
considered to be negligible for such premises. Another important factor is that unlike U.S.A., VAV
systems are generally more expensive in South East Asia. In Singapore, the VAV systems are about
20% - 30% more expensive in terms of first cost The feedback from industry indicates skepticism
in respect of the advantages of the VAV systems.

In view of the above factors, it was decided to undertake experimental investigations to
establish the relative energy consumption of the two systems under Singapore climatic conditions.
With the availability of such data, life cycle cost analysis can be carried out for the two systems for
any specific project, to determine their relative superiority. Research data will also be useful to
determine the feasibility of conversion of CAV systems into VAV systems through retrofitting.

Since the comparative tests are not practical in actual building installations, it was considered
necessary to construct a twin environmental chamber, where prototype air conditioning systems
would be installed and operated under identical simulated load conditions.

FEATURES OF THE TEST FACILITY

Although the immediate objective of developing the environmental chamber was to carry out
comparative performance tests on VAV and CAV systems, additional instruments were incorpo
rated to accommodate diverse types of future research activities. Hence, standards and features of
similar facilities built elsewhere were reviewed prior to the development of the facility [2,3, 14, 16].

The 8m x 5m x 3m environmental chamber has been constructed with demountable clip-lock
type insulated panels and located inside the Energy Conversion Laboratory of the Institute (Figs. 1
& 2). The 100 mm insulated panels are of zinc-aluminium alloy coated steel sheets, laminated to an
insulation core of polyurethane. The chamber was partitioned in the centre to create two equal-sized
chambers for comparative tests [1].

Two air distribution systems of same capacity, one of CAV type and the other of VAV type
were installed in the two adjoining chambers. There are two identical Air Handling Units (AHU)
supplying chilled air to the two duct systems in the chambers. The air-cooled chillers were located
outside the Energy Conversion Laboratory while the AHUs were located inside the laboratory. The
nominal cooling capacity of the chillers is 10.5 kW (3TR). The CAV duct system comprises supply
air duct, two diffusers and a return air duct The VAV duct system comprises a supply air ducl, 2
VAV boxes, 2 diffusers and a return air duct. .

The indoor air temperature is maintained by room thennostats, located in the two chambers. In
the CAV system, in which the supply air volume is constant, the variation of load is taken care of by
varying the supply air temperature. This temperature is controlled by variation ofchilled water flow
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..

Fig. 1. An external view of the environmental chamber.

Fig. 2. Inside view of the environmental chamber containing VAV system.

55



56 RERIC In.ternational En.ergy Journal: Vol.l2, No.2, December 1990

CAV SYSTEM

HS HS

COMM BUS

RSRS

CAV

x---......--r DDC
CONTROLLER

MV

~

RS - ROOM T~PERATURE SENSOR
Hs - ROOM HUMIDITY SENSOR
MY - MODULATING VALVE COMPLETE

WITH ACTUATOR
TS - DUCT TEMPERATURE SENSOR
VSD - VARIABLE SPEED DRIVE
SPT - STATIC PRESSURE SENSOR

TO DSC 1020

SUPPLY
AIR

VAV
VSD

DDC
CONTROLLER

Fig. 3. Control schematics of the prototype VAV and CAV air-conditing system.

through the 3-way by-pass valve controlled by return air temperature. In the VAV system, however,
the room thermostat controls the damper inside the VAV box, and the supply air volume varies
according to the cooling load inside the conditioned space. With reduced load there is a build up of
air pressure inside the supply duct. A static pressure controller, in tum, reduces the fan speed
controlled by a static frequency converter. There is a 3-way valve in the chilled water supply line
which is controlled by return air temperature. Figure 3 shows the control schematics of the CAV
and VAV air-conditioning systems.

The above-mentioned instruments and controls are monitored by a modified EPSON HX-20
computer as shown in Fig. 4. The control strategy could be programmed and downloaded into the
said computer, which is being used to control conditions in both the chambers in accordance with
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Fig. 4. Supervisory computer for the twin-environmental chamber.

the research requirements.
There are individual watt-hour-meters for recording the energy consumption of the two AHU

motors, the two pump motors, and the two chillers.

EXPERIMENTAL INVESTIGATION

Scope of Experiment

In view of the very broad nature of the investigation, the scope of the experiment during the
current phase was defined as follows:

1. To carry out the relative energy consumption of the CAV and VAV systems under
identical simulated load conditions and a set temperature of 26"C.

2. To determine the relative energy consumption of the various components of the two
systems.

3. To record the variation of temperature and relative humidity with time in both the cham
bers.
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Experimental Design

The control systems were designed and operated in a manner similar to the actual installed
systems in such premises.
It was planned that the indoor conditions would be maintained within the following
recommended guidelines of the Building Control Division (BCD) of the Public Works
Department of Singapore (PWD)[15]:

indoor temperature 23-27"C
relative humidity : maximum 75%
air velocity : maximum 75 m/min

a) Accordingly, thermostat set point temperature was set at 26"C.
b) Air velocity in the two chambers was lower than 75m/min.
c) Maximum relative humidity was within 75% limit for the simulated load.
In order that the simulated load conditions are representative of actual climatic and
operating conditions, space cooling load (kW/m2) was varied in a range comparable to
similar loading in Singapore office buildings [4,12,17].
Effects of ambient climatic conditions on the space cooling loads were negligible since
the twin environmental chamber was made of insulated panels and the same was located
inside a laboratory.

3.

4.

2.

With a view to ensuring that the performance tests simulate actual operating conditions in a
typical air-conditioned office building in a humid tropical country, the following measures were
taken:-

1.

Experimental Procedure

The energy consumption tests were performed by using the two prototype air-conditioning
systems. A temperature set point of 260C was set for each of the rooms through the DSC-l020 DOC
monitoring and controlling system hardware [1]. Sensible load was supplied by means of a number
of 2.4 kW heaters while 1.5 kW humidifiers in each room provided latent heat load. The tempera
ture and relative humidity conditions of the two rooms were monitored throughout the duration of
each test through the direct digital controller. The energy consumption by the two systems and their
major components, however, were computed at the end of each test. The systems were run for a 2
hour duration for each test.

RESULTS AND DISCUSSION

Figure 5 shows the total energy consumption of the prototype VAV and CAV systems versus
space loading. Each test was conducted over a 2-hour period with the following space loading:

Type of Sensible Heat Latent Heat Total Heal
Loading (kW) (kW) (kW)

A Nil Nil Nil
B 2.4 1.5 3.9
C 4.8 1.5 6.3
D 7.2 1.5 8.7
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Fig. 5. Total energy consumption of VAV and CAV systems versus space cooling load.

For the entire range of loading, the VAV system was found to be more energy efficient,
although the savings appear to be less than those of !.he American case studies mentioned earlier.

Figure 6 indicates the percentage energy saving for the VAV system relative to the CAV
system for the same space loading. The percentage saving ranges from 21.4 at no load to 7.0 at 8.7
kW (0.435 kW/m2) loading. Since it was assumed that load diversity is likely to be negligible in the
Singapore context, constant rather than intermittent loads were used for the experiments.
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Fig. 6. Percentage energy saving for VAV system relative to CAV system at different cooling load.

Figure 7 shows the energy consumption of the major components of VAV and CAV systems
against total space loading. The graphs indicate that for both the systems, energy consumption of
the compressor is the highest. Energy consumption of the pump is about the same for both the
systems, while the energy consumption of the AHU of the VAV system is the lowest.
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Fig. 7. Energy consmnptioo of the major components of VAV and CAV systems versus space
cooling load.

Figure 8 shows the percentage saving of energy consm:nption of the VAV system's Air Han
dling Unit (AHU) and compressor compared to those of the CAV system versus space loading. The
variation of AHU power consumption ranges from a steep 66.7% at no space load to 46.7% at 8.7
kW load. This is expected, as at low load the AHU fan motor of the VAV system runs at a lower
speed and consumes less energy. The energy saving for the VAV compressor, however, is nominal.
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Figure 9 shows the variation of temperature inside the chambers with time for both the
systems. Figure 10 shows the variation of relative humidly inside the chambers with time. Both
these curves are for 6.3 kW loading when SHR=O.76 and space loading is 0.315 kW/m2, which are
quite representative of the local climatic condition and cooling load conditions prevailing in
Singapore.
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Fig. 9. A typical temperature versus time curve.
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CONCLUSION

From the results of the current tests carried out in the twin environmental chamber it may be
concluded that VAV is a more energy efficient system, the percentage saving being in the range of
21.4 at no load to 7.0 at 8.7 kW (0.435 kW1m2

) loading. (The energy savings attributed to the
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prototype VAV system appear to be much less than those of the published case studies in the U.S.)
Among the main components of the two systems, energy saving is the highest for the AHU

(VAV) followed by the compressor (VAV), while the energy consumption of the pumps of the two
systems are about the same.
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A computer program has been developed to predict the long-term performance ofsmall-scale
photovoltaic refrigeration systems (SSPVRS) having storage batteries. The method is based on
radiation statistics, utilizability and mOnthly-average hourly cooling load. Predicted results of the
computer program were compared with experimental data of an existing SSPVRS. The predicted
results showed an overall error less than about 15 percent.

INTRODUCTION

Rural heallh centers, hospitals and clinics in developing countries cannot get access to
electricity grids and even when these are available, in most cases the supply is not reliable. As a
result, the control of vaccine at optimum potency level is very difficult to attain. The most
appropriate and economical system for these medical centers is the small-scale photovoltaic refrig
eration system (SSPVRS) as discussed by Ye Lin 00 (1986). Derrick (1986) has studied the experi
ences with photovoltaic (PV) powered medical refrigerators and lighting systems. One hundred PV
refrigerator installations and seven hundred fifty PV lighting installations have been reviewed, and it
was concluded that solar powered refrigerators and lighting systems are now sufficiently reliable
and mature for widespread use.

A proper system components design based on site-specific data is important for good reliabil
ity of SSPVRS. In SSPVRS design, it is necessary to predict the potential output and the fraction of
the load supplied by the system under various conditions. Estimate of the long-term performance of
SSPVRS is needed. This information can be obtained from detailed computer simulations. Detailed
simulation methods require a significant amount of effort, expertise and expense. This may be
excessive for system design purposes, especially for smaller systems. In addition, the hourly
meteorological data are not available for extended periods, especially in developing countries.
Therefore, a suitable simplified method is required.

At present, generalized computer programs like PV F-CHART (Klein and Beckman, 1985)
and PVPM (Smith and Reiter, 1985) are available for the analysis and design or PV systems. For the
analysis and design of S.SPVRS, it is required that the monthly-average hourly load is to be
estimated and inputted to the generalized computer program. A specialized computer software for
the analysis and design of SSPVRS is not available.

PREVIOUS PAGE BLANK
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THE PROGRAM PVRS

RERIC International Energy Journal: Vol. 12. No.2. December 1990

PVRS is an interactive computer program, which has been developed to provide estimates of
the long-term performance of SSPVRS. The monthly-average hourly cooling load model (Lu Aye,
1989) is applied in the program and the algorithms used are based on the methods developed by
Siegel et al. (1981) and Clark et al. (1984). PVRS uses long-term monthly averages of the solar
radiation and ambient temperature. The effect of variations in weather parameters on the long-term
average performance of SSPVRS is considered through the use of solar radiation utilizability, a
radiation statistic which incorporates the distribution of solar radiation (Clark et al.. 1983). The
advantage of this approach is a greatly reduced computational effort without sacrificing the accu
racy of the result. The detailed descriptions of algorithms and the models used in the program PVRS
can be found in the project report (Lu Aye, 1989). By using PVRS, the performance of SSPVRS can
be estimated in a simple manner for any location in which long-term average meteorological data
are available.

MONTHLY-AVERAGE HOURLY COOLING LOAD

For an SSPVRS, the cooling load, L comprises mainly two sources, namely, product load and
heat transfer through walls and doors. Infiltration load is neglected in the program PVRS as it is
small for small refrigerators. The product load is assumed to be constant and the heat gain from
ambient air is assumed to vary with outside temperature.

(1)

where C is the constant product load, VA is the total thermal conductance of the refrigerator
envelope, To is the hourly outside air temperature, and Tj is the hourly inside air temperature. To is
assumed to be equal to T

ah
in the program PVRS.

The total thermal conductance (VA) of the refrigerator envelope is modelled as a function of
mean temperature (t) as in equation (2).

VA =A +B t
m

(2)

where A and B are constant coefficients which can be obtained from the overall heat transfer coeffi
cient test. The numerical value of coefficients A and B applied in the program PVRS are 1.0388 kJ/
hr °C and 0.0076663 kJ/hr ,,<:2 respectively for the Engel MRFT 530B-A4 refrigerntor.

As the apparent thermal conductivity of polyurethane foams can be modelled in the form:

k = c T + C Tm3
1 m 2 (3)

As shown by Boetes and Hoogendoom (1987), VA can be fitted by an equation similar to (3)
since VA is directly proportional to thermal conductivity. The least square fit to this model is found
to be:

VA = 0.031544387 T + 2.588323xl0's T 3
m m

(4)

where, Tm =mean temperature (OK). The results of both equations (2) and (4) arc approximately the
same for mean temperatures between 0 and 400C. Equation (2) is used in the present simulation
program since the mean temperature ranges between 0 and 25"<:.
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Measurements have been madc from June to November 1989 at the Solar Laboratory of the
University of Mclbourne. The hourly-average data collected in the performance test of the SSPVPS
are as follows:

1. Ambient tcmperature around the PV modules;
2. Temperature of one of the PV modules;
3. Temperature around the refrigerator;
4. Inside air temperature of the refrigerator;
5. Temperature of the load (9 kg. of watcr inside the refrigerator);
6. Insolation on the plane of the modules;
7. Insolation on the horizontal plane;
8. Voltage output of the PV modules;
9. Current output of the PV modules;

10. Voltage across the load;
11. Current drawn by the load;
12. Energy produced by the PV modules; and
13. Energy used by the refrigerator.

RESULTS

Iqbal (1983) suggested the use of a number of s~ltistical.tests for use in evaluating models.
Three of these havc been used; they are Root Mean Square Error (RMSE), Mean Bias Error (MBE)
and Correlation Coefficicnt (CC).

Am bient Temperature

The monthly-average hourly ambient temperature is estimated using the correlation given by
Erbs el al. (1983). The relationship was developed after analysis of nine locations of different
climates within the United States. Since the nature of the diurnal variation of hourly values of the
monthly-average ambient temperature is only a weak function of location and time of year (Geiger,
1965), the correlation can be applied for Melbourne. The scattergram is shown in Fig. 1 and a CC of
0.9646 was found for the test pcriod.

Table 1. Root mean square and mean bias errors of the montly-average
hourly ambient temperature (DC), 1989.

Month RMSE MBE

June 0.71 -0.18
July 0.51 0.10
August 0.76 0.50
September 0.97 -0.42
October 0.73 0.26
November 1.76 -1.12
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Monthly;'average Hourly Radiation on a Horizontal Surface

The monthly-average hourly solar radiation on a horizontal surface is estimated by the
equation of ColIares-Pereira and Rabl (1979) using the measured monthly-average daily solar
radiation data for Melbourne given by Partridge and Proctor (1976). The scattergram is shown in
Fig. 1 and a CC of 0.9896 was found for the test period.

Table 2. Root mean square and mean bias errors of the monthly-average
hourly solar radiation on a horizontal surface (kW/m2

), 1989.

Month RMSE MBE

J1D1e 0.0287 -0.0076
July 0.0195 -0.0005
August 0.0143 0.0054
September 0.0544 -0.0412
October 0.0280 0.0087
November 0.0253 0.0092

Monthly-average Hourly Radiation on the Tilted Surface

The monthly-average hourly radiation on a tilted surface is estimated as the sum of three
radiation components, namely beam, diffuse and ground reflected radiation in the manner outlined
in Duffie and Beckman (1980). It is also a function of insolation on a horizontal surface. The tilted
plane is 37.8 degrees from the horizontal plane and iris facing north. The scattergram is shown in
Fig. 1 and a CC of 0.9774 was found for the test period.

Table 3. Root mean square and mean bias errors of the monthly-average
hourly solar radiation on the tilted surface (kW/m2

), 1989.

Power Output

Month

J1D1e
July
August
September
October
November

RMSE

0.0306
0.0552
0.0337
0.0600
0.0564
0.0354

MBE

-0.0000
0.0236
0.0294

-0.0467
0.0466
0.0201

The array power output is a composite function of insolation on the tilted surface, ambient
temperature and wind speed on the array. The effect of wind on the power output is neglected in the
program PVRS since it is not significant as compared to the effects of insolation and ambient
temperature.

Since the true array output of the month ofNovember 1989 could not be measured because the



RERIC International Energy Journal: Vo/.l2, No.2, December 1990 69

load was so high that the controller cut off the load for 13 days when the battery was not fully
charged, the data for the month of November 1989 is excluded in the comparison. The scattergram
is shown in Fig. 1 and a CC of 0.9532 was found for the test period.

Table 4. Root mean square and mean bias errors of the monthly-average
hourly array energy output (kJ), 1989.

Month

Jtme
July
August
September

October

Array Surface Temperature

RMSE

10.7
7.3
7.3

14.7
7.0

MBE

-4.2
-0.8

3.2
-7.0
-0.6

The measured array surface temperatures during the sunset hours are found to be about 20C
less than the predicted values. This might be due to the effect of back radiation to the sky during
clear nights. However, the temperature during night time does not affect the system performance.
The scattergram is shown in Fig. 1 and a CC of 0.9898 was found for the test period.

Table S. Root mean square and mean bias errors of the montly-average
hourly array temperature eC), 1989.

Month

Jtme
July
August
September
October
November

COP and Electrical Load

RMSE

1.84
2.36
2.94
1.58
3.07
1.44

MBE

1.38
2.16
2.74
1.31
2.86
1.23

The monthly-average daily COP (Coefficient'of Performance) values are required as input to
the programPVRS. The measured monthly-average values are entered into the program. Accord
ing to the measured data, the monthly-average daily COP of the refrigerator seems to be inversely
proportionate to the monthly-average daily temperature, but it is difficult to conclude firmly from
the few data points available (Fig. 2).

The measured monthly-average hourly electrical load pattern does not agree with the predicted
results because the controller cuts off the load during the charging mode until the battery is fully
charged (Fig. 2). However, the measured monthly-average daily electrical load agrees with the
predicted result with a root mean square error of 5%.
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Overall Efficiency of the Array and Control System

The predicted and measured monthly-average hourly values of the overall efficiency of the
array and the control system do not agree for the test period (Fig. 1). ACe of 0.5381 was found for
the test period. The measured overall efficiency of the array and control system fluctuates as the
mode of controller changes. It tends to be higher in the morning hours and lower in the afternoon
hours. The overall efficiency is the product of the array efficiency, power tracking efficiency and
power conditioning efficiency. The reason why the predicted and measured monthly-average
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hourly values of the overall efficiency of the array and the control system do not agree is that in the
computer program, the power tracking efficiency is assumed to be constant but in the real world it is
a function of system voltage which varies according to the mode of operation. However, the
averages of the predicted and measured values agree within ± 1 percent (Table 6).

Table 6. Measured and Predicted values of the averaged monthly-average hourly
values of the overall efficiency of the array and control system (%),
1989.

Month Measured Predicted

June 5.3 5.6
July 5.6 5.6
August 6.2 5.6
September 5.2 5.0
Octobcr 5.5 4.9

Fraction of Energy Supplied by Solar System

The measured and predicted fraction of energy supplied by the solar system (F) are given in
Table 7. Since the existing SSPVRS is a stand-alone system with baLLery storage, the fraction of
energy supplied by the solar system cannot be measured accurately. The measured values of F in
Table 7 were estimated from the fraction of time taken to attain the desired refrigerator temperature.
It is observed that for the months June to October 1989 the solar system can supply the energy
needed by the refrigerator. But, for the month of November 1989, only 60 percent of the energy
needed by the refrigerator is supplied by the solar system. The average of the monthly-average
hourly ambient temperature of the month of November 1989 is predicted lower and the average of
the monthly-average daily solar radiation is predicted higher (Tables 8 and 9). That may be the
reason for gelling a higher predicted value of F for the month of November 1989.

Table 7. Measured and predicted fraction of energy supplied by
the solar system (percent), 1989.

Month Measured Predictcd

June 100 95
July 100 100
August 100 100
Scptember 100 95
October 100 96
November 60 75
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Table 8. Measured and predicted values of the average of the
monthly-average hourly ambient temperature (OC), 1989~

Month Measured Predicted

June 10.4 10.2
July 9.8 9.9
August 10.1 10.6
September 12.7 12.3
October 14.0 14.3
November 17.4 16.3

Table 9. Measured and predicted values of the average of the monthly-average
daily solar radiation on the tilted plane (37.8 deg) (kWh/m2).

Month Measured Predicted

June 2.696 2.696
July 3.175 2.894
August 3.243 3.537
September 4.726 4.166
October 4.943 5.475
November 5.259 5.540

CONCLUSION

73

The validation of the computer program PVRS for the long-term performance prediction of
small-scale photovoltaic refrigeration systems has been presented. The program follows an algo
rithmt by whicht given array size and bauery capacitYt the long-term performance of SSPVRS is
determined.

Characterizing the program are subroutines. Some subroutines and input data are based on the
use of empirical coefficients such as overall heat transfer coefficient of the refrigeratort COP of the
refrigerator and efficiencies of the photovollaic system. Provided these coefficients are knownt it
has been demonstrated that the program is capable of predicting acceptably long-term performance
data.

When compared with experimental data from an existing SSPVRS t the predicted results
showed an overall error less than about 15 percent. To further improve accuracYt a variable power
tracking efficiency model should be developed and introduced.

The software has been developed in a modular structure so that further modifications for
particular applications apart from solar refrigeration can be made easily. Such modifications would
includet for examplet load model and controller model for water pumpingt lighting and remote area
power supply applications. A variable power tracking efficiency model and a battery protector
control logic model should be developed and introduced to further improve accuracy of the
computer program.

Numerous tests should be done to obtain the correlation of monthly-average COP of the
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refrigerators with the combined effects of room temperature, level of thermostat setting, system
voltage level and mode of the controller. Further work should be carried out on the battery protector
in order to design an appropriate and efficient one for solar refrigerators.

A computer program should be developed to economically optimize the system components,
module and storage battery.
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The PV market in India is relatively new in comparison to the international market which
evolved as a result ofthe "oil crisis" in 1973. Although the commercial production ofsolar cells and
modules in India started in 1983-84 in two public sector organizations, the actual growth of the PV
market in India appears to have started only recently. According to an estimate made by PVNEWS,
an internationally circulated newsletter published by PVEnergy Systems Inc., U.S.A., the Indian PV
market grew by afactor of eight during 1984-89. This paper discusses the status of the Indian PV
industry and the volume ofproduction as ofMarch 1990. The Indian PV market is analyzed with
respect to various technologies and applicational sectors.

STATUS OF THE INDUSTRY

The PV industry consists of manufacturers of solar cells, modules, batteries and related system
components known as Balance-of-Systems (BaS). This paper discusses only the solar cell and
module manufacturers.

There are two public sector organizations, namely, Bharat Heavy Electricals Ltd.(BHEL) and
Central Electronics Ltd.(CEL) manufacturing silicon solar cells and modules. BHEL is a large
public sector enterprise in the field of power generation which entered the PV industry during 1983
84. Until 1988, the production process was manual, producing cast-silicone modules. Module
lamination technology was introduced late in 1988. CEL, on the other hand, was financed by the
Department of Science and Technology, Government of India in 1977 to demonstrate the feasibility
of making solar cells and modules. Commercial manufacture of solar cells, modules and systems in
CEL started sometime during 1983-84. Today, CEL is one of the leading manufacturers of single
crystal silicon cells and modules in the world [1,2]. It has set up a semi-automated production line
for cells and modules. Both BHEL and CEL have in-house facilities for crystal growing and slicing
which partially meet their in-house requirements. PV modules are also manufactured by another
public sector organization, Rajasthan Electronics and Instruments Ltd. (REIL). REIL buys solar
cells from CEL.

Other than these three public sector enterpriSes, many private sector organizations have shown
interest in entering the PV industry. Renewable Energy Systems (RES) Photovoltaics Private Ltd.
has reportedly started producing laminated modules and energy systems procuring single crystal
silicon solar cells from other manufacturers. Production has started on a trial basis in Udhaya Semi
conductors Private Ltd. Coimbatore, Tamil Nadu, and Indian Metals and Carbide Ltd., Bhubanes
war, Orissa [3]. At present, there are eleven manufacturers ofPV cells and modules registered with
the Department of Non-Conventional Energy Sources (DNES), Ministry of Energy.
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It is worthwhile mentioning here that estimates on annual PV module production in India have
been made by foreign as well local agencies [4-7]. However, these estimates vary substantially from
one information source to ·another. It is possible to analyze some plausible reasons for this
considerable variation among foreign (e.g. PVNEWS) and local estimates. There are two basic
aspects of the Indian PV market which may confuse observers:

- Module vs Cell: Unlike most other Countries, in Indi~ the production or shipment figures
for solar cells and modules are not always the same. It is necessary to account for solar
cells manufactured by one manufacturer and sold to other module manufacturer. Confusion
can arise therefore when reporting the annual production figure of a manufacturer.

- Shipment vs Production: In India, it is the total volume produced which is reported
annually. It mayor may not be sold or shipped completely that year, or for that matter
during the subsequent years. On the other hand, in the US and many industrialized
countries, the production volume roughly matches the shipped volume.

Factors such as these would naturally tend to introduce considerable differences between the
foreign and local estimates. In this analysis, local estimates are used unless specified.

As per the PVNEWS estimate, the three manufacturers in the public sector (BHEL, CEL,
REIL) together contributed 13 per cent of the global single crystal silicon nat plate PV module
shipment in 1989. The growth for the period 1984-89 has been seven fold as against only 68 per
cent growth in the world PV module shipments during the same period. The trends in international
shipments estimated by PVNEWS, and Indian shipments as per PVNEWS and DNES both are
shown in Fig. 1.

World Shipments (MWp) Indian Shipments (MWp)
50 ,-------------------------, 2.5

40

30

20

10

World Shipments (PVNEWS)

-------------~-----

- 2

1.5

0.5

1980 1981 1982 1983 1984 1985 1986 1987 1988 1989
Year

Fig. 1. Estimates on annual world and indian PV module shipments.

MARKET FOR PV TECHNOLOGY

PV systems manufactured in India have been mostly using single crystal silicon solar cells.
India possesses the entire manufacturing facility, from the raw material procurement for making
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single crystal silicon solar cells to the PV systems.
The indigenous production of polysilicon and wafers and their utilization for solar cells have

begun recently. Some quantities of multicrystalline silicon modules are also being produced com
mercially [3].

Other than single crystal and multicrystalline silicon based PV modules, interest in amorphous
silicon PV modules and systems is continuously increasing. A production line facility for 500 kWp
per shift per annum is being set up in Haryana by BHEL in collaboration with Glastech Solar Inc.
U.S.A., under the sponsorship of ONES. Three private sector organizations also desire entry into
the field of amorphous silicon.

MARKET FOR PV APPLICATIONS

Government sponsored projects constitute the major applicational sector for PV systems in
India. Some of the government organizations using PV power systems are Indian Railways, Border
Security Forces, Department of Rural Development, Ministries of Education and Social Welfare,
Health, Information and Broadcasting, etc. There are some private users as well, but they are very
few in number.

Most of the PV applications in India use stand-alone and self-reliant systems, whether these
are used for water-pumping, domestic or street lighting, television viewing or decentralized small
power units. Grid-connected systems are not common in India. It appears from Table I, which gives
major applicational sectors for PV systems in India, that the market for community TV-cum
lighting units and decentralized power plants expanded over the past few years. With the thrust on
Integrated Energy Planning for the rural sector in India, small self-reliant PV power plants and other
integrated applications have perhaps been found more useful [3,8,9].

Table 1. Major applications for Indian PV systems.

1986-87 1987-88 1988-89 1989-1990

Target Supplied Target Supplied Target Supplied Target Supplied
(as of 31.12.86) (asof31.12.87) (asof31.12.88) (asof31.12.89)

Water pumping 350 229 250 126 100 102 100 48
(nos.)
Street lighting 3000 3060 3000 4255 3000 3179 3000 2150
(nos.)
Community 45 10 50 44 100 67 100 245

Tv-cum-lighting
Power plant 100 27 100 47 100 120 100 70
(kWp)

Source: References 3,8,9,12.

COMMERCIAL ASPECTS

Analysis on the PV market has almost always been based on the annual production figures in
terms ofWp per year. Annual sales turnover has often been estimated from these production figures.
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However, there may not exist a direct one-to-one relationship between the annual sales turnover and
the volume sold in terms of peak watts in any particular year due to the following two reasons.

1. It is difficult to arrive at a uniform unit selling price of Indian PV modules. It is understood
that for supply to ONES and ONES sponsored projects, the unit selling price is constant for
all the three manufacturers in the public sector. The actual ex-works cost of standard 30-35
W modules is about Rs. 155 /W or US $ 10.5/W [4]. However, it varies from manufac
tuier to manufacturer and sometimes in the case rif the same manufacturer when modules
or systems are sold to other customers.

2. Even if it was possible to arrive at an average unit selling price of PV modules, one could
still not estimate the annual sales turnover simply by multiplying the unit selling price with
the total volume of modules sold. This is due to the significant contribution of BOS in the
overall selling price of the system.

These factors make it difficult to estimate the annual sales turnover of PV modules in India.

CONSUMER ASPECTS

The consumer segment of the PV market has so far been neglected with only small entrepre
neurs showing some interest. Although there appear to be encouraging signs for a healthy PV
consumer market in India, it is premature to arrive at such an assumption without analyzing the
actual potential for such a market.

Looking at the PV industry in developed countries, it appears that the consumer markets of
these countries are realizing the viability of PV. During 1989, Japan shipped 64 per cent of its
module production to the consumer sector alone while 19 per cent of total European PV module
production was shipped for consumer applications [1]. Solarex, one of the leading PV industry in
the U.S. has reportedly attributed a significant portion of its annual growth in sales to consumer
products [10].

No doubt production and sales of such items is growing in some developed countries, but the
case may be different for developing countries like India. PV powered consumer products e.g.
outdoor walkway lights, patio lighting, decorative exterior home lights, pith helmets and baseball
hats which are gaining wide acceptance in developed countries may not attract an Indian customer.

Secondly, PV programmes in developed countries are gaining more and more support from
their respective governments, thus bringing the prices of products within an affordable limit for a
customer. Published news items show that the government subsidy could be as high as 75 per cent
on the purchase of PV systems [11].

Factors such as these may ultimately decide the market expansion in a particular country. Th~

following aspects are related to PV consumer market in India:
- A major part of the PV industry in India is government supported. Also, government

sponsored projects represent almost the entire PV market. Hence, the consumer market
growth is highly sensitive to government policies, incentives and support.

- Module manufacturers, viz., BHEL, eEL and REIL have so far restricted their production to
27-35 Wp capacity modules only. They have not shown interest in the manufacture of
smaller capacity (milliwatts to a few watts peak capacity) modules which are needed for
consumer applications. As a result, other Indian entrepreneurs do not have an Indian source
to procure modules. Neither do they have a supply of solar cells which will enable them to
produce fractional-watt modules.

- Although it is true that the Japanese solar-powered calculators and watches are readily
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available and used in India. the volume for such a market is insignificant. Only a very small
fraction of Indians use such products. Unless the market volume grows. it would be
commercially suicidal for an entrepreneur to get into the commercial production of such
products.

- There is also the possibility of a strong opposition from the Indian dry-cell manufacturers,
who would tend to lose their market share with the introduction of PV powered consumer
products. Competition with existing alternatives cannot be ignored.

In spite of this. there is scope for introducing PV powered consumer products other than
calculators and watches in the Indian market. Radio receivers. battery chargers. toys. lanterns and
emergency lights are some potential candidates.

MARKET DEVELOPMENT

There is no doubt that the Indian PV market has expanded significantly since its initiation, but
the pace has to be maintained in view of the fast changing technology. With the entry of private
manufacturers. competition, and hence the quality control and cost·competitiveness are likely to
improve.

A critical approach towards PV market development is to identify and develop appropriate
technology for low cost PV products. Achieving higher conversion efficiencies and reducing raw
material costs are the two potential routes which could be taken to achieve overall cost reduction.
Indian efforts in this direction have been to develop thin-film amorphous-silicon technology for
pilot-scale production. However. goal-oriented work has not yet been initiated to develop other
candidate materials. e.g. Gallium Arsenides or to develop high efficiency cell designs. An assess
ment and thorough study needs to be done prior to making investments in these directions.

Another important aspect for market development is diversity in applications leading to an
expansion of the user community. Government sponsored demonstration programmes have been
dominating the PV market so far. There have been limited shipments in the commercial sector and
almost none in the consumer sector. Two major reasons are envisaged for such a segmentation.
Firstly. electricity production. sale and marketing are the responsibilities of the Government in
India. Decentralized electrical power generation has been limited to private consumption. Conse
quently, Government has been the largest buyer of PV products which are supplied to users through
State electricity boards and State nodal renewable energy agencies. Secondly, the overall cost of the
PV system is beyond the reach of an ordinary customer. Even shipments in the commercial sector to
organizations like Indian Railways. Telecommunication Department, Indian Meteorological De
partment. Border Security Forces, etc. are made at subsidized costs.

The consumer market for household electronic items and products of daily use, e.g. emergency
lights and fans, has not yet been explored. Development of new products catering to the specific
needs of the user community belonging to any of the market segments would certainly be favourable
for the Indian PV market in future.

Community TV-cum-lighting units, water pumping systems for supply of drinking water.
battery chargers, lighting units for night schools and literacy centres and power packs for small
communities have been found suitable for many Government programmes. Similar steps need to be
taken to develop products suitable for the commercial and consumer sectors.

Lastly, the reliability and performance of existing products play crucial roles in deciding the
acceptability and hence, the future of similar or new products. Particularly in a developing country
like India where PV systems are sometimes supplied by the Government or State departments as
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substitute to conventional grid electricity, their unsatisfactory perfonnance may lead to user apathy
and non-acceptance of the technology.

It is essential therefore, to take adequate steps to ensure the reliability of PV systems in the
field. User training and awareness is one important aspect which is often neglected in the
implementation of any PV programme. Their lack of awareness towards some basic operation and
maintenance concepts may lead to the complete failure of a system. User training is also desirable
on account of difficulty in ensuring after sales services and maintenance by the manufacturer/
supplier as systems are often installed at remote places. In addition, services and maintenance
contract for a limited duration should be given to a third party having the competance to undertake
such a job. This would also ensure the supply and availability of spares, a practice which is not
nonnally followed by the manufacturer/supplier on a routine basis.

Steps should also be taken to ensure the quality control on the various components used in an
integrated PV system. Efforts have been initiated by the Bureau of Indian Standards to develop
standards for photovoltaics covering all aspects from characterization ofPV devices to qualification
of PV system and components for field applications.

All these efforts are likely to have a synergistic role to play in developing the Indian PV market
which is estimated to enter the international market by the year 2000 A.D. [7].
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ABSTRACT

83

In an experiment the average daily efficiency ofa new type oftheflat-plate collector with black
ceramic absorber was measured to be 46.1 %. According to the method of theoretical analysis
presented in this paper, the predicted value ofthe average daily efficiency was 46.7%. Both values
closely agree. Because the thermal conductivity of black ceramic is lower than that of copper (1/
300) it has an unfavourable influence on the total performance of the flat plate collector.That is to
say, under equal conditions the absorber temperature increases 6.7°C on average, approximately
12%, and 9.8°C maximum. For this reason the average daily efficiency of the collector is reduced
by approximately 1.3%. Nevertheless, because the black ceramic absorber has many apparent
advantages, for example, corrosion-resistant, ageing-resistant, fadeless, oxidation-resistant, high
strength, temperature-resistant, it is a good materialfor making a flat plate collector.

INTRODUCTION

Applying traditional ceramics technology to the making of an absorber plate for a flat-plate
collector stirred the interest of Lhe solar energy industry in China and could do so elsewhere.

Vanadium-Titanium (V-Ti) black ceramic has many good properties suitable for making the
absorber of a solar flat-plate collector. It is essentially corrosion-resistant, ageing-resistant, fade
less, oxidation-resistant, high strength, temperature-resistant, etc. Its absorptivity, emissivity, ther
mal conductivity and specific heat are as follows: a = 0.90; e == 0.90; A = 1.256W/m K and
C=O.84kJ/kg K

The production cost of V-Ti black ceramic is very low. Using traditional ceramics technology
black ceramics can be easily made into absorbers of different forms. It does not need painting as the
ceramic is black, fadeless and corrosion-resistant. So the life-time of such an absorber is very long.
The main disadvantage is that the thermal conductivity of black ceramic is only 1/300 of the
thermal conductivity of copper. This is likely to have an influence on the performance of the
collector.

PREVIOUS PAGE BLANK
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BRIEF DESCRIPTION AND EXPERIMENTAL RESULT OF THE COLLECTOR

1. Brief Description of the Collector

The flat-plate collector with black ceramic absorber is presented in Fig.I. Except for the
absorber, there is no difference, externally or internally belween this new type of col1ector and
ordinary flat-plate col1ectors. The general construction of the absorber is shown in Fig.2.

Fig. I. Photo of the flat-plate collector with black ceramic absorber.

Fig. 2. Black ceramic absorber.
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The main parameters of the collector are: External dimensions: 0.9m x 104m x O.lm; Aperture
area: 1.065m2 ; Cover: Single plate glass, and its thermal conductivity and thickness are Ag = 0.78
W/m K and 0 = 3 mm respectively; Thermal insulator: Foamed plastic, and its thermal conduc

g

tivity and thickness are A
b

= 0.047W/m K and 0b = 40 mm respectively.

2. Test Results

A. Description ofExperimental Conditions

The collector was fixed on a stand at an angle of inclination of B =40°C. The capacity of the
water tank was O.1018m3• The overall performance of the collector was tested outdoors under
natural sunshine.

B. Results Measured

Test date: September 13, 1986
Test place: Beijing
Weather Condition: Fair

The results of the experiment are shown in Table 1.

The data show that the collector has the following characteristics:

(a) The efficiency equation of the collector

1J = 0.69 - 7.37 Tf - Ta

I

(b) The average daily efficiency

1Jd = 0.461

(1)

Table 1. Results of the experiment.

Solar Radiation Water Temperature Ambient Temperature Wind Velocity
Time I T

f
T V

a

(W/rn2) (DC) (DC) (m/s)

8:30 0 15.8 13.6 0.6
9:30 440 17.9 15.2 0.5
10:30 660 22.8 21.7 0.6
11:30 810 25.0 23.1 0.5
12:30 890 31.0 23.2 0.4
13:30 915 37.4 24.2 0.3
14:30 860 41.8 27.7 0.5
15:30 720 46.0 27.7 0.2
16:30 450 46.9 28.4 0.5
17:30 0 46.4 26.9 0.4
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ANALYSIS OF THERMAL PERFORMANCE

The elementary model for analyzing the performance of the collector is shown in Fig. 3. The
thermal network of the collector is shown in Fig. 4.

~t
~¥-
~ 60 --------j Dimension: mm

Fig. 3. Model used for analyzing the performance of the absorber.

Fig. 4. Thermal network of the collector with black ceramic absorber.

On the basis of the principle of energy balance we have:

where (ra)e = the effective absorptance transparency factor of the collector;

qw net acquisttive energy of the collector; and
qL = total heat loss of the collector.

(2)

is
The heat loss coefficient V, of the collector surface from the thermal network shown in FigA

o -1
+ ------------ + ~]

2 2 A
5.7 +3.8v + EgO (Tg,o+ T;> (Tg,o+ Ts) g (3)
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where £ = the emissivity of the absorber, that is, the emissivity of the black ceramic,
p

e =09'p .,

£ = the emissivity of the cover, £ = 0.88;
g g

L = the length of the inclined narrow space of the collector;
0 = the thickness of the inclined narrow space of the collector;
j3 = the angle of inclination of the collector,j3 = 40OC;
T. = the temperature of the inside surface of the cover, K;

g.l

T = the temperature of the outside surface of the cover, K;g,o

T = the sky temperature, Ts = ta - 6°C;s

V = the wind velocity, m/s;
A = the thermal conductivity of glass, A = 0.78W/mK;
t g

= the thickness of the cover, 0 = 0.03m;
g g

(j = Stephen-Boltzman constant, (j = 5.67 X 10-8 W/m2 K4;
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Finally, the relationship between the temperature of the absorber and the temperature of the
inside and outside surface of the cover was obtained as follows;

(4)

(5)

where h = the convection heat transfer coefficient between the cover and its ambience,goO
h = 2.8 + 3.0 V;goa

h = the convection heat transfer coefficient between the absorber and the cover.p-g

There are three unknowns T ., T ,T in the equations(4) and (5). The value of one of theseg,l g,o p

three unknowns has to be assumed, then the temperature T of the absorber can be predicted under
p

certain stipulated conditions by using the alternative method of substitution.

RESULTS AND DISCUSSION

Based on the equations(2)-(5),as mentioned above, the data shown in Figs. 5 and 6 respec
tively are obtained. It can be seen from the curve that the predicted results and the experimental
results are basically coincident with each other.

There is some difference regarding the efficiency equation of the collector, which may be
caused by the heat loss coefficient. The difference of the heat loss coefficient between the predicted
value based on the equations and experimental result is about 30%. In fact, the new-type flat plate
collector using a black ceramic absorber usually works at a lower temperature. So the difference
regarding the efficiency equations of these two collectors is of the order at 5-10%. On the other
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Fig. 5. Variation in water temperature T, of the black ceramic absorber during the day.
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Fig. 6. Variation in efficiency of the black ceramic absorber collector during the day.

hand, for the collector with black ceramic absorber, both terms of the thermal resistanceln (r
2
Ir j )/

1t'A and l/1t'r j hI have the same order of magnitude, but for the conventional collector made of
metal material, the term of thermal resistance is 1n (r2 lrj )/JrA =O. Detailed calculations of the
thermal performances of these two collectors have been carried out. The thermal resistance of the
conventional collector with a metal absorber is assumed to be 1n (r2 lrj )/JrA =O. The results are
shown in Fig.7 and Table 2.

According to the analysis mentioned above,we can conclude as follows:
1. The predicted values based on the theoretical equations presented in this paper are largely

coincident with the experimental values.
2. ,Because the thennal conductivity of black ceramic is lower than that of metal, the heat

exchange resistance from the absorber to fluid will be higher for the collector with a
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Fig. 7. Comparison of the temperature (T,) and efficiency (TJ ) of two collectors with
black ceramic and metal absorbers WIder the same conditions.

Table 2. A comparison of the performances of two collectors, one with a black ceramic absorber and one
with a metal absorber in the same conditions.

Case 11(%)
The Maximum Value The Average Value

The Black Ceramic Absorber 69.4 53.6 46.7

The Metal Absorber 57.9 46.9 47.3

black ceramic absorber. So in order to acquire the same useful energy in this collector, the
absorber temperature T

a
must be raised. For that reason the heat losses of the collector

will be increased and the efficiency of the collector will be reduced. The maximum value
of the absorber temperature will increase by about lOOC (about 1.7%), the average
absorber temperature will increase by about 70C (about 1.2%). The average efficiency
will be reduced from 47.3% to 46.7%, by order about 1.3%, a relatively small influence
on thermal performance. /

3. The increment of the total heat loss of the collector is about 3%.
4. Although the efficiency of the black ceramic collector is lower than that of the conven

tional metal collector, this new-type of flat plate collector of black ceramic absorber has a
very good prospect, because the black ceramic absorber has many apparent
advantages such as corrosion-resistant, ageing-resistant, fadeless, oxidation-resistant, high
strength, and temperature-resistant.
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Gasi'fication of Husk for Small Scale Power Generation

N. Coovattanachai
Faculty of Engineering
Thammasat University

Rangsit Campus, Patwntanee 12121
Thailand

ABSTRACT

This paper outlines the development work carried out on a small gasification system capable
ofdeveloping up to 10 kW shaft power output using producer gas generatedfrom rice husk.

An open core gasifier with continuous ash removal mechanism was designed and built for
gasifying rice husk. Different types ofgas clean-up systems were used to clean the gas generated.
Tests were performed with a suction blower to examine the temperature distribution in the gasi
fier,flow rate of the gas, fuel consumption, gas composition, gas heating value and the tar content
of the gas. With the gas clean-up system consisting ofan ash flushing tube, two packed bed water
scrubbers and two dry filters, the gas produced was used to operate a 6-cylinder gasoline engine
which was connected to an electric generator.

Details of the gasification system and the gas clean-up systems tested are presented. The
performance of the system when operating on rice husk is evaluated. All main system parameters
are presented. The technical and economic feasibility of the small rice husk gasification system
and some practical aspects concerning the operation and performance of the system and the
gasification characteristics ofrice husk are discussed.

INTRODUCTION

Shortages and high costs of conventional liquid fossil fuels are reducing the hard won
economic gains of many developing countries. There is still a pressing need for most developing
countries to develop indigenous renewable energy sources particularly those suited for agricultural
applications. One of the alternative fuels which has received much attention is producer gas
generated from rice husk.

Rice husk which is one of the major by-products from the rice milling process, is the most
important agricultural residue in Asia and the Pacific Region. Rice husk which constitutes about
20% of paddy by weight is a poor animal feed source and its main usefulness lies in its energy
content. The current production of rice husk in Asia and the Pacific Region is estimated to be over
60 million tons annually. With the heating value of about 3,120 kcal/kg, this amount of rice husk
is equivalent to 125 million barrels of oil in terms of heat energy content. At present, rice husk is
not fully utilized and has created problems of disposal and pollution. Utilization of rice husk for
energy generation will not only augment the energy resources, but also solve the problem of husk
disposal.

In developing countries small decentralized energy systems operating on crop residues are
still economically viable to operate. This is evidenced by the fact that a large number of steam
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engines are being used in small and medium scale rice mills in these countries. In Thailand, even
new rice mills in locations where electricity is available are installing steam engines as prime
movers.

The main disadvantage of the steam engines which are being used is that they have extremely
low efficiency: the efficiency of a steam engine is about In of that of a gasification plant of
comparable size. Although, the demand for rice husk is low at present, it can rise in the future due
to shortage of biomass fuels in the rural areas. Therefore, there is need to improve the efficiency
of existing steam engines or develop a more efficient technology.

Rice husk gasification technology has emerged as a promising alternative to the stearn engine
for converting biomass to power. Several countries have been involved in their design and
development during the past 10 years and they have been commercialized in some countries.

Although rice husk is the most attractive feedstock for gasification because of the economic
viability, rice husk gasification technology cannot be regarded as a proven success at present. The
problem of tar reaching the engine is still being experienced even in systems which have been
commercialized. The performances of some commercial systems have been very disappointing
and the users have stopped using them soon after the installation. For commercial systems which
have a long operating record, the operation requires stringent maintenance, which results in high
operating costs.

Studies have shown that over 90% of rice mills in developing countries use an engine with an
output power between 7 to 20 kW. There is a need, therefore, to develop small rice husk
gasification systems which are suitable for these mills. As most rice husk gasification plants have
suffered from the problem of tar reaching the engines and as not much research has been carried
out in the area of clean-up, there is a need to improve the existing gas clean~up system or to
develop a better gas clean-up system for rice husk gasification plants.

This paper presents the details of the development work of a small rice husk gasification
system carried out at Prince of Songkla University. The details of various gas clean-up systems
together with their performances in terms of tar removal from the gas are also presented and there
is a discussion of the practical aspects concerning the operation, performance and the economic
viability of rice husk gasification plants.

DESCRIPTION OF EQUIPMENT

Gasifier

The design criteria which were used in the development of the rice husk gasifier were: (a) the
gasifier must be capable of operating continuously for at least 10 hours per day, (b) simplicity in
the design so that the gasifier can be constructed with locally available materials and labour and
(c) low labour requirement.

The gasifier built is of an open core type as shown in Fig. 1. It was made of a 3 mm thick
steel sheet. The inner wall was lined with locally made heat resisting bricks. The diameter of the
gasifier and the height of the fuel container are 45 and 120 cm respectively as shown in Fig. 1.
The gasifier was fitted with a rotating grate which could continuously remove the ash formed from
the gasification process. The ash fell through holes drilled on the grate when the grate was rotated.
The grate was powered by a 0.197 kW (1/4 hp) motor through a speed reducer.

The air enters the gasifier through the top and the gas produced is sucked from the bottom of
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All dimensions in em.
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Fig. 1. Rice husk gasifier for producing 10 kW shaft power.
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the gasifier. The husk could be fed by a screw conveyer. The combustion zone can be fixed at the
required position in the gasifier by regulating the rate of ash removal after the start-up. The
gasifier is sealed at the bottom by water which removes ash from the gasifier.

Gas Clean-Up Systems

Four different gas clean-up systems were tried during the course of the development work.
The first gas clean-up system consists of one ash flushing tube and 4 packed bed water

scrubbers connected together in series as shown in Fig. 2. The inside diameters of the ash flushing

Ash flushing tube

o
o
N

Fig. 2. Gas clean-up system consisting of an ash flushing tube and 4 packed bed water scrubbers.
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tube and water scrubbers are 15 cm and 25 cm respectively. The water scrubbers are filled with 2
cm diameter P.V.C. tubes cut to pieces of 3 cm length up to one third of the length of the
scrubbers. In the water scrubbers, water is sprayed down to the up coming gas by a nozzle. A
pump has to be used to force the water through the nozzles in the water scrubbers. The pump
incorporates a by-pass arrangement to enable the flow rates of the water in the water scrubbers to
be varied.

The second gas clean-up system consists of an ash flushing tube, 2 packed bed water scrub
bers and two dry filters as shown in Fig. 3. The fIrst dry fIlter has a diameter of 100 cm, which is
fairly large. In this filter the gas first flows through a layer of rice husk of 25 cm thick and then
through a layer of rice husk ash of 25 cm thick. The second dry filter contains over-carbonized
charcoal which is porous.

All dimensions in cm.

Gas in -

qJ = 100
Rice husk ash

Gas out

0=40

Over-carbonised .
charcoal

Fig. 3. Gas clean-up system consisting of wet scrubbers and dry filters.

The third gas clean-up system is composed of an ash trap, a flooded sieve plate scrubber, a
water trap vessel and 2 dry futers as shown in Fig. 4a. A sieve plate is made of a 1 mm thick steel
plate. The details of the sieve plate setup and hole arrangement are shown in Fig. 4b. During the
operation the gas is introduced into the scrubber from the top and it is then passed through eight 3
cm diameter pipes, the ends of which protrude through the plate by about 2 mm. As the level of
the sieve plate is about 2.5 cm below the water level, the gas has to move to the water surface
through the sieve plate. Movement of the gas through the sieve plate brings about the intimate
contact between the water particles and gas particles. As a consequence, tar particles are expected
to be separated from the gas. For this type of scrubber, high pressure water is not needed and
hence a water pump may not be required.

The fourth gas clean-up system employs the principle of thermal cracking and does not
require any water. The gas is mixed with air before the mixture is introduced into a chamber of a
down draught charcoal gasifier as shown in Fig. 5. Part of the mixture is burnt near the charcoal
surface. The carbon dioxide fonned from 'the combustion of producer gas is reduced by hot layers
of charcoal to carbon monoxide.
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Dry filters

~ Gas out

(a) Layout of clean-up system.
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(b) Detail of sieve plate scrubber. ~-$-~"

fffiJ+ X 1
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Fig. 4. Sieve plate scrubber.
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Gas in

0=40cm

Blower

Test Setup

Fig. S. Gas clean-up using the principle of thennal cracking.

The test setup for studying the perfonnance of gasifier and the cleaning system is shown in
Fig. 6. In this case, a blower was used to suck the gas from the gasifier through the gas clean-up
system. The gas was flared in the atmosphere after leaving the blower.

Screw conveyer Flared-

Fig. 6. Test setup to study the perfonnance of the gas clean-up system.

The test setup for studying the perfonnance of the gasification system for power generation
is shown in Fig. 7. In this case, the gas from the clean-up system was used to operate a gasoline
engine which was connected to an electric generator through a conventional automobile gear
transmission.

It should be noted that only the second gas clean-up system has been used for cleaning the
gas for engine operation.



RERIC International Energy Journal: Vol. 13, No.1, June 1991

Fig. 7. Rick husk gasification plant of 10 kW output.

7

To overcome the problem of too many particles in the gas, a cloth filter containing 4 filter
bags was later incorporated as shown in Fig. 8. The detail of the cloth filter is shown in Fig. 9.
An arrangement was also made to heat up the clean gas before it enters the engine to about 500C in
order to prevent condensation of water vapour in the filter bags.

Gasifier

Ash flushing tube

Packed bed scrubbers

Exhaust gas

Engine exhaust pipe

Fig. 8. Gasification system incorporating a cloth filter.

Gas-Air Mixer

A simple gas-air mixer, which was in the form of concentric tubes, was used. The air, which
flowed in the tube, joined the gas immediately after the gas had passed through a 900 bend. The
mixing section was followed by at least 70 cm of pipe before the mixture entered the engine's
manifold.
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All dimensions in em.

o
o
o-l

Engine

60

Steel wire

Steel ring for installation
of filter bag

Fig. 9. Cloth ftlter.

The engine used was a 6-cylinder, 4-cycle and 2735 cc capacity automobile engine normally
fuelled on petrol with a compression ratio of 8.6: 1. The engine was coupled to a 20 kW electric
generator through an automobile gear transmission.

No modification was made on the engine apart from the removal of the carburetor and the
producer gas-air mixture was fed directly into the intake manifold.

System Loading and Speed Control

The system was loaded by electric immersion heaters. The load on the system could be
varied at 1 kW intervals.

The speed control was achieved by regulating the flow rate of the mixture of gas and air into
the engine with the use of a mechanical governor.
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Tar Measurement

9

The tar content in the gas was measured by a tar separator (Fig. 10) designed and built at the
Department of Mechanical Engineering. After leaving the gas clean-up system the gas is sucked
by a blower through a heat exchanger which is immersed in a mixture of ice and salt. The gas is
cooled down to a temperature of about SoC in the heat exchanger and most of the tar and water
vapour is condensed from the gas.

Gas in

~

Fig. 10. Tar separator.

Dust Measurement

The dust content in the gas was examined using the UNDP/World Bank Guideline for Field
Monitoring of Small Scale Biomass Gasifiers. The dust contents in the gas were examined only
for the complete gasification shown in Figs. 7 and 8.

After removing the mixture of tar and water from the heat exchanger, the mixture can be left
in the room for the water to evaporate and the tar can then be weighed.

Instrumentation

The flow rate of the gas was measured with an orifice meter. The pressure drops across the
gasifier and gas clean-up system were measured with V-tube water manometers.

The temperature in the gasifier was measured with a chromel-alumel thermocouple. The
thermocouple probe used was 2 m long so that the temperature at any position in the gasifier could
be measured. A digital thermometer was used to provide an immediate readout.

The composition of the gas was analyzed by a gas chromatograph. The gas heating value
was determined by a gas calorimeter.
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Ash Removal and Waste Water Treatment
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A water pump was used to pump the mixture of ash and water and tarry water into an ash
pond which was also used as a waste water treatment pond.

TEST PROCEDURE

Test Run with a Blower

During the first part of the research work. tests were performed to study the performances of
the gasifier and the gas clean-up systems. To avoid the possibility of contaminating the engine
with tar. the system was operated with a blower as shown in Fig. 6.

In the start-up the gasifier was first filled with rice husk up to about 25 cm above the grate.
Inflammable material such as cotton wool mixed with diesel fuel was then put into the gasifier
through the top and spread so that it covered as much surface of the husk as possible. It was then
ignited. A blower was used to blow the air into the gasifier through the gas outlet pipe until the
rice husks were burning evenly.

The gasifier was then filled with more rice husks until it was full and the blowing of air into
the gasifier through the gas outlet pipe was continued for about 5 minutes after the gasifier was
filled. The suction blower was then switched on to suck the gas from the gasifier through the gas
clean-up system. The gas was flared in the atmosphere. During the operation the grate was rotated
half a revolution every 5 minutes to keep the combustion zone at about 40 cm above the grate. It
should be noted that the rate of rotation of the grate used to stabilize the combustion zone was
determined by the measurement of the temperature in the gasifier. The required rate of rotation
was one which could keep the zone with the highest temperature at the required level in the
gasifier.

For each test run. the system was operated for 4 hours and the following activities were
carried out:

(i) The temperature distribution in the gasifier was determined.
(ii) The flow rate of the gas was monitored every 10 minutes interval.
(iii) The tar content of the gas was determined.
(iv) The flow rate of water was measured.
All gas clean-up systems described in Section 2 were tried. For the first. second and third

gas clean-up systems described. extensive tests were carried out to examine the effect of the water
flow rate in the water scrubbers on the tar content in the gas. The gasifier was operated on blower
for a total operating time of about 400 hpurs. For the fourth gas clean-up system it was not
possible to obtain the steady operation of the system hence the data for that type of gas clean~up

were not obtained.

Test Run of the Gasification System

The gasification system shown in Fig. 7 was operated for a total of 200 hours. The start-up
procedure was the same as that described above. The gas was flared for about 10 minutes to raise
the temperature in the gasifier to about 7500C before the engine was started.
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For test runs with an engine the following quantities were monitored:
(i) The fuel consumption rate.
(ii) The electrical output.
(iii) The gas composition.
(iv) The gas heating value.
(v) The flow rate of the gas.
(vi) The water flow rate.

TEST RESULTS

Test Run on Blower

11

The temperature distributions in the gasifier are shown for two different positions of the
combustion zone in Fig. 11.

The flow rate of gas from the gasifier for a typical run is shown as a function of time in Fig.
12.

The tar contents in the gas are shown as a function of the cleaning water flow rate for
different gas clean-up systems in Fig. 13.

o -Combustion zone 20 em from
the grateo -Combustion zone 60 em from
the grate

200 400 600 800 1000

Temperature COC)

Fig. 11. Temperature distribution in the gasifier when the electrical output from the system was 8.5 kW.
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Fig. 12. Flow rate of gas as a function of time when the electrical output from the system was 8.5 kW.
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Fig. 13. Tar content as a fimction of water conswnption when the gasification rate was 28 kg/h.

Test Run of the Complete Gasification System

Test runs on the complete gasification system were carried out and the main parameters of
the system are given in Table 1.
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Table 1. System parameters (or rice husk gasification plant.

System Parameters Mean of 5 values

(1) Fuel consumption (leg/h) 28

(2) Gas heating value (MJ/Nm3) 3.8

(3) Gas flow rate (Nm3/s) 15.6 x 10-3

(4) Gas composition (%) CO, ~, CH4, N2 13.9, 13.3,6.2,52.2

(5) Electrical output (leW) 8.5

(6) Speed of the engine (rpm) 2000

(7) Temperature in the combustion zone eC) 880

(8) Tar content in the gas (mg/Nm3) 55

(9) Water used (m3/h) (70% of the wate, used can be recycled) 3.5

(10) Auxiliary power (leW) (average) 1.4

(11) Frequency of change filtering material every 25 h

(12) Pressure drop across the gas clean-up system (cm ~O) 12

(13) Pressure drop across the gasifier (cm H2O) 7

(14) Specific fuel consumption (leglkWh) 3.2

(15) Energy into the gasifier (leW) 101.6

(16) Energy-into the engine (leW) 59.28

(17) Gasifier efficiency (%) 58.34

(18) Electrical efficiency (%) 8.63

(19) Net power output (leW) 7.1
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DISCUSSION OF TEST RESULTS

Operation and Maintenance
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Cold start-up of rice husk gasification was fairly easy and took only about 25 minutes. In
fact the gas was ready to be used after only 15 minutes, but to avoid the problem caused by
excessive tar in the gas during start-up the gas was burned for 10 minutes to raise the temperature
in the gasifier to about 7500C before starting the engine. Generally start-up of rice husk gasifica
tion system is easier compared with charcoal or wood gasification system incorporating a down
draught gasifier.

The open core gasifier was very suitable for operation with rice husk and was capable of
generating a very stable supply of combustible gas. It was observed that the engine ran very
smoothly even without a governor. It appeared that rice husk was a better feedstock for gasifica
tion in terms of the uniform formation of gas when compared with charcoal and wood. This is due
to the fact that the natural sizes of rice husk are more uniform resulting in a more uniform
gasification rate. In order to keep the combustion zone at the required level, the grate had to be
rotated half a revolution at 5 minute intervals. However, the interval could be longer, but the
combustion zone would move up and the quality of gas generated would not be uniform. It is
interesting to note that the quality of gas was improved as the combustion zone moved closer to
the husk surface. However, if the system is equipped with a governor, variation in the gas quality
will not affect the power output from the system. The rotational interval of the grate can therefore
be made longer. In principle, the rotational interval should be made as long as possible to prolong
the life of the grate which is exposed to a very high temperature.

A centrifugal pump had to be operated occasionally to remove the ash and water mixture and
tarry water into the ash pond which acted as a sewerage pond for treating the water before being
discharged.

The maintenance of the system involved changing the rice husk and rice husk ash after
approximately 25 hours of operation. It is anticipated that re-gasketing the reactor should be done
after 1000 hours of operation.

One attendant had to be on duty during the operation of the plant. A labour input of 1/2 man
hour was required per day to clear the ash from the gasifier and to prepare the gasifier for a start
up.

If a diesel engine is used, it is anticipated that the operator of the diesel engine can handle the
operation and maintenance of the gasification plant without additional labour.

Auxiliary Power

Electric motors had to be used to operate (a) the grate, (b) the screw conveyer and (c) the
water pumps. The average total electrical power required to operate these motors was approxi
mately 1.40 kW, which is about 15% of the electrical output of the system as shown in Table 1.

Performance of the Gas Clean-Up System

Figure 13 shows that the tar content in the gas can be reduced by increasing the flow rate of
water in the shower type water scrubbers. In practice there is a limit to the amount of water which
can be used for gas cleaning. With the maximum water flow rate of 4.0 m3/h, the tar content of
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gas is 120 mg/Nm3, which is still quite high. It was found that increasing the number of scrubbers
connected in series did not have an effect on the tar content of the gas if the total amount of water
used was still the same. Consequently only two packed bed water scrubbers were used in the
system tested. It should be noted that up to 70% of the water used can be recycled if needed. No
attempt was made to recirculate the water in this work.

It can be seen from Fig. 11 that the tar content in the gas is reduced significantly when dry
filters are also used. The tar content of about 55 mg/Nm3 for the clean-up system used was still
higher than the recommended value of 30 mgINm3

• However, the techniques used in measuring
the tar content might be different so these figures cannot be directly compared.

Figure 13 also shows that the sieve plate water scrubber has comparable performance, in
terms of tar removal, to the gas clean-up system consisting of a gas flushing tube and two packed
bed water scrubbers. It is interesting to note that the change in water flow rate for this type of gas
clean-up system does not affect its tar removal ability appreciably and there is no need to use high
pressure water and therefore a pump may not be needed when a sieve plate scrubber is used. It
was found that tar accumulated very quickly on the wall above the sieve plate and provision must
be made to remove it. Prolonged test runs of the system using the sieve plate scrubber have shown
that tar accumulation was the main problem in using this type of scrubber when the tar content in
the gas was high. As the sieve plate scrubber appeared to be quite effective in removing tar from
the gas, a study should be undertaken to use this type. of filter in combination with the water
scrubber shown in Fig. 6. In this case the sieve plate scrubber should be installed as the last filter
where the loading is low.

It has not been possible to obtain a satisfactory operation with the gas clean-up system
employing the principle of thermal cracking (Fig. 5) due to several operational problems. The first
problem was that it was very difficult to obtain a stable supply of high quality gas. The second
problem was that the gas obtained had low heating value due to the fact that it was diluted by the
addition of nitrogen when the secondary air had to be introduced for burning part of the gas.

Performance of the Gasification System

The rice husk gasification system (Fig. 7) was operated for about 200 hours without any
major technical problem. The operation of the system will be continued in order to study the long
tenn effect of using rice husk gas in the engine and the life of the gasifier.

The main system parameters are shown in Table 1. It can be seen that the specific fuel
consumption of 3.2 kg/kWh and electrical efficiency of 8.63% compared quite favorably with
other types of biomass fuelled systems. Testing of a small rice husk-fuelled steam engine carried
out recently at Prince of Songkla University showed that at 4 kW output, the fuel consumption ami
the overall electrical efficiency are 14 kg/kWh and 1.5%, respectively.

The efficiency will improve for systems with high power output. The specific fuel consump
tions for similar rice husk gasification plants with the output power of 60 kW and 150 kW are 2.1
kg/kWh and 1.5 kg/kWh, respectively.

The performance of the plant in tenns of the power output improved when the combustion
zone was allowed to move up. This was due to the fact that the quality of gas was improved
because more air reached the combustion zone resulting in a stronger combustion reaction.

After the cloth filter had been incorporated, the quantity of particles was reduced considera
bly (Le. about 10 mg/Nm3). However, the pressure drop across the gas clean-up system was found
to increase by about 100%.
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Economic Consideration
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The rice husk gasification system under discussion here is suitable for operation in rural rice
mills. The capital cost of the system excluding the electric generator is about 40,000 Baht. The
gasification plant of this design can easily be scaled up to 60 kW and the capital cost will then be
much moreattraetive compared with this system which has a shaft output power of only 10 kW.
However, the economics of the system depends, to a certain extent, on the life of the system which
has yet to be established.

In the rural areas rice mills are usually operated by diesel engines. This gasification plant
would save about 10 litres of diesel a day assuming opemtion of 8 to 10 hours per day. As the fuel
in this case usually has zero or negative cost, the saving in fuel cost when using the gasification
system is about 65 Baht per day or 2500 Baht per month. The payback period for an investment
on the gasification system is roughly 1.5 years. For systems with higher output power, the
payback period would be shorter as the capital cost per kW would be much lower.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Rice husk can be successfully gasified in an open core gasifier. The main problem in
gasifying rice husk for power generation is the removal of tar from the gas before the gas can be
used in the engine.

Studies on different types of gas clean-up systems for the rice husk gasification plant have
shown that the tar content in the shower type water scrubbers can be reduced by increasing the
flow rate of cleaning water and that the sieve plate scrubber has great potential for tar removal
from rice husk gas. Dry filters Hlled with rice husk and rice husk ash have been found to be
capable of reducing the tar content of the rice husk producer gas quite efficiently.

A small rice husk gasification plant has been developed and operated over 200 hours without
any major technical problem. The efficiency of the system compares quite favorably with a steam
system with the same output power. It is anticipated that a rice husk gasification system of this
design can be scaled up to have an output power of 200 kW. Rice husk gasification systems are
attractive economically as rice husk has zero or negative cost.

Test runs on the system are continuing to examine the long term effect of using rice husk gas
in the engine and the working life of the gasifier. The reduction of tar in the gas and the associated
operational and maintenance problems are receiving further attention.

Recommel)dations for Future Work

There is a still a need for more research and development work to improve the gasification
technology further. Future R and D work should emphasize the following areas:

(i) Improvement of the existing gas clean-up system in order to reduce the tar content in
the gas further.

(ii) Development of a gas clean-up system which does not require water (Le. a clean-up
system employing the process of catalytic or thermal tar cracking).

(iii) Modification of locally available engines so that they are suitable for operation with rice
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husk gas, Le. they must be able to cope well with gas containing tar and be easily
maintained.
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A survey of 25 rubber smoking plants was carried out to examine the types of technology
used and the amount of fuelwood consumed. Two types of smoking rooms were found in the
survey:- single and double layer rooms. The double layer rooms are an old design and thought to
be inefficient. An energy analysis showed that both single and double layer rooms can possibly be
improved by increasing room density, wood burning rate and ventilation. The rubber industry
was found to be a net producer ofenergy. The smoking process consumes only a small fraction of
the available biomass obtainedfrom replanting rubber trees.

INTRODUCTION

Most rural enterprises in Thailand, including the rubber industry, depend on wood to meet
their energy needs. In 1988 the Southern region produced 709,249 tons of ribbed smoked sheet
rubber (RSS) [1]. At present rubber trees that are felled to make way for replanting are used ex
clusively as fuel in the rubber industry. In Thailand rubber plantations cover an area of over
1,717.56xl03 ha of which 90% is in the South and the rest is in the Eastern region [2].

Because of shortage of other types of wood in the country, rubber wood has been put to more
uses recently. Through chemical treatment, a significant amount of rubber wood is converted into
Saleable commercial consumer products such as furniture, construction timber and toys and is .
increasing. It is envisaged that in the near future fIrewood will become scarce due to the worsen
ing fuelwood situation in the country. The shortage and escalating price of rubber wood has
already affected some rural industries, e.g. palm sugar production [3]. As the price increases,
fuelwood may be soon fading from the energy scene in other industries too. Its primarily role in
heat supply will be taken over by other sources of energy. But toe smoked rubber industry cannot
adopt other kinds of energy since smoking is an essential part of the process. The smoke acts as a
disinfectant which renders the rubber less liable to mould attack. There is therefore an urgent need
to try to conserve rubber wood used in the rubber industry.

PREVIOUS PAGE BLANK
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This article presents the results of a preliminary study carried out by staff members of the
DePartment of Mechanical Engineering, Prince of Songkla University, to examine the types of
technology and amounts of rubber wood used in the rubber industry in the South of Thailand. It
presents the data collected from a survey of 25 rubber smoking factories in Southern Thailand.
Data collection was achieved by interviewing factory owners using a specially designed question
naire. The objectives were to analyse the energy used and obtain base line data for energy
management and conservation.

RUBBER PROCESSING TECHNIQUE

Para rubber trees (Hevea brasilliensis) are grown throughout Southern Thailand as a com
~nercial crop. Table 1 shows that each year Thailand produces about 800xl()3 tons of rubber of
which 80% requires heat for drying and smoke for preservation, e.g. ribbed smoked sheet (RSS)
and (hot) air dried sheet (ADS). The smoked sheet process has the special requirement that the
fuel must consist of wood only. It is therefore the major firewood consumer. A brief discussion
of the RSS processing technique is necessary and is given below for general background.

Table 1. Thai rubber production during 1984-1986.

x1()3 tons
Figures in bracket are %

Year Total RSS Crepe TTR ADS CL Other

1986 794.7 623.1 29.8 115.4 11.9 8.0 6.5
(100) (78.4) (3.7) (14.5) (1.5) (1.0) (0.80)

1985 717.6 567.9 32.3 106.0 5.5 1.2 4.6
(100) (79.1) (4.5) (14.8) (0.76) (0.17) (0.64)

1984 627.2 492.8 38.7 8§.9 3.8 1.3 3.7
(100) (78.6) (6.2) (13.8) (0.61) (0.20) (0.59)

RSS Ribbed Smoked Sheet Rubber
TTR Thai Test Rubber
ADS Air-Dried Sheet Rubber
CL Concentrated Latex
Source: Rubber Research Institute (1987), Rubber Statistics ofThailand, 16 (1-2).

The process of making RSS rubber can be divided into 2 steps: namely, converting latex into
solid rubber sheets and curing the rubber sheets in the smoking rooms. The former is done by the
farmers at the plantation while the latter occurs in the smoking houses or factories.

In the morning latex is collected from the fields, sieved and chemically treated with formic or
acetic acid. The coagulated cake is rolled through hand mangles to form 3 mm-thick sheets. The
sheets are then air-dried for a day and kept indoors until a sufficient amount is accumulated for
transporting to local dealers. ~
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Skilled workers in the rubber smoking factories will visually grade the rubber sheets accord
ing to the moisture content and thickness. The sheets will then be washed manually in a pool or
by a machine before entering the smoking rooms where they are dried and cured for 4-10 days
depending on the moisture and thickness. In the fIrst day all windows (typically 4) and ventilating
ports are open and the firewood is burnt at a high combustion rate to bring up the room tempera
ture to 40-50OC in a short period. From the second day onward all ventilation is prohibited and the
opening of the furnace is adjusted to maintain the temperature in the room at 6O-64OC. The
process continues until the rubber sheets are dried and cured. The smoked sheets are then pressed
to form cubes of normally 111.11 kg, wrapped with the sheets and coated with flour to hinder
adhesion during transportation.

SMOKING ROOMS AND FURNACES

There are two types of smoking rooms, called single and double layer rooms. Single layer
rooms have one floor while double layer rooms have two (Figs. 1-3). The double layer type,
which is an old design, has timber or brick walls. In the last 10-15 years one-layer big rooms have
been considered the better design. A continuous smoking process has been developed in neigh
bouring Malaysia, but no such process was found during the authors' survey.

Double Layer Smoking Rooms

Although this is an old design, a great number of them are still in use. The rooms typically
have the size of 2x6x4 m3 with 2 rubber-hanging layers. The rubber sheets are hung on bamboo
stems which are 2 metres long and 1.5-2 cm apart. About 2 metres above the furnace, bamboo
stems are spread to form the floor and heat distributor. Moisture and heat exhaust through 0.5xO.5
m2 windows up on the ceiling and walls.

Ventilation

Window Second layer

Door

Door

rBamboo floor

r======1====i====t........--
First layerrB'mboo floo'

r==~====F==~==1~-

Door

Fig. 1. Double layer room.
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Ventilation

p::::F----------=:j~

Door

Fig. 2. Single layer room (outside furnace):

Ventilation

Window

Door

Fig. 3. Single layer room (furnace undernealh).

Single Layer Smoking Rooms

The single layer smoking rooms are being adopted in the new factories and have become
popular because their performance is superior to those of the double layer ones. The rooms are
constructed of brick and mortar and the average room is 8x8x6 m3 in size. The front wall is
typically a steel gate for loading and unloading the rubber. Ventilating windows are on the rear
wall and the ceiling. The rooms are generally equipped with temperature sensing elements for
temperature control. Heat and smoke distributing tunnels are on the floor. The rubber sheets are
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hung on bamboo stems which are subsequently placed on 2x2x2 m3 steel crates. A forklift truck is
used to manoeuvre the crates into and out of the rooms.

The Furnaces

Furnaces are nonnally located at the rear of the rooms and about 0.5 metres below the floor.
Hot gas and smoke are conveyed through the distributing duct and grid into the room. It was
found from the survey that the furnaces can be classified according to their positions into two
types:- those outside the room and those underneath the room (Figs. 2 and 3). In the underneath
furnace typet a metal cart, traveling on rails, is used as a wood-burning carrier. However, the

. outside type is more popular because of safety concerns. It nonnally has dimensions of 0.6xO.6x1.5
m3 and is constructed from brick. The combustion rate is controlled by an adjustable steel gate in
the front. The heat distributing duct was designed to have a 15-20 degree slope as shown in Fig. 2.

WOOD ENERGY SURVEY

Tables 2'and 3 show the data collected from the survey. The analysed data are tabulated in
Table 4. It shows the superiority of the single layer rooms to the double layer ones in tenns of

Table 2. Survey data of double layer rooms.

No Productivity Smoking Room Firewood Smoking Period
tlmonth

Vol Capacity Number Wood Used Price
m3 t of Rooms m3/room Bahtlm3 Days

1 800 288 23 20 9.0 140 8-9
2 1200 144 15 18 3.7 130 4-7

252 31 3
3 1200 288 25 12 8.0 140 6

4 700 324 21 3 9.0 150 4-7

5 730 144 11 18 4.2 90 5-10

6 800 192 16 12 5.5 130 7-8

7 750 192 16 10 130 4-5

8 400 216 20 10 11.2 110 7-10

9 800 216 17 16 6.1 150 6-15

10 750 399 22 16 7.3 150 8-10

11 500 216 18 17 5.8 120 9-12

12 750 100.8 6 20 3.6 120 3-7

13 2000 336 15 5 6.3 120 4-5
252 22 27 6.3 120 4-5

Average 129 7
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Table 3. Survey data of single layer rooms.

No Productivity Smoking Room Firewood Smoking Period
t/month

Vol Capacity Number Wood Used Price
m3 t of Rooms m3/room Baht/m3 Days

800 294 16 10 5.0 140 4-7
23 6 5.0 140 4-7

2 5000 180 14 33 3.6 110 3-4
317 28 16 7.3 110 3-4

792 42 1 7.0 110 3-4

3 1500 384 22 20 6.4 160 4-5

4 1800 384 25 18 130 5

5 1800 384 25 12 3.7 130 4-5

6 1000 216 18 22 4.3 120 3-7
467 25 6 6.0 120 3-7

7 1200 281 18 20 5.7 140 3-7

8 1500 252 25 25 140 5-10

9 1300 343 18 15 4.5 120 4-8

10 600 369 20 12 5.8 120 5-6

11 2500 591 22 24 8.0 120 5-6

12 4000 537 35 20 5.5 100 5-6

Average 127 5

specific wood consumption (SWC) (m3/t) and the specific fuel cost (SFC) (Bahtlt). The average
SWC of the double layer rooms (0.36 m3/t) is over 70% higher than that of the single layer rooms
(0.21 m3/t). Even though the average fuel prices of the two types of rooms are about the same
(129 and 127 Bahtlm3

), the double layer rooms' SFC is 60% higher.
Room density is defined as the ratio of room capacity (tons of rubber) to the room volume

(m3
). The plot of SWC against room density of the double layer rooms is shown in Fig. 4. It was

found that SWC decreases with increasing room density. Although the optimum point for mini
mum SWC, should exist, it did not appear in this survey data. This therefore implies that the
double layer rooms can be loaded more than is presently practised. Increased loading (that is
increased room density) might, however, have the adverse effect of lowering monthly production
unless the smoking time does not increase. The curing time can be unchanged or reduced by
means of a high wood burning rate and ventilation, as will be discussed later. At present, the
smoking time of the double layer rooms is about 2 days longer than that of the single layer rooms.
The lower room density in the single layer rooms is responsible for the shorter smoking time. The
room densities of the single and the double layer rooms are 63.8x10-3 and 80x10-3 tlm3 respec
tively.

It was also observed that the smoking period of the double layer room varied markedly from
one factory to another (Table 2). This may be caused by inconsistent wood burning rates, different
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Table 4. Energy analysis.

No Productivity Room SWC SFC MPD
tlmonth Density

x1()3 tlm3 m3/t m3/month Bahtlt tlm3/month

SL DL SL DL SL DL SL DL SL DL SL DL

800 800 54.4 79.8 0.31 0.39 133 312 43.4 56.4 0.15 0.14
na 0.22 81.5 30.8

2 5000 1200 77.8 104.2 0.26 0.25 631 300 28.6 32.5 0.42 0.34
75.4 119.0 0.26 na 612 na 28.6 na
53.0 0.17 37.5 18.7

3 1500 1200 57.3 86.8 0.29 0.32 435 384 46.4 44.8 0.19 0.35

4 1800 700 65.1 64.8 na 0.43 na 301 na 64.5 0.26 0.72

5 1800 730 65.1 76.4 0.15 0.38 270 277 34.2 19.5 0.39 0.28

6 1000 800 83.3 83.3 0.24 0.34 142 272 28.8 44.2 0.39 0.35
53.5 0.24 98.4 28.8

7 1200 750 64.1 83.3 0.32 na 384 na 44.8 na 0.21 0.39

8 1500 400 99.2 92.6 na 0.56 na 224 na 61.6 0.24 0.18

9 1300 800 52.4 78.7 0.25 0.36 325 288 30.0 54.0 0.25 0.23

10 600 750 54.1 55.1 0.29 0.33 124 248 34.8 49.5 0.14 0.12

11 2500 500 37.2 83.3 0.37 0.32 925 160 44.4 38.4 0.18 0.14

12 4000 750 65.2 59.5 0.16 0.60 640 450 16.0 72.0 0.37 0.37

13 2000 44.6 0.42 94.2 50.4 - 0.24
87.3 0.29 515 34.8

Avg 63.8 80.0 0.25 0.38 30.7 49.0 0.27 0.30
0.21* 0.36*

* Calculated from total monthly productivity (tlmonth) and wood consumption (m3/month)

SWC = Specific Wood Consumption (cubic metres of stacked wood per ton of rubber produced).
SFC = Specific Fuel Cost.
MPD = MontWy Productivity Density.
SL, DL = Single and double layer room respectively.
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Fig. 4. The effects of room density on specific wood consumption of double layer rooms.

furnace designs and ventilation. Since the plot of SWC is inversely proportional to the room
density (Fig. 4), it indicates that some factories achieved the shorter processing time by increasing
the wood burning rate and, subsequently, ventilation. Factories 6 and 7 in Table 2 are good
examples. Nevertheless, the room parameters are identical, the smoking time spent in Factory 7
was about half of that in Factory 6. It is likely that in common practice the operator closes the
windows and the wood burning rate has to be slowed down to avoid overheating. However, with
closed windows, the smoking time will be longer and more wood will be consumed. In the very
humid climate of Southern Thailand, ventilation is necessary in the drying process.

When examining the monthly productivity density (MPD), it is surprising that the double
layer rooms are slightly more productive than the single layer rooms (0.30 compared to 0.27 tlm3

per month). Thus, if the room density (of the double layer rooms) increases as proposed and the
processing time does not change much, i.e. increase the wood burning rate, it is possible to get
even higher productivity than the single layer rooms. However, the single layer rooms can
substantially increase the productivity by increasing their room density to at least the same level as
in the double layer room case (80xIO-3 tlm3). It must be kept in mind that this comparison is based
on the assumption that the heat and mass transfer characteristics of the two types of rooms are
identical.

DISCUSSION

The survey of 25 rubber smoking factories indicated that in the last 80 years of the Thai
rubber industry two types of smoking rooms have been developed, i.e. double layer and single
layer rooms. The double layer rooms are of an old design and thought to be inefficient. Many of
them are still in operation, ~hough. The analysis suggests that the double layer rooms can be
improved by increasing the room density, wood burning rate and ventilation. In doing so, the
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double layer rooms will be as efficient as the single layer rooms in terms of SWC or even better in
term of productivity. Similarly, thesingle layer rooms can be improved by increasing the room
density. Analyses aiming at examining the effects of the furnace sizes and types on the normal
ized energy consumption have been tried, but yielded no absolute result with the data available.

The average hectareage production of RSS (calculated from Table 1) is 0.36 tons a year.
This leads to 9.07 tons per hectare in the 25 years of lifetime production. To smoke this amount of
rubber, Table 4 reveals that about 2.58 m3 of firewood is needed. A study by the Forest Research
Institute of Malaysia indicated that the average green wood production from rubber trees could
reach easily an average of 260 m3 stacked wood per hectare of which 80 m3 is classified as
firewood (diameter less than 15 cm) [4]. Hence, the rubber industry is a net producer of energy.

The economical life time of mbber trees is generally taken as 25-30 years. This means that
on average 3 to 4% of the total planted area must be replanted each year. Taking the overall
planted area in Thailand as 1,717.56xl03 ha, therefore, about 4.8xl06 m3 of rubber wood (diameter
less than 15 cm) can be used as firewood annually. The corresponding figure for the South is
4.3xl06 m3jyear. This figure looks enormous but is misleading. In fact, not every single tree is
procurable since 23% of the growing area is mountainous [2] and accessible only on foot or
motorcycle. A certain portion of the plain area is hinterland and too far from the road for the
wood to be acquired economically. It was found that only 40% of the cut down wood is claimable
[5]. Consequently, 1.7xl06 m3 of firewood is available annually from the rubber plantations.
Unfortunately, there is no statistical data on the number of the single layer and double layer
factories, but if we use the average SWC for the two types of rooms it can be estimated that the
need of firewood for RSS industry is 202xI()3 m3jyear. This figure is insignificant when compared
with the supply. However, rubber wood is used as an energy source in as many as 13 other
industries [6]. It is interesting to note that in the South, the number of rubber smoking factories is
131 compared with 260 for brick making, 32 for cement and lime industry and 19 for pottery [7].

CONCLUSIONS

There are two types of the smoking rooms currently being used: an old design and a new
design. The performances of the two types of rooms are significantly different. However, it is
possible, regarding the thermal aspect, that both types can be improved in order to reduce the
smoking time and save wood. It is, therefore, time now to initiate programmes of research,
development and demonstration projec~ aiming at using firewood more efficiently. This requires
energy auditing and analysis in order to arrive at the optimum parameters, e.g. size of furnace,
duct, room density, wood burning rate, ventilation, etc. It is interesting to note that the smoked
rubber industry is a net producer of energy. Energy from the surplus rubber wood is enormous
and deserves further research and development to make it available in a manageable form.
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ABSTRACT

This paper reviews the sources and uses ofenergy in Swaziland, and the options for develop
ing a more sustainable and self-reliant energy future.

Swaziland is a small land-locked country in southern Africa, with varied sources of renew
able energy (biomass, solar and hydro), and substantial coal reserves. Biomass, used in large
agro-industries and as a domestic fuel, dominates the national energy budget. The demand for
fuelwood exceeds the sustainable supply and contributes to deforestation and environmental deg
radation. Swaziland imports all petroleum products and most coal and electric power from South
Africa.

Many options are available to achieve a more environmentally sustainable and self-reliant
energy future, and most involve the more effective use ofbiomass. The fuelwood imbalance could
be addressed both by increasing the wood supply (via tree-planting) and by decreasing demand
(via population control,fuel switching and more efficient end-use). Imports of commercial energy
could be reduced by making better use ofagricultural residues for ethanol production and electric
power generation.

The need to emphasise renewable energy conversion has global as well as national urgency,
since renewable energies, including biomass used sustainably, do not add carbon dioxide to the
atmosphere.

INTRODUCTION

All nations have many options for developing energy supplies and for influencing energy
demand. Which options are pursued depend on the priorities of the decision makers, and the
constraints within which they work.

This paper suggests some energy options which might be followed in Swaziland, if the
priority is to achieve sustainable development and a self-reliant future. Sustainable development
requires adequate supplies of energy to meet human needs, whilst maintaining the natural re
sources of the country and the local and global environment: it is "development that meets the
needs of the present without compromising the ability of future generations to meet their own
needs" [1]. Self-reliance implies an acceptable dependence on other countries and agencies [2].
The obvious constraints to achieving sustainability and self-reliance are financial cost and human
resources. There are also less tangible constraints, in particular the limitations of "conventional"
thinking about energy development, which concentrates on short-tenn expansion of supplies rather
than provision of services and long-term viability [3].

The paper starts with a description of the geography and administration of Swaziland, and the
energy resources available. The pattern and sources of current energy use are then discussed, with
mention of the environmental effects of energy use. This provides a context for discussing energy
options.
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SWAZILAND: BACKGROUND INFORMATION

Swaziland is situated in southern Africa (between 24 and 27°S) and is landlocked between
Mozambique and South Africa (Fig. 1). Within the small land area of 17 400 km2 are four distinct
geographical zones: the land falls from west to east through the highveld, middleveld and lowveld
zones, then rises again in the east where the Lubombo mountain range along the border with
Mozambique forms the final zone. The country is traversed from west to east by six major river
systems. The climate is sub-tropical with summer rain. Table 1 summarises information about
climate, natural vegetation and land use in the different geographical zones.

The King (Ngwenyama) is the executive Head of State, and traditionally rules the country in
a 'duarchy' with the Queen Mother. They receive advice from the royal family and traditional
chiefs, and also from the Prime Minister and cabinet of Ministers, who are responsible to a two
chamber parliament [4].

The total de/acto population was 676 089 at the 1986 census; an increase of 37% since 1976
or on average 3.2% per year. Only about 22% of the population live in urban areas (towns and
company towns), but the rate of growth of the town population (4.6% per year) is higher than the
national average, which indicates a gradual urban drift [5]. There is considerable interaction
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Fig. 1. Location map for Swaziland.
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Table 1. Basic geographic information about Swaziland.

Region

31

% of land area[4j
Pop. density (persons km-2)[Sj
Average altitude (m)[4j

Average rainfall (mm y-l)[4j

Average temp. (oC)[38j Jan
July

Natural vegetation[4,6j

Agriculture & forestry[4,6j

Highveld

29
43

1300
1250
20
12

Sour grass,
sparse woodland

Commercial
timber,
subsistence

Middleveld

26
56
700
900
23
16

Tall savannah
with varying
tree density

Pineapple,
maize,citrus,
cotton,
groundnuts,
cattle,
tobacco,
subsistence

Lowveld

37
26
200
700
27
16

Dry savannah
with thorns

Sugar,
citrus,
cotton,
maize,
cattle,
subsistence

Lubombo

8
29
600
840
22
15

Mixed bush

Cattle,
subsistence

Industry & commerce(4.6j Pulp, timber,
asbestos,
commerce

Fruit canning, Sugar, coal
maize milling,
garments,
light assembly
and service
industries

between urban and rural areas, fostered by strong family ties, a good road system, and a relatively
high level of wage employment [4].

There are two systems of land ownership. About 56% of the land is Swazi Nation Land
(SNL), which is owned by the King and administered by the traditional chiefs, who have the
authority to allocate an arable plot and homestead site to each family within their chiefdom. The
majority of SNL is used as communal grazing for about 500 000 cattle and 350 000 sheep and
goats (1982). It is also the land from which most fuelwood is gathered. The other main agricul
tural activity is subsistence crop production, with maize grown as the staple crop, also vegetables,
groundnuts, sorghum and beans. Cotton and tobacco are grown as cash crops, particularly in the
middleveld and lowveld. The majority of SNL is supported by the Rural Development Area
programme, which aims to improve the productivity and living conditions in rural areas through
agricultural training and facilities [4,6].

The remaining 44% of the land is owned under title deed by both individuals and large
companies. The main commercial crop on this land is sugar, which is grown under irrigation in
the lowveld. Other commercial crops are pineapple, citrus, bananas and groundnuts, and about
130 000 cattle and 40 000 sheep and goats are grazed. In the highveld there are large commercial
plantations of exotic trees, mainly pines and eucalyptus [4,6].

The main industries process agricultural produce, chiefly sugar in the lowveld, timber an,d
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pulp in the highveld, and pineapples and citrus in the middleveld. There is one coal mine and one
asbestos mine. There are a number of smaller manufacturing and processing industries, mainly in
and around the two largest towns Mbabane and Manzini. Mbabane, the capital, is also the
commercial centre [4].

The economy is open and heavily dependent on trade, mainly with or via South Africa. The
GNP was about US$600 per person in 1986, which is high in comparison with most African
countries [7].

ENERGY RESOURCES

The main energy resources are summarised in' Table 2, with numerical estimates for the
quantity available and an approximate conversion to energy units.

Table 2. Major energy resources in Swaziland.

Estimated
Supply

Approximate
Energy

Equivalent

Renewable Resources

Woody biomass (Commercial:
[39] (Plantation:

(Indigenous:

Fossil Resources

Coal[S] Demonstrated reserves
Additional possible reserves
Present saleable extraction

Cane processed
Molasses produced
Bagasse produced (wet)
Field waste produced (50% moisture)

Dry matter produced

Maize grain produced
Maize residue produced
Other crop residues

Potential electrical output (large)
Existing capacity

Insolation: Ian
Iuly
average

9.6 PI y.l
21 PI y.l

10 Ply l

13 PI y-l
0.49 PI y.l

43 PI
3.7 PI y-l

11 Ply·l
2.9 Ply-l

257 PI
8.3 PI y.l

3.2 Ply·l
2.4 Ply-I

5.4 PI y-l
0.79 PI y-l

16x103PI
13 x 103 PI
4.8 PI y-l

1.2 x lOs PI y-l

550Mt
450Mt
0.17 Mt

24 Mlm·2 d- 1

14Mlm-2 d-1

20Mlm-2d-1

13 x lOS m3 y-l
0.48 x lOs m3y-l

42 x lOS m3

3.7 x lOs m3 yol

0.64 Mt yol
0.17 Mty-l
15.10 Mt

0.49 Mty-l

3.4 Mt y.l
0.12Mty·l
0.93 Mt y-l
2.2 Mty·l

0.70 Mt y.l

95kTy·1
0.19 Mty·l
0.14 Mt y-l

productivity
productivity
stock
productivity

productivity
productivity
stock
productivity

(Commercial:
[40] (Game reserve:

(Other:

Hydropowerl44]

Animal dung[42]

Crop residue[43]

Sugar[41]

Solarl4S]

(Other resources: Geothermal: negligible. Wind: small, average windspeedl38J about 1.2 m S-l. Oil, gas:
assumed no resources. Tidal, wave: negligible. Human, animal: important).
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Coal is the only fossil fuel found in Swaziland, but renewable resources are varied and
abundant, and include biomass (wood and agricultural residues), hydropower potential and solar
radiation. Two very. different estimates of the supply of woody biomass have been made, by the
World Bank [8] and by the ETC foundation on behalf of the Southern African Development Co
ordination Conference (SADCC) Energy Sector [9]. The latter estimate was made from detailed
analysis of satellite data, and is likely to be more reliable.

CURRENT ENERGY USE AND ITS EFFECTS ON THE ENVIRONMENT

National Energy Consumption by Fuel

Three agencies have made studies of energy use in Swaziland during the past ten years.
Their estimates for national energy use are summarised by fuel in Table 3. Note that these
estimates give no indication of how efficiently any fuel is used.

Table 3. Estimates of energy use by fuel in Swaziland, 1985.

Reference

World Bank147] Munslow(48] Fichtnerl49] AssumedlS0]

Ply-l % Ply-l % Ply-l % Ply-l %

Domestic wood and residue 4.7 15 4.7 16 1.2 5 5.4 17
Industrial wood and residue 14.4 45 12.2 42 11.8 49 14.4 44
Coal 5.7 18 4.3 15 5.5 23 5.7 17
Petroleum products 5.8 18 5.5 19 4.1 17 5.8 18
Electricityl46] 1.3 4 2.2 8 1.4 6 1.3 4

Total 31.9 100 28.9 100 24.0 100 32.6 100

All three surveys suggest that biomass supplies about 60% of the energy used in Swaziland.
Petroleum products and coal are used in similar amounts, and electricity is, numerically, the
smallest source.

The surveys show broadly similar estimates of fuel use, and subsequent discussion will
generally be based on the most recent values, from the World Bank [8]. The most serious
discrepancy is in the quantity of fuelwood used for domestic purposes. Even the higher estimates,
by the World Bank and Munslow [10], when expressed per person, are lower than measurements
made in neighbouring countries with similar cooking practices [11,12,13]. Values of 10.5 GJ y-l
per rural person and 1.2 GJ y.l per urban person will be assumed in this paper, which gives a total
fuelwood energy consumption of 5.4 PJ y'l [14]. It is of concern that the estimate of fuelwood
energy made by Fichtner[15] is so low, since this document formed the basis for energy planning
in the 4th National Development Plan [4], and the low value may have allayed concern about the
fuelwood situation in Swaziland.

The average rate of energy consumption is about 50 GJ y-l or 1.6 kW per person. This is
considerably less than the world average of 74 GJ y.l in 1987, although higher than the average of
34 GJ y'l for developing countries [16].
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Energy is a means of providing services, not an end in itself. Where is energy used in
Swaziland and what services does it provide?

Figure 2 shows the fuels used in Swaziland divided into three broad sectors of consumption
domestic, industry (including commerce and mechanised agriculture) and transport

Swaziland National Energy Use, 1985

Domestic + htdustry + Transport = Use

Wood and residue

Coal

Petroleum products

Electricity

Total: 33PJ/y Average: 500J/y (1.6kW) per person

o 20 40 60 80 100%

Wood and residue

Coal

Petroleum products

Electricity

Fig. 2. Energy use in Swaziland 1985, by fuel and sector.
(See text for domestic fuelwood. All other values
calculated from Reference 8, Annex 1.)

The main consumers of biomass energy are the large agro-industries, which use their waste
products (bagasse in the sugar industry, black liquor solids in the pulp industry, and woodwaste in
the timber industry) to supply process heat and electricity. Wood is the most important domestic
fuel, and is used for cooking, heating water and for space heating in winter.

Coal is used as an industrial fuel, and the largest single consumer is the pulp industry. In the
transport sector it fuels the railway. It is also used as a domestic fuel for cooking and heating
water, mostly in the towns and company towns. A number of companies supply coal as a benefit
to tfieir employees.
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Petroleum products are the most important fuel in the transport sector, used by buses, trucks,
private vehicles and aircraft. Diesel is used in commercial agriculture, and in small quantities for
electric power generation. Very little petroleum is used as an industrial feedstock. The amounts
used in the domestic sector are numerically small but practically very important: paraffm lamps
and candles are the main source of light, and paraffin and liquified petroleum gas are used to some
extent for cooking.

The industrial and commercial sector is the main consumer of electric power. Electricity is
also used for lighting and cooking in some urban homes.

Energy Gains and Losses

The energy which is used by a country is the resultant of gains (from extraction within the
country and imports) and losses (from waste and exports), and an energy balance can be made on
this basis for different fuels, as shown in Fig. 3. Note that 'waste' is used to mean a non-energy-

Swaziland National Energy Use, 1985

~ ~ ~ D"',"','"
:;~;:

Renewable + Reserve + Import - Export 'Waste' Use
extraction depletion

-20 -10 0 10 20 30PJ/y
I I I I [ I

Domestic wood

~
""'"::::::::

,',',',' Conunercial wood residue

~. Ek'","',

Fig. 3. Balance of energy gains and losses by luel, I ~lSJ.

Domestic wood: see text for calculation of use, and Table 2 for estimates of renewable supply.
Commercial wood: calculated from Reference 8, p.14.
Sugar residue: see Table 2.
Coal, petroleum products: Reference 8, Annex I.
Electricity: Reference 35.
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related use of the fuel, and does not include the waste caused by inefficient end-use.

Commercial Fuels

It is relatively easy to specify the quantities in the energy balance for commercial fuels.
Electric power is generated in Swaziland from two major hydroelectric schemes with a total
installed capacity of 40.5 MW (electric), but the majority is imported from South Africa where it
is mainly generated from coal. The final use is the sum of these gains, with distribution losses
subtracted. Petroleum products are all imported, either from or via South Africa.

The energy balance for coal may seem strange, since similar amounts are imported and
exported. The reason why Swazi coal is not used to supply all the local demand is that much of
the large coal-burning equipment (which is imported from South Africa) is designed to bum
bituminous coal, and does not operate well using Swazi coal which is anthracitic and has a high
ash content. Bituminous coal is therefore imported from South Africa. It is perhaps ironic that the
Swazi mine was originally opened to supply the railway, which'now uses South African rolling
stock and imported coal [8].

Biomass

It is not easy to quantify an energy balance for biomass fuels, since the magnitude of the
supply is known only approximately and there are other uses for the fuels as well as energy. For
instance, dung and crop residues (Table 1) are often left on the soil as fertiliser, although residues
are sometimes burned off the fields before the new planting season. Wood is exported as pulp and
timber. Figure 3 shows an approximate energy balance for the residues produced by the sugar and
timber industries, and for domestic fuelwood.

At present, the only residue of the sugar industry which is used as fuel is bagasse. Molasses
is exported and the cane tops and leaves are mostly burned off in the field before the cane is cut,
and therefore wasted.

Some of the woodwaste from commercial forests is used as fuel, but a substantial amount is
either left in the forest or burned on site. Both these losses are counted as 'waste' in the energy
balance, although the dumped waste obviously contributes to the soil fertility. The timber compa
nies provide fuelwood for their employees, but public access to the commercial forests is restricted
(primarily to reduce the risk of fire and prevent the theft of live trees), so the amount of dumped
wood which is collected for domestic use is small [17]. The World Bank [8] estimates that about
2 x 1()4 m3 (0.2 PI) is collected per year, and this amount has been included as part of the renew
able supply of domestic wood in Fig. 3.

In order to draw up a national energy balance for domestic wood, it is necessary to have a
reliable estimate of the amount of wood which is actually used on a sustainable basis, This
amount is less than the total sustainable production because the wood supply and the population
are not distributed uniformly throughout the country. Indigenous wood is much more abundant in
the lowveld and Lubombo regions than in the more populous middleveld and highveld [9]. Fur
thermore, people may not have the right of access to wood even though it grows in their neigh
bourhood, As well as the commercial forests (discussed above), some wood grows in game
reserves where collection is prohibited. About 20% of the land area outside the plantations and
game reserves is in title deed farms: these often have a much higher wood supply than neighbour
ing areas of Swazi Nation Land, but provide only limited access for fuel collection [9].
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Since there is no quantitative infonnation on the accessibility of fuelwood, the balance in
Fig. 3 uses the lower of the two published estimates of wood supply outside plantations (Table 2)
as a "guesstimate" of the amount which is used on a sustainable basis. It would be most useful to
have a full analysis of the population distribution and the accessibility of wood, related to the
detailed supply data of Millington and Townsend [9] since this would give a much more valid
estimate of the real sustainable use.

The balance (based on very approximate estimates of both demand and sustainable supply, as
discussed above) suggests that about 20% of the average demand cannot be produced sustainably
and must therefore be met by depleting the growing stock. More serious local shortages, which
are apparent in the country, are concealed in any 'average' balance such as this.

Effects of Energy Conversion and Use on the Environment

The extraction, conversion, distribution and use of energy all have an impact on the environ
ment Some of these effects will be described briefly below, using infonnation specific to Swaziland
where this could be found.

Commercial Fuels

The major impact of hydroelectric generation is on the land needed to establish the reservoir,
and on the supply of water and sediment downstream. Hydroelectric generation produces no
atmospheric pollution.

Petroleum products are imported to Swaziland after refining, thus no local pollution arises
from their extraction and processing. The combustion of petroleum products in vehicle engines
releases carbon monoxide, hydrocarbon~, oxides of nitrogen and particles into the atmosphere
[18]. In Swaziland, lead is still used as a pelTol additive, and high lead concentrations have been
measured in boLh grass and soil near major roads [19,20]. It is therefore likely that lead enters the
human food chain via crops and grazing animals. The volume of traffic in Swaziland has in
creased substantially during the past two years, particularly on the road between the two main
towns [21]. The resultant pollution is therefore becoming more serious.

The Swazi coal mine is underground and thus does not produce the major surface damage
which is often associated with open cast mines. Swazi coal has a low sulphur content [8], thus the
production of sulphur dioxide on combustion is not a serious problem. The coal does, however,
have a high content of ash, which may result in high rates of particle emission.

Biomass

There is ample evidence, both visible and anecdotal, that deforestation is already occurring in
parts of Swaziland, particularly on Swazi Nation Land [17]. The rough figures for fuelwood
supply and demand (Fig. 3 and Table 2) suggest that excess demand for fuelwood is one cause of
this. Land clearance to provide homestead sites and arable plots [17], and overgrazing by the large
number of cattle are other major causes. Furthermore, at current rates of growth, the population of
Swaziland will exceed one million by the year 2000. The use of wood energy could then be about
8 PI yol or 50% more than the 1985 rate, and the stock of accessible wood could be drastically
reduced [14]. However, because the country as a whole still has extensive cover of bush and trees,
it has not been a priority to develop and implement fuelwood policies [17].
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Deforestation causes long term damage to the environment, as well as immediate human
problems, by exacerbating soil erosion and its attendant problems. This damage is always expen
sive to repair, and in many cases may be irreversible.

The limited studies which have been made on indoor air quality show that high concentra
tions of carbon monoxide and hydrocarbons, some potentially carcinogenic, are produced from
wood fIres and wood burning stoves. A correlation has been found between chronic bronchitis
and exposure to domestic woodsmoke [22]. Such health hazards are likely to exist in Swaziland
where food is usually cooked indoors, on an open fIre or a wood stove.

Biomass which is burned industrially also releases both carbon monoxide and particles into
the air [18]. One energy-related source of pollution from biomass is the burning of cane tops and
leaves before sugar cane is cut. This has been shown to produce very high concentrations of
methane, ozone and carbon monoxide over cane fIelds in Brazil [23]. Swaziland has a large cane
industry, relative to its surface area, and burning off the cane fIelds may produce signifIcant
environmental effects.

Carbon Dioxide Production

The increase in the amount of carbon dioxide in the atmosphere is a major global concern.
Carbon dioxide is produced when fossil fuels and biomass are burned. However, it is important to
realise that biomass used sustainably is not a net source of carbon dioxide, since carbon is fixed in
new plant growth at the same rate as it is released by combustion.

Table 4 gives estimates of the net carbon release from Swaziland. The only biomass source
of carbon is fuelwood used unsustainably, estimated as about 20% of the total domestic use (Fig.
3), but coal and petroleum products contribute signifIcant quantities. Expressed per person, the
annual carbon release in Swaziland is about 0.4 t yl. The world release of carbon from human
activity is thought to be about 6 Ot yl (5 Ot from fossil fuels, and approximately 1 Ot from
deforestation [24]), or 1.2 t yol per person. Thus with an energy consumption per person of about
two-thirds of the world average, the carbon release in Swaziland is only one-third of the world
average. This is because of the high contribution of renewable energy to the national energy
budget

Table 4. Carbon release in Swaziland.

Source

Domestic wood and residue
Industrial wood and residue
Coal
Petroleum products
Electricity

Total

Carbon Release per
Unit Energy [51)

MtPJ-1

26
26
24
20

Net Carbon
Release
Mty-t

0.031
o
0.14
0.12
0[521

0.29
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The infonnation presented above shows that there are several issues which should be ad
dressed if Swaziland is to achieve sustainable and self-reliant development.

One major area of concern is that the use of fuelwood is contributing to the depletion of the
wood resource, which leads to both immediate hardship and long-tenn environmental degradation.
The combustion of fossil-fuels and biomass also leads to air pollution, both indoors and outdoors.

In addition, Swaziland is dependent on South Africa for all supplies of petroleum products
and substantial amounts of electricity and coal. The political implications of this energy depend-:
ence are worrying.

Is it possible to address these problems and also promote development? The discussion
below suggests some approaches which might be used. It is important to note that alternative
energy options should not be evaluated simply on a cost basis, since neither environmental preser
vation nor political autonomy has been assigned a monetary value. The methodology to mone
tarise 'externalities' such as environmental and social effects is being actively developed at present
[25]. When such a methodology is widely agreed, it should be possible to make a valid quantita
tive evaluation of alternatives. Until then, a qualitative discussion of environmental, social and
political impacts, as given below, must suffice.

Domestic Fuelwood

Fuelwood is the major source of energy in rural homes. When it becomes scarce, either more
time is consumed in collecting wood, or money is required to pay for an alternative commercial
fuel, thus human and financial resources may be diverted from other purposes. A recent study on
the availability of fuelwood in Swaziland [17] included a detailed survey of household energy use
in two chiefdoms within the Middleveld region. Many of the women interviewed were experienc
ing increasing problems in collecting fuelwood. Some were cutting live wood, and others were
forced to purchase wood or paraffin. Many of the poorer women were becoming increasingly
dependent on dung and crop residues for fuel, even though they did not like using them, because
they could not afford to collect or buy wood.

There is an urgent need to address the fuelwood problem, and there are no easy solutions.
The general 'supply and demand' approaches which might be used are to reduce the demand for
wood by (1) reducing the rate of population growth; (2) using wood more efficiently; (3) substitut
ing other fuels; and (4) increasing the supply of wood [14]. The discussiori below highlights some
of the particular issues to be addressed in Swaziland; however, it is essential to see fuelwood as
part of a complex, interlinked social system,.and not as a single issue [26].

Reducing the Rate ofPopulation Growth

It is well recognised that the growth in population will put enonnous pressure on all natural
resources and services in Swaziland, and not just on fuelwood [4]. In a recent interview, the Prime
Minister of Swaziland noted that the Swazi government has launched an extensive family planning
campaign in an attempt to reduce population growth [21]. Energy planning should support such
initiatives. However, it is important to realise that "only when the aspirations of the people them
selves change will it make sense for people to have less children to help on the land and to search
for paid employment" [17].
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The World Commission for Environment and Development regards energy efficiency as the
most cost-effective and environmentally benign 'source' of energy, and as the best path to sustain
able development [1]. Can efficiency make a significant impact on fuelwood use in Swaziland?

At present, most cooking in Swaziland is done over open fires, although some households
who can afford to have purchased a woodstove, usually a massive and inefficient cast iron model
[14,17]. Swazi women see a stove as a great asset because several pots can be used at once and
there is no need to bend down when cooking; also the stove can be kept in the living area (because
the chimney takes the smoke away), and it can be used for baking [17]. The development and
careful introduction of fuel-efficient stoves would seem a promising way to save fuelwood, since
the change in lifestyle brought about by using a stove is one which people desire. There are many
examples of stove projects elsewhere (ranging from good to disastrous) from which lessons may
be learned [22]. In Swaziland, emphasis should perhaps be placed on designing a fuel-efficient
stove which is an attractive (and affordable) consumer product, and using the well-established
consumer channels to distribute stoves within the country. This may prove to be most effective in
urban areas where 'free' fuelwood is least accessible [26].

If less wood is used, then less time is required to collect it, which is also an advantage.
Furthennore, Hancock [11] has shown that it would be cheaper to save wood through more
efficient stoves than to plant an equivalent amount of new trees. In the commercial energy sector,
it is often less costly to invest in end-use efficiency rather than supply expansion [27], and the
same applies for fuelwood.

Fuel Switching

Commercial fuels (paraffin, LPG, coal and electricity) are already used in small amounts for
cooking. Coal, although abundant, is unpopular as a cooking fuel. It has been suggested that a
significant increase in the use of domestic coal would depend on an expansion of distribution
facilities to serve increased industrial use [26]: major expansion of industrial use does not seem
likely in Swaziland at present. The other main obstacle to the further use of fossil fuels IS

, probably cost, in particular the recurrent cost of commercial fuel as opposed to 'free' wood, but
also the cost of a suitable stove. Use of electric power for cooking is unlikely to become
widespread, because few homesteads are connected to the electric grid (see below).

Some animal dung and'crop residues (Table 1) are burned directly for cooking in the'rural
areas. Larger quantities could in principle be digested to produce biogas, and this option is still
suggested as having wide application [3], although practical experience of biogas has been very
mixed [28]. Three demonstration biogas digesters have been operated successfully in Swaziland
[17] but their use has not spread. Biogas technology demands substantial changes in lifestyle, for
both fuel-collection and cooking. In the short term,.biogas seems unlikely to make any significant
impact on the fuelwood problem in Swaziland.

Increasing the Supply ofWood

Several options have been suggested for increasing the growing stock of wood: such as small
community woodlots, agro-forestry, and tree-planting on waste land [8,29,9]. There are many
problems in implementation, such as deciding responsibility for planting and maintaining trees,
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and rights to the wood produced: trees cannot be considered in isolation from other land-use issues
[13,17]. Recent work has stressed the need to see fuelwood as one of many inter-related rural
problems, and to work closely with individual communities to understand and address their par
ticular needs [26].

One important issue is the type of tree required. Swazi women, where possible, select
indigenous leadwoods and acacias as cooking fuel, because they burn slowly and evenly [30,17].
Charcoal found in archaeological deposits going back 20 000 years suggests that the same tree
families have been consistently chosen as fuelwood [30]. This clear preference should be given
serious consideration in any afforestation plans. Another issue is cost: afforestation schemes are
unlikely to be supported if 'free' wood is readily available, albeit at an environmental cost [26].

The major problems will probably become apparent only when afforestion schemes are tried
out, thus priority should be given to establishing trial schemes, at least on a pilot scale. Some
interventions which have been tried in Swaziland have already helped to improve wood produc
tion. These include bans on the use of over-grazed land, to allow pasture and woody biomass to
re-grow; successful experience with black-wattle cultivation for the production of tannin; and
grazing demonstration areas, where a restriction on the number of cattle on over-grazed land has
allowed pasture and woody biomass to regenerate [26]. The traditional chiefs are in charge of all
wood on Swazi Nation Land [17], and one of the reasons for success of these interventions was the
involvement and support of the chiefs.

It has also been suggested that waste from commercial plantations which is dumped or
burned could be used as domestic fuelwood [l0,8]. However, the waste is from exotic tree species
which are not liked as cooking fuels [30,17], and some of it is very wet and difficult to bum [31].
Commercial woodwaste is perhaps best considered as an additional source of fuel for an appropri
ate fuel-efficient stove. The technology exists to convert woodwaste into charcoal, but this is
unlikely to be useful in Swaziland, since charcoal is rarely used as a cooking fuel except for
barbecues in affluent homes.

Commercial Energy

The immediate problem identified in the commercial sector is the dependence on fuel im
ported from South Africa. This dependence could be reduced by reducing the demand for the fuel,
and this would have the additional benefit of reducing atmospheric pollution. Alternatively, the
supply could be increased from internal sources, or supplies could be imported from other coun
tries, thus reducing the dependence on one supplier.

A reduction in the rate of population growth will doubtless reduce the growth in demand for
all commercial fuels, although the link may not be as direct as it is in the case of fuelwood. Other
demand and supply options will be discussed by type of fuel below.

Petroleum Products

The major use of petroleum products is for transport. Fuel could be used more efficiently by
better driving and vehicle maintenance, but the potential savings are small, estimated at about 10%
[32]. There will be a gradual reduction in fuel demand if old stock is replaced with more fuel
efficient vehicles, but Swaziland has no direct control over this since all vehicles are imported.
Vehicles in Swaziland are kept running for many years, thus there will be a long retention time for
old, inefficient models.
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Non-liquid fuels could not easily be substituted for petroleum products in the transport
sector. However, Swaziland does have other potential sources of liquid fuels. Coal-conversion is
prohibitively expensive at present, but molasses (Table 2) could be used to produce ethanol for
blending with petrol. This has been judged economically viable using likely estimates of the price
of oil and molasses [15,8]. The financial viability of such a project obviously depends on the oil
price. The more recent estimate was made using an oil price of US$28 per barrel in 1985 [8],
equivalent to about US$34 at current (October 1990) prices. Since then the oil price fell dramati
cally, but at the time of writing it has soared back to about US$40 per barrel. An indigenous
supply of liquid fuel would provide some buffer against these rapid fluctuations in world prices. A
contract for producing 11 ML of ethanol annually from 45 ML of molasses was awarded to the
Mhlume Sugar company in 1988 [17], but the plant has not yet been constructed [33]. The use of
ethanol, on a sustainable basis, would reduce the production of carbon dioxide and other atmos
pheric pollutants.

Swaziland could import petroleum products from a source other than South Africa, for
instance from Angola, a fellow member of SADCC. The practical and economic problems in
using this source are under consideration [23].

Coal

Swaziland has large reserves of coal (Table 2) and could easily supply all demand without
importing coal, if the quality of indigenous coal was suitable for its users. A detailed study of the
combustion properties of Swazi coal, with the aim of finding practical ways of promoting greater
local use [8] would be of great value.

Electric Power

Electric power is a small component of the national energy budget (Table 3), but essential for
industry and commerce, and in urban homes. Future industrial expansion in Swaziland will
probably be centred on small manufacturing, processing and service industries which are based on
electric power, rather than fossil fuels, and the power-generation and distribution facilities should
be able to support this development.

The country is fairly well covered by the national grid, with over 80% of the land area within
10 km of a distribution line [8]. Electricity is seen as a major asset in homes, but most of the
domestic consumers are in urban areas because the cost of power connection to scattered rural
homesteads is very high. Even so, affluent households in rural areas may pay for grid connection,
or install a diesel generator. It is said that some people have even moved their homestead site, in
order to get closer to a distribution line.

The management of demand for electricity, by promoting the use of efficient end-use tech
nology, is very important. There is clear evidence from other countries that it is cheaper to reduce
electricity demand by using efficient appliances, than to increase the supply [27]. In this area, as
in the case of efficient vehicles, Swaziland depends on the development of efficient technology in
other countries.

Table 2 shows that there are several indigenous resources which could be used to generate
electric power. However, there is no economic incentive to exploit these, because imports from
South Africa are very cheap. In 1986 the average cost of power purchased by the Swaziland
Electricity board, including peak charges, was about US2.5 cent per kWh (E14m = US$7m for 280
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GWh [35]). In 1982 it was estimated that achieving independence using coal and hydropower
would cost about 35% more than relying on imports [15]. Another concern, as well as cost, about
large hydroelectric schemes, is the security of supply. Most large rivers rise in South Africa and
the rights to the water are unclear [15], and the region is also prone to drought. The generation of
electric power from coal is a major source of pollution: any construction of coal-rrred plant should
be deferred until the "cleaner" coal technologies, currently under development in the USA, UK
and elsewhere, are commercially available.

At present the sugar and timber industries generate much of their own electric power from
waste biomass, but the maximum amount exported to SEB has been about 0.003 PI (0.7 GWh,
[35]), a negligible component of the total supply (Table 3). However, the main pulp mill (Usuthu
Pulp) is installing a new bark boiler with 3 MW electric power capacity, which will replace all
SEB supplies to the mill and allow exports to the grid [17]. The sugar industry could probably
export about 0.14 PI y-l (40 GWh y-l,[8]) by using present equipment more efficiently, if the rate
paid by SEB gave an economic incentive to do this.

There is, however, much greater potential for electric power generation from biomass in
Swaziland. If new equipment which is designed to maximise electrical power output was installed I

at the sugar mills, then much more power could be available for export to the national grid.
Larson and colleagues showed in a study for the Iamaican sugar industry that a condensing!
extracting steam turbine (CEST) with steam conservation (essentially a more efficient version of
the present system) could generate about 100 kWh of electric power for export to the national grid
per tonne of cane crushed, if bagasse was used as the only fuel. If field waste was used as an off
season fuel, so that the sugar mill became a source of firm power throughout the year, then the
power exported could be 220 kWh using the CEST system, and as much as 440 kWh per tonne of
cane using advanced gas-turbine generators [36]. This might also reduce the production of ozone
and carbon monoxide from burning field waste. Swaziland processes about 3.4 Mt of cane per
year (Table 2), thus these figures translate to 1.2, 2.7 and 5.4 PI yl ofelectric power respectively,
all substantially in excess of current power imports (Fig. 2).

There are many factors which should obviously be considered if the sugar industry was to
become a major source of power to the country - such as how peak power could be guaranteed,
how the harvesting and milling operations would have to change to utilise field waste, and the
fmancial cost, estimated to be around US5 cent per kWh for Jamaica in 1986 [36]. This is
considerably higher than the US2.5 cent per kWh paid to purchase electricity from South Africa,
but (as discussed above) the social, political and environmental externalities are not included in the
costing. These externalities include benefits to the country (electric power supplied from an in
digenous source, increased employment); to the sugar industry (where sales of electric power and
ethanol might buffer the industry against the vagaries of world sugar prices); and to the environ
ment (substitution for-imported electricity which is generated from fossil fuels, reduction in pollu
tio.n from burning field waste). Such a programme might provide a pattern for the production of
power and fuel from a renewable resource in many other countries, and merits serious interna
tional support.

What options are open for supplying power, particularly to essential community services
such as schools and clinics, in rural areas where grid connection is prohibitively expensive? One
approach would be to use small-scale renewable energy systems, in particular micro-hydroelectric
systems (in the hilly regions with many small streams) or photovoltaics. Photovoltaic systems are
often cheaper than diesel sets for small-scale refrigeration, water pumping and home power sys
tems, and costs are predicted to fall to around one third of 1988 levels by the mid 1990s [37].
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Provided that such systems prove reliable in practice, they could provide important services in
rural areas, since the insolation in Swaziland is high throughout the year (fable 2). It is difficult to
assess the fmancial 'viability' of such systems, since the services which they would provide are not
currently available - they are not substituting for existing supplies. They would make little quanti
tative change to the national energy balance, but could have a tremendous impact on the quality of
rural life.

CONCLUSIONS

Swaziland has two major "energy problems". Firstly, fuelwood is being used faster than it is
replenished, and other damage is done to the environment by the use of fossil fuels. Secondly, the
country is dependent on South Africa for imports of petroleum products, coal and electric power.

There are feasible options to address these problems with sustainable energy supplies, and at
the same time promote development in the country. Most of the options suggested involve more
efficient use of indigenous resources, and could also reduce the impact of energy use on the
environment.

It is hoped that some of the issues raised in this paper will be tackled by the Swazi govern
ment in its next 5-year development plan, and will also be considered seriously by foreign donors
who are concerned about the people of Southern Africa.
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Operational Experience ·with a Salt Gradient Bitterns Ponds
at Laverton, Victoria, Australia

R.W.G. Macdonald*, W.W.S. Charters, B.P. Marett*, D.R. Kaye
Department ofMechanical & Manufacturing Engineering

Parkville, Victoria, 3052, Australia

INTRODUCTION

Because of the proximity of the Laverton solar pond site to a sea water based salt works,
'bitterns' is available as a no-cost waste product. This residue from the sea water concentrate
process is much more suitable for solar ponds than saturated sodium chloride solutions because of
the higher density and the presence of magnesium chloride. Additionally, around Australia bit
terns is commonly found under salt lakes and salt pans and are therefore an ideal source of both
salt and water for solar pond use.

In this brief report of a major project spanning five years of operational experience, attention
is concentrated on three significant aspects of solar pond operation which may prove of wide
spread general interest to the solar pond community:

.1. Measurement and monitoring of thermal and salinity profile data
2. Reduction of wind surface effects by use of a floating ring structure
3. Filtration techniques for water clarity
Each of these items is addressed in tum in this report.

THE UNIVERSITY OF MELBOURNE INSTRUMENT CONTROLLER

Background

There is a common need for instrument controllers in industry and research and development
agencies. In the case of the Laverton Solar Pond Project, a reliable and accurate controller was
required to assist in the automatic measurement of water clarity, acidity, salinity and temperature.
Measurements were required throughout the depth of the stratified solar pond. A sampling probe
was mounted vertically on a motor driven pulley assembly. The instrument controller was de
signed to direct the probe's movement vertically within a few millimetres resolution. Once
positioned, the controller started the pump to move fluid from the probe to the in-line instruments.
Readings from these instruments were then collected by the controller and sent to a Hewlett
Packard 3497 data logger.

Controller Hardware

The controller has been developed on the assumption that a commercial demand exists for
versatile controlling instruments. Many tasks performed by the Laverton controller are of a

* Now with BHP Research & New Technology, Melbourne Research Laboratories, 245 Wellington Road,
Mulgrave, Victoria 3170, Australia.
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general nature, and therefore are directly relevant to a multipurpose commercial controller. A
commercial controller could be made in modules, each module performing specialized tasks. The
basic electronic module would be the motor control unit which provides a link between TIL
logger levels and the 12 volt, 4 amp supply required by the motor.· This module allows direct
motor control via an external data logger, for example, the Hewlett-Packard 3497.

Another basic module provides a link between the motor module and the data bus of a micro
or mainframe computer. The present computer control module contains a HPIB bus controller.
This allows the control of other instruments and data logging units as well as the downloading of
data.

If a micro or mainframe computer is not available, or a very portable controller unit is
required, then a third module could be made available. This module would contain a microproces
sor, mass storage and an external panel of push button controls with a display. Data collected with
this module could be downloaded to a computer for analysis at a later date.

The present Laverton controller unit is equivalent to the three modules described here (Fig.
1). This unit has proven to be reliable over a period of two years with only a few minor repairs
being required.

Fig. 1. Solar pond instrument controller with pH meter on top, density meter in the foreground,
and interface meter on the right.

Controller Commercialisation

The market potential for this controller is substantial. The end uses are extremely diverse
and vary from commercial solar ponds to water quality control, from the collection of weather data
to the monitoring of ground water. In general the market appears to be broad but as yet no
potentially major single use has been identified. Often, as in the water quality control field,
individual measurements are routinely taken by field workers. Labour is usually the largest
component cost in such exercises and cost savings realised by the controller would often be over
the short term. Data collection time, analysis and storage can all be labour intensive and in many
cases the controller can be expected to minimise the time involved in these steps. In addition, the
electronic storage of data allows more extensive data analysis and is an efficient aid to decision
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making. Note that the controller is relatively low iocost. This has the potential advantage of short
pay-back periods.

FLOATING RING - WAVE SUPPRESSORS

Construction and Results

Erosion of the density gradient must be minimised if optimal thermal performance of the
pond is to be achieved. Wind induced mixing is the major source gradient erosion at windy
locations. The Laverton site is well situated to study wind induced gradient erosion.

Originally it was proposed to compare two identically constructed solar ponds for the testing
of the ring wave suppressors. One pond was to be covered with the rings in a hexagonal close
packed arrangement, the other pond was to be left uncovered. Preliminary stability tests con
firmed that this structural configuration was the most cost effective (Fig. 2). The two pond plan
was abondoned due to lack of man-power as well as a potential shortage of raw bitterns. Bitterns,
the salt source for the salt gradient, is only available after the salt harvest once yearly.

Fig. 2. Hoating rings on lined pond.

A quasi-steady state approach was adopted to study the effect of the wave suppressors. Long
term data have been collected on the rate of erosion of a wind exposed gradient at Laverton.
Observations have also been made for the pond covered with rings. The resulting data are not
strictly quantitatively comparable since the time periods studied for the ponds differed. An
average surface convective zone depth of 0.80 m resulted from wind induced mixing on a pond
with no wind or wave suppression devices. For the pond with the rings a depth of 0.50 m is more
appropriate for a similar time period. This data applies to ponds of similar gradients and surface
salinities. If such a difference in performance is indeed representative, and could be sustained,
then the thermal efficiency of a pond with rings can be shown to increase substantially.

Alternatively, if a surface convective zone of the same depth on a pond without rings was to
be maintained by additional salt injection near the surface of the gradient, then considerably more
salt would be required per year.
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The surface rings have a material cost of approximately US$2 per square metre surface area
of solar pond. For larger ponds this cost might be reduced by up to 50%.

In contrast, maintaining active gradient control to minimise the surface convective zone
depth would incur expenditure for labour and salt. If salt was costed at about US$20/tonne then
without labour costs, the capital investment on the rings would be returned over a period of several
years. If labour costs were included the payback would be much reduced.

THE USE OF BITTERNS AND WATER CLARITY

Bitterns and Chemical Treatment

At the Laverton solar ponds, bitterns is used to build the salinity gradient. Bitterns is concen
trated seawater, a waste product in the manufacture of common salt (sodium chloride). This
manufacturing process involves the evaporation of seawater until the required fraction of sodium
chloride is precipitated. The liquor remaining is termed bitterns and is normally returned to the
sea. Bitterns also occurs naturally in and under salt lakes in central AUstralia. Properties of the
Laverton bitterns are given in detail in Appendix A.

The major reasons for the use of bitterns is that it provides a high density solution which
enables a very stable density gradient to be maintained in a solar pond. The most common salt
used in solar ponds is sodium chloride. However, this salt can only provide marginal stability for
solar ponds operating at high temperatures. Very little operating experience with bitterns has been
had anywhere. The low cost and wide availability of bitterns are additional reasons for their study.

Many chemical techniques exist to clear natural waters. None are directly applicable to
bitterns. Extensive chemical tests have been conducted during the period of this project Many
chemical flocculation techniques are practised to routinely clean natural waters. Extensive chemi
cal tests were conducted to determine the best means' of cleaning bitterns. Each test was judged on
the basis of its optical clarity. Details of the tests conducted are given in tabular form in Appendix
B. It was concluded from the tests conducted that standard chemical water treatments were inade
quate to clean the water. Only very high concentrations of some chemicals provided near to·
acceptable levels of water clarity. At such concentrations, these treatments were not economic.

Following the failure of the preliminary chemical tests, filtration experiments were under
taken. It was found that the algae could be removed by the use of ultra-filtration techniques. The
algae grow up to approximately twenty microns in diameter, but a large fraction are below the
filtration capacity of common sand and. diatomaeceous earth filters, (Appendix A). Various
multiple bed filtration systems were tested but without success. Following investigation of filtra
tion systems which had effective filtration diameters of several microns, attention was focused on
ultra filtration techniques.

Laboratory Ultra-Filtration

The filter type chosen consists of fibrous glass straw filters encased in a canister and having a
filtration range of 0.2 micron absolute (Fig. 3). Water flows through the straws and the tangential
pressure on the glass walls leads to the transport of filtered water across the membrane. The
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Fig. 3. Laboratory ultra fIltration test rigs. (Amicon Aust.)
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concentrate is then returned to the prefiltered bitterns storage. Material which collects on the glass
walls is sheared off by the flow rate, by reversing the flow direction or by backflushing across the
glass wall. This ftltration system was found to be very effective, removing all coloured material
and producing crystal clear water. No other water clarification tcchnique investigated provided
similar clarity.

Ultra-Filtration Field Tests

A single filter canister of 2.7m2 ( ....26ft2) surface area was purchased for field tests at Laver
ton. The filtrate flow rate proved to be low, and since this woulCl be a significant factor in the
economics of the system, the operating parameters of the system were further investigated. In
particular, the influence of operating pressure and bitterns concentration on ftltrate production
were investigated. Following recommendations in the filter operation manual, the pressure and
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backpressure of the filter were varied within a specified range. These modifications illustrated that
the flow rate was not very sensitive to the operating pressure. Next, the inlet bitterns concentra
tion was varied within the density range 1.18-1.32 tonne/m3

• The lower value is the minimum
possible for the setting up of a stable salinity gradient.

The tests with the single filtration canister were then stepped up to larger scale field trials to
enable a full investigation of this system. To operate such a filtration system in a commercial
solar pond, several canisters would be required and these would be operated automatically to
maximise the effective filtration rate of the system. Three additional filter canisters were pur
chased and installed in-line with solenoid valves and electronic control gear to allow reversible
flow through the filters. The control gear, which was built in-house, comprises a timing circuit
which opens two valves and closes two others. After each twenty minute period the flow direction
is reversed. The filtrate is then passed into a 10m diameter, 1m deep inspection tank. It is then
passed, under the influence of gravity, into the solar pond via an injection diffuser set at the
appropriate height.

Fig. 4. Circuit arrangements for field ftltration tests.
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Several days of continual filter operation were without any apparent build-up of algal or
particulate matter on the glass walls. This indicated that these filters and the filtration system were
suitable for field operations.

It is concluded that the actual glass fibre filters would have sufficient life to be economic in
the cleaning of solar pond bitterns. The first filter canister purchased has been operated over a
period of greater than 250 hours without a significant increase in the pressure drop across the
fibres and without any other major signs of deterioration in performance. The systems filtrate
production rate of 10 litres per minute is slow for solar ponds the size of Laverton solar ponds.
However, if operated for twenty-four hours a day then filtration times of forty to sixty days would
provide enough clean water to fill the solar pond. Since bitterns filtration is a once-off require
ment, such time scales would nonnally prove to be economically feasible. A large number of
canisters would decrease the period of filtration but add significantly to the overall filtration costs.

Once cleaned, the filtration system would routinely be used to maintain water clarity. By the
addition of acid to the clean water, algal growth in the bottom convective or the gradient zones of
the pond will be inhibited. However, algae will reestablish itself in the surface convective zone
where the temperatures and salinities are most favourable for its growth. The use of standard
swimming pool or ship board chlorinators to regularly chlorinate this water help reduce algal
growth.

It has been observed at Laverton that the algae will tend to penetrate into the uppermost
centimetres of the gradient zone where the temperature fluctuations are less, and conditions are
possibly more suitable for algal growth. Under suitable conditions, a layer of algae may form in
the stratified zone as well. In these situations, the water is stratified and is therefore not available
continuously or routinely for extraction and chlorination. In this event, it is possible to temporar
ily extract a thin layer of algal contaminated water and to move it to a storage area where it can be
treated by the filtration system. This water once clean can be returned to its position in the pond.

Laverton solar pond
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Laverton solar pond
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Fig. 7. Instrument configuration for automated sampling.

For larger ponds such a filtration practice would reduce the overall pond salt requirements. With
clearer water, higher thermal efficiencies would result.

CONCLUSIONS

An automatic instrument controller has been developed which provides an intelligent inter
face between an instrument and a data aquisition unit. This instrument controller has more general
applications, and a local instrument manufacturer has been approached to determine the market
possibilities for commercial manufacture.
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The ring wave suppressors were found to be very effective although simultaneous quantita
tive tests were not possible. Further tests are required to determine quantitative results. However,
this wind-wave suppression system does appear to be economically feasible.

A major success of this project was the design and application of a suitable and economic
filtration system for cleaning Laverton bitterns. This system is based on commercially available
glass fibre filters designed for ultra-filtration. Economic viability of this system will vary from
site to site. However, the filtration system is light and portable, and so transportation costs will
not be a significant cost factor, even to remote pond locations. Transportation costs and chemical
variability in bitterns are major drawbacks of standard chemical treatments.
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Appendix A • Description of Laverton Bitterns

The chemical composition of the bitterns, bore water and channel water are given in tables
Al and A2. Microscopial examination of water samples collected April 5, 1986 were as follows:

1. Bitterns storage pond. A large amount of background particulate material, particles
predominantly <5J.UTl diameter, although some particles larger than 5J.lm. These particles were
unidentifiable, and it was not possible to perform a particle count.

Also present were flagellated algae, cell length 10-20J.lm, at least two species including
Dunaliella. Algal count: 7300 cells/m!.

2. Bore water sample. Fewer background particulates than sample 1, similar size but
tending to be consolidated into clumps rather than dispersed through the sample. Algal count:
Cymbella-like diatoms: 400 cells/m!.

3. Channel water sample. Less background material than both sample 1 and sample 2.
Algal count: Diatoms only (Synedra, Gyrosigma,) 400 cells/m!.

4. Lined pond sample, I.S metre height. Sample contained a large amount of small par
ticulates, predominantly <5J.lm diameter, some larger. No healthy algae were detected, although
some particles which could not be positively identified may have been dead and distorted algae or
flagellated protozoans.
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Examination Sample 1 Sample 2 Sample 3
Bore Channel Bittern

Total Organic Carbon 4 8 130
Nitrate as Nitrogen 0.09 0.05 0.01
Organic Nitrogen 1.5 1.7 16
Sulphate as SO4 5,600 1,900 46,000
Total Phosphorus 0.07 0.18 1.3
Chloride 44,000 15,000 190,000
Bicarbonate Alkalinity 320 170 1,100
Carbonate Alkalinity <1 <1 430
Total Filtrate Residue 74,000 27,000 340,000

Iron 0.80 5.2 1.0
Sodium 18,000 6,500 51,000
Calcium 900 400 230
Magnesium 4,000 1,100 36,000
Potassium 700 320 12,000

Analytical methods for chemical analyses in accordance with "Standard Methods for the Examination
of Water & Waste Waler." 15th Ed. Analytical methods for bacteriological analyses in accordance with 'The
Bacteriological Examination of Water Supplies." Report 71 (1969). All results in mg/litre unless stated
otherwise.

Sample 1 Bore
2 Channel
3 Bittern

Appendix B - Results of Filtration Tests at Laverton Field Site.

Field scale filtration tests with eighteen disposable Cuno filters (one micron nominal) were
conducted. The raw water source in this case was water taken from the lined pond (at 150 cm
height). This water had previously been flocculated, with limited success with high concentrations
of alum: the overall clarity being increased by some 30%. This system would prove too costly in
practise for the limited improvement in water clarity.

The laboratory scale Amicon filtration system (0.2 micron absolute) provided crystal clear
water from bitterns unlike all other filtration tests providing clean water of high optical clarity.
Trial one was conducted initially with low operating pressures. The system pressure difference,
across the inlet and concentrate ports, was gradually increased over a period of about one hour.
The trial two water sample taken at the end of this period has approximately the same overall
clarity as the initial trial. The decrease in transmittance of the latter filtrate may be explained by
particulate matter being forced through the glass pores. It should be noted that this water was
clearer than the tap water used for comparison.
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ABSTRACT
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Solar-assisted cooling employing an absorption cycle has yet to gain widespread acceptance
in Singapore as an alternative to conventional vapour compression systems widely employed here.
This paper discusses the technical and economicfeasibility ofretrofitting a solar-powered cooling
system into the existing conventional air-conditioning system to meet the partial cooling load of
the building. As a case study, one ofthe public buildings in Singapore was chosenfor thefeasibil
ity study. The basis ofdesign and the financial viability of such a retrofitted system for the same
medium-rise institutional building is presented here. In the same context, the inherent constraints
ofthe solar-pow..ered systemsfor Singapore buildings are also highlighted.

INTRODUCTION

The oil price escalation of 1973 has resulted in a global search for alternative sources of
energy to replace the increasingly expensive fossil fuel. In the case of air-conditioning, particu
larly in tropical countries, a natural choice is the utilisation of solar energy. Technically, the use
of solar energy for powering a vapour absorption cycle for air-conditioning applications is a viable
proposition. However, its cost-effectiveness vis-a-vis the conventional vapour compression cycle
needs to be assessed, preferably based on life cycle cost analysis. Although the coefficient of
performances (COP) of the vapour absorption cycles are about one-sixth that of the vapour com
pression cycles, the low-grade heat supplied by solar or fossil fuel can be directly used unlike a
vapour compression cycle that uses high grade electrical energy. Vapour absorption refrigeration
cycles are effectively and gainfully used in places where waste heat at moderate temperature is
available or natural gas is available at attractive rates vis-a-vis cost of electricity.

Solar-assisted cooling employing an absorption cycle has yet to gain significant acceptance
in Singapore as an alternative to the widely used vapour-compression systems. This is despite the
fact that the island republic enjoys sunshine all the year round averaging about 5 to 6 hours a day
with a daily average total radiation intensity of 350 W/m2 of which about 44% is direct radiation.
Singapore is located at 1° 22' North of the equator and has a yearly average temperature of 28°C
and a relative humidity of 85%. Although one or two institutional establishments in Singapore
have installed solar-assisted cooling systems, none have reported the feasibility of such projects.
Presumably, such projects were undertaken primarily. to gain first-hand experience of such a
system.

Apart from lower COP of the absorption cycle, the solar assisted air-conditioning system has
a daunting constraint in terms of its requirement of a large area for accommodating the solar
collectors. In view of this constraint, the solar-powered absorption cycles are a non-starter for
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most tall buildings. However. there may be a good case for utilising such systems for meeting the
partial cooling load in a medium or low-rise building. or the total load in a low rise building.

OVERVIEW

Although Studies on the use of solar energy for cooling purposes go back to the 1950s and
1960s. it was the oil crisis in 1973 that provided the major impetus to accelerate research in this
area. particularly in refrigeration and air-conditioning. A review of recent work shows that it is
likely that there will be an increasingly important role for solar cooling in the near future. Suffi
cient basic study [1] has been made to establish that solar air-conditioning is technically feasible
and economically competitive even at this point in time.

Different Methods of Solar Cooling

There are several methods of solar cooling that could be applied in practice [2]. each based
on different cycles: vapour-compression cycle. absorption cycle. dessicant cycle. and hybrid cycle.
The vapour-compression cycle is the most efficient among the cycles in terms of COP. However.
solar energy cannot be applied directly to drive the cycle. Solar heat has to be converted to me
chanical work through electricity or through a Rankine heat engine cycle. These forms of conver
sion incur a high capital cost and are expensive to maintain. Thus solar cooling by a vapour-com~

pression cycle is generally not economically viable.
Solar heat can be used directly in the lithium bromide-water absorption cycle to heat up the

generator to distil water vapour (refrigerant) from the solution. Cooling by solar-assisted absorp
tion cycle represents a viable alternative to the conventional cooling system if a high proportion of
generator heat input can be supplied by solar energy [3]. Despite considerably lower COP. this
cycle has long been used in commercial applications.

A more recent solar cooling method is the dessicant cycle. This method appears to be very
promising in the near future. and is now receiving continuing world-wide attention and research.
A hybrid cycle combining a dessicant cycle and another cooling cycle also seems to hold great
promise [4]. But the best combination is not yet apparent Continuing research is likely to result
in more efficient. economical and practical solar cooling cycles.

Solar-assisted Cooling and Heating Applications

Many solar air-conditioning applications have been pursued in both developed and develop
ing countries. A recent practical application which concerns a school building· in Florida. USA
[5], is quite similar to the case study presented here. The two-level school building was air-condi
tioned by a solar-powered system which comprises 1730 m2 of high-performance flat plate solar
collectors. 230 m3 of 70 to 1100C hot water energy storage, and four nominal 90 kW cooling
capacity lithium bromide-water absorption chillers. The project demonstrated that a workable.
practical and cost-effective solar cooling system could be installed on an existing building to
provide air-conditioning.

Another recent practical application of solar-assisted air-c.onditioning is in Nigeria [6]. A
cafeteria building of 780 m2 was air-conditioned by a 190 kW (54 ton) absorption chiller powered
by solar heat. provided by flat plate collectors of 427 m2 area inclined at 15° angle to the horizon
tal. The cooling load furnished by the solar energy constitutes 63%. the remainder being furnished
by an auxiliary hot-water boiler heated by natural gas combustion.
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In temperate countries where climatic conditions vary through the four seasons from hot to
cold, a solar system may be used for both cooling and heating. Based on a series of cost analyses
Lof et al. [7] showed that a combination of solar heating and cooling is generally more economical
than heating or cooling alone.

In late 1973, Colorado State University started a comprehensive programme on the design,
construction and testing of a residential solar heating and cooling system [8]. The heating and
cooling loads were 16.1 kWand 10.5 kW respectively. The system comprises an array of liquid
flat plate collectors, main water storage tank, lithium bromide-water absorption chiller, gas fired
auxiliary water boiler, pumps and associated pipings. A total area of 71 m2 was required for the
solar collectors. Performances of the flat plate and evacuated tube collectors were also compared.
Evacuated tube collectors showed a higher collection efficiency.

Many other solar-assisted cooling and heating systems have been built in USA, Canada,
Japan, UK and elsewhere [9]. In Japan, many buildings are air-conditioned by solar-powered
systems. This is due to the fact that Japan's level of dependence on oil is the highest among the
industrialised nations (projected to be 50% in the year 1990). Thus, Japan has emphasized the
development and introduction of solar energy applications by setting up a government body called
the New Energy Development Organization (NEDO) to promote the general development of
technology for the purposes of commercialising alternative energy and developing alternative
energy sources. It has been reported that seven solar houses were built before 1973, three were
built in 1974, ten in 1975, and more from 1976 onwards. In Canada, the main application of solar
energy is for heating of houses. In some of the Asian countries like Pakistan and in Middle
Eastern countries, there are many buildings air-conditioned by lithium bromide-water absorption
chillers. But most of these systems are powered by natural gas and hardly any such system is
powered by solar energy.

Applications in Humid Tropical Countries in South-East Asia

The development of solar cooling applications in South-East Asia is not very encouraging.
The applications of solar energy in Malaysia, Indonesia, Philippines and Thailand [10] are concen
trated on the areas of solar crop and timber drying, water heating for domestic, commercial and
industrial applications, distillation of brackish water for human or animal consumption, pho
tovoltaic generators, water pumps and refrigerators. Even in the above areas, solar applications
are not widespread. This slowness in developing solar energy applications for cooling in these
regions, vis-a-vis the developed countries, may be due to the lack of both research and develop
ment efforts, and qualified technical personnel trained in solar applications. Also, the lack of
interest in solar energy applications shown by the local authorities may be a main contributing
factor. Furthermore, the lack of a conducive environment for commercialisation and entrepre
neurship of solar energy applications has put solar research and development in the back seat.

Among the countries in South-East Asia, Thailand is considered the most active in the
promotion of research and development related to solar energy applications. This may be seen in
the light that fuel oil accounts for 22% of Thailand's import bill.

In Singapore, only two buildings with solar-assisted cooling systems have been identified by
the authors. Moreover, the performances of these systems are not known. Bong et al. [11]
investigated the performance of a small-scale solar powered air-conditioning system operating
under representative Singapore weather ~onditions for a long period. The system comprises a 7
kW Yazaki absorption chiller, sixteen Dornier heat-pipe solar collectors (each having an area of
2 m2

), 2 m3 of hot water storage tank and chilled water storage tank each, a cooling tower and
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other accessories. The study showed that the system provided an average cooling capacity of 4
kW with a COP of 0.58 at a solar fraction of 0.388. The net savings of the non-renewable energy
per day was 13.9 MJ.

Reports suggest that 52% of the electrical energy consumption for high-rise commercial
buildings in Singapore is for air-conditioning. The rest is consumed through lighting, lifts, equip
ment, etc. Thus, a substantial saving in non-renewable energy could be achieved through solar
assisted air-conditioning.

In this paper, the feasibility of implementing a solar-assisted absorption cooling system in an
institutional building is discussed.

SINGAPORE CASE STUDY

Project Objective

The project undertaken was aimed at investigating the feasibility of using solar-assisted air
conditioning in an institutional building in Singapore. A preliminary study [12] indicated that the
entire cooling load of a whole building could no.tbe air-conditioned by a solar-powered cooling
system alone as this would require a very large solar collector area. In the light of the same
constraint, it was decided that the study would focus on the viability of meeting the partial air
conditioning load of the building by using a solar-powered absorption system retrofitted into the
existing conventional vapour compression system. The study would also highlight the retrofitted
solar system design, project costing and the optimum load fraction to be met by a solar-powered
cycle.

Project Description

As a first step to meeting the objectives, a suitable building for the stud:y was identified. The
9-storey building selected houses telecommunications equipment and an office area for the staff.

Sunlight~
~
~

Flat plate
solar collector

Cooling
tower

Y~Ol
--
~

Hot-water Absorption Air handling
storage tank chiller unit

Fig. 1. Schematic layout of the solar-powered absorption air-conditioning system (pumps and piping details not shown).
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45m

The building was already air-conditioned by a vapour-compression refrigeration cycle. A prelimi
nary study indicated that in view of the constraint in respect of the collector area, solar-assisted
air-conditioning would be considered for two floors of the building only. Figure 1 shows the
schematic layout of the solar-powered absorption air-conditioning system and Fig.2 shows a
schematic floor plan of the proposed building.

Conference
room

r
22.5m

L~~
1--

Fig. 2. A schematic floor plan of the proposed building.

Project System Design

Design Basis

The basis of the design was such that the top and eighth floor of the 9-storey building would
be air-conditioned by means of a solar-powered absorption cycle, whereas, the remaining floors
would continue to be air-conditioned by the existing vapour compression cycles. The eighth floor
houses some staff, a general office, a control room and a conference room, totalling about 1000
m2

• The calculated cooling load was 91.4 kW (26 tons) of which the sensible load was 73.9 kW
(21 tons) and the cooling capacity required per square metre of floor area was 100 W/m2

• ,.

Design Details

Having established the space cooling load, sizing of the major equipment of the solar cooling
system such as the collector, absorption chiller and the heat storage tank was carried out. Sizing of
the cooling tower, pipes and pumps and selection of the optimum control system were also carried
out to make the design of the system complete. Selection of air handling units (AHUs) to be used
with the solar cooling system was not necessary because it was proposed that the existing AHUs
for the office be retained to reduce the capital expenditure that would incur. However, the
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performance data of these AHUs such as the chilled water flow rate, inlet and outlet temperature
were evaluated to ensure their compatibility with the absorption chiller.

Conventional flat plate collectors were proposed for this system because of their relatively
low cost and availability. Flat plate collectors are characterized by durability, reliability, simplic
ity and high solar collector efficiency. The maintenance of the collectors would be minimal. The
limitation of flat plate collectors is that they cannot operate efficiently at high collector tempera
tures. The maximum operating temperature range of flat plate collectors is between 40 to l000C.
Most of the absorption chillers operate in the range of 75 to l000C. Thus flat plate collectors are
suitable to drive the absorption chiller. The north-south orientation with a 100 angle tilt towards
north-north-west was selected for the collector. The effective heat collection area obtained was
568.64 m2 or 6.22 m2/kW (21.87 m2/ton).

Yazaki absorption chillers were proposed for the system due to the short lead time in buying
since there is a local agent in Singapore representing Yazaki Corporation of Japan. Altogether,
four absorption chillers were required to meet the cooling load requirement of 92 kW. Two
chillers were of 11 kW cooling capacity (Model WFC-35) and the other two chillers were of 35
kW cooling capacity (Model WFC-I0).

The storage tank capacity was estimated to be 20 cubic metres. A cooling tower was sized to
reject heat from all four absorption chillers operating at maximum capacity. The cooling capacity
required was 165 kW. Both items are common conventional items, thus easily available locally.

Figure 3 shows the disposition of the components in the retrofitted solar-powered air-condi
tioning system that provides chilled water to the AHUs located in the 8th and 9th floors of the
building.

Design Constraints

An important consideration which is often overlooked in the economic analysis of the solar
system is the water consumption. Make-up water of the solar system is about 50% higher than
that of a conventional system. Singapore has a strict water conservation policy due to its limited
number of water catchment areas. At present, Singapore relies on its neighbouring country to
supply water for industry. Thus, the use of a solar system poses an inherent handicap compared to
the use of a vapour compression cycle.

Another constraint is the design and installation of solar collectors on the roof top of an
existing building. The required solar collector area may exceed the limited area of an existing
building. Furthermore, there is an extra load imposed on the structure due to the weight of the
collectors. In the construction of a new building, however, solar collector design goes hand-in
hand with the new building design.

Economic Evaluation

The principal reason for installing a solar-powered system for air-conditioning a premises is
the value of the fossil or nuclear energy saved by substituting solar heat for those forms of energy.

Basis ofEvaluation

The cost of any energy delivery process includes all the items of hardware and labour that are
involved in the installation of the equipment, plus the operating expenses. Factors which may
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Fig. 3. Disposition of the components in the retrofitted solar"powered air-conditioning system.
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need to be taken into account include interest on money borrowed, property and income taxes,
resale of equipment, maintenance, insurance, fuel and other operating expenses.

The cost of the solar system associated with the benefit realized by fuel savings depends on
the initial capital cost of the system as well as the recurring operating and maintenance costs
distributed throughout the lifetime of the system. Solar systems are different from other energy
systems from this perspective, since the principal investment in a solar system occurs initially,
whereas the costs for fossil fuel or nuclear energy are distributed throughout the lifetime of the air
conditioning system. To reconcile these two different types of cash flows and compare them on an
impartial basis, a fmancial evaluation needs to be carried out.

The life-cycle cost analysis would be used to evaluate the economic viability of the project as
discussed below [13]. The life-cycle cost is the sum of all the costs associated with an energy
delivery system over its lifetime or over a selected period of analysis, at current prices and taking
into account the time value of money.

Financial Viability

In the present economic analysis, the annual rate of interest and the inflation rate are esti
mated to be 5.5% and 5% respectively. The useful life span of both solar cooling system and the
conventional system has been based on 15 years although the life span of the solar cooling system
is likely to be higher than that of the vapour compression system. At the end of their life spans,
the salvage value of the equipment has been assumed to be zero.

Electricity and water supply are provided by a statutory board of the Singapore Government.
The tariff rate of electricity is estimated to increase by US$O.OI65 per kWh every year [14]. In the
year 1986, the tariff rate was US$O.0998 per kWh. The tariff rate for water supply was US$0.475
in 1986 for the first 5000 m3

• The water rate has been projected to rise by 5% annually. The
capital cost of the retrofitted solar cooling system is US$129,609.00 compared to US$36,500.00
for the conventional vapour compression system of the same cooling capacity. The difference in
capital cost of the two cooling systems is US$93,109.00

The operating costs in terms of fuel consumed, maintenance and repair for both the conven
tional cooling system and retrofitted solar cooling system are summarized in Table 1.

Translating the data from Table 1 into annual cost saving in terms of fuel, maintenance and
repair for the solar cooling system as shown in Fig. 4 was carried out using the annualized present
worth approach. Water consumption is an expenditure item in a solar cooling system. However,
this expenditure is considered small compared to the cost savings in fuel and maintenance/repair.

Amortizing the capital cost of the solar system based on a loan interest rate of 5.5% and an
inflation rate of 5% over the 15-year period, Fig. 4 shows that the yearly saving is greater than the
yearly cost. Thus, it is economically viable to retrofit the solar cooling system.

The payback period for the capital cost of the solar system (OS$129,609) has been calculated
as 13~ years.

It must be emphasized here that the conclusion drawn on the economic viability of the
project depends critically on the assumed economic values. However, on the technical side, there
is no question regarding the project's viability [15].
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Table 1.

Operating Cost

System Fuel Maintenance Repair Water
kWh US$/ton US$/ton m3

Conventional 82,368 50* 5*
Solar 25,534 312
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* These figures are the actual cost differences between the two systems at base year. Annual labour
escalation rate is estimated to be 10% for maintenance and 30% for repair.
For a complete air-conditioning system, using a vapour compression refrigeration cycle, 1.5 kW/ton of
cooling capacity has been assumed. In the case of absorption cycle, the corresponding energy consumption
is 0.466 kW/ton of cooling capacity. The COP of the Yazaki chiller in the operating range is around 0.67.

Table A. Total cost of solar cooling system.

SIN Equipment

1 Flat plate solar collectors
2 Water-fired absorption chiller (16.53 kW)
3 Water-fired absorption chiller (35.17 kW)
4 Cooling Tower
5 Pumps
6 Hot water storage and drainback tanks

c/w liquid level control, insulation and acc~ssories

7 Water treatment device
8 Installation, erection and commissioning

of above equipment including supply and
installation of pipework, pipe fitting,
accessories and insulation

TOTAL

Quantity

299
2
2
1

10 sets
1

Total Cost
US$

62,080
7,464

14,182
1,100
8,440
1,900

1,250
33,193

129,609

Table B. Total cost of vapour compression system.

SIN Equipment Quantity Total Cost
US$

1 ' Water cooled packaged unit
2 Air handling units and accessories
3 Cooling tower
4 Installation and commissioning

TOTAL

15,000
7,000
2,000

12,500

36,500
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Fig. 4. Life cycle cost savings.

FUTURE POSSIBILITIES/SCENARIOS

The economic viability of a solar system depends on the savings incurred on the fossil fuel.
If the future price of fossil fuel increases more rapidly than has been estimated here, then this
would make the solar system even more economically attractive. As a consequence of the current
glut of oil there havebeen reduced oil explorations and related activities, and reduced research
into alternative sources of energy. However, it is only a matter of time before the demand for fuel
exceeds the supply resulting in soaring prices once again.

Many years from now, the cost of a solar system will be relatively cheap due to its wide
spread use. Mass production of the solar components will bring about a significant price reduction
of the components due to economy of scale. Furthermore, the efficiency of the solar components
will no doubt improve significantly, thus encouraging greater use of the solar system.

Presently, the Singapore government offers no tax benefits or incentives for the installation
of solar systems in industrial,.residential or office buildings. It is envisaged that sooner or later the
local government will come out with tax incentives or benefits for users of solar energy applica
tions. This is highly plausible since Singapore totally depends on imported fuel. Such a policy, if
implemented, would encourage greater use of solar systems in Singapore.

Recently, attention has focussed on the solar dessicant cooling cycle which offers one of the
most promising air-conditioning methods for hot and humid climates like Singapore. Through
more research, such a cooling cycle may become one of the most practical and economical ways
of air-conditioning a building.

CONCLUSION

It is practical to retrofit a solar-powered cooling system into the existing conventional cool
ing system to meet the partial air-conditioning load of a building and results in lower operating
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costs. The additional investment required for a retrofitted solar cooling system has. a payback
period of around 14 years. As the price of fossil fuel goes up in the future, this will make the
retrofitted system even more economically attractive.
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Performance Evaluation of a Solar Banana Dryer

Somchart Soponronnarit and Manop Assayo
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Bangkok, Thailand

Wattanapong Rakwichian
Physics Department, Faculty of Science

Naresuan University, Pitsanuloke, Thailand

ABSTRACT

71

The performance ofa mixed mode solar banana dryer consisting of a drying cabinet covered
by 12 m2 of transparent glass and 31.7 m2 of flat plate solar air heater was evaluated. In
operation, warm air was drawn by a fan from the solar collector and was blown through a heat
exchanger before entering the drying cabinet where solar radiation was absorbed by the drying
product.

Experimental results showed that the first law efficiency of the solar dryer was linearly
proportional to the moisture content and dry mass of bananas per unit solar receiving area. The
maximum efficiency was about 30% and occurred at an average moisture content of about 220%
dry-basis and a dry mass of bananas of 3.7 kg/m2 of solar receiving area. Drying time for each
batch was 7 days (6 hours/day). From the financial analysis, it was found that pay-back period
varied from 15-5.4 years when the difference in price between direct sun drying and cabinet
drying variedfrom US$0.28 - US$O.08 Per kilogram ofbananas.

INTRODUCTION

Direct sun drying of local bananas is usually practiced in Thailand. The product, however,
may be unhygienic due to contamination by flies and microorganisms. To improve the quality, the
product should be dried in a cabinet. Solar drying in a solar cabinet dryer is a suitable alternative.

Wibulswas et al. (1977) found that the drying rate of wet cloth in a natural convection solar
cabinet dryer was about 4.2 kg/m2-day. Watabutr (1981) found that the maximum drying effi
ciency occurred when the ratio of outlet area to solar receiving area was 0.11 (the inlet area was
much larger than the outlet area) and the slope of the glass cover was 14 degrees, yielding a drying
rate of about 3.2 kg/m2-day.. Drying of bananas in a solar cabinet took three days and product
quality was better when compared with direct sun drying (Anon, 1979).

Wibulswas and Thaina (1980) tested a mixed mode natural convection solar dryer and found
that the drying rate of wet cloth was 5 kg/m2-day. Exell (1979) developed a low cost mixed mode
natural convection solar dryer for paddy drying. Paddy could be dried safely in 2-3 days. Later on,
research and development work on pilot scale forced convection solar drying was conducted in
Thailand. Most of the work concerned grain drying especially paddy, viz., Thongprasert et al.
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(1985); Soponronnarit et ale (1986); Soponronnarit and Tiansuwan (1984a) and Soponronnarit and
Tiansuwan (1984b). Tobacco curing using solar energy was studied by Boonlong et a1. (1984).
Multiutilization of a tobacco curing barn for drying other products such as fruit was investigated
by Sitthipong et ale (1987). More details are available in a review paper of Soponronnarit (1988).
In addition, Ong (1986) summarized research and development work on solar drying in ASEAN
countries.

From previous work conducted in Thailand, it may be concluded that natural convection
solar drying of local bananas was found to be feasible (patranon, 1984). However, little work on
forced convection has been conducted. The latter may be more appropriate for use in small scale
industry because it can operate simply with other sources of energy and with higher air flow rate
and thus yields higher drying rate and higher system efficiency.

The objectives of this study were to evaluate the performance of a pilot scale forced convec
tion solar dryer and to develop an empirically based mathematical model for the prediction of
system efficiency. Local bananas were selected and tested in Pitsanuloke province, Thailand.

PROCEDURE

Description of Solar Dryer

The experimental solar dryer was constructed by the Physics Department, Faculty of Science,
Naresuan University based on the design work of Naresuan University and King Mongkut's Insti
tute of Technology Thonburi (Rakwichian and Soponronnarit, 1989). It consisted of a 6 x 6 m2 flat
plate solar air heater having 31.7 m2 of solar receiving area (Fig. 1), a 2.4 m x 6 m x 1.7 m cabinet
dryer having 12 m2 of solar receiving area in which six levels of bamboo matting were placed (Fig.
2) and a supplemental heat source with heat exchanger. In operation, warm air was drawn from the
solar air heater by a 1 kW centrifugal fan and blown through a shell and tube heat exchanger
where heat from flue gas was transferred to the warm air before entering into the bottom of the
cabinet It then passed over the trays and finally exited at the top of the dryer (Fig. 3). Fresh air
may also be drawn in to mix with warm air from the solar air heater. In this study, LPG was used
in some tests as a supplemental source of heat.

Details of Experiments

Ripe bananas were peeled and placed on bamboo matting and loaded into the cabinet in the
morning for drying. In the evening, the bananas were collected in bulk and covered with clean
cloth for moisture redistribution in each banana fruit. The bananas were returned to the cabinet
again the next morning and the process was continued for 4-6 days. Then the bananas were
flattened and redried for 1-2 more days.

Air flow rate was obtained by measuring air velocity in a duct by a pitot-static tube once per
day. Air temperature was measured each hour by a mercury column thermometer with an accuracy
of ± O.SOC. Relative humidity was obtained from dry and wet bulb temperatures. Solar radiation
was measured by a pyranometer connected with a data logger. Loss of mass of water from drying
bananas was measured at the beginning and at the end of the day by a balance having an accuracy
of± 0.5 kg. To determine the moisture content of the bananas, a sample was dried in an air oven at
103°C for 72 hours. Electricity consumed by a motor for driving the fan was measured by a walt
hour meter.
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Fig. 3. Diagram showing solar drying system.
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Daily thermal efficiency of the solar air heater was defmed as the ratio of useful heat
(increasing of enthalpy of air) to the solar radiation incident on the solar air heater. Experimental
results showed that it was around 28% at the specific air flow rate of 0.01 kg/s-m2 of solar air
heater area. Ambient and inlet air temperatures were around 26-35°C and exiting warm air tem
perature was around 40-65°C while global solar radiation varied from 250-990 W/m2

•

From the experimental drying results at a constant air flow rate of 0.33 kgls, it was observed
that the first law efficiency of the solar drying system depended significantly on the moisture
content of the drying product and the ratio of dry mass (dry bone matter) of the drying product to
the solar receiving area. It increased with both variables as shown in Figs. 4 and 5. The former
could be explained by the fact that drying rate was faster at the higher product moisture content
which resulted from the higher moisture diffusion coefficient in bananas. As a result, system effi
ciency increased. The latter was due to higher surface area of heat and mass transfer which
resulted in faster drying rate. Experimental system efficiency tended to be constant after the ratio
was greater than 3.0 kg/m2 (Fig. 4). Mean ambient temperature and relative humidity during
experiments were 31°C and 56% while mean inlet air temperature and relative humidity at the inlet
of the cabinet were 53°C and 25%, respectively (38 days of experiments).

From regression analysis, the relationship among the frrst law efficiency of the system, mean
moisture content and ratio of dry mass to solar receiving area was found as follows:

1] = -13.6 + 0.107 MC + (5 m2/kg) DM

where 1] =the first law efficiency of the system, %
MC =mean moisture content, % dry-basis
DM =ratio of dry mass of bananas to solar receiving area, kg/m2

Experimental daily mean moisture content varied from 81-217% while the ratio of dry mass
of bananas to solar receiving area varied from 0.91-3.83 kg/m2• The multiple correlation coeffi
cient was found to be 0.96. The first law efficiency of the system was defmed as the ratio of latent
heat of moisture vaporization to energy input to the system composed of heat from solar radiation
and LPG and electricity for driving the fan. During 6 days of tests, heat also included LPG which
was, however, less than 3 %. An example of the calculation for the experiment on 11 March 1990
is as follows:

Mass of bananas in the morning =255.8 kg
Mass of bananas in the evening = 217.1 kg
Mass of water evaporated =255.8 - 217.1 =38.7 kg
Total solar radiation incident on the solar air heater and the drying cabinet =580.8 MJ
Heat from LPG =0 MJ
Electricity for driving the motor =21.2 MJ
Total energy input =580.8 + 21.2 = 602 MJ
Latent heat of moisture vaporization =2.4 MJ/kg
System efficiency =(38.7 x 2.4) x 100/602 =15.4 %
Specific heat consumption =580.8/38.7 =15 MJ/kg
Specific electricity consumption =21.2/38.7 =0.55 MJ/kg
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Fig. 4. Relationship between average daily efficiency of the solar drying system and moisture
content of bananas at constant dry mass of bananas per unit of solar receiving area.
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Fig. 5. Relationship between average daily efficiency of the solar drying system and dry mass
of bananas per unit of solar receiving area at constant moisture content of bananas.
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From the energy analysis, it was found that the average energy consumption was 15.8 MJ in
tenns of heat and 0.58 MJ in tenns of electricity per kilogram of water evaporated.

A banana has the shape of a curved cylinder having a mean diameter of 3 cm and a mean
length of 8.6 cm. Mean initial weight, dry mass and initial moisture content of fresh bananas was
63.6 g, 17.4 g and 266% dry-basis, respectively. Evolution of moisture content of a banana is
shown in Fig. 6. At the beginning, it decreased rapidly and then slowly until it reached 54% dry
basis. The average drying time was seven days (6 hours/day). The average air temperature inside
the cabinet was 45OC. Flattening of bananas should be done when the moisture content is approxi
mately 70% dry-basis or after 5 days of drying.
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Fig. 6. Evolution of average moisture content of a banana.

The moisture content of a typical banana after drying was 54% dry-basis or 35% wet-basis.
Its color looked yellow brown and was acceptable in the market though a little bit darker than
direct sun drying due to the higher air temperature in the drying cabinet. Other physical qualities
such as odour and hardness were similar. In this study sweetness was not investigated. However, it
was found that the average values of total reduced sugar and sucrose of bananas dried in the solar
dryer were higher than direct sun drying (Anon, 1990).
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The following conclusions can be drawn from this study:
1. The efficiency of the solar drying system was linearly proportional to the moisture content

and the ratio of dry mass of bananas to the solar receiving area.
2. Daily thermal efficiency of the solar air heater with one transparent glass cover was 28%

at the specific air flow rate of 0.01 kg/s-m2•

3. It took seven days (6 hours/day) for one batch of drying.
4. Physical qualities of bananas dried in the solar dryer were similar to direct sun drying

though the color was a bit darker.

FINANCIAL ANALYSIS

Initial cost of the drying system is US$5,200. If it is assumed that 40 kilograms of bananas
per day can be produced from the solar dryer, total output will be 12,000 kilograms per year (300
days of operation). In the market in Pitsanuloke province, the price of bananas dried in a cabinet
(solar dryer) is US$0.28 - US$0.08 per kilogram higher than direct sun dried bananas due to the
better quality of the former. Therefore, increasing of income will be US$3,360 - US$960 per year.
The operating cost of solar drying and direct sun drying is about the same because of the similar
process (Le., curing of bananas, total drying time). From a simple calculation in which interest is
not accounted, the pay-back period varies from 1.5-5.4 years.

RECOMMENDATIONS

1. Due to the curing process at night which takes time and results in low production capacity,
continuous or semi-continuous ventilation should be investigated in order to reduce oper
ating time.

2. Other cheaper sources of supplemental heat should also be investigated in order to reduce
operating cost.
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ABSTRACT

81

A closed loop and multipurpose photovoltaic water pump testing system has been designed
and fabricated. It has been used to carry out a comparative study of the individual and conjugate
field performances and system efficiencies (individual components and total) of two motor-pumps.
Three power sources can be used to characterize the motor-pumps and to compare the study

. results of different pump systems. A high wattage current/voltage characteristics meter for solar
cells or arrays and a switching device for changing the combinations ofPV modules have been de
signed and developed and these were connected to the testing system. The importance and the field
performance of this test system have been discussed by a comparative and individual technical
and cost analysis study of two different motor-pump systems. A comparative study of both the
systems show the superiority of the DC series motor-pump (CEL., India) system under Indian
conditions.

INTRODUCTION

Photovoltaic (PV) water pumping as an application of PV energy is expected· to increase in
popularity in the near future. The characteristics of a PV pumping system depend on a number of
requirements and environmental parameters. Therefore, before the installation of a PV water
pumping system on site, a detailed study of its performance equivalent to outdoor conditions
should be made. The manufacturer's specifications are not sufficient to design a system for out
door conditions because the specified data are generally quoted only for the best results of the
system under a particular set of conditions, viz., water head and voltage. The main variables under
outdoor conditions are the variation of seasonal ground water depth and change in solar insolation
level during a day. For studying the performance of a PV water pump system, a test facility is
required. Different types ofPV water pump testing systems have been reported in the literature [1
3]. However, these test systems were designed and developed for the study of a particular type of
PV water pump system. A modified and versatile closed loop and multipurpose PV water pump
testing system has been designed and fabricated and is discussed herein.

The field performance of the testing system has been verified by a comparative study of two
different water pump systems. Individual component and total system studies, operating norms

PREVIOUS PAGE BLANK
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and cost analysis for both the systems have been made with solar insolation and static water head
as variables. The average daily efficiency and projected specific capital cost (S.C.C.) have been
calculated from the collected field data and compared for both the systems.

DESCRIPTION OF TESTING FACILITY

The design versatility of PV water pump systems, as shown in Fig.l, necessitates the design
and development of a multipurpose PV water pump testing system, and this is shown in Fig. 2.
The testing system consists of a 2 kWp PV generator, a 12 kVA battery bank, a 1 kVA DC-AC
inverter to produce AC power from a PV generator, a 1 kVA DC-AC power supply to supply
constant voltage to the load, a 220 volts AC supply, a 500 watts current/voltage characteristics
meter for solar cells and arrays, a 600 watts ~PT and a switching device for changing the
combination of PV modules. This system can study the individual and comparative field perform
ances of a number of different water pump systems. Different power sources e.g. battery, DC
constant voltage source, PV generator, AC supply are connected to the water pump testing system
to compare their performances. The system has three pumps in parallel, separated by valves and
flanges, in such a fashion that their individual and conjugate performance can be studied. A globe
valve regulating device has been employed in the PV water pump set-up to create back pressure on
the pump for the calibration of an equivalent water head. The developed back pressure has been

Direct
coupling

Power
condensor

Switching
controller

Convertor DC- DC
or MPPT

Battery
or

SMPS

Solar generator

PV
Generator

MPPT - Maximum power point tracker
SM PS - Switch mode power supply

Fig. 1. Block diagram for the components of a photovoltaic water pump system.
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Fig. 2. Experimental set-up of photovoltaic water pump.

Table 1. Specification of C.E.L. cz-Si PV module at STC.
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No. of Solar Cells
(connected in series)

36

Area ofEach
Solar Cell

(cm)

78.5

Voc
(volts)

21.0

IIC
(amps)

2.2

V".
(volts)

16.2

I".
(amps)

1.98

P
".

(watts)

32.0

measured and calibrated by a pressure gauge where 1 kg/cm2 is equal to a water head of 10 metres.
One water meter is used here for measuring the flow rate and total volume of water for a day. To
evaluate the motor constant (M) and torque of the system, speed is an important parameter. The
speed of the system has been measured by using a tachometer.

PV Generator

The PV generator is fonned by 70 PV modules which are manufactured by C.E.L., India.
The specifications of these modules are shown in Tablel.

The PV generator can be characterized under field conditions by drawing current-voltage
curves by a high wattage I-V plotter. Therefore, a high wattage current/voltage characteristics
meter is an important component of a PV water pump testing facility. From the I-V curves, V".'
I".,llc and Voc of the PV generator are found. The efficiency (E) of the PV array can be computed
by measuring solar insolation as

Ea = P". X l00/(SlxA) (1)
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To study the perfonnance of the PV generator, a 500 watts current/voltage characteristics
meter has been designed and fabricated as shown in Fig. 3. The basic principle of the electronic
load current/voltage characteristics meter is described. The resistance of a power transistor is
varied from almost zero to infmity by controlling its base current from 0 to (ls)max by changing its
voltage from 0.7 volt to 0.0 volt Therefore, the operating point of the PV device is varied from
near short circuit to open circuit Since the collector to emitter saturation voltage of the transistor
is 0.7 volt in ON condition, the voltage across the PV device does not reach 0.0 volt corresponding
to short circuit However, this does not affect the lse value because the current is nearly constant
until the voltage is a few volts.

In this plotter, a galvanometer is used for measuring three parameters, namely: solar insola
tion, current, and voltage of the solar cells or array by proper switchings. On connecting a refer
ence solar cell (0.036 cm2

) using Sl directly to the galvanometer (resistance nearly 0.0 ohm), we
can obtain the solar insolation in tenns of the short circuit current measured. Since maximum
galvanometer current limit is 12 rnA, this will give us a maximum of 1200 W/m2 solar insolation,
because the short circuit current of the reference solar cell is 12 rnA at a solar insolation of 1200
W/m2

• For I-V measurement of a PV device, the galvanometer is used as a voltmeter. The

~
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Fig. 3. Circuit of current/voltage plotter for solar cells and array.
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reference solar cell is disconnected by using S1 and either current (in terms of voltage drop across
a series resistance of 0.1 ohm) or voltage is measured by using switch S2 to either I or V position
respectively. Using a resistance of 100 ohm in series with the galvanometer, the current for
measurement is 1/1000 of the current flowing through 0.1 ohm resistance. Thus, the maximum
current that can be used is 10 amps. Similarly, using a 10 kilo-ohm resistance for the voltage
measurement, the maximum voltage that can be measured is 100 volts.

To obtain the I-V plot on an X-Y recorder, the voltage across the 0.1 ohm resistance and the
PV device (with +ve terminals as common) are provided at the output terminals. Thus, I-V charac
teristics can be plotted independent of the galvanometric measurement. A six volts (100 mA)
source is required to drive the current-voltage 'characteristics meter. Input power can be supplied
by a 6 volts constant voltage source, such as a battery or a DC power supply. It can also be
operated by a separate photovoltaic power supply which maynot be a constant 6 volts source. The
other advantage of this meter is that it can also be operated by self-biasing from the same solar
module or same array which is under test

Battery

In our experimental facility 20 (Exide) batteries are connected in different configurations to
provide the power for different pump and DC/AC inverter. These batteries are charged by the
power of the PV generator. The specifications of each battery are the rated voltage of 6 volts and
current storage capacity of 180 amps.

These batteries are nonnally used to store electrical energy and act as a constant DC voltage
regulator. The battery voltage is to be fixed according to the V". of a PV array (for a particular
configuration of PV modules) which is almost constant above a solar insolation of 400 W/m2 and
the motor terminal voltage at maximum motor pump efficiency or input voltage of inverter. In this
case batteries and PV modules are configured in such a fashion that the load current of a motor or
inverter at its maximum efficiency point can be supplied from the battery bank and simultaneously
batteries can be charged near the I". region of this PV array under fluctuating solar insolation
levels.

Poor efficiency, heavy maintenance, and short life are the major drawbacks in using the
batteries for this application. Another drawback of using a battery bank in a pumping application
is that a high induced voltage in the excitor circuit damages the rectified elements and the motor
field winding at the time of starting a brushless motor.

DC-AC Inverter

The solid state based 1KVA (APLAB) DC-AC inverter has been connected in the experi
mental facility through a battery or directly with the PV generator, as shown in Fig. 2. The inverter
produces nearly sine wave of frequency 50 Hz at 220 volts AC by intaking of 110 volts DC power
supply. The efficiency of the inverter is 85% at full load condition. The inverter has its own
protection devices to protect it from the short circuit condition, Le., a reverse input terminal·and
high and low input voltages.

The DC-AC inverter produces AC power from a DC source (pV generator) and it is required
for running an AC motor. The main problem of connecting an inverter in this application is that
the inverter cannot run when it is directly powered by the PV array. This is due to fluctuation of
the input voltages with variations of solar insolation levels in the field. Therefore, a battery bank
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or electronic control device is required which decreases the total system efficiency. Another
problem is that the inverter is tripped by passing a high current at the time of starting the motor.

MPPT (DC-DC Converter)

One 600 watts MPPT (60V and lOA) is connected to our testing facility, which is designed
and developed by CNRS (France). It is operated by a 220 volts AC supply.

The matching of the load to the solar cell array is accomplished by incorporating an elec
tronic control device - an MPPT for maximum utilization of PV energy into the system. The
MPPT may be viewed as a time variable transfonner (TVT), in which the transfonnatiOI1 ratio is
changed electronically, corresponding to the variations of the load operating point due to the
variations of the insolations. The basic principle of an MPPT is that it forces the pump to track
electronically the maximum power of a PV array at the given load. It is reported [4] that a single
stage centrifugal pump, for an application of a static water head of less than 10 metres, connected
with a DC motor, can be designed in such a way that it can track near the maximum power point
of the PV array output from morning to evening without an MPPT. However, a multistage cen
trifugal pump or a positive displacement pump, for a static water head of more than 10 metres,
connected to a DC motor cannot track the maximum power of a PV array for a whole day without
anMPPT.

Switching Device

The electrical coupling efficiency of a photovoltaic water pump system increases [5,6] by
using an appropriate combination of PV modules in accordance with the variation of solar insola
tion levels. If the number of modules connected in parallel is increased at a low solar insolation
level by reducing the number of modules connected in series (where the total number of modules
is fixed), the field perfonnance efficiency of the direct coupled pump is improved. An automatic
control electronic circuit, as shown in Fig. 4, for changing the combinations of PV modules has
been designed and fabricated and consists of:

i) a sensing circuit,
ii) a comparator circuit, and
iii) a switching circuit.
The sensing circuit senses solar insolation by the LOR or short circuit current of a PV device.

The resistance of the LOR varies with solar insolation levels. This LOR is connected in series with
another resistance (10 k) across a 12 volts DC source. The. voltage of the junction point (A)
between the resistance and the LOR varies with solar insolation levels in the field and it sensed in
tenns of voltage to pin No.2 of two ICs (311). This sensing signal is compared with a reference
signal which is equivalent to the 'cut-off solar insolation' of a particular pump in a comparator
circuit, as discussed by Koner et al. [7]. Two potentiometers (20 k) are used across the same 12
volts DC supply for producing fixed reference voltage for the two ICs. These reference voltages
are supplied to pin No.3 of these ICs. A voltage equal to that developed at point A for a particular
solar insolation can be generated for the ICs' reference voltage by controlling the potentiometer.
By this process, the reference voltage can be changed for different pumping systems according to
their 'cut-off solar insolations'.
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'Three combination patterns of PV modules can be obtained by this facility. At very low solar
insolation, two ICs and three relays are at 'OFF condition. At that time, for a particular arrange
ment of the tenninals of the PV modules, it would give a particular configuration. IC-l will be .
'ON and IC-2 will be 'OFF at medium solar insolation. Because of the 'ON' condition of IC-l, the
frrst two relays will operate and change the configuration for a second set. When the solar insola
tion is high, both the ICs will tum 'ON'. The relay drive circuit is configured in such a fashion that
when both ICs are at 'ON' condition, only relays 1 and 3 will operate and it will give the third type
of combination of PV modules.

Each relay draws a current of 250 rnA which cannot pass through any IC. Therefore, a buffer
circuit has been connected in between the ICs and the relays, which comprises two SL-l00
transistors. The solar insolation varies very rapidly in the field which generates a highly fluctuat
ing voltage at point A. To stabilize this fluctuation, one 1000 mfd capacitor is connected between
point A and the ground.

Motor

In this experimental f~cility, two types of AC and DC motors can be characterized by
measuring their tenninal voltage, intake current, total resistance of field and coil and speed of the
motor. A DC motor directly connected to a PV generator is cheaper and it simplifies the system
design as compared to the use of an AC motor for a stand alone PV system. DC motors can be
classified into three categories according to their mechanism as: i) series, ii) shunt and iii) sepa
rately excited. Among these motors the DC series motor has been chosen as a specific example in
this study. A DC series motor can be characterized as

Pump

E = MI wa a

(2)

(3)

(4)

(5)

Pumps are also divided into two categories according to their working mechanism: i) Roto
dynamics and ii) Displacement. Both type of pumps can be characterized in the present facility by
the measurement of the speed, water head and flow of a pump. The rotodynamics pump is a venti
lator load torque pump which can be matched to a PV generator without power conditioning for a
static water head of less than 10 metres. The centrifugal pump was chosen for verifying the per
fonnance of the test system. A centrifugal pump can be mathematically characterized as

Q =K w"p2

E = g Q h/(w" 1'1')
p

(6)

(7)

(8)
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OTHER OPTIONS OF THE TESTING FACILITY
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Apart from the technical studies of the PV water pump system, the testing facility has the
option of measuring the operating norms, average daily efficiency and the cost analysis of the
system as discussed below.

Operating Norms

The operating norms to design a PV water pump are: i) current, ii) voltage of the motor
pump at its maximum efficiency point and its threshold condition, and iii) threshold solar insola
tion for a particular load. The required threshold solar insolation not only depends on the starting
voltage and current, it also depends on the series and parallel combination of PV modules. The
threshold solar insolation can be reduced by changing the combination of the PV modules.

Average Daily Efficiency

The average daily efficiency (E 1 of PV water pump system is defined as
mp

E d =
mp

total water discharged in one day (watts) x 100

solar insolation in one day x area of the PV array (watts)
(9)

The average daily efficiency can be maximized by either increasing the individual compo
nent efficiency or by reducing the operating norms of the PV water pump or both.

Projected Specific Capital Cost

Projected specific capital cost (SCC) is not an economic analysis of a system. It can give a
preliminary idea about the cost of a system only. It is defined [4] as

SCC = C/(p g h VJ Rs./K1D

FIELD PERFORMANCE OF THE TESTING FACILITY

(10)

To verify its field performance we have measured an array comprising of 5 series and 4
parallel C.E.L. PV modules. Figure 5 shows the I-V plot of a C.E.L. (Central Electronics Ltd., Sa
hibabad, India) PV module using an X-Y plotter and galvanometer. The two curves are nearly
identical. The slight difference in current values is due to the resistance value not being exactly
equal to the calibrated value. This difference can be eliminated by using precision resistances. The
photovoltaic parameters using plotter are comparable to the values measured using a maximum
power point tracker (which is available in our laboratory). Table 2 shows a comparison of the
values.

This meter has the advantage that it can operate by self-biasing. Therefore, an I-V plot of a
C.E.L. PV module has been made by using a constant 6 volts input and direct input power supply
from a PV module which is under test, as shown in Fig. 6. The I-V curve of one PV module is
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Fig. 5. Measurement of I-V pertonnance or ayv moaule by galvanometer andX-Y recorder.
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Fig. 6. Comparison of 1-V perfonnance for self-biasing and constant 6 volts source.
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found to be shifted from that which is obtained when the plotter is supplied from an independent 6
volts source. This little shift is, however, negligible( less than 1% of Is)' Therefore, measurement
under self-biasing can be done avoiding use of any other source without affecting the current
values.

The perfonnance of the automatic control switching has been checked by the experimental
study of a pump (C.E.L.) in the field. The improved daily average efficiency of the pump using the
switching device and the accuracy of the solar insolation level for switching are shown in Fig. 7.

Table 2. Comparative performance between present plotter and MPPT
at solar insolation 970 W/m2 and ambient temperature 32°C.

75
>
u
C
t.I
U--t.I
~ 50
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(3 30

20

(b) (c)
p" -0- _"..,... -0- --0-._ -""0

I If 0...,
I / "'0......
0' "''''''0

I cJ "'''''''0
I

d (a)
c::r---o---o_

--0----0

Fig. 7. Variations of different coupling efficiencies of C.E.L. photovoltaic water pump system
with solar insolations under different combinations of PV modules:
a) 4 series x 6 parallel; b) 6 series x 4 parallel; and c) 8 series x 3 parallel.
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FIELD PERFORMANCE OF PUMP
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The testing facility has been used to conduct a comparative field study of two different
systems, using a series DC motor-pump (C.E.L., India) and a brushless DC motor-pump (K.S.B.,
AQUSAL 50M, Germany), the specifications of which are given in Table 3.

The C.E.L. pump is characterized by a standard DC power supply as shown in Fig. 8. The
K.S.B. pump is characterized by using different combinations of PV modules at different times of
day as shown in Fig. 9. The reason for doing so is that the K.S.B. pump system has a brushless DC
motor which cannot be directly connected to a battery bank or a constant voltage source. From
these studies and the field condition VIII and /11I data of the PV array as measured by an I-V plotter,
the requirement of the optimum number of PV modules connected in series and in parallel has
been found. It is observed that (i) three strings of PV modules (C.E.L.) in parallel, each comprising
seven PV modules in series and (ii) four parallel strings each with five PV-modules in series are
required to get the optimum efficiency for the C.E.L. and K.S.B. pumps, respectively.

The power intake of a motor pump in terms of operating voltage and current, maximum
power of a PV generator, flow rate, speed, threshold conditions of a PV water pump and water
discharge for a standard day of both systems, have been collected from field study, where water
head and solar insolation are variables. The motor-pump efficiency and coupling efficiency have
been calculated and the variation of those for both the systems with solar insolation are shown in
Figs. 7-9. The motor-pump efficiency, daily average efficiency and SCC have also been calculated
from these data for different water heads. A comparative study of both systems is shown in Table
4. They could not be compared at the same water head because the C.E.L. pump efficiency is
maximum at 10 metres whereas the K.S.B. pump efficiency is maximum at 6 metres static water
head. The reported [4] projected SCC of K.S.B. pump is $1.5 /KJD at a static water head of 6
metres which is comparable with that of the present study.

(c)
40

60

o
;;-

cl.
E
w

20 L....--..L.. ..L...-_----c~-......J--------'------__:_':_:"_-----'

80 90 100

DeVol toge (volts)

Fig. 8. The motor-pump efficiency of C.E.L. pump system versus motor terminal voltage for
the water head of: a) 5 metres; b) 7 metres; and c) 10 metres.
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for the combination of PV-modules:
a) 5 series x 3 parallel; b) 5 series x 4 parallel; and c) 4 series x 4 parallel.
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Table 3. Specifications of water pump systems.

Description of Pump Rated voltage Rated wattage Water head up to
(volts) (watts) (m)

C.E.L. DC series motor 60 300 6
and centrifugal pump

K.S.B. brushless DC motor 68 480 11.5
and centrifugal pump

Table 4. Comparison of the field performances of C.E.L. and K.S.B.
photovoltaic water pump systems.

Characteristics C.E.L. water pump K.S.B. water pump

(Emp)peak 40%atWH= 10m 47%atWH=8m
39%atWH= 7m 58%atWH=6m
37%atWH= 5m 52%atWH=5m

Total water discharge
for a standard day 26matWH= 10m 48matWH=7 m
(6 kWh/day) 38matWH= 7m 58matWH=5m

Capital cost Rs. 52000.00 Rs.67ooo.oo

Threshold condition: at WH=7m atWH=6m
Voltage 63 volts 45 volts
Current 2.3 amps 3.1 amps
Solar insolation 4ooW/m2 380W/m2

Average daily efficiency 1.34% at WH =10 m 1.90% atWH=6m
1.35% atWH= 7 m 1.68% at WH = 5m

Projected SCC (Rs./KJD) 20.4 at WH = 10m 20.3 atWH=6m
20.0 at WH = 7m 23.1 atWH= 5 m
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CALCULATION PROCEDURE
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The different efficiencies of a PV-water pump system are the PV array efficiency (Ea) ,

motor-pump efficiency (E..J, power conditioner efficiency (E..), electrical coupling efficiency
(EeC), hydraulic coupling efficiency (Eel) and the total system efficiency (E,). The array efficiency
has already been defined in equation (1). The motor and pump efficiencies can be separately
evaluated using equations (5) and (8) by an indirect process for mono-block motor-pump systems.
However, the motor-pump efficiency has been directly evaluated by the following equation

E"." = g Q h/(V,I)

Other efficiencies can be computed by the following equations

E =V,I /(V I \pc a mml

Eel = g Q h /(V,I)

E, = E X (E or E C) x E
a pc e "."

OBSERVATIONS AND DISCUSSIONS

(11)

(12)

(13)

(14)

(15)

As shown in Fig. 9a, the array efficiency varies with solar insolation levels, which is ex
plained by the variation of series resistance effect of.the solar cell. The series resistance of a solar
cell decreases with the increase of solar insolation because of the decreased sheet resistance of PV
material. Therefore, the increase of array efficiency with increased solar insolation has thus been
found in the fIrst portion of the Fig. 9a for any combinations of PV modules. Another factor which
affects the array efficiency is the temperature. At higher solar insolation levels, the array effi
ciency is reduced because the temperature effect is dominant as compared to the sheet resistance
effect of the solar cell in this portion. Another source of variation of array efficiency which
depends on the combination of PV modules is due to the effect of self-shadowing from the front
contact grid of a single crystalline solar cell module [8].

Wide deviations of field measured values of Vm and 1m of the PV array from quoted values
have been found. The cause of the variations is due to the involvement of a large number of envi
ronmental factors as discussed and modelled in Ref. [9].

The reported highest water heads of C.E.L. and K.S.B. pumps are 6 and 11.5 metres respec
tively. The K.S.B. pump cannot raise the water head more than 10 metres whereas the C.E.L.
pump can easily raise the water head up to 10 metres'with higher efficiency. The efficiency of the
C.E.L. pump increases with increasing water head, but the K.S.B. pump efficiency increases to
some extent with fixed value of water head but then it decreases with increasing water head as
shown in Table 4. A discussion of these effects due to the design of the pump is reported in Ref.
[10].

An electronic controller for changing the configuration of PV modules has been tested in the
field to improve the daily average efficiency of the C.E.L. pump. Using this instrument the
variations of coupling efficiencies of the C.E.L. pump with different combinations of PV modules,
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at various solar insolation levels, are shown in Fig. 7. At least three combinations are required to
get an optimum match between the pump and the PV generator for the solar insolation levels from
200 W/m2to 1000 W/m2 [5,6]. However, in this study, it was found that two combinations are suf
ficient to get the optimum hydraulic efficiency as shown in Fig. 7. The third combination is not
required because in this combination electrical coupling efficiency is improved whereas the hy
draulic efficiency reduces drastically due to the under voltage of the motor.

CONCLUSIONS

A multipurpose photovoltaic water pump testing system has been successfully designed and
fabricated. The testing system has been used to undertake a comparative study of two different
pump sets in the field. From this comparison study it can be observed that the C.E.L. PV water
pump is a better choice than the K.S.B. pump system under Indian conditions for the following
reasons:

i) the C.E.L. pump is available 'off the shelf in the Indian market;
ii) even though the efficiency of the C.E.L. subsystem is lower, the SCC is comparable to

that of the K.S.B.; and
iii) the C.E.L. subsystem efficiency is affected less by a change of water head and solar

insolation compared to the K.S.B. subsystem.

NOMENCLATURE

SI =Solar insolation, W/m2

STC =Standard test condition
A = Area of PV array. m2

MPPT =Maximum power point tracker
VIII =Voltage at maximum power point of a PV array, volts
1

11I
=Current at maximum power point of a PV array, amps

I sc =Short circuit current of a PV array, amps
Voc =Open circuit voltage of the PV array, volts
Is = Base current of transistor, amps
I a =Armature current of the motor, amps
V, =Motor terminal voltage, volts
R, =Total resistance of armature and field coil, ohm
w'" = Speed of the motor, rad/s
W' =Speed of the pump, rad/s
T" = Torque of the motor, Nm
P =Torque of the pump, Nm
M =Motor constant, Nm/A2
EIII =Motor efficiency, %
E =Pump efficiency, %

p

Q =Flow rate, 1/s
C =Capital cost of a PV-water pump system, Rs.
p =Density of water, kg/cm2
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g = Gravitational acceleration m/s2

h = Static water head, m
V

w
= Total volume of water pumped per standard day, m3

Kp1 and Kp2 are the pump constants,
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ABSTRACT

99

Correlations between global solar radiation and duration of sunshine are establishedfor five
locations in Pakistan. These correlations may be usedfor predicting monthly average global solar
radiation for the locations with nearly the same climatic conditions and having sunshine records
only. Thirteen sunshine maps are also produced. one for each month and one for annual mean
daily sunshine duration.

INTRODUCTION

In order to plan and size solar energy applications, it is necessary to know the likely solar
radiation incident at each specific location. Two important parameters are the average daily global
solar radiation, H and the average daily period of clear sunshine, n. For both parameters their
monthly values are commonly used, as determined by averaging for each named month for many
years of data. Unfortunately, global solar radiation H is measured directly at few stations for
reasons of cost. Therefore, it is necessary to estimate H from the much more common measure
ment of n taken on cheap and simple Campbell-Stokes recorders. In Pakistan, H and n are re
corded at 5 stations, Table 1, and n only at 32 other stations.

Several empirical relations are suggested for correlating H with n, [1-6]. Of special interest is
Prescot's relation [1], which is a modified form of Angstrom's relation [2]. These both use calcu
lated values of extraterrestrial isolation, H

o
above the location, daylength, Nd and measured dura

tion of sunshine n in the day.
In this study Angstrom's type correlations are obtained for the 5 Pakistani stations, using

measured global solar radiation and sunshine time. These correlations can be used for other
stations having similar climate, measuring duration of sunshine n only. Sunshine contour maps are
also produced for Pakistan.

* On study leave from the Department of Physics, University of Baluchistan, Quetta, Pakistan.

PREVIOUS PAGE BLANK
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Table 1. Geophysical location of observatories and duration of records.

Duration of records

Observatory Latitude Longitude Elevation (m) Sunshine Radiation

Peshawar 34°00'N 71° 31'E 360 1951-85 1957-81

Lahore 31° 33'N 74°20'E 214 1951-87 1966-87
Multan 30° 12'N 71° 26'E 123 1957-87 1957-87

Quetta 300 II'N 66° 57'E 1799 1951-87 1957-87

Karachi 24° 54'N 67°08'E 22 1951-87 [1957-61
1966-87]

EQUATIONS USED IN THE CALCULATIONS

1. Angstrom's relation, modified by Prescot for the prediction of monthly average daily
global solar radiation.

(1)

where a and b are regression coefficients.

2. Cooper's fonnula [9] for the computation of daylength N;.

N
d

= (2/15) COS-I (- tan L tan D) hour

3. Extraterrestrial Radiation H
o

[10]:

Ho=(24h/1t) /;1 / Eo sinL sinD [ (1t/180) w - tan w]

(2)

Where the solar constant / = 4.921 MJ m-2 hoI; E is the eccentricity correction factor; D, declina
tion (degrees); L, latitude (degrees) and w, the su~set hour angle (degrees). The results were aver
aged over each month to obtain H

o
•

RESULTS AND DISCUSSION

Monthly Average Daily Global Solar Radiation.

The locations of the observatories and the duration of their records used in the present study
are given in Table 1.

Using monthly averaged daily values of H, H
o

' N
d

and n, with 12 data points for each loca
tion, the regression coefficients a and b of relation-l have been evaluated for Peshawar, Lahore,
Multan, Quetta and Karachi. The least squares method was applied. The regression coefficients a
and b, and the correlation coefficient r are listed in Table 2.
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Table 2. Regression coefficients a and b, and correlation coefficient r.

101

Locations

Peshawar
Lahore
Muhan
Quetta
Karachi

a

0.477
0.376
0.367
0.402
0.327

b

0.177
0.229
0.297
0.367
0.368

r

0.59
0.67
0.89
0.91
0.98

The predicted and measured values of H are compared in Table 3 and a good agreement is
found between the two sets of values. In an earlier study the authors [11] have developed a similar
relation for Quetta. The present correlations use measurements for longer periods, but there is little
change in the correlation coefficients for Quetta. Sukhara, Pasha and Naveed [12] give the coeffi
cients a and b for the same 5 locations. Their correlation coefficients appear to be very low, par
ticularly for Peshawar (0.22) and Lahore (0.47). Their deviation between measured and predicted
H is very high (up to 13%). However, in our study using longer periods of data, a maximum
deviation of 5.7% is observed for one month and remains around 3% on average. Sukhera et al.
used short period data of 5-14 years, while the present work is based on 22-37 years of data.

The correlations are useful for estimates at other locations, having nearly similar climatic
conditions. For instance, the correlations for Karachi is useful for the coastal regions. Correlation
for Quetta can be applied to high altitude and mountainous regions, while low latitude plane areas
can be covered by the correlations for Lahore and Multan. The correlation for Peshawar is useful
for middle latitude areas.

Sunshine Maps

There are 37 well distributed observatories over the entire country (Fig.1) which record
bright sunshine hours. The data available range over 13-37 years. The daily data were averaged
over each month. Annual mean values of sunshine hours per day were also determined. The data
from three neighbouring observatories, Amritsar and Jodhpur (India), and Srinagar (Kashmir)
were also included [13,14].

Thirteen maps were constructed, one for each month, and one based on annual mean values,
Figs. 2-14. The contours, based on the data from 40 locations, were drawn, with an interval in
fractions of 0.5 of an hour. The plotted intervals depend upon the variation in sunshine hours from
one observatory to another.

During the winter season, December to February, sunshine durations per day of 7-9 hours are
observed over most of the country. The exceptions are the extreme northern part of the country,
and the Chitral and Quetta valleys. Within these areas Gilgit and Skardu have least daily sunshine,
3 hours, in January. In March and April the sky is relatively clear. The daily sunshine duration
remains around 8 hours in the North West Frontier Province, with the northern region still receiv
ing less than 5-6 hours. The rest of the country remains with 8-9 hours, with a maximum of 10
hours along the eastern border. The summer season, May to August, is the brightest period with 9
10 hours of daily sunshine observed throughout the country. However, during July and August the



Table 3. Measured and predicted global insolation (MJm-2day -1).

January February March April May June July August September October November December

Peshawar
MeasuredH 11.10 14.38 17.77 21.47 24.73 25.60 22.96 21.20 19.21 15.71 12.77 10.39
PredictedH 11.12 14.09 17.49 21.12 23.95 24.98 23.99 22.31 19.51 16.01 12.50 10.41
%diff. 0.2 -2.0 -1.6 -3.2 -3.2 -2.4 4.5 5.2 1.6 1.9 -2.1 0.2

Lahore
MeasuredH 10.32 13.80 17.50 20.88 22.33 22.37 19.90 18.38 18.96 14.93 12.08 9.99 ~PredictedH 10.91 13.62 16.65 19.90 21.77 21.67 20.30 19.287 18.07 15.43 12.36 10.31
%diff. 5.7 -1.3 -4.9 -4.7 -2.5 -3.1 2.0 4.9 -4.7 3.3 2.3 3.5 ;;-

;:-

Multan ~
MeasuredH 12.44 15.04 17.96 21.96 22.85 23.10 22.49 21.29 20.10 16.73 13.74 11.45 [
PredictedH 12.26 14.95 18.26 21.32 23.06 23.00 22.48 21.69 19.96 16.83 13.73 11.64

~
%diff. -1.4 -0.6 1.7 -2.9 0.9 -0.4 0.0 1.9 -0.7 0.6 -0.1 1.7 no

~

Karachi
"c:

~
MeasuredH 15.56 17.75 20.34 22.24 23.15 20.70 18.78 17.21 19.56 19.07 16.32 14.60 ~
PredictedH 15.29 17.85 20.42 22.60 23.92 21.92 18.41 17.91 19.21 18.88 16.29 14.52 :-:-

%diff. -1.7 0.6 0.4 1.6 3.3 -3.4 -2.0 4.1 -1.8 1.0 -0.2 -0.5 ~:-

Quetta '-
~

MeasuredH 13.82 16.46 20.20 24.06 27.92 29.04 26.34 25.39 23.73 20.15 15.78 13.37 ~
PredictedH 13.64 16.69 20.14 24.15 27.66 28.90 27.06 26.35 23.46 19.70 15.85 13.02 ~

t;:,
%diff. -1.3 1.4 -0.3 0.4 -0.9 -0.5 2.7 3.8 -1.1 -2.2 0.4 -2.6 no

l'\

~
no
"'t

'-
10
10
'-
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Fig. 1. Observatories recording sunshine duration over Pakistan.
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Fig. 6. Contour maps of sunshine duration over Pakistan, May.
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Fig. 7. Contour maps of sunshine duration over Pakistan, June.
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Fig. 8. Contour maps of sunshine duration over Pakistan. July.
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Fig. 10. Contour maps of sunshine duration over Pakistan, September.
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Fig. 12. Contour maps of sunshine duration over Pakistan, November.
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Fig. 13. Contour maps of sunshine duration over Pakistan, December.

109



110

36

34

32
-;;;-
0)
0)

/;h
0)

:s
0) 30"0
a01:1
cd

...:l

28

26

24
61

RERIC International Energy Journal: Vol.l3, No.2, December 1991

71 76

Longitude (degrees)

Fig. 14. Contour maps of sunshine duration over Pakistan, annual mean values.

coastal regions with 5-8 hours are affected by the weather disturbances in the Arabian Sea. Re
establishment of winter conditions reduces the duration to 8-9 hours during Sep~i1lber to Novem
ber, with the northern belt at 6-7 hours. The arid and semi-arid zones of Baluchistan and Sind
remain clear during the whole year with over 9-10 hours a day. Considering the year as a whole,
over most of the country, the duration of sunshine remains constant with an average of 8-10 hours
per day.

Similar iso-sunshine maps have been produced by Mani et al. [13] for the neighbouring
country of India, but with an hourly interval. Their isolines, crossing the eastern border of Paki
stan, match well with our contours.

CONCLUSION

Correlations have been established for the 5 stations in Pakistan recording both solar radia
tion and clear sunshine duration. The data used are the total available for all stations, and not a
restricted set as published previously [11,12]. Using the measured data we have produced the frrst
iso-sunshine maps for Pakistan, with a resolution of O.5h between most contours. These maps
match well at the border with maps of the resolution produced for India [13].
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Eo Eccentricity correction factor

H Daily global insolation on horizontal surface (MJ m-2 d-1)

Ho Extraterrestrial insolation on horizontal surface (MJ m-2 d-1)

I, Solar constant 4.921 MJ m-2 h-1

n Number of bright sunshine hours

N
d

Daylength (h)

w Sunset hour angle (degrees)

D Declination (degrees)

L Latitude (degrees)
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ABSTRACT

113

The Energy-Utilization Diagram (EUD) , which represents the characteristics of a process
system by showing exergy loss due to transformed energy, is applied to a case study of gypsum
board production. The energy utilization ofa conventional process is shown by a graphic simula
tor, GSCHEMER. A new process of gypsum board production is proposed and the energy con
sumption of the plant is discussed for both the conventional and proposed systems.

INTRODUCTION

In a chemical process system, the bulk of the energy used is thermal energy rather than
electricity. For example, a gypsum board plant in Thailand which is the object of the case study
presented here uses electricity amounting to only around 4% of the total energy consumed. That
means 96% of the energy used is .thermal energy. When thermal energy is being analyzed, it is
necessary to consider not only the fIrst law of thermodynamics but also the second law of thermo
dynamics, especially when the efficiency is being demonstrated. An Energy-Utilization Diagram is
a clear graphic diagram which is used to show transformed energy (Ml) and availability factor
(A), and is explained in the next section. Zheng et al. [1] and Ishida et al. [2] have written about
the Energy-Utilization Diagram and readers are referred to these sources for a useful introduction.
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THE AVAILABILITY FACTOR AND ENERGY-UTILIZATION DIAGRAM

When an energy transfonnation in a process system is examined, we can refer to statements
of energy conservation, the first law of thennodynamics and the second law of thennodynamics as
follows:

= o

o

(1)

(2)

where &led and M edt respectively, mean the change in enthalpy and entropy for an energy-donat
ing process, while &IN and Mea mean those for an energy-accepting process. In equation (2), the
total entropy change in the whole system must be greater than or equal to zero.

The entropy has a dimension of energy/temperature. Thus, the exergy change .de can be
defined as follows:

.de = (3)

where To is the reference temperature and is set at 298.15 K (25 OC) in this study.

As for summation of the exergy change, we can have

=

(&led + &IN) - To (.1Sed + MeJ

- To (Med + M
N

) ~ 0 (4)

Hence, -(.deed + .deea ) is always positive and this amount is the exergy loss caused by the
energy transfonnation.

Multiplying the above equation by -I, we have theJollowing equation for the exergy loss:

-L1e. = -.de -.de
I ed ea

= &lea [- (.deed / &lea) - (.deea / &lea)]

= &lN [ (.1eed / &led) - (.deea / &IN) ]

= &lN (Aed - AeJ ~ 0 (5)

where A is defined as

A = .1e / &l = 1 - To (.1S / &l) (6)

A is called the availability factor or the energy level. It is an intensive value and represents the
energy quality. Since the energy change of the acceptor process &lea is positive, we can have

(7)
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Equation (7) shows that the energy level of the energy donor must be greater than, or at least equal
to, that of the energy acceptor.

The Energy-Utilization Diagram (often abbreviated as EUD) is a diagram in which the
energy levels, A

ul
for the energy-donating process and A

ea
for the energy-accepting process are

plotted against the transfonned energy M-I
ea

• The amount of exergy loss in the subsystem can be
readily seen on the diagram as the area between the curves of Aul and Aea , where the difference
(Aul - Aea ) indicates the driving force for the energy transformation.

The EUDs are drawn by a graphic simulator, GSCHEMER (Graphic Structured CHEMo
synthesizeER), which is developed by combining the principle of thermodynamics, the technology
of computer language and graphic presentation. The basic idea of this thennodynamics method
can be found in Ishada and Kawamura (1982) and the principal part of this simulator, GSCHEMER,
has been clearly explained by Ishida and Zheng (1986). This paper will apply the graphic simula
tor to the gypsum board production processes to display the exergy loss of each subsystem.

ANALYSIS OF A CONVENTIONAL BOARD PRODUCTION PROCESS SYSTEM

Figure 1 shows the simplified diagram of a gypsum board production process system. Raw
materials, gypsum, is sent via a feeder to a crusher unit. The crushed material is dried in a
continuous rotary dryer to remove all moisture and then ground into fine powder in a hammer mill.
The fine powder is calcined at 120-13OCC in the calciner unit to produce plaster. To produce the
gypsum (plaster) board, the plaster, water and additives are mixed in a mixer to obtain a slurry.
The slurry is poured and sandwiched between two continuous sheets of paper to make wet board.
Mter that, the wet board is conveyed on rollers and cut to the desired board size. Then the cut
boards are dried in a continuous hot-air tunnel board dryer, which uses steam from a boiler unit to
supply heat. The dried boards are ready to be shipped out as finished products.

fuel oil fuel oil water (296.7 kmol)

steam (209 °c,17 atm)

BOARD
PRODUCTION
UNIT

L.....-_......,...__----I dry board

plaster

(550.55 kmol/h)

fuel oil

wet
gypsum

condensate

Fig. 1. Simplified diagram of a conventional gypsum board production process.
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The gypsum board production system consists of four main subsystems: a rotary dryer, a
calciner, a boiler and a board dryer. The rotary dryer uses heat from the combustion of fuel oil.
Hot air is introduced by direct fire from combustion to evaporate 2% moisture content of wet
gypsum. The published work [4] shows the exergy loss of this unit is around 88.79% of the exergy
input to this subsystem, whereas Fig. 2 shows the graphic area of exergy loss of this subsystem by
GSCHEMER. It is drawn based on board production. Figure 2a represents the energy level of the
energy donor, Le., heat from combustion, shown by the upper line, and that of the energy acceptor
which means preheating· of air and fuel oil shown by the lower line. The width of these lines
measured on the abscissa shows the heat donated or required for the energy-donating or energy
accepting process. About half of the combustion heat is utilized for preheating of fuel and ~ir and
the other half is available as heat source at llOOOC, which is the assumed temperature of the
combustor. The area between the energy-donating process, the upper line, and energy-accepting
process, the lower line, represents the exergy loss by this energy transformation. The upper line of
Fig. 2b represents the composite lines of energy donating processes; heat available at ll000C,
cooling of flue gas from ll000C to 800C and cooling of solid product, whereas the lower line of
Fig. 2b represents energy accepting processes; heating of solid and drying of solid. The area
between these two lines is shown as exergy loss.

The main feature of the calciner unit is to calcine gypsum to plaster as in the equation shown
below:

(8)

The reactant is gypsum and the products are plaster and steam. For this reaction called "calcina
tion", the main factors are temperature and moisture. The kinetic behavior of the reaction has
already been studied by Ishida et al. (1970). Figure 3, which plots the ratio of mole fraction of
component A, Le., 140, against temperature, shows the equilibrium curve of the reactions.

Figure 4 shows the EUD of this subsystem. Figure 4a is quite similar to Fig. 2a except for the
difference in the amount of heat produced. In Fig. 4b, the energy donor is the heat available at
ll000c and the energy acceptor is the reaction of calcination which takes place at 120 to 1300C.
The shaded area represents the exergy loss for this energy transformation.

The boiler subsystem, produces 17.5 bar saturated steam to act as a heat source of energy
donor for the board dryer. Figures 5 and 6 show EUDs of boiler subsystem and board dryer
subsystem, respectively. In addition, the characteristics of each diagram are summarized in Table
1.

Thus, three subsystems: rotary dryer, calciner and boiler use fuel oil as their heat source. The
cost of operation is high because of the costly price of fuel oil and the large amount of fuel oil
consumed as shown in Table 2. Hence a new process is proposed to improve the energy utilization
and this is discussed in the next section.
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Fig. 2. Energy-utilization diagram of conventional rotary dryer
(a) combustion reaction;
(b) heat donor-heat acceptor.
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Fig. 3. (f,xA) diagram for the drying and decomposition of gypsum (Courtesy ofreference no.5).
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Fig. 4. Energy-utilization diagram of conventional calciner
(a) combustion reaction;
(b) heat donor-heat acceptor.
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Fig. 5. Energy-utilization diagram of conventional boiler
(a) combustion reaction;
(b) heat donor-heat acceptor.
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Fig. 6. Energy-utilization diagram of conventional board dryer.

Table 1. Energy-donating and energy accepting processes.

Unit Energy donors

Rotary dryer:
Fig. 2 (a) Combustion heat

(b) Heat source at 1l()()oC
Sensible heat of flue gas

Calciner:
Fig. 4 (a) Similar to Fig. 2

(b) Heat source at ll00°C
Sensible heat of flue gas

Boiler:
Fig. 5 (a) Similar to Fig. 2

(b) Heat source at 1l()()OC
Sensible of flue gas

Board Dryer:
Fig. 6 Condensation of stearn

Energy acceptors

Preheating of fuel
Preheating of air
Heat sink at ll00ac
Drying of water

Dehydration of
CaS04.2HzO

Steam generation

Drying of board
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Table 2. Yearly energy consumption and cost.

List Unit 1984 1985 1986 1987

litre 2,513,531 2,,305,071 2,255,878 3,636,526

Fuel oil kJ 1.0210x1011 9.3634x1010 9.1636x101o 1.4772x1011

cost(MB) 10.4236 9.5591 5.9465 10.7641

kWh 1,046,746 917,156 902,756 1,477,217

Electricity kJ 3.7683x109 3.3018x109 3.2499x109 5.3180x109

cost(MB) 1.5073 1.3207 1.2999 1.8169

Fuel price baht/litre 4.147 4.147 2.636 2.960

E1ec. price baht/unit 1.44 1.44 1.44 1.23

Board prod. ton 44,301.415 42,632.871 44,284.276 70,957.664

Total energy kJ 1.0587x1011 9.6936x1010 9.4886x1010 1.5304x1011

Fuel use % 96.44 96.59 96.57 96.52

Elec. use % 3.56 3.41 3.43 3.48

Total cost MB 11.93 10.88 7.25 12.58

MB: million baht.

PROPOSED PROCESS OF BOARD PRODUCTION PROCESS SYSTEM

Figure 7 shows a simplified diagram of a proposed production process system which includes
four main units. They are: a calciner unit, a board production unit, a boiler unit and a board dryer
unit. The gypsum particles are ground in a crusher unit. Then the powder of gypsum is mixed with
water to get 60 wt % slurry to feed to the calciner unit. This slurry is pressurized to 10 atm and fed
into a tube set in the combustion chamber. Then water in the slurry is evaporated and becomes
steam. The calcination reaction takes place in the steam atmosphere at about 180ac (i.e., A = [1 
298.15/(180+273.15) =0.342], corresponding to Fig. 8b) under 10 atm by the heat of combustion

, from the outer chamber. In contrast to dehydration taking place in the flue gas as in the conven
tional system, the mixing of steam (i.e. dehydration atmosphere) and the combustion flue gas can
be avoided in the new proposed system. When the gypsum is dehydrated in the steam atmosphere,
it is converted unifonnly to the fonn of nonporous crystals of the semihydrate which have a fine
texture with a structure of greater strength and durability [6]. After that, the solid and gas phases
are separated and the latter (steam) is utilized as the heat source in the board dryer instead of using
only steam from the boiler. Hence the steam as the product of Eq.(8) also contributes by giving its
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Fig. 7. Simplified diagram of the proposed production process.

condensation heat to the board dryer unit. Some condensate is recycled and used as water for
slurry and the rest is utilized for the board production process. Because of the use of this conden
sate, the amount of water used in the board production can be reduced to about 28.2% of the old
process. The remainder of the system is the same as the conventional one. The EUD of the main
units: the calciner, the boiler, and the board dryer in the proposed process are shown in Figs. 8,9
and 10, respectively.

COMPARISON OF EUDs FOR A CONVENTIONAL PROCESS AND
THE PROPOSED PROCESS SYSTEM

In the conventional process system, there are three main units which use fuel oil for combus
tion. The location of the greatest energy consumption is the boiler unit, the second is the calciner
unit and the third is the rotary dryer as shown in Figs. 5,4 and 2, respectively. Figures 2a, 4a and
5a are combined, giving Fig. 11a. It is found that the total energy produced is 31.5 MJ. The com
posite curves for heat exchange of the total system are shown in Fig. lIb, which is drawn based on
Figs. 2b, 4b and 6. It is found that the total energy exchanged is 51.5 MJ. In those diagrams, the
amount of exergy loss is represented by the area between the energy-donating and energy-accept
ing curves.

For the proposed system, there are only· two units which use fuel oil for combustion, the
calciner unit and the boiler. The overall energy consumption of these units is summarized in Fig.
12. In Fig. 12a the total energy produced is 28.3 MJ, which is 10.2% smaller than that of the
conventional one. This is caused by the utilization of steam produced from the calciner unit. The
phenomenon that the steam produced by evaporation or thermal decomposition is condensed and
its condensation is utilized for the evaporation of water in another unit is quite similar to that in a
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Fig. 8. Energy-utilization diagram of the proposed calciner
(a) combustion reaction;
(b) heat donor-heat acceptor.
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Fig. 9. Energy-utilization diagram of the proposed boiler
(a) combustion reaction;
(b) heat donor-heat acceptor.
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Fig. 10. Energy-utilization diagram of the proposed board dryer.

25000

double-effect evaporation. the composite curves of this system for heat exchanged are shown in
Fig. 12b, which is drawn based on Figs. 8b, 9b and 10. As can be seen, the amount of energy
consumed by the new process can be reduced.. The advantages of the proposed process can be
summarized as follows:

1. The energy requirement can be reduced from 31.5 MJ of M/~a to 28.3 MJ of M/~a (re
ferred to Fig. 11 and Fig. 12). That means it can be reduced by around 10.2% of the con
ventional one.

2. The calcination reaction can be more successful than the old one because the previous
process uses direct rrre from combustion to calcine gypsum to plaster. Therefore, a
further reaction can occur as follows:

(9)

So, anhydride of gypsum may be acquired instead of only plaster.
3. The steam which is generated by the calcination reaction and by evaporation can be used

to dry board instead of using only steam from the boiler unit.
4. In the new process, a rotary dryer unit is not required because the feed for the calciner is

in the slurry. However, the calciner unit must be modified because it is operated under
higher pressure than atmospheric pressure.
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The conventional board production process system which is operated in Thailand consumes a
large amount of energy, especially fuel oil, as shown in Table 2. The Energy-Utilization Diagrams
represent the distribution of its large exergy loss.

A modified system is introduced for further study. The new system requires only 89.8% of
the energy consumed by the old system and has less exergy loss than the old one. However, there
may be a few problems which need to be solved such as the separation of solid and steam and the
satisfactory operation of evaporation and dehydration of the gypsum slurry. But the procedure to

improve the gypsum board production process system can be applied also to other process sys
tems.
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ABSTRACT

131

The developing countries of the South Pacific region have small, highly dispersed popula
tions, no conventional fossil or nuclear energy resources and rely almost exclusively on foreign
aid in developing new conventional or renewable energy systems to meet increasing energy
demands. Fortunately, these countries have renewable energy resources that can be utilized for
electricity generation.

A preliminary assessment of these renewable energy resources and their current and poten
tial contribution towards the energy needs ofeleven South Pacific countries follow. Variousforms
of energy usage are discussed, with particular emphasis on electricity generation for rural and
remote communitiesfrom renewable sources.

BACKGROUND

The countries considered in this paper include Fiji, Tonga, Western Samoa, Cook Islands,
Vanuatu, Solomon Islands, Niue, Kiribati and Tuvalu. These countries cover a vast area of ocean,
lying between 4 N to 23 S latitudes and 155 W and 155 E longitudes. Actual land area is very
small compared to ocean area; sea/land ratio varying from 41 for Western Samoa to 34,615 for
Tuvalu.

The number of islands in these countries varies considerably; Niue has one single island,
Tuvalu has 9, Vanuatu around 80 and Fiji somewhere around 350. Island characteristics vary from
large volcanic and mountainous (Fiji, Vanuatu, Solomon Islands, Western Samoa), to raised coral
(Niue, Tonga) and low-lying coral atolls (Tonga, Kiribati, Tuvalu).

Similar conditions which apply in these areas include mainly agriculture-based economies,
large rural/village populations, rapid growth in electricity consumption, generally low GNP and
heavy reliance on foreign aid. Lack of conventional energy sources (coal, oil, gas), almost total
reliance on imported petroleum products for commercial energy uses and little or no expertise in
new and advanced technologies of alternative energy sources draw these countries into a common
predicament.
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CURRENT AND PROJECTED NEEDS FOR ENERGY

Energy supply is one of the major problems facing these countries. Apart from Fiji, which
commissioned a 80 MW hydro-electricity system in 1983, and Western Samoa, which had around
20 MW of hydro-power in 1986, these nations depend exclusively on imported diesel fuel for elec
tricity generation and on imported petroleum products for transportation, commercial and indus
trial uses. Furthennore, all forms of development invariably go hand in hand with increasing
demand for energy. This was the case for most of the last decade, despite increases in diesel fuel
prices. Electricity demands have been steadily increasing in most areas (ADB, 1986); over the
period 1972 to 1985, growth in electricity generation has been: Cook Islands - 7.5 %; Kiribati 
9.3 %; Solomon Islands - 8 %; Western Samoa - 8.1 %; Fiji-5.5 % (ADB, 1986). In Fiji, more
over, electricity generation increased by 5 % from 1984 to 1985 (FEA, 1986). This increase was
due to an increase in the number of consumers as well as an increase in the use of electricity.

Reliance on imported fuels ranges from 22 % in Vanuatu to 77 % in the Cook Islands.
Biomass constitutes the bulk of local energy supply, used mainly· for domestic and some institu
tional cooking, water heating, crop drying and, to some extent, steam and electricity generation.
The transport sector depends totally on imported fuels.

Supply of electricity is further complicated by the fact that there are numerous (mostly small)
islands in each country. Most of the inhabited, small islands are quite remote from the main
islands, have small populations (less than a thousand) and the distribution of population does not
justify a grid-based electrical network. Of the hundred or so inhabited islands in the Fiji group, for
example, only 3 islands have reticulated electricity; these are the two main islands of Viti Levu
and Vanua Levu and Ovalau. In 1985, the total domestic and commerciaVindustrial consumers of
grid electricity were 50,319 and 9,288 respectively (FEA, 1986). Less than 40 % of the population
have access to grid electricity, even now.

Demand for energy in all its forms is expected to show a steady growth. For electricity, in
particular, growth is expected to be larger, due to increasing industrial and commercial develop
ments, as well as stated government policy to electrify more rural and remote areas. For the latter,
since extension of existing grids is impossible for various reasons, and since the demand for
electricity does not justify construction of large centralized power stations, electrification of large
parts of remote and island areas will be possible only by small scale renewable energy-based
power systems or by small, diesel generator sets (which usually have a high operational and
maintenance cost).

ENERGY FROM RENEWABLE SOURCES

These seven countries do have the option of utilizing various renewable energy resources.
Fiji, Western Samoa, Solomon Islands and Vanuatu have considerable hydro-power potential.
Cook Islands and Niue have potential for micro-hydro schemes. Biomass energy is already used
almost exclusively for domestic cooking and heating purposes in the rural sectors as well as steam
and electricity generation for several industries. There is considerable potential for development of
biomass-based stearn and electricity systems, particularly for small-scale systems utilizing forest,
crop and sawmill residues and wastes (Tata Report, 1985; Prasad, 1987). All the island countries
have abundant sunshine and solar energy is thus a viable energy source in the rural/domestic
sectors for electricity generation (using photovoltaic panels) and hot water (Tata Report, 1985). On
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a larger scale. solar thermal generating systems and solar photovoltaic systems can generate
electric energy for larger communities. It has been shown (Prasad, 1982) that while the wind
energy potential for the islands is not vast, suitable locations have adequate windspeeds for
installations of water-pumping and electricity-generating systems. Biogas from animal and vege
table wastes can meet appreciable energy demands of the domestic sector. especially for livestock
farmers. Other longer term renewable resources include geothermal energy (for which a few
countries have surveys in progress), wave energy. tidal energy and ocean thennal energy.

RESOURCES FOR HYDROELECTRICITY GENERATION

Countries which have potential to develop hydro-electric power stations of capacity greater
than 10 MW are Fiji. Solomon Islands. Vanuatu and Western Samoa. Fiji has already developed
an 80 MW hydro power station at Monasavu in central Viti Levu. the main island in the Fiji group.
The station has enough generating capacity for Viti Levu until 1992 (Fiji-DP9, 1986). Currently,
over 90 % of electricity generated by the Fiji Electricity Authority is from the Monasavu hydro
electricity station. The Fiji Electricity Authority has fmn plans to install around 5 MW of hydro
power using micro and mini hydro electric schemes. ranging from 25 kW to 1 MW. These are to
be located in the two main islands as well as in Taveuni and Koro. The government has set aside
some 8.3 million dollars for the development of small hydropower plants between 1986 and 1990
(DP9, 1986).

Around 50 % of the electricity generating capacity of Western Samoa was provided by hydro
power in 1985 (Development Plan, 1985). With the completion ofa 3.5 MW hydro-electric system
at Sauniatu. Western Samoa's dependence on imported energy will decrease even further. Cur
rently. hydro-electric power plants have a 70% contribution towards the electricity generating
capacity in Western Samoa.

The hydro-power potential in all these countries is estimated to be greater than 1 GW. Micro
hydro (up to 10 kW) and mini-hydro (10-100 kW) power systems can be developed on the
mountainous islands. for example Tonga (Eua) and the Cook Islands (Rarotonga). The Solomon
Islands government has been considering a 21 MW hydro-electric power system for some time but
lack of funds seems to be a major problem. along with the fact that other power systems. notably
biomass-electric units, appear to be more attractive economically.

Rainfall variation is similar for Fiji, Solomon Islands. Western Samoa and Vanuatu; the
months from May to September having lower than average rainfall. Annual mean rainfall varies in
the range 200 to 400 cm per year for all these countries. For an annual average rainfall of 300 cm,
and assuming that only 10 % of the rainfall is retained in a catchment area of 1 square kilometre,
the potential energy stored per year is 4 x 1011 J/yr for an average height of 100 m.

BIOMASS ENERGY RESOURCES

Substantial amounts of biomass energy are available in the majority of the South Pacific
island countries being considered. These resources are in the form of natural forests and vegeta
tion, coconut and timber plantations and the wastes and residues from agricultural crops and forest
industries-. From the sawmills of Fiji, for example, around 108.000 tonnes of wastes in the fonn of
sawdust, shavings, wood chips and waste timber are generated every year (Fiji Forestry Depart-
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ment, 1984}. This figure is expected to increase as the pine plantations are harvested and milled.
At present, there are no commercial uses of sawdust, shavmgs and the logging residues, yet the
energy contained in these resources is considerable.

Biomass is the most widely used energy source for domestic purposes in many developing
countries and more so in the South Pacific island countries. Reliance on biomass energy for
domestic consumption ranges from 60 % in the Cook Islands to 94 % in the Solomon Islands.
Biomass in the form of animal wastes (cow dung, pig and chicken excretions, etc.) and plant
wastes such as sawdust, sugarcane tops, rice straws and husks, maize straws and husks, coconut
husks, shells and leaves and many more plant residues, has a significant energy potential. The
available energy in these wastes can be used in two ways:

I} by direct combustion for cooking, hot water or steam generation for industries and elec
trical generation and

2} by conversion into biofuels such as biogas (methane), ethanol, methanol and other fuels.
The availability of waste biomass varies considerably in nature and amount from country to

countty. However, significant amounts of plant wastes are available in most South P~ific coun
tries, especially coconut husks and shells. Animal wastes are available in considerable amounts in
Fiji, Solomon Islands, Vanuatu, and Western Samoa where livestock are present in substantial
numbers. Fiji, which is the only South Pacific country to grow sugar cane, has large amounts of
cane tops which are either burnt on farms or are simply left on farms as manure. A good portion of
this material could be used for direct combustion.

The conversion of sugar cane, cassava and oil palms to biofuels, for example ethanol and
methanol has attracted much interest in Fiji, Vanuatu, Solomon Islands and elsewhere. In Fiji,
sugar cane and cassava are being used to produce alcoholic drinks and similar plans are underway
in Vanuatu and the Solomon Islands.

Direct combustion of biomass in open fires for cooking, heating (water) and other domestic
chores is very inefficient and wasteful - the efficiency of open-fire stoves can be as low as 1 %
and generally falls in the range of 5 to 10 %. A considerable portion of biomass energy goes
towards drying crops, principally copra; in Vanuatu, almost 3 times more biomass was used for
copra drying than for cooking in 1981, according to Country Reports, 1982. In Fiji around 35 % of
the total energy used is supplied by bagasse, a waste product from the sugar mills.

While biomass energy resources at present are adequate to supply current needs for many
years (at the current rate!), there is concern regarding this increasing depletion of standing bio
mass. The growing demands for biomass energy are due to increasing population, better living
conditions (with associated demands for more energy), and the increasing costs of other forms of
energy, viz. kerosene, benzine and electricity. Furthermore, the forests and plantations are being
removed at very rapid rates by the timber and sawmill industries. It is, therefore, imperative that
this increase in the rate of depletion is matched by similar rates of replanting. Equally importantly,
it is vital that there be a trade-off between the use of forest resources for timber and fuel, the
conservation of soils and ecology, and for parks and animal reserves.

DIRECT SOLAR ENERGY RESOURCES

There is a general abundance of solar energy resources in the South Pacific region. Even
though the land compared to the sea area is quite small, the energy from the sun falling on the land
area is vast since most of the islands enjoy a good sunny climate. There are local variations in
insolation values over large islands through variations in cloud cover due to dense forests. The
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annual mean daily insolation values range from 17 MJ/m2/d in Vanuatu to 24 MJ/m2/d in Kiribati.
Annual sunshine hours range from 2000 to 2500 per year (5 to 7 hours of sunshine per day on the
average). As most of these island countries consist of many islands scattered around a large ocean
area, and are not connected to electricity networks, solar energy can be a viable alternative to
diesel generated electricity and heat. This is especially true when one considers the very high costs
of transporting expensive diesel fuel.

Solar energy is beginning to make inroads into the domestic energy consumption. In Fiji,
several thousand urban homes in Suva, the capital city, have solar water heating systems and some
10-20 % of new homes being built have provisions for solar hot water systems. The Telecommuni
cations Department of the Ministry of Works and Communications in Fiji (and indeed similar
departments in other countries) make extensive use of solar photovoltaic (PV) panels to power
remote communications and navigational facilities, including telephone repeater stations and light
houses.

The cost of production of PV panels has dropped from $1000 per peak watt in 1958 to
around $5 per peak watt in 1989. By the end of this century, the production costs are expected to
drop to $2 per peak watt.

The Department of Energy (DOE) in Fiji has used small PV units· to provide electricity for
lighting and other small appliances in remote villages and islands having adequate insolation
levels. A hundred such units at a unit cost of $450 were bought by the DOE in 1984. It is noted
that an increasing proportion of the population in the remote and rural areas relies on PV panels
for its lighting and entertainment uses. A few companies rent such units out for around $15 per
unit for a month. A remote village in Rakiraki in Fiji has recently been provided with solar
electricity through PV panels.

In the Cook Islands, the government has granted substantial subsidy for the installation of I

photovoltaic lighting units on islands which do not have electricity. Solar power is used in the
Solomon Islands for water heating, desalination plants and for copra drying. Most of the countries
are showing interest in renewable energy resources, in particular solar energy for the rural and
remoter islands. This is reflected in the latest development plans in which sizeable sums of money
are set aside for research, development and demonstration of solar energy systems. However, most
efforts are directed towards solar electrification for individual homes in rural areas and remote
islands as well as for hot water for individual homes and community installations.

An EEC funded PV lighting project provides 230 households with lighting (150 in Tuvalu
and the rest in Tonga). PV refrigerator systems were also installed in Tuvalu, PNG and the Solo- '
mon islands. The Energy Studies Unit of the University of the South Pacific has been actively
involved in the energy field for 6 years and has carried out a lot of work on PV and wood
gasification systems, among others.

For the next 10 to 15 years governments are expected to promote the use of solar energy for
domestic lighting, cooking and heating and for industrial hot water systems. Other important uses
of solar energy can include refrigeration, water-pumping, salt production, crop drying, battery
charging for telecommunications and lighthouses and space heating.

WIND ENERGY RESOURCES

The power in the wind varies as the cube of the windspeed. The power is given by half of the
products of density of air, cross-sectional area through which the wind passes and the cube of the
windspeed. Thus, across an area of 10 square metres, the power in the wind is 6500 W for a steady
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windspeed of 10 m/s. All this energy cannot, of course, be extracted and there is a theoretical
upper limit of 59.3 % as the maximum fraction that can be extracted by a wind energy conversion
system.

In general, the wind energy potential in the areas covered is not great, particularly for
electricity generation. According to available meteorological records, the annual mean windspeed
of all the nine countries range from 2 to 6 mls. However, most of these data are recorded at sites
such as airports and major urban centers, places which are less than noted for their wind resources.
Thus, without more valid information, and pending its availability, no ftrm conclusions can be
reached regarding the potential of wind energy.

For wind-driven generators, windspeeds' above 4 to 6 mls are needed for cost competitive
ness relative to other energy sources. It would thus appear that wind-driven generators would not
be suitable for use in the wind regimes in these countries. However, sites may exist where the
windspeeds are enhanced and may be several times higher than those of the surrounding areas.
The tops of smooth hills, for example, and the coastal areas might have windspeeds of a magni
tude adequate for the economic generation of electricity. In Fiji, for example, some areas such as
Udu Point, have recorded hourly windspeeds of between 6 and 10 mls on a regular basis.

Wind energy is currently used in several islands for pumping water for irrigation and for
livestock. Water-pumping windmills operate well with lower windspeeds than their electricity
producing counterparts. For rural areas and remote islands, windmills could be used to generate
electric power if electricity is not readily available or if its costs are too high from conventional
sources. When used with a micro or mini hydro-electricity generating system, wind-powered
generators could be used to pump water from a lower to an upper reservoir whenever there is
enough wind for the generator to generate, forming a pumped-hydro electricity generation system.

It is noted that the Cook Islands, for instance, reportedly have higher mean windspeeds than
elsewhere. The annual mean windspeed in Aitutaki has been determined (by the New Zealand
Meteorological Service to be between 5 and 7 mls). Preliminary results obtained from the elec
tronic wind monitoring system installed by the University of the South Paciftc in 1982/83 suggest
that the average annual windspeed could be between 6 to 8 m/s. The windspeeds also seem to be
fairly well distributed throughout the year. In short, the wind regime at the site seems suitable for
installing a wind-driven generator.

GEOTHERMAL ENERGY

There appears to be little or no geothermal energy potential in the South Paciftc countries.
However, interest in the search for geothermal resources has been stepped up recently and surveys
are underway in Fiji, Solomon Islands, Vanuatu and Western Samoa. Vanua Levu in Fiji has
several hot springs, the hot water from which is being used for domestic purposes. There do
appear to be significant geothermal energy resources in Fiji (Country Report on Fiji, 1982). One
problem appears to be that geothermal energy sources are remote from electricity demand areas,
especially in Vanua Levu (ESCAP, 1985). However, little or no hard data are yet available in
terms of the electricity-generating potential of the resource, although this may change as survey
results come in.
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ENERGY FROM OCEAN WATERS
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If the countries lack anything, it is not ocean area. Possible energy sources from the oceans
include wave, ocean thennal and tidal energy. While the available ocean resources are truly vast,
the resources are widely scattered, the technology for their conversion is still in the research and
development stages and is suitable for large systems where economy of scale applies, and their
economics not known well enough for these island countries to contemplate harnessing at this
stage. Tonga, however appears to be looking closely at a 2 MW wave power system (Islands
Business, 1988).

Of the three different fonns, tidal energy would appear to be most attractive for locations
where high tidal ranges are available and natural basins exist However, the very huge costs and
generally large sizes of such systems could rule this out for use in the next ten to twenty years.
However, the resources exist and simply wait to be tapped. Perhaps when the technologies and
economics of such systems are widely proven and readily available, these countries might seri
ously consider using the ocean resources for their energy uses.

It is noted that ocean thennal gradients are similar for the countries concerned and may be
useable where deep sea beds are close to shore. The tidal ranges have not been measured, and a
similar situation exists for wave energy.

CONCLUSIONS

While the majority of the South Pacific countries are almost entirely dependent on imported
fuels for lheir commercial energy uses in transportation, industry and electricity generation, there
is a good chance to reduce this reliance by as much as 50 % in some areas. It will be impossible in
the foreseeable future to reduce the dependence on petroleum fuels for transport except by drasti
cally limiting the number of vehicles or by putting a ceiling on the amounts of fuel used. However,
for electricity generation and industry, appreciable fractions of energy used could be met from
renewable energy resources. Short-term alternatives to imported fuel include biomass energy from
fuel plantations, energy from wastes, fuels from crops such as sugar cane and cassava, solar and
wind energies. Electricity from hydro-power stations and solar thennal generating systems form a
longer-tenn prospect, together with geothennal energy (Fiji, Vanuatu and Solomon Islands), and
wave power (Fiji).

While some data exist on renewable energy resources such as insolation, cloud cover, sun
shine hours, rainfall, windspeed and direction, biomass, geothennal gradients, wave heights and
tidal ranges, a much more has to be done to acquire data sufficient to make meaningful assess
ments of the potential for these renewable energy sources for meeting energy needs, particularly
for rural and remote communities. This aspect should be given top priority by governments,
research institutions and funding agencies. The data available in most cases are for airports,
meteorological stations and other places and have not been gathered specifically for the utilization
of renewable energy.

For the next ten to twenty years, biomass energy, hydro-power (large, small and micro
installations), solar energy, energy from wastes, ethanol from suitable crops and wind energy
should play very strong roles in increasing energy self-sufficiency. Much depends on the future
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costs of conversion devices such as solar cells and collectors; advances in technologies such as
wave power harnessing; economic growth and the demand for energy in its various forms. For the
overall growth of a developing country, it is inevitable that the demand for commercial energy will
grow also. The best hope for these countries is to utilize the renewable energy resources to the
fullest extent

The need to utilize renewable resources sensibly and carefully cannot be overstated. Re
sources are renewable only if they are sustainable. Depletion of any natural resource, for example
the over-exploitation of forests, will only lead to a further, usually worse, set of problems.
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Fixing the Sunshine Through Photovoltaic Concentrators:
An Overview of Recent Achievements
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India

ABSTRACT

1

An effective way to reduce the photovoltaic power costs is to minimize the area of the solar
cells needed for a given power output by concentrating the sunlight. In this manner, the system
costs can be relatively displacedfrom the rather expensive cells to the concentrating elements and
suntracking mechanisms. Several high performance solar cell technologies that would be prohibi
tively costly in flat plate applications are potential candidates for the concentrator systems.

The performance ofmany solar cells is improved by focusing more sunlight on them. Such an
approach presumes that the cells are kept cool by a heat sink, because high temperatures severely
reduce the conversion efficiency. Both reflectors and lenses have been used to concentrate the
sunlight for PV applications. Presently a great deal ofR&D is focused on the development of low
cost lenses because of their better performance in the field compared to mirrors. Lower cost lenses
can also focus more accurately than lower cost reflectors. The most promising lens for PV
applications is the Fresnel lens, which uses a miniature sawtooth design.

Global effort is presently focused on the development of concentrator cell technology. This
review paper describes the present status and also the future implications of the various collector
technologies.

INTRODUCTION

The increasing availability of concentrator technology indicates that high efficiency PV cells
are not as expensive as they used to be. This is due to the replacement of the cell area with a lower
cost optical one. Undoubtedly, it is easier to employ very high perfonnance cells if the cell cost
per unit area is a small contributor to the overall collector costs. This elementary benefit of con
centration has always represented the basis for the actual pursuit of this technology, which is
inherently more complex than flat plate PV technology.

Over the last couple of years, considerable interest has been expressed in concentrator tech
nology. Several factors may be responsible for this. Although distinct comparisons in tenns of
manufacturing ease, operation and maintenance, cost of production, reliability and long tenn
gains, etc. still remain to be drawn between flat plate and concentrator technologies, the cost of
electricity generation using concentrator technologies is expected to be lower compared to using
flat plate technology.

Fresnel lens technology is the preferred technology due to several advantages it offers. When
the teeth are run in straight rows, the lenses act as line focusing concentrators and when the teeth
are arranged in concentric circles, the light is focused on the central point.
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In spite of the better functioning of the concentrators compared to the flat plate systems,
there are some disadvantages as well. No lens transmits 100 percent sunlight. The best available
lenses transmit between 90-95% and in most cases, this percentage never exceeds 80%. Secondly,
the majority of the concentrators cannot focus diffuse sunlight, which makes up about 20% of the
solar energy available on a clear day. In the partly cloudy sky, the scattered light cannot be seen by
the concentrators. The tracking mechanisms associated with the PV concentrator system pose
some problems, but with the development of microprocessor based mechanisms, bener results are
anticipated.

The type of PV cell used with a concentrator system is an important consideration, because
the cell efficiency determines the area of the concentrator elements needed for a given power
output. Tandem cell development in this direction marks a significant contribution due to its
ability to optimize the performance of two very promising materials, namely, Gallium Arsenide
and Gallium Antimonide.

In brief, it seems realistic to say that the scope and future of the PV concentrator technology
looks quite bright as far as the question of meeting the electricity needs of the bigger utilities is
concerned.

Several studies have focused on the possible outcome of such a technology, one of which has
assumed that the concentrator module price of approximately 200$/m2 is achievable at moderate
levels of production (10 MW per year, while keeping the concentration level between (10-30 suns)
[1]. In a similar manner, efficiencies of above 20% are targeted in the very near future. The DOE
cost goals indicate the possibility of the cost per unit of electricity generated being in the range of
$0.12 to 0.10, particularly in regions blessed with bountiful sunshine [1]. All these figures point to
the fact that the future of this cell technology looks very bright. Perhaps one of the significant
reasons for the emergence of concentrator cell technology on the global front is due to the
attainment of the higher efficiency values recorded for novel cell design concepts. The availability
of a CLEFf cell mechanism on Gallium Arsenide offering the facility to reuse the substrate marks
a distinct achievement in this particular field.

CONCENTRATOR CELLS

Large-scale R&D undertaken in the emerging field of photovoltaics has led to the develop
ment of innovative cell designs registering appreciable conversion efficiency values. In some cases
module efficiencies have reached a value of about 20%. Such gains in concentrator cell efficiency
have helped to bring the concentrator technology to the forefront of the renewable energy research
field.

Novel and innovative Silicon cell designs are being continuously developed, thereby stress
ing the scope of the PV concentrator technology. Cells currently promising efficiency values of
above 20% stand field tested at the Sandia National Laboratories, New Mexico [2].

To date, the low resistivity terrestrial Silicon cell fabricated at the University of New South
Wales at the irradiance of 20 suns offers the highest conversion efficiency value of 26.8% [2].
This uses the Entech prism cover technology. Table 1 summarizes the current PV cell world
records using Entech's patented prism cover technology. The five main Silicon cell patterns cate
gorized as the preferred ones are:
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Table 1. Current photovoltaic cell world records (using Entech ts patented
prism cover technology).
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Cell Type Cell Material Test Lab. Irradiance Efficiency
Maker @25°C

Terrestrial cell of Boeing GaAs/GaSb Sandia 100 suns AM1.5 D 34.2%
any kind Tandem

Space cell of Boeing GaAS/GaSb NASA 1.00 suns AMO 30.9%
any kind Tandem Lewis

Terrestrial single- Varian GaAS Sandia 200 suns AM1.5 D 29.2%
junction cell

Space single- Varian GaAS NASA 100 suns AMO 24.2%
junction cell Lewis

Terrestrial cell Varian AIGaAS/GaAS SERI 1 sun AM1.5 G 27.6%
@ 1 sun Tandem

Space cell @ 1 sun Varian AlGaAS/GaAS/ Varian 1 sunAMO 24.9%
InGaAS
Tandem

Terrestrial low- UNSW Silicon Sandia 20 suns AM1.5 D 26.8%
resistivity Si

Terrestrial Laser- UNSW Silicon Sandia 25 suns AM1.5 D 22.7%
Grooved Si

Terrestrial InP- SERI InP/GaInAS SERI 1 sun AM1.5 G 24.1%
Based cell Tandem

Space InP-Based cell SERI InP/GaInAS SERI 1 sunAMO 22.1%
Tandem

Source: Ref. [2].

Micro-Grooved Passivated Emitter Solar Cell

This design is based on the enhancement approach of +open circuit voltage leading eventu-
ally to high efficiency gains. It is usually achieved by the suppression of the top surface recombi-
nation velocity by a thermal oxide and· the 'maintenance of the high minority carrier lifetimes by
the use of an AI getter on the rear. The efficiency value in this case is 21.4 % at 250C [3].

Passivated Emitter Rear Cell

In reality, this is a modified version of the micro-grooved passivated emitter cell. It incorpo
rates three important design features to overcome the limitations faced earlier with the aim being
to increase the efficiency value. Firstly, the rear contact is made directly to the substrate through
contact holes in a passivating rear oxide. Secondly, heavy diffusion is introduced in the areas
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immediately underlying the top metal contact. Thirdly, to enhance the light trapping, an inverted
pyramid structure on the top surface has been developed with the isolation of the highly reflective
dielectrically rear surface. The efficiency value of this cell structure is above 22% [3].

Prismatic Covered Concentrator Cells

This design is based upon the fixation of the Entech's prismatic covers to the micro-grooved
passivated emitter cells. These prismatic covers steer the incoming light away from the top finger
metallisation. The highest efficiency value of 26.8% at 20 suns concentration is reported on this
pattern [4].

Laser Grooved Buried Contact Solar Cell

The latest advances concerning this cell configuration involve the fabrication of the cells
with reduced dislocation densities at the surface. These were found to be nucleating onto the
textured surfaces. The highest efficiency value of this structure is about 19.7% [5].

Back Contact Solar Cell

Two main promising features of this cell design are the development of a self-adjusted
metallisation technology and the optimization of a heavily doped compensation region so as to
disallow the diffusion occurring between the different layers. Efficiency values of above 22% with
the concentration ranging from one sun to 200 suns are reported [6].

In addition to all these cell patterns, the deep grooved solar cells and the point contact solar
cells used under concentrated conditions also hold great promise.

Cell Designs on Gallium Arsenide

In reality, Gallium Arsenide is considered a very superior material for effective conversion of
sunlight into useful electrical energy under concentrated conditions. This is due to the fact that it
possesses much higher temperature and radiation tolerances compared to Silicon. Therefore, the
cooling requirements are somewhat lower than those of Silicon.

Of very special relevance seems the description of the concepts employed for thin film
concentrator designs on Gallium Arsenide.

In the future, PV space power systems will require cells with a higher efficiency value. It is a
well known fact that the space environment offers higher temperature levels and also enhanced
doses of radiation. As a result, the degradation of the cells should be quite marginal. Due to these
reasons, the research on these lightweight advanced cells is of great interest.

An important attribute of the advanced solar cells is their low cost. In the case of GaAs, an
important cost driver is the cost of the substrate. A suitable way to reduce the cost is to remove
and reuse the substrate via the Cleavage of the Lateral Epitaxial Films for Transfer (CLEFT)
mechanism.

There are two distinct advantages offered by CLEFT:
1. It offers the recovery and reuse of the substrate.
2. The technique enables the processing of the electrically and optically active back side of

the pin junction or the solar cell base.
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CLEFT Mechanism
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This allows the growth of thin single crystal GaAs films by chemical vapor deposition on the
reusable GaAs substrates. Many films can be grown from one substrate thus causing a significant
reduction in the material usage and also the cost. Due to the use of the single crystals film, the
expected cell efficiency values are quite high. In this case, the film thicknesses are of the order of
a few microns, due to which these cells can have high light to power cost ratios. The extensive use
of the CLEFT does not pose any constraints on the solar cell thickness, which owing to this
versatility may be optimized. Also, it is one of the several peeled film methods in use. The concept
of working with a reusable substrate seems to be genuinely much better. These peeled film
techniques can be put to several uses including the fabrication of the co-planar contacts. These
offer distinct advantages in terms of the fabrication and the interconnect simplicity, reduced
shadow losses and also the comparability with the reduced cell areas or the junction area. The
reduced junction area is desired because it results in a decreased surface controlled recombination
and consequently an improved value of the fill factor and also the open circuit voltage.

Using the CLEFT, the development of the thin film concentrator cells on the GaAs substrate
is being actively pursued. Initial efforts in this direction have succeeded in the production of about
18.8% (AMO) efficient solar cells [7]. The high value of Fill Factor in this case is indicative of the
potential approach of this technique.

PV CONCENTRATOR MODULE DEVELOPMENT

Concentrator modules are being produced by a number of manufacturers. Table 2 summa
rizes the PV concentrator module development activities in the U.S. [2].

A solar to electric efficiency greater than 20% using a Silicon based PV concentrator module
has been achieved at SNL (Sandia National Laboratory, New Mexico). This module is being de
veloped further to explore such design features, which the lab feels can be adapted for commercial
production. The most significant feature is the use of the prismatic cover on the Silicon concentra
tor cell. Its use allows a top grid metallisation fraction of 15% with essentially no incoming light
losses due to the reflection off the grid. At concentration levels of about 125 X, the prismatic cell
efficiencies are 24%. Table 3 describes the current PV module world records using Entech's
patented lenses and prism cover technology.

Another notable feature of SBM is the efficient use of a copper heat spreader directly below
the cell and the elimination of the alumina substrate, which is already well tested. This particular
cell assembly operates with a smaller temperature drop between the cell and the heatsink. It has
the added gain of being cheaper also than the earlier one.

Alpha Solarco

Employing Fresnel lens technology, the development of a PV concentrator array rated at 200
kW is currently under investigation. The basic module design employs a 3 parquet, each having
2x4 lenses per module. It is expected that it will be tested at concentration levels of 50Ox. The lens
aperture is around 1.25 ms using an AI housing glass silo secondary. About 100 frrst generation
modules have been installed by now and several second generation modules are under way.
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Table 2. Current photovoltaic module records (using Entech's patented
lenses and prism covers).

Cell Cell Test Lab. Entech
Maker Material Technology

Entech UNSW Si Entech Prism covers
outdoors & 22X lens

(90% efficient)

Sandia UNSW Si Sandia Prism cover
outdoors

Module Type

Silicon-based single
cell Lab. PV module
(0.004 m2 aperture)
(22 X concentration)

Silicon-based multi-cell
lab. PV module
(0.2 m2 aperture)
(100 X concentration)
(12 cells)

Production PV module of
any type
(2.8 m2 aperture)
(22 X concentration)
(31 cells)

Source: Ref. [2].

Entech Solarex
Si

Entech
outdoors

Prism cover
& 22X lens
(90% efficient)

Efficiency
@2SoC

21.0%

20.4%

17.0%

EPRI Module Development

Incorporation of the point focus Fresnel technology forms an essential feature of EPRI's PV
concentrator module development program. The present level of attainment is the fabrication of
two prototypes using a 4x12 point focus Fresnel lens.

Entech Module Development

The main deviation from the modules developed elsewhere is that the Entech modules use
linear Fresnel lens technology. Entech's 22 X and 11 X passively cooled modules stand field in
stalled in the 300 kW system at Austin, Texas. The peak module efficiencies are around 17%.

A significant advan~ge of the Entech technology is the use of cells bearing resemblance to
the 1 sun Silicon cells in terms of their mode of fabrication. The purchase values for these
concentrator cells would be $0.10/m2 for larger systems, which is an order of magnitude below the
more typical price of $1.00/m2 often projected for the higher efficiency point focus concentrator
cells. The Entech prismatic cover also plays a crucial role in applying the 1 sun technology to the
design of concentrator cell modules. Several linear Fresnel designs having an arched configuration
are employed at varying concentration levels of 1 to 40 with the lens aperture area of around 1.5 to
3 m2

• Several hundred modules have been installed in different systems with the peak D.C.
efficiencies above 15%.
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Table 3. Summary of PV concentrator module development activities in the U.S.
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Developer

AESI

Alpha
Solarco

Entech

EPRI

Midway Labs.

SAlC

Sandia
Baseline,
SBM3

Sandia
Concept 90

Sandia
100X
Experimental

SEACorpn.

Sci Tech.

SKI

Varian

Wattsun

Module Design Descriptions

2 x 5 point focus Fresnel, 0.25 m2 aperture, .
plastic housing, TIR secondary 350 X.

2 x 12 point focus Fresnel, 1.25 m2 aperture,
Al housing glass silo secondary, 492 X.

Several linear Fresnel designs arched lenses,
10 to 40 X, 1.5 to 3 m2 module aperture.

4 x 12 point focus Fresnel module, 500 X,
point contact silicon cells.

Point focus Fresnel, Al housing, TIR
secondary ±4° tracking tolerance allows
passive tracking, 91 X.

Reflective dish concentrator, PV receiver a
dense array of cells actively cooled.

2 x 12 point focus Fresnel, 0.70 m2 aperture,
Al housing, 185 X.

Point focus Fresnel lenses. 10 cm2, completely
encapsulated receiver sheet plastic housing.

2 x 5 point focus Fresnel module, 100 X,
designed for experimentation.

Linear Fresnel design using extruded acrylic
lens and sidewalls, 10 X.

Low concentration designs using bifacial cells,
tracking not required.

This design is very similar to the 5MB 3
above.

Point focus, 1000 X, Al housing glass
secondary.

A thin profile module with 11 mm square
lenses and 2.5 diameter silicon cells.

Status

Several prototypes have been
fabricated.

100 first generation modules installed,
several second generation modules
currently under test.

Several hundred modules installed in
different systems, peak D.C.
efficiencies above 15%.

Several prototypes tested.

Several modules built and currently
under test.

Dish and first experimental receiver
under test.

Components and two prototype
modules under test.

A small prototype is under test.

Used to establish conversion efficiency
marks of 17% in 1984 and 20% in 1989
using Si cells.

Initial lenses and a mini module have
been made and tested.

First prototypes are currently being
fabricated.

A prototype is currently being
fabricated

A mini module tested with a peak
efficiency above 22%. A prototype is
currently being fabricated.

Several prototypes have been tested at
11% efficiency.

Source: Ref. [15].
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Sci. Tech Module Development
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A photovoltaic concentrator design of great interest has been conceived by Sci Tech. It uses a
flat linear Fresnel lens, bifacial Silicon,cells and a receiver which depends on the secondary
luminescent element. This particular concentrator module design is geared to receive a significant
amount of scattered sunlight in addition to direct beam solar radiation. The concentrator cell
efficiency of 23% helps to achieve a significant module efficiency due to the additive effect of the
radiation received. Such concentrator designs also eliminate the need for tracking as well. Two
prototypes have been designed up till now.

CONCENTRATOR CELL ASSEMBLIES

Significant breakthroughs have been achieved in three main aspects of concentrator cell
assembly development. Firstly, the application of prism covers on the concentrator cells has
achieved a great degree of success. Another area which has witnessed significant advances is that
the cell assembly designs readily pass the stringent temperature cycle tests meant for the assess
ment of the durability of the solar bonds. For example, it is now possible to solder Silicon cells of
about 32 cm2 area directly to the copper heat spreaders and subject this package to the 1000ac
thennal cycling ranging from -400C to 110°C. Only a negligible amount of degradation of the
solder bond interface results.

Thirdly, based on the renewed soldering capabilities, it has now become possible to develop
an improved cell assembly design concept particularly for the point focus modules. The new
design concept has a cell directly soldered to a copper heat spreader, which in turn is electrically
isolated from the heat sink to a very thin. dielectric layer. Kapton suits the requirements of a
candidate material for this dielectric layer. It is a familiar insulation material often employed in the
field of electronics.

CONCENTRATOR OPTICS DEVELOPMENT

As a primary solar radiation concentrator, nearly all of the PV concentrators currently being
developed use acrylic Fresnel lenses. Currently two types of Fresnel lenses are being used, namely,
point focusing lenses and linear lenses. The efficiency range for the point focus lens is 80-85%,
while the linear lens conforming to an arched configuration is about 85-91% efficient. The corre
sponding concentration ratios for these types of lenses vary between 50 to 500 for the former and
10 to 50 for the linear lens pattern.

Extensive experimentation has led to a firmly established lens design process for the PV
concentrators. These tools allow the definition of the preferred flux profiles on the concentrator
cells.

The primary development demands in the optical concentrator area aim at cheaper lenses
with improved levels of efficiency. With financial support from U.S. Department of Energy, the
3M company is developing a thicker version of their polymeric web lens film. A manufacturing
process for the production of a new lens to improve PV concentrator module ability is presently
being undertaken at EPRI. Other significant problems needing active investigation include the de
velopment of durable anti-reflecting coatings for the acrylic lenses. Through their use, the effi
ciency level can increase by about 5%.
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Many significant advances in the field of solar optical concentrators have been made during
the last couple of years. These include the attainment of 91% optical efficiency with the 11 X lens
produced by the 3M company on an Entech design. Another notable development is the Wattsun
Plano-Convex lens with an efficiency of about 90%. The point focus design registers such a level
of efficiency because, not being a Fresnel lens, there are negligible losses due to facet tips and
valleys.

TRACKING SYSTEMS

Sun tracking can greatly improve the efficiency of any solar array. It is highly cost effective
in photovoltaic energy systems because of the high cost of photovoltaic cells and the lower cost of
large aperture area concentrators such as the Fresnel lenses. Tracking flat plate PV arrays provide
about 33% more power than the fixed arrays.

The tracking system essentially has a sensor and a controller. Functions of the tracking
controller are as follows:

1. To point the tracking structure at the sun during sunny, partly cloudy and hazy weather.
2. To slow the array at night and in inclement weather in a position that will protect it from

wind and hail.
3. To allow the manual control of the array for repair, testing and cleaning.
Although several commercial designs exist, they are either appropriate only for use in a test

facility (due to excessive operator requirements, etc.) or they do not meet the requirements of
reliability or low cost.

Some of the more common practical problems associated with trackers and observed during
field surveys are listed below:

1. Poor perfonnance in partly cloudy or hazy weather by systems using sun sensors.
2. Failure of electronic components and mechanical sensors.
3. Time consuming initial alignment and the frequent readjustment of the sun sensors and

their electronics.
4. Sensitivity to line noise, ground loop currents and power failures, especially systems with

long control line runs.
5. Overriding of limit switches causing extensive damage to cables.

Classification of Trackers

There are three general categories of sun trackers including passive, microprocessor and
electro-optically controlled units.

Passive Trackers

Passive systems track the sun without any electronic controls or motors. These trackers are
produced commercially by manufacturers such as Zoom Works. They contain a fluid, usually
Freon, within a frame of pipes. When the array is misaligned, the sun heats the freon on one side
of the frame more than the other. This temperature difference causes the heated freon to evaporate.
It may push a piston or may simply flow to the other side of the array and move it by gravity such
as in the Zoom Works system. These kind of trackers though simple, can only provide moderate
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accuracy tracking. They can get stuck in the wrong position or move in the wind. Higher torque
motor driven systems do not have these problems.

Microprocessor Controlled Trackers

Microprocessor controlled sun tracking units use mathematical formulae to predict the sun's
location and therefore need not sense the sunlight. They are highly accurate, but are complex and
expensive. To determine the position they use step-up motors or optical encoders similar to those
of industrial robots. These devices do not sense the sun and therefore must be precisely aligned
during the installation. The controller may be programmed with the site latitude, longitude and
time but should operate automatically once started. They are often used in large systems in which
one controller controls many solar arrays. For high precision tracking, open loop microprocessor
type controllers should be periodically recalibrated. Many microprocessor controlled sun trackers
use electro-optic sensors for self calibration. Any additional component can be a source of reliabil-

.ity problems.

Electro-optic Trackers

The third category, electro-optic sensor analog controlled trackers are simpler and less ex
pensive than the microprocessor types. One system uses four photoresistors with cylindrical shades
as sensors. The simple low parts count controller contains only differential amplifiers, comparators
and output components. A problem frequently encountered is that it does not always track cor
rectly.

Recent Developments in SNL Tracking Systems

The distinctive advantages in the form of tracking accuracy, autonomy, reliability, and econ
omy, etc. are now promised by a new solar array tracking controller designed and developed by
the Sandia National Laboratories (SNL), New Mexico as part of the DOE's National PV program
[8].

Designated as Solartrak, it controls the pointing of the arrays. It is designed for self-use in
huge commercial fields or in single tracker applications - especially with solar concentrator
systems that need high pointing accuracy. In this case, full day pointing accuracies of better than
0.1 degree have been attained. Solartrak can control either one axis or two axis tracking structures.

Its emergence offers a notable leap in control capability, flexibility and reliability. It also
ensures slashed costs with minimal operational requirements.

The system, which includes both software and hardware computes the position of the sun to
an accuracy of 0.01 degree based on the time and location. It then controls the motors that drive a
solar tracking array.

Consequently, it tracks accurately regardless of sun/cloud conditions and without the cost
and reliability problems of a sun sensor.

This innovative system is designed to operate completely autonomously without a remote
master central communication system. It consists of two software programs, a control board, a
user-interface board, power and motor interface boards and several sensors.

Three different systems installed since November, 1988 employing this novel tracking con
troller are posing no problems at all. One of these is a 125 m2 two axis tracking array. Tracking
accuracy after initial self-alignment was better than 0.8 degree over a full day.
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PRESENT STATUS OF THE PV CONCENTRATOR POWER SYSTEMS
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A sizable number of the PV concentrator power systems have been installed in different parts
of the world. Initial indications concerning the operation of these systems show promise in terms
of their satisfactory performance excepting for some initial problems which had to be remedied.
All these small systems deliver power up to a maximum of about 10 kW. However, up till now,
only 3 major concentrator systems have been operated for long periods of time with the fourth one
being quite new.

3M!Austin System

This particular system combines 3M's Fresnel lens technology with a patented photovoltaic
design produced by Dallas based Entech, Inc. This linear lens design uses a completely different
PV module from the flat plate one. At peak solar conditions, the solar photovoltaic unit is expected
to produce 300 kW of D.C. power, out of which about 210 kW go into the city's electric grid and
the remaining 90 kW is used to light the 3 M parking ramp [9].

Such innovative modules employ a high quality Fresnel lens to concentrate sunlight onto a
narrow strip of PV cells. The result is a considerably improved efficiency value and a smaller cell
area. As a result, the modules have greater potential for reducing the manufacturing and operating
costs. The collectors are supported by a steel framework mounted on top of the parking area. The
collectors move from east to west following the sun as it moves across the sky every day.
Additionally each row tilts from north to south to adjust for daily and seasonal changes of the sun's
position on the north-south axis.

The tracking of each row of 60 modules is controlled by two drive motors. The individual
collectors are linked together in such a way that they all move in unison to ensure exact tracking of
the sun. Towards the end of the day, these collectors reset themselves and go into the horizontal
stow position themselves to begin another day of solar energy collection.

Twenty collectors are electrically connected in the series to increase the voltage to about 292
volts D.C. On the back side of each collector is a thermal radiator which is designed to keep the
PV cells cool so as to maintain their high efficiency value.

The Austin center PV system is expected to operateat a 17% solar to electrical conversion
efficiency compared to a 5-12% efficiency achieved in the traditional flat plate solar system. This
is largely due to the use of the structured surface lens, which is bonded to the cell to eliminate the
losses due to the conductive grid on the surface of the cell. This is known as an anti-obscuration
lens [10].

From the design considerations, it can be said that the system performance is close to the
design levels. This is regarded as the most efficient utility scale PV system developed to date.

Carrisa Plains PV Plant

The Pacific Gas and Electric company (pG&E) and· Arco Solar are jointly involved in
evaluating the performance of the world's largest ever PV power plant rated at 6.5 MW. This
system was installed in 1983. The complex site data acquisition system was found to be impracti
cable from the initial performance analysis. However, in 1989 a simplified data acquisition system
was installed with the overall aim to gain deep insight into the working of the plant. The actual
operation and the maintenance costs (O&M) estimated for this particular PV concentrator system
are about 8 cents per kWh [11].
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However, assuming a constant energy price of 7 cents per kWh, this system also appears to
possess the potential of reducing its (O&M) costs to approximately 2 to 10% of its revenue. The
Electric Power Research Institute (EPRI) holds the belief that the figures achieved confirm the
promise of low O&M cost. Modest cost of 1 cent per kWh was evaluated for Carrisa power
conditioning units. Due to the lack of adequate information concerning this system, very brief
mention is made here. Keeping all the available figures in mind it can be said that the plant
performance is likely to remain satisfactory.

Soleras Power Plant

A 350 kWp Photovoltaic Concentrator Power System (PVPS) installed in a Saudia Arabian
village has been performing well since 1981. This project was entirely funded by the Solar Energy
Research American and Saudi (SOLERAS).

There are 32 modules attached to the long support tube assembly, which is in tum mounted
on the drive assembly. Over 5000 heat sink assemblies, 2.7 cm long and each containing eight
solar cells are interconnected by flat conductors. This system is presently connected to the utility
grid and operates in the peak power tracking mode. The net permanent PV field output power
degradation from the period of installation to late 1988 is estimated to be around 18%. Almost, all
of this degradation is attributable to the solar cell ceramic substrate solder joint delamination
problem. No observable degradation in the solar cells or the Fresnel lenses exists. The PV field
power and the efficiencies have consistently ranged between 8-11 %, while the inverter power and
energy efficiencies touched approximately 90%.

COST ANALYSIS OF THE PHOTOVOLTAlC CONCENTRATORS

Photovoltaic concentrators hold great promise as a competitive option for electricity genera
tion on a comparatively large scale, particularly in regions with abundant sunshine.

Module prices, which include the pedestal mount and the tracking mechanisms are likely to
come down to about $2 Wp by 1995 and could be as low as $1.50 Wp by the tum of this century
[12]. Table 4 describes the allowable module cost and the estimated cell cost to achieve a 12 cents!
kWh levelized energy cost [13].

Amongst the principal producers of the PV concentrator modules are Intersol and Entech.
Their anticipated claims of delivery rates of about $4 Wp by 1991 are currently being assessed
taking into account their assessment on multi-megawatt installations. So far the largest operating
photovoltaic concentrator system is rated at 650 kW. In fact, a detailed cost analysis has been
performed for the PV concentrator systems at several annual production volumes. At a production
rate equivalent to about 10 MWp per year (or say 20,000 modules per year), the levelized cost for
the electricity produced by the concentrator system will be less than 10 cents/kWh in regions with
direct radiation equivalent to say that in New Mexico. Similarly, at the production rates of about
100 MWp per year, the levelized cost of the electricity produced by the concentrator system will
be less than 8 cents/kWh. These estimates are based on the current system performance.

With the anticipated future system performance (giving a module peak efficiency rising to
21 % from just 17% and still higher), there is an expectation of the levelized electricity cost being
reduced further to a modest 9 cents/kWh for the 10 MWp production level and it would probably
be around 6 cents/kWh at production levels nearing 100 MWp per year.
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Table 4. Allowable module cost and estimated cell cost to achieve
a 12 cents/kWh levelized energy cost.
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Assumed
Conc. Ratio

(suns)

10-30
10-30

200-400
200-400

700-1000
700-1000

Source: Ref. [13].

Peak Module
Efficiency

(%)

15
20

20
25

25
30

Allowable
Module Cost

($/m2)

112
195

195
278

275
360

Assumed
Cell Efficiency

(%)

17.2
23.0

23.8
29.8

30.5
36.6

Estimated Cell
Cost

($/cm2)

0.037 - 0.112
0.065 - 0.195

1.30 - 2.60
1.85 - 3.71

6.42 - 9.17
8.40 -12.00

The other key to the attainment of low cost electricity generation is the automated mass
production of the new concentrator systems. Joint efforts made by SNL and the Automation and
Robotics Research Institute of the Texas (ARRI) hint at the direct possibility of the levelized costs
of the electricity generation coming down still further by possible development of the automated
mass production of the PV concentrator systems.

In brief, the anticipated cost goal seems to project a promising future for the photovoltaic
concentrator cell technology. It enables the allowable module cost and estimated cell cost to
achieve a 12 cents/kWh levelized energy cost.

MARKET FOR PV CONCENTRATORS

Most probably, one of the significant developments in the entire field of photovoltaics over
the past two years has been the rapid growth of the PV market. Both the number of PV systems
and the range of suitable applications has been expanding rapidly.

Looking ahead, it is likely that the PV market will continue to expand rapidly. The bright
outlook for the PV technology market has very important implications for the PV concentrator
industry. First of all, the demand for PV technology will clearly spill over to an important demand
for PV concentrators. While the current concentrator designs are not suitable for many small
applications, especially those below 10 kW, they can be very viable competitors for applications
needing more than 10 kW. They are especially appropriate for applications in the range of about
100 kW to 1 MW and even higher power levels in sunny locations.

Two broad categories of applications appear to be most suitable as initial markets for the PV
concentrators. These are village power and load center applications in the developing countries
like India, and specialized utility applications. The challenge for the PV concentrator industry is
quite clear.

This particular industry needs to develop and demonstrate products that have low cost,
durability and reliability. These systems must have predictable power outputs and lifetimes and
must need minimal operation and maintenance personnel.
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Current concentrator module designs have the potential for meeting the DOE's near term
levelized electricity cost goal of $0. 12/kWh, given sufficient production rates. The year 2000 goal
of about $0.06/kWh represents a more realistic challenge, that can be met by designing more
energy efficient systems capable of proving these claims right [14].

PV CONCENTRATOR RELIABILITY

Similar to the qualification tests developed for the flat plate modules, the concentrator mod
ules also have to pass certain stringent tests before being certified operation worthy. A concentra
tor module passing such tests is expected to perform successfuliy for at least a decade with a
negligible failure rate. However, the field confmnation of long term durability and the reliability
of the PV concentrator designs which pass these tests is awaiting the installation and the operation
of new concentrator power systems. Currently, the field reliability records for the PV concentra
tors are not nearly as well-established as those for flat plate crystalline PV Si modules. The
satisfactory performance of two major concentrator systems over a period of at least six years
indicates that the durability and also the reliability for these systems is truly achievable.

The PV concentrators also need trackers to focus the sunlight onto them on a continuous
basis, but some problems have arisen in the tracking control system fixed to the PV concentrator
power systems. The use of the open loop control system is a preferred one, because it is pro
grammed to drive the collectors to point at the sun. Such tracking control systems have shown
better promise in both the solar thermal and also the PV applications. The advantages offered by
such a system is the freedom of reliance on the sun sensors, which have experienced problems
with chasing bright spots other than the sun such as the reflection off the clouds or nearby
collectors. To some extent there is also a problem associated with the electronic components fitted
therein.
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ABSTRACT
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This paper presents a standard testing procedure for a conventional solar distiller unit by
using the various analytical expressions for thermal efficiency in terms of design and climatic
parameters.

INTRODUCTION

In order to meet the requirement of drinking water (fresh water), the conventional solar
distiller unit, which is used for purifying the brackish/saline/hard water available at the site, is the
most appropriate device. Many designs of solar distiller units are mentioned in the literature [1-2]
but there is no standard method to determine the thermal efficiency of the unit before finalization
of the design for marketing. Tamini [3] has presented a straightforward method to determine the
thermal efficiency of the solar still by incorporating the effect of black dye and reflectors. The
expression for thermal efficiency presented by Tamini is similar to those of the flat plate collector
[4]. In his analysis, the effect of the heat capacity of water in the basin is neglected and the heat
transfer coefficient has a constant value as in the case of the flat plate collector. Recently, Singh
and Tiwari [5] have derived an analytical expression for instantaneous thermal efficiency of a
conventional solar distiller unit in terms of design and climatic parameters by incorporating the
effect of water mass in the basin.

In this technical note, the method for determining the thermal efficiency of the solar distiller
unit has been standardized. The expressions, derived by Tamini [3] and Singh and Tiwari [5], are
used to compare the theoretical thermal evaluation of the unit with the experimental results. It is
observed that there is a fair agreement between the theoretical and the experimental results.

EXPERINIENTAL SET-UP

A conventional solar still with an effective area of 1 m2, made up of fibre reinforced plastic
(FRP) (::=2 mm thickness) was used for experimental purposes. The glass cover of the solar still
was tilted toward the south to receive maximum solar radiation during peak hours Le. 11 AM to 3
PM. A calibrated copper-constantan thermocouple was attached at the blackened surface and also
at the water mass of the still with the help of metal strips and araldite (adhesive paste). This also
ensured the insignificant temperature gradient along the water column in the basin. The glass

* DNES Regional Office, Lucknow (U.P.)
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Fig. 1. The conventional solar still used for experimental purposes.

cover was placed over the vertical wall of the FRP solar still and it was properly sealed with M
seal (adhesive paste) to ensure a vapor proof system. Another calibrated copper-constantan thermo
couple was also attached on the top of the glass cover to measure its temperature. The tempera
tures of the glass cover and water column were measured with the help of a digital thermometer
with an accuracy of about O.IOC. Ambient air temperature and solar intensity were measured by
mercury thermometer and solarimeter, respectively. The solarimeter used was a "Suryamapi" with
an accuracy of about 10 W/m2 placed over the glass cover. The water depth in the basin was kept
between 0.5 cm - 2 cm during testing time, although for normal use the water level is kept at a
higher level. The low level of water depth during testing time is for quick evaporation. The
amount of distilled water obtained during the experiment was poured into the basin to keep the
level of water in the basin uniform. The amount of distilled water obtained at one hour intervals
was measured with the help of a measuring cylinder with an accuracy of 10 cc. The outlet channel
of distilled water was connected with coloured plastic pipe to the collecting jar with a flexible
cover to avoid re-evaporation from the jar. The amount of water in the basin was measured
carefully at the end of experiment. The difference between the initial and final mass of water in the
basin gives the amount of water lost during the experiment. This loss can be considered due to
vapor leakage and re-evaporation. It can be minimized by keeping the system airtight, by proper
fitting of the glass cover and covering the inlet and outlet of the unit.

THERMAL EFFICIENCY

There are basically two models to determine the thermal efficiency of the solar distiller unit
developed by Tamini [3] and Singh and Tiwari [5]. These are as follows:
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(a) Tamini's Model.

The rate of energy balance of the water mass in the basin at steady state is

(1)
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By using the above equation, an instantaneous thermal efficiency of the distiller unit can be
written as

(2)

(3)

(4)

It is clear from the above equations that the heat capacity of the water mass has been ne
glected in achieving Eq. (2). Furthermore, an evaluation of UL' which is constant and similar to
those of a flat plate collector, is not given. Equation (2) can only be used to evaluate provided Tw'

Ta, let), ('fg aw)c and UL are known. The values of 1'g and aw(with dye) are given and Tw' Ta and let)
can be measured experimentally.

Equation (2) can be modified, if necessary, by considering the effect of heat capacity of the
water mass and it is given by

= (1' a) _ U (Tw - Ta») _ MwCw!:iTw
1] g we L I(t) I(t)!:it

where UL is overall heat loss coefficient from water mass to ambient through the glass cover and
the bottom insulation. An expression used for evaluation of UL can be written as

UL = U, + U b

=( 1 + 1-]-1 + (~ + L i + ! )_1
h rw + hew h z h 3 Ki hi

Now, Equation (3) can be used to evaluate '1]' for known parameters. It is also important to
mention, here, that the result of the solar still should not be compared with the result of the flat
plate collector because of the following reasons:

(i) temperature dependence of internal heat transfer coefficient in earlier one, and
(ii) the solar still gives better performance for maximum upward heat loss while it is the

reverse in the case of the flat plate collector.
Furthermore, the evaporative heat loss which is a temperature dependent quantity, has not

been incorporated in UL•

(b) Singh and Tiwari's Model

Following Singh and Tiwari [5], the rate of energy balance of the water mass in the basin can
be written as

(5)
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Equations (1) and (3) cannot be derived from the above equation. Equation (5) can be used to
derive an analytical expression for general instantaneous thermal efficiency. The equation (5) can
be solved as a 1st order differential equation,

dTw- + aTw = f(t) (6)
dt

The average water and glass cover temperature can be obtained from the above expression,
thus from Eq. (6) one gets,

Tw = f( t) / a(I - e-al) + Two e-
al

and

Tw = 1/t jt Twdt
o

Tg
hI Tw + h2 Ta=

hI + h2

1] =
hew(Tw -Tg }

I (t)
(7)

Substituting the values of T
w

and T
g

in Eq. (7) one can easily get the analytical expression for
instantaneous efficiency as

hew h 2 1 [( ) f 1 _ e-is }
1] = --- x aw 'rg c \ 1 - + U

h 1 + h 2 U 12 + U 3b at
(
1 - e-all (Two - Ta)~

at I (t) ~
(8)

where,U =U 12 + U3b

The expressions for unknown terms in the above equations are given in the appendix. The
behaviour of the evaporative heat transfer coefficient hew is comes out to be non-linear, as shown
in Table 1. Therefore, the instantaneous efficiency of Eq. (8) is also a non-linear function due to
being dependent on hew and hence it is different from that of Eq. (2).

NUMERICAL RESULTS AND DISCUSSION

Equation (4) has been computed for given climatic and design parameters (Table 1) for a
water depth of 0.02 m in the basin. The variation of 1] with [(Two - Ta) /I(t) ] is shown in Fig. 2.
Tamini's result which is similar to those for the flat plate collector, is also plotted in the same
figure for comparison. The water temperature Twof Tamini's result is the same that of Two of Singh
and Tiwari [5].
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Table 1. The hourly variation of climatic data and various temperature
dependence heat transfer coefficients.
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Time I(t) Ta T T T h hI UI2 mw mwCexp)w wo g cw

(W/m2) (OC) (OC) (OC) (OC) (W/m2 °C) (W/m2 OC) (W/m2 OC) kg/hr kg/hr

11 AM 880 23 59.9 52.2 42.7 19.3 28.3 9.7 0.48 0.465
12Noon 950 25 64.5 59.9 48.9 28.4 38.0 10.6 0.64 0.62
IPM 950 25 65.5 64.5 51.3 35.8 45.7 11.12 0.73 0.72
2PM 780 25 62.0 65.5 49.3 37.6 47.6 11.23 0.68 0.66
3PM 540 25 55.8 62.0 44.3 31.5 41.2 10.83 0.52 0.515

Tamini's result
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Fig. 2. The variation of instantaneous thennal efficiency (1]) with [(Two - T,,) I/(t) ].

It is observed from the figure that the nature of variation of TJ in both cases is opposite due to
the positive and negative slope of Eqs. (8) and (2), respectively. The slope of Eq. (8) becomes
positive due to proper consideration of heat losses which have not been taken into account by
Tamini [3]. It is also important to note that the variation of TJ can be considered a straight line for a
particular range of [(Two - Ta ) /l(t) ]. In fact, the slope and nature of variation of 1] in the case of
the distillation system should be reversed in comparison to the flat plate collector because the solar
distillation gives better perfonnance for maximum upward heat losses while it is reversed for the
flat plate collector. It is also observed that the instantaneous thennal efficiency (1]) increases with
a decrease of water depth in the basin.
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EXPE~ENTAL OBSERVATIONS

ii)

vii)

The distiller unit should be made vapor-leakage proof by proper fIXing of the glass
cover to the vertical wall.
To avoid preheating the available water is heated up to about 60DC for quick evapora
tion and it is poured into the basin before starting the experiment.

iii) The temperature of the water in the basin was monitored regularly.
iv) There is a drop in water temperature during the filling time.
v) The measuring flask should be connected to the drainages immediately after starting the

experiment.
vi) The drainage channel should be filled with distilled water (tap water) so that the con

densed water is immediately available at the outlet.
The experimental instantaneous thermal efficiency (TI) is calculated as

In order to perform the testing of a distillation unit of an effective area of 1 m2, it was
decided to keep the 0.02 m water depth in the basin (Mw = 20 kg). The following procedures were
adopted:

i)

mwL
1J = I (t) •

viii) The final observations should be taken for comparison after a couple of days so that the
unit behaves in a steady state.

The distilled water can be considered to be a standard unit for verifying the testing procedure
of a solar still. It is observed that there is a fair agreement between the theoretical and experimen
tal observations, the theoretical and experimental distillate (kg/h) is given in Table 1.
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Nomenclature
~ = Basin area, m2

Cw = Specific heat of water, J/kg K

hb = Heat transfer coefficient from basin liner to ambient, W/m2 OC
hi = Convective heat transfer coefficient from bottom of the still to atmosphere,

W/m2 OC
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hew =

hew =
hrw =

hi =
h2 =

h3 =
I(t) =
K. =

1

L. =
1

£ =

ffiw =
M =w
p =a
p =w
Qevap =
t =
T =a

T =g

T =w
T =WD
UL =
V =

Convective heat transfer coefficient from water to glass cover, W/m2 OC

Evaporative heat transfer coefficient from water to glass cover, W/m2 OC

Radiative heat transfer coefficient from water to glass cover, W/m2 OC

Total internal heat transfer coefficient, W/m2 OC

Total convective and radiative heat transfer coefficient from glass cover to
ambient air, W/m2 OC

Convective heat transfer coefficient from basin liner to water, W/m2 OC

Solar intensity, W/m2

Thermal conductivity of insulating material, W/m K

Thickness of insulating material, m

Latent heat of vaporization, J/kg
Distilled water, kg/h
Water mass in basin, kg

Average partial saturated vapor pressure at Ta' N/m2

Average partial saturated vapor pressure at Tw' N/m2

Rate of evaporating energy, kJ/s

time, sec

Ambient air temperature, DC
Glass cover temperature, OC
Water temperature, OC

Water temperature at t =0 sec
Overall heat loss coefficient, W/m2 OC

Wind velocity, m/sec

Greek Symbols

'tg =
<Xw =
e =
cr =

11 =
('tg <Xw)e =

Glass transmittivity (= 0.9)
Water absorptivity (= 0.77)
Emissivity
Stefan's constant, W/m2 K4

Still efficiency

Product of effective glass transmittivity and water absorptivity (= 0.7)
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APPENDIX

= h +h +hrw cw cw

= [(T
w

+ 273)4 - (T
g

+ 273)4] / (T
w

- T
g

)

1/3
= 0.8840 {(Tw - Tg) + (Pw - Pg) X (Tw + 273)/(268.9xl(Y - Pw)}

= 0.016 X h X (P - P ) / (T - T )cw w g w g

= (012 + U3b ) / (Mw Cw )

= [1 + 1]-1
hI h2

h3 / (h3 + hb )

= [{ (a 't)w + h (ex 't)b) X I (t) + (012 + U3b ) T] / Mw Cw
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ABSTRACT

25

This paper reports on an attempt to improve the performance of the S-shaped Savonius rotor
by using a deflecting plate placed in front of the rotor. With the use of the deflecting plate placed
in the retreating side of the blade it is observed that the power coefficient increases by about 20%.

INTRODUCTION

The Savonius rotor is a slow running vertical axis wind machine which was invented in
1931. Since then it has been the subject of considerable interest and many attempts have been
made to improve its performance. Though its performance is poor compared to the fast running
Danieus rotor, it is still popular because of its simplicity of design, ease of construction, it is self
starting and its operation is direction independent. The Queensland S-shaped rotor is a modifica
tion of the Savonius rotor and its optimum profile was first developed by Littler (1975). The
optimum blade profile is shown in Fig. 1. The Queensland S-Shaped rotor does not posses over
lapping rotor vanes.

End caps

~=O.500

:~ =0.785

S- shaped ~-+-----:::oiltL---+--t-.::--::=>rr---.-.--
rotor

Fig. 1. A schematic drawing of the Queensland S-shaped rotor and the profil~ of the blade.
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The smaller wind rotors generally tend to be capable of delivering a much larger power
output than they are built for (Sivasegaram & Sivapalan, 1983). One way of enhancing the power
output from a wind rotor is to concentrate the kinetic energy content in the wind incident on the
rotor by locally accelerating the wind. Sabzevari (1977) and Sivasegaram (1979) studied the
power augmentation of the Savonius rotor by using concentrator ducts. The use of direction
independent guide vanes for the case of Savonius rotor was investigated by Sivapalan & Sivaga
ram (1980). The use of a single vane contributed to power augmentation in two ways: (i) local
acceleration of the air flow incident on the section of the rotor moving with the wind and (ii) the
reduction of wind resistance on the section of the rotor moving against the wind.

Very few works on augmenting the power of an S-shaped rotor are reported in the literature.
Bowden and McAleese (1984) reported that the efficiency of an S-shaped rotor may be increased
from 14% to 20% by placing a flat plate in front of the advancing blade. This paper reports on a
study of the performance of the S-shaped rotor after placing a flat plate in front of the retreating
blade.

EXPERIMENTAL SET-UP

The experimental arrangement is shown schematically in Fig. 2. The diameter of the exit of
the wind tunnel is 500 mm and wind speed can be varied from 0 to 15 mls thus covering the
Reynolds numbers up to 1.9 x lOS. The rotor blade design is geometrically identical to that detailed
by Littler (1975) and Bowden and McAleese (1984). A sketch of the blade profile is shown in Fig.
1. The height and diameter of the rotor.are 320 mm and 185 mm, respectively. Both the top and
bottom ends of the rotor are fitted with end caps. The tests were carried out in the jet issuing from
the outlet of a 500 mm diameter wind tunnel. The model rotor was mounted with its axis horizon-

Voo

Wind Tunnel
Exit

~-------Shaft

..-.-------Rotor

----Spring Balance

------- Friction Belt

rr-------- Weights

Fig. 2. Experimental set-up.
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tal and normal to the main wind direction. The deflecting plate is a flat plate and can be rotated
around one side of the plate. The parameters c, b, a and f3 are the chord length, distance between
the plate and the rotor center in the wind direction, distance between the plate and the rotor center
in the plane normal to the wind direction and the setting angle of the deflecting plate, respectively.
The length and width of the deflecting plate are 320 mm and 87 mm, respectively. The position of
the deflecting plate with respect to the rotor is shown in Fig. 3.

The power dissipated in the friction belt by the rotor was found in the normal way by
measuring the rpm of the rotor with a digital tachometer and the difference in the tensions between
the two ends of the friction belt. The equation for the power coefficient can be writ~n as

Pe
Cp = ----::-3

1/2pA Voc

where the symbols have their usual meanings.

DISCUSSION

(1)

The power coefficient versus tip speed ratio for the S-rotor without any guide vane is shown
in Fig. 4 for different Reynolds numbers using an open jet facility. The maximum power coeffi
cient increases from 15.2% at Re = 0.8 x IDS to 17.5% at Re = 1.5 x IDS. These maximum
efficiencies occur at tip speed ratios from 0.68 to 0.71. Table 1 summarizes the performance data

..
..

•

•

..

..

..

a

~-I---~:------ Advancing Blade

~~t......-__ Retreating Blade

~-_-----Deflecting Plate

Fig. 3. Position of the deflecting plate with respect to the rotor.
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Fig. 4. Power coefficient as a function of tip speed ratio for different Reynolds numbers.

both for the Savonius and the S-shaped rotor. The data has been extracted from previously pub
lished works. The power .coefficient C

p
was corrected for the blockage effect of the closed wind

tunnel experiments and the details may be found in Bowden and McAleese (1984). For the S
shaped rotor the maximum C

p
varied from about 14% to 18%. In the present study the maximum

C for the highest Reynolds number studied is 17.5% which is about 3% lower than the value
rd'ported by Bowden and McAleese (1984). In the case of the Savonius rotor the maximum C
varies from 12.5% to 20% and these occur at the tip speed ratio of 0.49 to 0.85. p

The effect of accelerating the wind on the retreating blade of the rotor is discussed in Figs. 5
(a) to 5(d). These results are obtained by keeping a and c constant. An experiment has been
conducted for four values of b and four values of f3. In the case of bID = 0, maximum efficiency of
18.3% occurs at f3 = 45° at tip speed ratio of 0.69. At other angles the maximum efficiencies are
very close to the value without the deflecting plate. A significant improvement on the maximum
C value occurs for other values of b (see Figs. 5(b) to 5(d)). The largest maximum C of 21.0%
h~ been found for b =O.5D at f3 =35° (not shown in the figure), which is about 20% higher than
the value found without the deflecting plate.

Figure 6 summarizes the effect of b and f3 on the maximum efficiency. It can be seen from
the figure that at bID =0 for f3 ~ 300 and at bID =0.73 for f3 ~ 600, the deflecting plate reduces the
efficiency of the rotor from the value without plate. In other cases it improves the performance of
the rotor.

In the discussion above the power coefficient (Eqn. 1) is calculated based on the swept area
of the rotor only, Le. D*H, where H is the rotor height. This procedure is followed according to
Ogawa and Yoshida (1986), Ogawa et al. (1986) and Sivasegaram and Sivapalan (1983). Now if
the deflecting plate is included in the calculation of the swept area then the power coefficient for
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Table 1. Performance or Savonius/S-shaped rotor. ~
~

;;-
Type of Rotor Rotor Rotor Wind Free Reynolds Tip Corrected ill

Authors Rotor Dia. Height Area Turmel Stream Number Speed Max.C % ~

m2 x lO-s
p 6'

m m Dimensions Velocity Ratio ;:s
a.

mxm m/s
~
~

Littler, R. D. (1975) S-Shaped 0.14 0.127 0.01778 0.46 x 0.46 10 0.93 0.88 14.8 ~
'<

Closed section ~

Alexander & Holownia 1.53-2.32 0.49 12.5
!:;

Savonius 0.383 0.46 0.176 Closed section 6-9 ~(1978)
~Sheldahl, Blackwell & Savonius 1.0 1.0 1.44 4.9 x 6.1 14 9.3 0.85 19.5 .....

Feltz (1977) Closed section !"-

Baird & Pender (1980) Savonius 0.076 0.060 0.00456 0.305 x 0.305 29.2-24.6 1.04-1.25 0.78 18.1-18.5 ~
Closed section

:-
§'

Bergeles & Athanassiadis Savonius 0.7 1.4 0.98 3.5 x 2.5 8 2.8-3.7 0.70 12.5-12.8 ~

.....
(1982) Closed section 10

10
N

Sivasegaram & Sivapalan 0.12 0.15 0.018 0.46 x 0.46 18 1.44 0.75 20
(1983) Open jet

Bowden & McAleese S-Shaped 0.164 0.162 0.0265 Circular 0.76 m 10 0.87-1.09 0.68-0.72 14-15
(1984) Open jet

Ogawa & Yoshida Savonius 0.175 0.3 0.0525 0.8 x 0.6 7 0.81 0.86 17
(1986) without deflector Open jet

Ogawa & Yoshida Savonius 0.175 0.3 0.0525 0.8 x 0.6 7 0.81 0.86 21.2
(1986) with deflector

Present Paper S-Shaped 0.185 0.32 0.0555 Circular 0.50 m 6.5-12.25 0.08-1.5 0.68-0.71 15.2-17.5
(without deflector) Open jet

Present paper S-Shaped 0.185 0.32 0.0555 Circular 0.50 m 12.25 1.5 0.65-0.72 17-21
(with deflector) Open jet
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the present study would be 62% of the coefficient obtained using Eqn. 1. Then the largest maxi
mum power coefficient found would be 13% instead of 21 %. In the same way the maximum
power coefficient obtained by Ogawa and Yoshida (1986) would be 17% instead of 21.2% for a
single plate placed in front of the advancing blade of a Savonius rotor and that obtained by Ogawa
et al. (1986) would be 9% instead of 19% for four guide plates around a Savonius rotor.

The efficiency of a rotor using either a single plate or a number of plates around it decreases
when the total swept area is considered, but it enhances the power extraction. The main disadvan
tage of a single plate is that it is directional.

25 Symbol,§ 25
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Fig. 5. Power coefficient versus tip speed ratio at Re = 1.5 x lOs.
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CONCLUSIONS

The conclusions are summarized as follows:
i) The power coefficient of an S-rotor is dependent on the Reynolds number and the value

of C increases with the Reynolds number in the range of the Reynolds number studied.
ii) The Ppower coefficient of an S-rotor can be increased by placing the deflecting plate in

front of the retreating blade.
iii) Maximum 20% of power coefficient can be increased by using the deflecting plate. This

occurs at a deflecting angle of 35° for b = 0.5D.
Further research is needed for studying the effects on the perfonnance of an S-rotor by

placing guide vanes around the rotor. The effects of the shape and the number of guide vanes may
also be studied.
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NOMENCLATURE

A Effective area facing wind
a Distance between plate and the rotor centre in the plane normal to the wind direction
b Distance between plate and rotor centre in the wind direction
c Chord length
C Power coefficient
D

p
Diameter of the rotor

N Rpm of rotor
Pc Extracted power
Re Reynolds number, pDV.JJl
V"" Freestream velocity
B Setting angle
p Air density
Jl Air viscosity
ro Angular velocity of rotor
A Tip speed ratio, Dro/2V..
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ABSTRACT

33

There have been discernible attempts to use natural daylight through design practice as evi
denced in older commercial buildings. But modern design practice neglects daylighting and puts
excessive emphasis on uniform lighting. Daylighting design holds considerable promise for energy
conservation and improvement in the electricalloadfactor.

With a better information base on daylight characteristics, a better and more effective design
tool, and with greater availability of cost effective electronic devices, the benefits of daylighting
and energy efficient lighting can be achieved.

This paper exemplifies the concept and benefits of daylighting and presents a practical
daylighting design methodology. The design methodology is based on the use ofprepared daylight
factor graphs and information on exterior horizontal illumination, which is applicable to Thai
land.

INTRODUCTION

It has been observed that in Thailand there is a visible attempt to utilize natural daylight in
older buildings. But in most new buildingst the lighting arrangements rely totally on artificial
lightingt with no provision for use of natural daylight even as a supplement. Lighting usually
forms more than 20% of electricity use in commercial buildings.

Daylighting conserves energyt and is cost effective. It also helps reduce daytime coincident
power demand for commercial buildings. There is a definite economic benefitt both for individu
alst or for the society at large. There is also an increasing sensitivity towards nature and the
environmentt thus rendering more aesthetic value to daylight.

Efficient lighting can be achieved through the use of efficient luminaires and lampst and
through judicious use of the lightt which must come from design practice. Judicious and efficient
illumination design accentuates task lighting.

Unfortunatelyt there is too much emphasis on uniform illumination design in the Thai univer
sity curriculat and too little on task lighting. There is some effort to raise efficiency in lighting
practicet but the effort often focuses on use of more efficient lighting devices. No viable daylight
ing design methodology has been introduced into the curricula.

This paper briefly discusses the concept of daylighting and daylight factor. It then presents a
daylighting design methodology based on the use of daylight factor curves. These curves are
produced from the results of simulation through the use of a DOE-2 simulation program. The
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curves are produced for different room types, window-to-wall ratios, and orientations. The sea
sonal variation in the daylight factor is also taken care of. Monthly characteriStics of the horizontal
illumination are included as the database for the design methodology. A design example and the
results of a physical experiment are also given.

DAYLIGHTING

Daylighting is the planned use of natural daylight in buildings. Because of the variability of
natural daylight, it must be supplemented by artificial lighting to achieve an acceptable level of
lighting comfort.

There are two essential reasons for daylighting. The first involves the aesthetic value we
attach to daylight, in the same way we attach a value to the window for providing a view out of the
confined space. The second reason relates to energy conservation.

Daylighting utilizes the lighting effect of solar radiation. The terrestrial solar radiation com
prises two components, the direct or beam radiation, and the diffuse radiation. The spectral com
position of the two components differ slightly as shown in Fig. 1, but both encompass the visible
spectral range and both provide 100% color rendition. Because of the difficulties associated with
glare and heat from the beam component, here we consider daylighting as related to the diffuse
component only. We assume that the beam component has been shaded from the window.

In the tropics where the sun is largely overhead, the sun can rise and stay overhead due north
in summer, and due south in winter. There is a great potential for daylighting all day long, and all
year round.

According to Levine [1], well designed daylighting with proper control saves energy, as
exemplified in Fig. 2, where a daylighted building consumes less energy than a non-daylighted
building.

SOLAR SPECTRAL IRRADIANCE
(Air mass 1)

Relative diffuse spectral dist

1.0

.8

.6

.4

.2

.3 .4 .5 .6 .7 .8 .9

spectral dist

1.0 um

Fig. 1. Spectral composition of solar radiation and the photopic response of the eye.
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Fig. 2. Total energy use in typical commercial buildings. with and without daylighting.

Up to the present, there is no universally accepted design methodology for daylighting. But
the use of a daylight factor features in many professional lighting circles. The design methodology
proposed here is based on the use of a daylight factor, and derived horizontal daylight illumination
statistics from records of solar radiation. These will be explained subsequently.

Daylight Components and Daylight Factor

The daylight illumination at a point in a building can be identified to comprise 3 components
as in Fig. 3. The sky component is the light flux which comes directly from the unobstructed part
of the sky, within the view of the considered point. The externally reflected component is the light
flux reaching the considered point after reflecting from a surface external to the room. The
internally reflected component is the light flux reaching the point after reflecting from an internal
surface in the room. The daylight factor is the ratio of the resultant daylight illumination at the
considered point to the exterior horizontal illumination.

Obviously the value of the daylight factor at a point in a room should decrease with respect
to the distance of the point from the window. A typical profile of the daylight factor appears as in
Fig. 3. The sky component is dominant close to the window, but drops off rapidly with the
distance from the window. Deep into the building interior, the reflected components become
significant.

For a diffuse uniform sky, the daylight factor for a point in a room is a function only of the
distance of that point from the window. The same can be said for the overcast sky. The use of a
daylight factor as the design parameter in daylighting was originally made for the case of the
overcast sky. But it has now been used in all sky conditions, including clear sky and cloudy sky.
Actually, the daylight factor value at a point in a building varies under different sky conditions,
thus the value varies for different times of the day. But for design purposes, an average value is
usually used for the considered day.
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a) The three components of daylight factors.
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b) The daylight factor graph.

Fig. 3. The daylight factor and its components.

THE EXTERIOR HORIZONTAL ILLUMINATION

The use of a daylight factor to assess daylight illumination in a room requires information on
the exterior horizontal illumination.

Using an efficacy figure of 107 lm/w for diffuse radiation, the exterior hourly diffuse hori
zontal illumination from 8.00 to 16.00 hours for Bangkok for March, June, September, and
December are as shown in Table 1.

The data from Table 1 can be used to assess the daylighting potential and the potential for
energy conservation through daylighting in buildings. The evaluation of such potential can be
based on the four representative days 21 Mar, 21 June, 21 Sept, and 21 Dec, and the four
representative months of the year.
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Table 1. Average hourly exterior horizontal illumination (lux) from diffuse radiation for
March, June, September and December.

Time March June September December

8.00 17754 25816 23426 9392
9.00 24552 34214 30384 12655

10.00 27668 41396 35059 14980
11.00 29387 46672 37848 15464

12.00 27085 46630 38840 18010
13.00 24532 41990 36906 21209

14.00 22053 34133 29867 20184
15.00 19276 25944 23183 15925

16.00 13944 15988 15145 9718

From the diffuse radiation records, Table 2 shows the result of a compilation of the fre
quency of occurrences of daylight illumination values from 8.00 to 16.00 hours for the whole year.
The range of the illumination value from 0 to 70,000 lux is divided into 14 intervals, with an
interval width of 5,000 lux.

Table 2. Frequency distribution of exterior horizontal illumination from diffuse radiation.

Illumination Frequency Normalised
Level (lux) (hours) Frequency

5,000 25 0.0083
10,000 176 0.0583
15,000 473 0.1513
20,000 524 0.1743
25,000 450 0.1496
30,000 383 0.1274
35,000 298 0.0991
40,000 236 0.0785
45,000 181 0.0620
50,000 126 0.0419
55,000 75 0.0245
60,000 39 0.0129
65,000 19 0.0063
70,000 2 0.0006

Figure 4 shows the frequency polygon of the distribution. An important conclusion can be
drawn. The number of hours with exterior diffuse illumination up to 15,000 lux amounts to 14%.
The number of hours with exterior diffuse illumination of 15,000 lux and above amounts to
86%. Also, if 10,000 lux is taken as the design value, the number of hours the exterior diffuse
illumination falls below 10,000 lux is less than 4%. These illumination levels are significant from
the design point of view. If daylighting for a room is designed based on 10,000 lux, then in 96% of
the time there is no need for supplementary electric lighting. '
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DIFFUSE ILLUMINATION, 1985
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Fig. 4. Diffuse illumination distribution curve.

USE OF DOE-2 FOR DAYLIGHT FACTOR CALCULATION

DOE-2 is an extensive building energy simulation program. It uses a full year's hour by hour
records of weather data and solar radiation to drive a detailed building model to produce the
requisite energy requirements.

The DOE-2 Daylight Processor is a part of the DOE-2 program. The processor can calculate
daylight factors, and daylight illumination as well as the daylighting impact on the overall lighting
requirement, and the cooling load of the building.

Once the coordinate of the reference point in a space is specified, DOE-2 then integrates over
the area of each window to obtain the contribution of the sky light from the window to the
illuminance at the reference points, and the contribution of the reflected light from the walls, floor,
and ceiling at the reference point(s). The calculation takes account of factors such as the illumi
nance distribution of the sky, window size and orientation, glass transmittance, inside surface
reflectance, sun control devices such as blinds, overhangs, and external obstructions. The calcula
tion is carried out for standard em clear and overcast sky conditions. (These are mathematically
defined sky luminance distributions adopted by crn - Commission Internationale de lEclairage or
International Illumination Society.

The Daylight Processor can also simulate the lighting control system (which may be stepped
or continuously dimming) to determine the electrical lighting energy needed to make up any
difference between the daylighting level and the design illuminance. Finally, the zone electrical
lighting requirements are passed to DOE-2 thermal calculation which determines hourly heating
and cooling loads, and monthly and annual energy use.
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By specifying the reference points in a run for a specified room in an orientation. the
Daylight Processor will calculate the hour-by-hour daylight illumination at the reference points.
Additional run can be made to produce the daylight factors values and the daylight illumination for
additional points in the room. In this way. a graph of daylight factor values at varying distance
from the window can be produced. The hour-by-hour daylight factors can be averaged to produce
the day-by-day daylight factor graphs.

a) An Example of Calculation VS Measurement

During the fIrst half of 1990. a number of energy audit activities were carried out on a large
offIce building. The following table summarizes the pertinent features of the building.

Table 3. Summary features of test building.

General Description
24-storey office building. completed 1989.
Area per floor. 1340 m2• Total area 29.920 m2•

Latitude 13°44'21" North. Longitude 100°33'44" East

Materials
a) Opaque Wall

concrete trust and beam with plastered brick wall
b) Glazing. tinted

single pane. 8 mm cool grey. shading coefficient 0.64

Interior Space
Floor height 2.5 m
Window 0.75 m from floor to ceiling
Reflection Coefficients: ceiling 75%

wall 55%
floor 50%

Extensive use of eye-level partition in common office space

i) The Measurement

A floor of the building was selected. An area in each facade of the building was chosen for
daylight factor measurement. These areas are as indicated in Fig. 5.

The measurement specifics can be described as follows:

Outdoor Horizontal Measurement
Solar radiation - pyranometer
Illumination - luxmeter with shadow band for diffuse illuminance only
Data recording - chart recorder installed on the roof of the building

Indoor Measurement
Illumination 0.75 m above floor at O. 1.2.--. m from window
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Fig. 5. Floor plan of the sample office building model.
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ii) Results of the Outdoor Measurement

41

The following graphs in Fig. 6 show a plot of the solar radiation and a plot of the illumina
tion from the OUTDOOR measurement. Although the profiles correspond, they are clearly NOT
identical.

b) Test outdoor radiation plot.

Fig. 6. Illwnination from diffuse radiation and horizontal solar radiation graph.
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iii) The DOE-2 Results and the Comparison

The details of the sample building with designated daylighting zones were input into DOE-2
for daylight factor calculation. The graphs in Figs. 7 and 8 show the results.

NE FACADE TEST BUILDING 28 APR SIM 1

62 4
DISTANCE FROM WINDOW (m)

o measured + DOE - 2

Room data: H = 2.5,W =10,0 =9 m.

RF: Ceiling = 70%, Wall =30%,Floor=15°A
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a) DOE-2 and measured daylight factor plot, NE facade of TEST building.
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NW FACADE TEST BUILDING 28 APR SIM 1

o measured + DOE - 2

Room data: H = 2.5,W =9,0 = 10 m

RF : Ceiling =70% ,Wall =30 %, Floor = 15 %

2 4
DISTANCE FROM WINDOW (m)

6

b) DOE-2 and measured daylight factor plot, NW facade of TEST building.

Fig. 7. Calculated and measured daylight factors, 28 April 1990.
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Room data: H = 2.5,W = 4.75, D = 6.75 m

RF: Ceiling = 70%,Wall = 50%,Floor15%
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a) DOE-2 and measured daylight factor plot, SE facade of TEST building.

o measured + DOE - 2

Room data: H = 2.5, W=5.5, D = 8.5 m

RF: Ceiling = 70%, Wall = 30%,Floor=15%
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SW FACADE TEST BUILDING 28 APR SIM 1
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b) DOE-2 and measured daylight factor plot, SW facade of TEST building.

Fig. 8. Calculated and measured daylight factors, 28 April 1990.
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1) The daylight factor graphs from the DOE-2 calculation and the measured values are all
for 28 April. But for DOE-2t the April 28 solar radiation record is from an earlier yeart

and different from the actual data of 28 April 1990 for when the daylight factors were
measured.

2) The daylight factor graphs from measurement show VERY GOOD agreement with calcu
lation result in all cases. The patterns correspond well.

3) In all the cases t it is observed that the calculated results are numerically larger than the
measured results. But the differences are smaller for the WESTERN facades.
The DOE-2 calculation is based on EMPTY rooms t while in fact the actual rooms com
prise eye-level partitions and furnitures which obstruct light travel t and effectively reduce
the illumination inside the room.

b) An Estimation of Energy Conservation from Daylighting

Based on the measured daylight factor values t the daylight illumination for the points on a
work plane at varying distances from the window can be calculated given the exterior horizontal
illumination.

Assuming a uniform illumination requirement of 500 lux for the space up to 6 m from the
window t the supplementary artificial lighting requirement can be computed for any given time and
any given day of the year.

Using a procedure similar to that described in the next section t the following table summa
rizes the energy saving that can be achieved in a year t when daylighting is used with continuous
dimming of supplementary artificial lighting for the sample building. This saving considers the
reduction in electricity requirement for artificial lighting only t and does not take into account the
reduction in cooling load to the air-conditioner.

The energy saving amounts to approximately 20% of the total requirement for lighting.

Table 4. Energy saving with daylighting for the sample building.

Facade

NE
NW
SE
SW

Total

Saving kWh Yr1

38 t873
24 t 226
41,549
34 t726

139 t 374 (20%)

A DAYLIGHTING DESIGN METHODOLOGY FOR THAILAND

In a situation where daylighting is desired and when the relevant room data are available,
DOE-2 can be used to compute the daylight illumination at several points of varying distance from
the window. The result is a daylight factor graph for every daylight hour, and for any chosen day
of the year.
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But DOE-2 is not easily manageable for most people. Instead, if the daily average daylight
factor graphs for representative days, and for a set of representative room types and dimensions
are available, then the daylight factor graph for a given room might be constructed through
interpolation of the daylight factor graphs of the design rooms.

a) The Designs Rooms and the Daylight Factors

In order to assist in daylighting design which utilizes the exterior illumination data of the
foregoing section, daylight factor values for design spaces have been obtained from DOE-2.

Two design room types in the perimeter zone of a typical office building are selected.
Typical reflection coefficients are defined for the ceiling, wall and floor. DOE-2 as driven by the
Thai weather data is used to compute the daylight factors for various points at the normal height of
a work plane (0.75 m from the floor). Each successive point is 1 m further away from the window.
The last point is 1 m from the internal wall of the room.

The following table summarizes the features of the design rooms and the permutations of the
design cases.

Table S. Specification of the design rooms.

General Description
Typical rooms of the perimeter zone

height 2.5 m
work plane 0.75 m from floor
reflectances - ceiling 70%

wall 50%
floor 15%

Room size:
type 1 5m x 5m
type 210m x 10m

Reference points for daylight factor calculation:
room type 1-1,2,3, 4m
room type 2 - 1,2,3,4,5, 6m

Permutation of Cases
Orientation : 8 compass directions - N, NE, E, SE, S, SW,

W,NW
WWR : 0.3,0.6,0.9
(windows area/total wall area, or window to wall ratio)
Reference Days: 21 March

21 June
21 September
21 December

It is assumed that the windows are unshaded, and the shading coefficient is unity. For
fenestration with non-unity shading coefficient, the daylight factor value will be modified by the
shading coefficient.
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Figures 9 and 10 show sample daylight factor graphs for the south facade on 21 December,
each for one room type. The figures are intended to show the extent of variation of the daylight
factors with respect to the WINDOW TO WALL RATIOS.

Figures 11 and 12 show sample daylight factor graphs for the south facade at 90% WIN
DOW TO WALL RAno. These are intended to show the extent of the variation of the daylight
factors with respect to the REFERENCE DAYS of the YEAR.

13
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12 [J 30 % WINDOW + 60 % WINDOW o 90%WINDOW

II ROOM DATA: W=IO,D =IO,H= 2.5m
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Fig. 9. Daylight factor plot for three WWR values for S facade
of 10 x 10 meter module of design office building.
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Fig. 10. Daylight factor plot for three WWR values for 5 x 5 meter module
of a design office building.
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Fig. 11. Average daylight factor plot for 10 x 10 meter module in S facade with 90% window.
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Fig. 12. Average daylight factor plot for 5 x 5 meter module in S facade with 90% window.
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b) A Design Example

i) Problem Statement

Given a room in the perimeter of a building with the following attributes, size: width 5.5 m;
length (depth into interior) 8.5 m; height 2.5 m; surface reflectance: ceiling 70%; wall 50%; floor
15%; orientation: southwest; WWR: 0.50.

It is desired to design for step dimming, and to estimate the potential saving. Assume a
uniform lighting design target of 500 lux for the room.

ii) Solution

Procedure 1: Use prepared daylight factor (DF) graphs obtained in 5a) to derive the daylight
factor (DF) graphs for this room.

Step 1: Prepare a set of graphs each for a 5 x 5 m room and for a 10 x 10 m room with 50%
WWR and for southwest direction for each reference day from the design collection.

Since the prepared daylight factor graphs are for WWR of 30, 60 and 90%, it is necessary to
use interpolation to obtain the graph for WWR of 50%.

Figure 13 shows the interpolated DF graphs for 50% WWR for the 5 x 5 m and the 10 x 10 m
rooms for 21 March, SW.

Step 2: Prepare a set of DF graphs for the requisite room.

Figure 14 shows the superimposition of the resulting DF graphs for the 2 reference room
types with 50% WWR, and the interpolation for the 5.5 x 8.5 m room for 21 March. It is assumed
that the room depth is the main parameter which influences the DF values.

The DF graphs for the requisite rooms for other reference days are prepared in the same way.
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Fig. 13a. Daylight factor graph for a 5 x 5 m room, WWR 50%, March, SW.
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Fig. 13b. Daylight factor graph for a 10 x 10 m room, WWR 50%, March, SW.
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Fig. 14. Interpolating between the graphs for the 5 x 5 m and 10 x 10 m rooms, WWR 50%, March, SW.

49

Procedure 2: Use the derived DF graphs to determine supplementary lighting required,
based on the 3 levels of exterior horizontal illumination: 10,000; 15,000 and 20,000 luxes.

Step 1: Determine the required level of supplementary lighting.

From the superimposed DF graphs for the requisite room in Fig. 15, clearly the DF curve for
21 June gives the lowest DF. The design should be based on this graph.

Figure 16 shows the daylight illumination at the different points in the room when the
exterior horizontal illumination levels are 10,000; 15,000 and 20,000 luxes. Figure 17 shows the
required supplementary lighting level to achieve a uniform 500 lux level, when the exterior
horizontal illumination levels are 10,000; 15,000 and 20,000 luxes, respectively.
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Fig. 15. Daylight factor graphs for the requisite 5.5 x 8.5 m room, WWR 50%, SW.
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Fig. 16. Design daylight factor graphs for 5.5 x 8.5 m room, WWR 50%, SW.
Graphs for 3 exterior horizontal illumination levels.

Step 2: Design the supplementary lighting, and devise a control scheme.

Based on the "lumen" method, with a coefficient of utilization (CD) of 0.42, a light loss
factor (LLF) of 0.70, and a lighting efficacy (LE) of 68 Im/w, the required lighting power density
for supplementary lighting at the different points in the room are as given in Table 6. The
relationship used is PD = LUX/(CU x LLF x 68).

In tenns of the number of fluorescent bulbs requirement (@40 watt per set of bulbs with
ballast), the number of bulbs required per 4.5 m2 at various distances are as given in Table 7.
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Fig. 17. Required supplementary illumination.

Figure 18 shows an arrangement for the light fixtures.
For the case of no-daylight, and unifonn lighting requirement, each row of fixtures running

parallel to the window can cover an area of 5.5 x 2.125 =11.685 m2•

Three fluorescent bulbs can be used per set of the fixture. Nine bulbs can be used in a row,
with a total of 36 bulbs for the 4 rows shown.
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Fig. 18. Arrangement of the number and location of fluorescent bulbs in the design sample.
NO DL - when daylight is insufficient
DL1 - when exterior is 15,000 lux and over
DL2 - when exterior is 10,000 lux to 15,000 lux

For daylighting, two arrangements are shown.
When the exterior horizontal illumination exceeds 15,000 lux, the DL1 arrangement will

provide the required lighting level. This corresponds to 86% of the total daylighting hours in a
year. The required number of bulbs is 24 in total.

When the exterior horizontal illumination exceeds 10,000 lux but it is less than 15,000 lux,
the DL2 arrangement is appropriate. This is suitable for 10% of the total daylight hours, and
requires 29 bulbs.

To provide a uniform illumination of 500 lux in this room with daylighting, 3 sets of
switches are required. The frrst set will switch the bulbs according to the DL1 arrangement, which
should provide the required illumination for 86% of the daylight hours. The second set will switch
on the additional bulbs to achieve the DL2 arrangement, which covers 10% of the daylight hours.

The last set will tum on all the bulbs to give the NO DL arrangement, which corresponds to
the case where the bulbs will give uniform illumination for when there is no daylight or daylight is
too low.
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Percentage Energy Saving

With the arrangements described, 3 lighting scenarios can be seen.
During daylight hours, DL1 arrangement requires 24 bulbs for 86% of the daylight hours.
The DL2 arrangement requires 29 bulbs for 10% of the hours.
The NO DL arrangement requires 36 bulbs for 4% of the hours.
With daylighting, the average number of bulbs required to be turned on is

(24)(.86)+(29)(.10)+(36)(.04) = 25

There is a net saving in electricity of 31 % with daylighting during daylight hours.

A CASE STUDY

53

In order to experimentally verify the feasibility of daylighting, a physical room in a building
was chosen as a site study. The configuration of the room is shown in Fig. 19. The window with
an overhang faces SOUTHWEST. The room was originally fitted with 9 luminaries, each with 3 x
40 watt fluorescent bulbs. The room is used only in day time. In the study, it was decided that the
row of luminaries nearest to the window could be turned off all the time. The ballasts for the
second and third row were then replaced by high frequency (HF) electronic ballasts controlled by a
photo sensor installed in the middle of the room. The control set could provide continuous dim
ming, and was set to give 300 lux at the work plane below the photo sensor.

The experiment was conducted in March 1991. The following items of information were
obtained from the equipments installed:

- exterior horizontal illumination, and
- electrical energy (kWh) consumed by the lighting set-up.
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Fig. 19. The configuration of the study roo,!1l. (All dimensions are in metres.)
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Results

i) Figure 20 shows the daylight factor curve for the room, as derived from the method
described above, for March.
The curve is used to produce the values of daylight illumination at 2 m (L2, area 1),4 m
(L4, area 2), and 6 m (L6, area 3) in Appendix A, given the value of exterior horizontal
illumination in the left column.
In each area, the supplementary illumination to achieve 300 lux was calculated, and the
required electrical power (and hourly energy) was calculated in the last column in the
appendix. The daily energy requirement was summarized also for each area, and summed
to give the total for the room. The power requirement is computed based on the lumen
method, given the required supplementary illumination.

~o
LL
o

2 derived
measured

6 m5421o
O---t---r---.....,.....----,--...,..------,..---r--

ii) The metered actual power consumption was compiled to give the kWh energy for each
day.
These are summarized in Table 8, along side
column 3 - the computed required energy from the lumen calculation in i), and
column 4 - the computed required energy if there was no light dimming.
From the figures in Table 8, it is obvious that daylighting and light dimming are effective
in conserving electricity in the room. The total saving for the five days is 25 kWh,
amounting to 67% of the NON-DIMMING CASE.
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Table 8. Electricity saved.
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Electricity SavedDate

March
1991

12
17
18
19
20

CONCLUSION

Dimming

Metered Calculated
kWh kWh
(1) (2)

2.97 2.25
1.82 2.24
2.66 2.54
2.32 1.97
2.70 3.34

No Dimming

Calculated
kWh
(3)

7.50
6.30
7.95
7.65
8.10

kWh
(3)-(1)

4.53
4.48
5.29
5.33
5.40

%
[(3)-(1)/3]

60
71
67
70
67

Daylighting is an environmentally sound means of utilizing the sunlight - a gift of nature,
and a renewable source of energy. The variability of natural light, and lack of design infonnation,
together with lack of appropriate control gear has hindered its application in the past few decades.
The maturing of the electronic control devices industry, and improvement in design infonnation
are now helping us reap the benefits of daylighting, and improve our quality of life through energy
conservation and environmentally sound design practice.

Daylighting conserves energy and helps improve the electrical load factor for commercial
buildings and for the utility's power system.

There is an increasing awareness of the need and benefits associated with energy conserva
tion, and efficient lighting in particular. But up till now device efficiency has attracted most
attention as it offers very tangible and immediately visible benefits. However, much more energy
saving and other benefits can be obtained from the adoption of a daylighting arrangement.
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APPENDIX A

Computed supplementary illumination and electricity.
Lamp and luminative information: lamp efficacy 57.7 Im/w

light loss factor 0.55
coefficient of utilization, CU 0.66

Ext. Areal Area 2(4m), 16 m2 Area 3(6m), 16 m2

Horiz. (2m) DFO.76% DFO.45%
Time Ill. DF

1.4% L4 SUPP PD kWh L6 SUPP PD kWh
L2

(x1031ux) (lux) (lux) (lux) (Wm-2) (lux) (lux) (Wm-2)

12 MAR 91
8.00 19.1 268 145 155 7.4 0.118 86 214 10.2 0.163
9.00 26.9 376 204 96 4.6 0.073 121 179 8.5 0.137

10.00 33.1 464 252 48 2.3 0.037 149 151 7.2 0.115
11.00 36.5 512 278 22 1.1 0.017 164 136 6.5 0.104
12.00 41.0 574 312 0 0 0 185 115 5.5 0.088
13.00 33.7 471 256 44 2.1 0.034 152 148 7.1 0.113
14.00 22.6 316 172 128 6.1 0.098 102 198 9.5 0.151
15.00 19.2 269 146 154 7.4 0.118 86 214 10.2 0.163
16.00 13.9 195 106 194 9.3 0.148 63 237 11.3 0.181
17.00 7.4 103 56 244 11.6 QJ..8Q 33 267 12.7 ~

M22 !Al2
17 MAR 91

10.00 21.5 301 164 136 6.5 0.104 97 203 9.7 0.155
11.00 21.0 294 160 140 6.7 0.107 94 206 9.8 0.157
12.00 22.2 310 168 132 6.3 0.101 100 200 9.5 0.153
13.00 25.3 354 192 108 5.2 0.083 114 186 8.9 0.142
14.00 22.6 317 172 128 6.1 0.098 102 198 9.5 0.151
15.00 20.6 288 156 144 6.9 0.110 93 207 9.9 0.158
16.00 16.4 230 125 175 8.4 0.134 74 226 10.8 0.205
17.00 7.9 111 60 240 11.5 0.183 36 264 12.6 0,202

0.920 L.m
18 MAR 91

8.00 20.4 286 155 145 6.9 0.111 92 208 9.9 0.159
9.00 29.5 413 224 176 8.4 0.134 133 167 8.0 0.128

10.00 31.4 439 238 62 3.0 0.047 141 159 7.6 0.121
11.00 34.3 480 261 39 1.9 0.030 154 146 7.0 0.112
12.00 26.8 375 203 97 4.6 0.074 120 180 8.6 0.138
13.00 22.1 310 . 168 132 6.3 0.101 100 200 9.5 0.153
14.00 21.3 299 162 138 6.6 0.105 96 204 9.7 0.156
15.00 20.2 284 154 146 7.0 0.112 91 209 10.0 0.160
16.00 14.9 209 114 186 8.9 0.142 68 232 11.1 0.177
17.00 8.7 122 66 234 11.2 !!ill. 39 261 12.5 QJ.22.

!mi u.Q3.
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APPENDIX A (Cont.)

Ext. Areal Area 2(4m), 16 m2 Area 3(6m), 16 m2

Horiz. (2m) DFO.76% DFO.45%
Time Ill. DF

1.4% L4 SUPP PD kWh L6 SUPP PD kWh
L2

(x1()3lux) (lux) (lux) (lux) (Wm-2) (lux) (lux) (Wm-2)

19 MAR 91
8.00 18.6 261 142 168 8.0 0.128 84 216 10.3 0.165
9.00 30.3 424 230 70 3.3 0.053 136 164 7.8 0.125

10.00 37.9 531 288 12 0.6 0.009 171 129 6.2 0.099
11.00 36.8 515 279 21 1.0 0.016 165 135 6.4 0.103
12.00 33.3 466 253 47 2.2 0.036 150 150 7.2 0.115
13.00 35.1 492 267 33 1.6 0.025 158 148 7.1 0.113
14.00 32.8 460 250 50 2.4 0.038 148 152 7.3 0.116
15.00 23.9 334 182 118 5.6 0.090 107 193 9.2 0.147
16.00 12.4 173 94 206 9.8 0.157 56 144 6.9 0.110
17.00 6.6 93 50 250 11.9 0.191 30 170 8.1 0.130

0.743 1.223

20 MAR 91
8.00 10.5 147 80 220 10.5 0.168 47 253 12.1 0.193
9.00 12.6 176 95 205 9.8 0.157 57 243 11.6 0.186

10.00 14.1 198 107 193 9.2 0.147 64 236 11.3 0.180
11.00 18.1 253 137 163 7.8 0.125 81 219 10.5 0.167
12.00 20.3 284 154 146 7.0 0.112 91 209 10.0 0.160
13.00 15.9 222 121 179 8.5 0.137 71 229 10.9 0.175
14.00 14.3 200 109 191 9.1 0.146 64 236 11.3 0.180
15.00 12.7 178 96 206 9.8 0.157 57 243 11.6 0.186
16.00 10.1 141 77 223 10.6 0.170 45 255 12.2 0.195
17.00 6.2 87 47 253 12.1 0.193 28 272 13.0 0.208

1.512 L83U

Legend
Ext. Horiz. III = exterior horizontal illumination
DF = daylight factor
SUPP = supplementary illumination required
PD = power density required for the supplementary illumination
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Computer Simulation of Solar-Assisted Fruit Cabinet Dryer

Somchart Soponronnarit, Natthawut Dussadee, Jongjit Hirunlabh,
Pichai Namprakai, and Sirichai Thepa

School of Energy and Materials
King Mongkut's Institute of Technology Thonburi

Sukswas 48 Road, Bangkok 10140, Thailand

ABSTRACT

The objective of this study was to develop a mathematical model for banana drying using
solar energy as supplemental heat. It was found that the results obtained from the model and
experiments were in agreement. The model was then used to investigate optimum drying condi
tions. Simulated results showed that the specific air flow rate of10 kg/(h - kg dry banana) and the
fraction of air recycled of 90% should be used. Under these conditions, the specific energy
consumption and drying time were close to the minimum values. In addition, the experimental
results indicated that drying air temperature should be around 600C ifproduct quality was to be
maintained.

INTRODUCTION

Drying is a cheap and popular method of food preservation. In Thailand fruit is usually dried
in fixed trays in a cabinet or in tunnel dryers. In order to maintain quality, hot air with a tempera
ture below 70°C is usually circulated through the trays with or without recycling the exhausted air.
Cabinet dryers are suitable for small scale production. The energy used in cabinet dryers is
electricity for driving fans, and heat for heating air. The latter is usually provided by electricity or
LPG. In Thailand solar energy is abundant. Soponronnarit et at. (1990) concluded that solar air
heating was economical. Therefore, it maybe used to substitute for electricity or LPG. However,
solar radiation is uncertain especially during the wet season. As a result, solar energy should be
used as a supplementary source of energy.

To reduce drying cost, drying capacity has to be maximized but energy cost has to be
minimized. If the drying temperature has to be limited to some level due to quality preservation,
air flow rate and fraction of air recycled are then parameters to be investigated. Information on
proper air flow rate and fraction of air recycled seems to be unavailable. It may vary from one
dryer to another or from one product to another, under typical ambient conditions.

The objective of this study was therefore to develop a mathematical model capable of
predicting banana drying, using solar energy as supplemental heat. Influence of temperature, air
flow rate and fraction of air recycled on product quality, drying time and energy consumption
were investigated and led to an optimum drying condition. Local bananas were selected in this
study because they are very popular with Thai people and also easily available throughout the
year.

PHEVIOUS PAGE BLANK
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Soponronnarit (1988) and Soponronnarit (1991) reviewed the research and development
work on solar drying. It may be concluded that solar drying is classified; into (a) natural and (b)
forced convection, with (c) direct and (d) indirect solar drying. Natural convection solar drying
requires low initial investment, is easy to operate and maintain but has a drying rate that is slow
due to the low air flow rate. Forced convection solar drying usually yields a faster drying rate due
to higher air flow rate. Temperature control is also more accurate. Therefore, the chance of
successful and safe drying is higher. Direct solar drying usually yields higher efficiency as com
pared to indirect solar drying but temperature control is more difficult to obtain. As a result,
product quality may be lower. In addition, it is not suitable for products sensitive to direct solar
radiation.

Interesting work on natural convection, direct, indirect and mixed mode solar drying in
Thailand was conducted by Wibulswas et al. (1977), Wibulswas and Thaina (1980) and Watabutt
(1981). Important results were the optimum ratio of the exit area of exhausted air to solar receiving
surface area, and the optimum tilt angle of the solar collector. Exell (1980) developed a low cost
solar dryer made of plastic film. A simple design method was presented.

Forced convection, indirect solar drying was investigated technically and economically. Pi
lot-scale solar paddy dryers were designed and tested at farmers' houses by Soponronnarit et al.
(1986) and Thongprasert et al. (1985). Results showed that they were technically and economi
cally feasible. A solar banana dryer, forced convection and mixed mode, was studied by Rakwic
hian and Sudaprasert (1990) or Assayo (1991). It was found that the dryer was technically and
economically feasible. .

The acceptance of solar drying is still limited in Thailand. According to the authors' knowl
edge, about 30-40 units of natural convection, direct solar dryers (about 2m2 each), have been used
for drying local bananas in Phitsanuloke province.

From previous studies, it was found that a mathematical model of solar drying could be
developed by considering three parameters, namely, drying temperature, air flow rate and fraction
of air recycled. The latter parameter is very important to the system performance. To date, such a
model has not been developed. Therefore, the main objective of this study was to develop such a
model. The significance of the study is the determination of optimum drying conditions by using
the model through a programme applicable to a PC computer.

PROCEDURE

Development of Mathematical Model

A mathematical model for cabinet dryers suggested by Achariyaviriya and Soponronnarit
(1989 b) was further developed. An assumption of this model is the existence of thermal equilib
rium between the drying air and the product. Important equations are as follows:

The drying rate equation of local banana fruit was developed by Achariyaviriya and So
ponronnarit (1989 a). It was assumed that the drying rate was limited by moisture diffusion in
individual fruits which were considered as short cylinders. The equation is written as follows:
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m=O
dM /dt

00

= (M. - M ) (32/n2 ) L
III eq

00

:L [1 / (2m + 1)2 ] [ 1 / (A,.ro )2 ]
n=l

exp [- (2m + 1)2 n2Dt / [2 - (A,.r)2Dt /,/]

[ - (2m + 1)2 rr} D / [2 - (A,.r)2 D / '02
] (1)

where D = 0.480 exp [- 4300/ (T + 273)] (2)

and M eq = exp [{ In (- (T + 273K) InRH) - In (10200/ R) } /0.0488] (3)

Equatiop (2) represents the equation of moisture diffusion and Equation (3) represents the
equation of equilibrium moisture content developed by Achariyaviriya and Soponronnarit (1989 a)
by employing the equation form of Halsey (1948). Symbols in the above equations are as follows:

m and n =:. integer
M = mean moisture content, decimal dry basis, kg ~O/kg dry matter
Mill = mean initial moisture content, decimal dry basis, kg ~O/kg dry matter
M eq = equilibrium moisture content, decimal dry basis, kg ~O/kg dry matter
D = diffusion coefficient, m2jh
t = drying time, h
1 = length of cylinder, m
'0 = radius of cylinder, m
RH = relative humidity, decimal
T = temperature, °C
R = Universal gas constant (8.314 kJ/kg mole K)
AlI'o = root of Bessel function of zero order, m

Figure 1 shows the experimental solar cabinet dryer which comprises 2.5 m2 of solar air
heater at the top and a drying cabinet of lxlxO.6 m3 in which eight trays of bananas are placed. In
operation, exhausted air is mixed with fresh warm air from the solar air heater, then through an
electrical heater of 2400 W. Air temperature is controlled by a thermostat. Direction of air flow in
the cabinet is perpendicular to the trays. Part of the exhausted air is recirculated.

Considering the control volume (CV2) in Fig. 2, the change of the enthalpy of the air stream
plus the change of the internal energy of drying product and drying cabinet is equal to the
summation of heat exchanging between the system and surrounding. Hence we obtain:

Tf = [q2 + CaTmix + Wmix (hfg + CyTmix ) - Wfhfg - 6Up - 6Ud]/(Ca + WfC) (4)

where q2 = [0.642 - 0.0280 (Tmix - Ta) + 0.000332 (Tmix - Ta )2] / mmix (5)

Symbols in Equations (4) and (5) are as follows:
q2 = heat loss per unit mass of dry air, kJ/kg-dry air; determined experimentally.
6U

p
= the change of the internal energy of banana per unit mass of dry air, kJ/kg-dry air

6Ud = the change of the internal energy of cabinet per unit mass of dry air, kJ/kg-dry air
C = specific heat, kJ/kgoC
W = humidity ratio, kg-lizO/kg-dry air
hfg = latent heat of vaporization, kJ/kg-~O
m = mass flow rate of dry air, kg/s

where subscripts: a = dry air .
f = air at the exit of the cabinet
v vapor
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1 Heater
2 Blower
3 Collector
4 Exhaust air
5 Recycle air
6 Drying

cabinet
7 Ambient air

Fig. 1. Solar dryer.
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Fig. 2. Control volumes.
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mix = mixed air before entering the cabinet
Considering the control volume (CV2) in Fig. 2, moisture gain into drying air is equal to

moisture loss from bananas. Rewriting the equation, we obtain for the energy balance over a
period bat :

W, = (MI-M,)R+WnW: (6)

where M
l

= mean moisture content at the beginning of bat, decimal dry basis
M, = mean moisture content at the end of bat, decimal dry basis
R = m / (m . bat)p nu

m
p

= dry mass of banana, kg

Considering the control volume (CV4) in Fig. 2, the following equation can be derived from
the concept of mass conservation of vapor and dry air.

Wmix = (1 - RC) WI + RC WI (7)

where RC = fraction of air recycled, mrJmmix

Considering the control volume (CV3) in Fig. 2, useful energy is equal to the change of the
enthalpy of flowing air stream plus the change of the internal energy of solar air heater. After
rewriting, it is as follows:

To = (ecAcGt + WI Cy Tl + CaTI - baUc)/(Ca + Cy WI) (8)

which ec = 15.1 + 1550 m - 12700 m2 (9)

Equation (9) was obtained from the experiments of collector efficiency. The efficiency is at
the maximum value, Le., at Tl = T

a
• Symbols are as follows:

ec = solar collector efficiency, decimal
baUc = the change of the internal energy of solar collector, kJ/kg-dry air
GT = radiation flux, W/m2

where subscripts: c = solar collector
o = at the exit of solar collector
i = at the entrance of solar collector

Considering the control volume (CV4) in Fig. 2, the change of the enthalpy of flowing air
streams is equal to zero if heat loss is negligible (small area of heat loss). After rewriting the
equation, we obtain:

Tx = [ml CaTo + mlWo(h,s + Cy T) + mrc CaT, + mrc W,(h,s + Cy TI )

- mnW: WnW: hIs] / (mmix Ca + mnW: Wmix Cy ) (10)

Considering the control volume (CVl) in Fig. 2, the change of the enthalpy of flowing air
stream plus shaft work is equal to heat supplied by the electrical heater minus heat loss to the
surroundings. Rewriting the equation, we obtain:

Qh = mmix CaTmix + mmix Cy Tnu'x - mmix CaTx - mmix Cy Tx - W.r + ql (11)

where W.r and ql were determined experimentally.

W.r = (0.00632 + 0.285 m+ 37.4 m2) (12)
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ql = - 0.148 + 0.0160 (Tmix - Ta ) + 0.000100 (Tmix - Ta )2

+ 6.25 m - 23.2 m 2 - 0.620 (Tmix - T
a

) m

- 0.00500 (TnU% - T
a

)2 m + 10.8 (TnU% - T
a

) m 2

+ 0.238 (TnU% - Ta )2 m 2 (13)

where ql = rate of heat loss, kW
Qh = power at the heater, kW
W, = shaft power at fan, kW

Moist air properties were determined by the equations presented by Wilhelm (1976).

Calculation Method

A computer programme written in the PASCAL language applicable to PC computers was
developed. The calculation starts at Equation (7) by assuming W

f
=0.03, Wmix can be calculated.

Then Tfis calculated from Equation (4), assuming that TnU% is known. M eq is calculated from Equa
tion (3), Mffrom Equation (1), and Wffrom Equation (6). Then W is compared to the assumed Wf ,
the calculation is terminated if the difference is les.s than 0.0001. 6therwise, the calculation repeats
by using the new assumed value of W

f
which is the average value. Next is to calculate the energy

consumption at the solar air heater, by the electrical heater and by the fan. The simulation flow
chart is shown in Fig. 3.

Experimental Method

During each test, local bananas to a total mass of about 25 kg were loaded into the cabinet.
Air was circulated only during the day. Bananas were collected out of the cabinet and put into a
bulk covered with a sheet of cloth at night. Product moisture was determined by using an air oven
at 103°C for 72 hours. Air flow rate and the fraction of air recycled varied during each test.
Temperatures at various points were measured by thermocouples connected to a data logger,
having an accuracy of ±1°C. Electricity consumed was measured with Watt-hour meters. Colour
and hardness of banana fruit were observed after drying.

Experiments on solar collector efficiency followed the guidelines of ASHRAE Standard 93 -
77.

RESULTS AND DISCUSSION

Experimental results showed that better quality of bananas in terms of bright colour and
softer fruit were obtained at a drying air temperature of 600C as compared to 700C. The specific air
flow rate of about 10-13kg/(h-kg dry banana) yields the minimum energy consumption. Increasing
the fraction of air recycled up to 80% could save energy. Energy consumed was divided into
electrical energy for heating air, 69-75%; heat from solar air heater, 19-25%; and electrical energy
consumed by the fan, 5-7%.

Figure 4 shows the comparison between measured mean moisture evolution and that ob
tained from the mathematical model. Both values are close together. Exit measured dry bulb and



RERIC International Energy Journal: Vol. 14, No.1, June 1992 65
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Fig. 3. Computer simulation flow chart.

350
..ci
"0300
:::!!
~

'E 250
~Q)

'E
8200
Q)

.3 150en
'0
E 100
Q)
C>eu

50CD
>«

0

+ Experiment

- Simulation

o 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

Drying time (h)

Fig. 4. Evolution of simulated and experimental moisture content.
[Test No.5, Fraction of air recycled =80%, Temperature =60°C]
[Specific mass flow rate = 20.8 kg! (h-kg dry banana)]
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wet bulb temperatures were also compared to those obtained from the model as shown in Fig. 5.
For the first 18 hours, the measured dry bulb temperature is slightly lower than the calculated one
but closer after that. The difference between the wet bulb temperatures is less than the dry bulb
temperatures.

Experimental results showed that the specific energy to evaporate unit mass of water in the
crop increased with the decrease of product moisture content, as shown in Fig. 6. This can be
explained by realizing that the drier the crop, the more energy is needed per unit of moisture for
further drying and from Fig. 7 which shows that the drying rate is faster at a higher product
moisture content.

Although there are six tests of banana drying, it is not possible to determine the optimum
drying conditions. This is due to uncontrollable parameters such as ambient conditions and initial
and fin.al product moisture content. Therefore, the mathematical model was employed as a tool to
investigate the optimum drying conditions for banana. The criteria to be considered were the
specific energy consumption and drying time. Drying temperature was fixed at 60ac according to
the experimental results which showed that product quality was acceptable if the temperature was
not higher than 60ac. It was assumed that the initial and final moisture contents were 250% and
50% dry-basis, respectively. Ambient temperature and relative humidity were 30ac and 70%,
respectively.
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Fig. S. Evolution of outlet temperature.
[Test No.5, Fraction of air recycled = 80%. Temperature = 60°C]
[Specific mass flow rate =20.8 kg! (h-kg dry banana)]
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Figure 8 shows the simulated results from which it can be concluded that the minimum
specific energy consumption occurs at the specific air flow rate of 10 kg/(h-kg dry.banana) and
the fraction of air recycled of 95%. At higher fraction of air recycled, the specific energy con
sumption increased due to longer drying time as a result of the relative humidity of drying air
being excessively high. Figure 9 shows that drying time for each specific air flow rate is not a
function of the fraction of air recycled until it reaches 90%. At the point where the fraction of air
recycled is low enough (0-90%), the drying rate is not affected much as shown by Equation (1)
that (Min - Me ) is nearly constant for the indicated range of air recycled. Beyond 90% air
recycled, (Min -qMeq ) decreases rapidly, resulting in the decrease of the drying rate and the increase
of the drying time. In the food industry, drying capacity is as important as product quality. In this
study, experimental results showed that the quality in terms of colour and softness was acceptable
if the drying air temperature was not higher than 60OC. Therefore, the optimum drying conditions
should be at 90% air recycled and the specific air flow rate of 10 kg/(h-kg dry banana).

CONCLUSION

It may by concluded from this study that the mathematical model developed is of acceptable
accuracy and is useful as a tool for the investigation of the optimum drying conditions. For a case
study using local banana as the drying product, the optimum drying conditions are a specific air
flow rate of 10 kg/(h-kg dry banana) and a fraction of air recycled of about 90%. Under these
conditions, the drying capacity is high and energy consumption is close to a minimum. Product
quality is maintained if drying temperature is not higher than 60OC.
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Fig. 8. Effect of specific mass flow rate on energy consumption at different
fraction of air recycled (femperature = 600C).
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RECOMMENDATION

Further study is needed to clarify the economics of the solar air heater. Optimum solar
fraction is of considerable interest and should be investigated.
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Biomass Stimulated Absorption
Refrigerator for Food Storage in Papua New Guinea

A.H. Uppal and K.K. Komuna
Mechanical Engineering Department
University of Technology. PMB. LAE

Papua New Guinea

ABSTRACT

1

A medium capacity (140 litre) water-ammonia absorption refrigerator, thermally stimulated
by a charcoal-stove is being developed to store food in remote locations and island communities of
Papua New Guinea. This low initial cost system has no moving parts, so there are not likely to be
excessive maintenance costs.

The paper describes a prototype charcoal/or biomass-stove thermal refrigerator in which the
absorption cycle and the thermo-syphonic cycle of a heating liquid has been coupled in a novel
and straightforward approach.

The system consisted of a heat-exchanger, in the form of a jacket surrounding the generator
tube of a water-ammonia absorption cycle refrigerator and was connected in a close-pipe work
loop to a heat exchanger placed in a charcoal-stove. A heat-transfer oil flowed due to thermo
syphonicforces between the heat exchanger and the jacket. The commercially manufactured (but
modified) refrigerator employed required a heat input of200 Wand had an evaporator capacity of
22 W in the freezer cabinet at a generator temperature of 2000C. The working pressure of the'
aqua-ammonia system was reducedfrom 2.6 MPa to 1.75 MPa in order that the evaporator could
operate at a lower generator temperature ofbetween 170°-180°C.

According to initial tests it took 4 hours for the system to warm up, and took another 7 hours
for water in the freezer cabinet to approach O°Cfrom the initial 25°C. The cooling capacity of the
evaporator was roughly 70% of the cooling capacity of the original system with electric heating.
For the twelve hour test the stove consumed 2.5 kg of charcoal with air port opening between 3 to
5 millimeters. Initial results show that fluctuations in the heating oil temperatures did not have a
corresponding effect on evaporator temperature due to the thermal inertia. This cycle of opera
tion is being extended at present to allow larger heat flux through the jacket. However. food
below +5°C could be maintained over a 24 hour cycle, using coconut husks and other biomass
material commonly available in the island communities.

The need for the systems to be developed in this project will be greatest in coastal fishing
villages and island communities around Papua New Guinea, where large amounts of fish and
marine produce are lost or their value depreciated by spoilage. Preliminary estimates indicate
that the prototype absorption unit stimulated by wood/coconut husk stove (rather than electricity/
kerosene), when manufactured commercially, will cost less than K 1500 at 1991 prices.
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INTRODUCTION AND BACKGROUND

In tropical countries like Papua New Guinea vast amounts of fresh fruit, vegetables and fish
are lost or their value depreciated by spoilage. This spoilage could be prevented partially at the
local village level by medium size, Le. 300-400 litres capacity, cooling units capable of providing
temperatures in the range of 00 to 50C for short-term food preservation. The refrigerator for the
purpose must be simple to operate, long lasting, and have the ability to be used without conven
tional fuel in remote areas, coastal villages and island communities, devoid of conventional power.

The application of refrigeration to vaccine storage has to date focussed on photovoltaic
powered units. They are inherently expensive and have not achieved performance expectations in
the rural areas of Papua New Guinea because of the lack of infrastructure and know-how. These
units are not economical for short-term preservation of fish and food storage [1,2].

The work on the development of a proto-type thermal operated absorption refrigerator for
food storage was started in the Mechanical Engineering Department, University of Technology,
PNG, in 1988 with the financial assistance of UNESCO channelled through the Regional Network
for Alternative Energy Sources in South East Asia and the Pacific [3].

The aim was to develop experimentally a thermal absorption refrigerator for food storage, by
suitably altering the water-ammonia solution concentration and operation pressures of a commer
cial unit in order to energise the modified system with heat, supplied by evacuated-tube solar
collectors, at temperatures in the range of 140o-150OC, in the ambient conditions of 32OC. An
absorption cycle and solar-technology were coupled in a normal straightforward approach to pro
duce a reliable, low cost and effective refrigeration unit for food storage in the Third World.

A major breakthrough last year was achieved in the Mechanical Engineering Department by
operating a commercial absorption refrigerator (Electrolux) with the help of a charcoal/wood
stove. It was shown experimentally that from now on refrigerators for food storage in the remote
areas of Papua New Guinea can be run without being dependent on electricity, gas/kerosene oil or
photovoltaics [4].

SOLAR APPROACH AND LIMITATIONS

A medium capacity commercially available aqua-ammonia absorption refrigerator was modi
fied by optimising both the solution concentration of ammonia from 35% to 50% and the working
pressures from 2.6 NIPa to 1.5 NIPa to match with the lower generator temperatures of between
1400 to 1500C available with heat-pipe evacuated tube solar collectors during sunny periods [5].

The original electric heating element of the absorption refrigerator was replaced by a heat
exchanger in the form of a jacket surrounding the generator tube and was connected in a close
pipe work loop to two manifolds (Fig. 1). These manifolds enclosed heat-exchangers, which
constitute the fluid-condensing ends of 30 heat-pipe evacuated tube solar-energy collectors, each
collector having an absorber area of 0.1 m2• A heat-transfer oil flowed due to thermosyphonic
forces between the manifolds and the jacket. The modified refrigerator required a thermal heat
input of 200 W which was supplied by the heat-transfer fluid heated by the sun. According to
initial tests the minimum temperature recorded at the evaporator coil was -14.5°C. The tempera
ture remained below -8°C for almost six hours of the day; at an ambient temperature of approxi
mately 32°C. The maximum temperatures obtained by the solar collectors ranged between
152°-160°C when insolation peaked 980 W/m2 (Fig. 2).
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Figures 3 and 4 show the temperature history of the system and the heating circuit on a
partially cloudy day. Both manifolds were operational during the day. The highest temperature of
the heating fluid from the collectors recorded a maximum of 1520C at 1500 hours.

The interesting feature was a deep kink in the insolation pattern (Fig. 3) between 12 00
(noon) and 1400 hours which resulted in a corresponding dip in the heating circuit temperatures in
Fig. 4. This 'dip' was less pronounced in the generator temperature and did not show up at all in
the evaporator temperature curve in Fig. 3.

This means that the thennal inertia of the system covers up any affect on the operation of the
evaporator due to the irregularity in the radiation pattern.

The major short-coming of the system being that the solar-cycle is able to ~timulate the
evaporator for a period of 5 to 6 hours only, over a duration of 24 hours. This means for almost
18-hours the evaporator is non-operative. The insulation and door sealing on the commercial
refrigerator unit was not sufficient to keep the temperature below +5OC when the solar-cycle was
not operative.

CHARCOAL STOVE OPERATED REFRIGERATOR

In order to extend the evaporator cycle from 6 hours to 12 hours, it was decided to provide an
auxilliary source of heat to the generator pipe with the help of a charcoal/wood stove (Fig. 5). It
was estimated that 2 kilograms of charcoal will provide enough heat to accelerate the warming up
period in the morning when the sun is low, from 4 hours to 2 hours. Similarly, the stove could
extend the evaporator cycle in the afternoon when the sun begins to climb down.

Heating from the auxilliary stove would be imperative during cloudy days and the flexibility
of fuel required for the stove, e.g. wood or coconut husks will make it acceptable and feasible in
the under developed regions where such fuel is in abundance. By controlled combustion air, the
stove would provide heat transfer oil between 150o-180OC over a period of six hours with a charge
of 2 kilograms of charcoal. Initial tests showed that the stove could completely replace expensive
heat-pipe evacuated tube solar-collectors, further lowering the cost of a future food fridge for the
developing countries.

SYSTEM DESCRIPTION AND SPECIFICATION

Charcoal Stove

The prototype charcoal stove was fabricated from two disused 20 litre oil drums, resulting in
overall dimensions of 29 cm in diameter, 57 cm high and a thickness of 3.5 cm. (Fig. 5). A
cylindrical shape heat exchanger (20 cm high and 16 em diameter) was located 18 cm above the
grate made from mesh wire. This distance from the grate to the ash floor was 6.5 cm. The outlet
of exhaust gases through a chimney 10 cm in diameter and 50 cm high. The air entered through
the inlet port located in the lower portion of the stove. The combustion air could be controlled
through a sliding gate provided at the port. A maximum charge of 1 kilogram of charcoal could be
introduced into the stove through another door placed above the air port. The lining of the stove
was done with 3 cm thick clay.
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Fig. 3. Absorption system temperature energised by solar collectors.
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Absorption System

7

The refrigerator avoids using either a motor or compressor, its operation is based on: (a) the
ability of a large quantity of ammonia gas to be absorbed into cold water at a low pressure in the
absorber, and subsequently to be driven out at a relatively high temperature and high pressure gen
erator or boiler; and (b) the ammonia vapour being readily condensed at high pressure and high
temperature in the condenser, and evaporating again at a lower temperature in the presence of
hydrogen (which for present purposes remains inert) even though the total pressure remains
invariant.

During this evaporation process, large quantities of heat can be extracted, i.e. refrigeration is
achieved. The Platens-Munz cycle is employed in the system.

Charcoal Stove - Refrigerator Link Up

The prototype charcoal stove thermal refrigerator consists of an absorption cycle and thermo
syphonic cycle of a heating liquid which has been coupled in a normal and straightforward way
(Fig. 5).

The system consisted of a heat-exchanger, in the form of a jacket surrounding the generator
tube of a water-ammonia absorption cycle refrigerator and was connected in a close-pipe work
loop to a second heat-exchanger placed in the charcoal stove. A heat-transfer oil flowed due to
thermo-syphonic forces between the heat-exchanger and the jacket. The commercially-manufac
tured (but modified) refrigerator employed required a heat input of 200 W and has an evaporator
capacity of 21 W in the freezer cabinet, at a generation temperature of 200°C.

The working pressure of the aqua-ammonia system was reduced from 2.6 MPa to 1.75 MPa
in order that the evaporator could operate at a lower generator temperature of between 170° to
1800C.

INITIAL PERFORMANCE OF THE SYSTEM

Copper-constantan thermojunctions were placed around the absorption system (1-10) to indi
cate the temperatures at the generator, condenser, evaporator and absorber. Thermocouples were
also fixed around the heating fluid circuit (11-14) shown in Fig. 5.

Figure 6 shows the history of the temperature taken at the inlet (Tl2) and the exit (T13) to the
heat exchanger surrounding the generator pipe. The sharp rise in the temperature at (T13) after one
hour of the stove firing indicates the commencement of syphonic flow through the oil circuit and
the heat exchanger. This was triggered by a minimum of 600C temperature differential between
the upper and lower oil paths of the thermal circuit. This had to be optimised by removing some
insulation from the lower limb of the oil circuit (Fig. 5).

The average oil temperatures around the generator pipe attained a maximum after two hours
(:::::1800C) and then fluctuated ±200C during the 12 hours test period. The fluctuation was caused
by the irregular burning of charcoal in the stove and due to placing a fresh charge every four
hours.

The cooling curve for one litre of water placed in the freezer cabinet (Fig. 7) shows that it
took four hours for the system to warm up and then took another seven hours for the water to reach
zero degree from the initial 27OC.
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Fig. 7. Temperature of one litre of water in the freezer cabinet of the refrigerator.

The cooling curve is not as smooth as that obtained with electrical heating but depended on
the slow or fast burning of the stove (Fig. 7). The reduced system temperatures recorded at the
condenser (Ts, T6) and at the absorber (T9, TIO) indicated that the actual thermal energy getting into
the system was about two-thirds of the total compared to the electric heating.

Fluctuation of generator temperature (TI - T3) has a marked effect on the cooling curve.
However, the evaporator appears to function steadily at a minimum generator temperature of
1600C.

For a twelve hour test the stove consumed 2.5 kilograms of charcoal with an air port opening
of 5 mm at the start and then reducing to 3 mm at full combustion.

More tests are required to find the optimum combustion air for the charcoal stove to enable
the system to perform with the minimum quantity of charcoal consumption over a 24-hour period.

This cycle of operation is being extended at present to allow larger heat flux through the
jacket. However, food between DO-5OC could be maintained by using coconut husks or other
firewood material commonly available in the island communities.

ECONOMICS AND PROSPECTIVE APPLICATIONS

In tropical countries like Papua New Guinea and island communities in the Pacific, vast
amounts of fresh fruits, vegetables and fish are lost or their value depreciated by spoilage. This
spoilage could be prevented partially at the local village level by a medium size, i.e. 300-400 litres
capacity wood stove - operated absorption cooling units capable of providing temperatures in the
range of 0° to 5°C for short-term food preservation. The proposed system is simple and has no
moving parts, so there are not likely to be any excessive maintenance costs or know-how required.
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Preliminary estimates indicate that the described prototype absorption unit, stimulated by
thennal energy from a wood/coconut husk stove (rather than electricity, gas/kerosene oil or pho
tovoltaics) will cost less than US$ 1500/- at 1991 prices when manufactured locally.
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ABSTRACT

11

The effects of energy inputs from various sources on annual crop production per hectare.
cropping intensity and the energy utilization pattern of selected farmers were studied using data
from six villages of the Meerut district of Northern India. Farmers were classified according to
energy sources available to them and they represented five well-defined mechanization levels
ranging from farmers with only animate energy sources to farmers with tractors.

Average annual crop production per hectare exhibited a good response to annual energy use
per hectare with production increasing manifold over the five categories. The cropping intensity
increased rapidly with available power per hectare and annual energy use per hectare from about
75% to 150% at 05 kW/ha and 500 kWhiha and then increased gradually up to 180% at 1 kW/ha
and 1000 kWh/ha.

The energy utilization pattern offarmers representing increasing mechanization levels indi
cated a rapid initial increase in the utilization of energy from all the sources and then marginal
decline in the share of animate energy sources and further increase in the use of electrical and
mechanical energy sources. Energy output/input ratios were low for higher mechanization levels
as compared to the energy ratio offarmers with minimum mechanization.

INTRODUCTION

Ever growing demand for food in India for its rapidly increasing human population compels
the country's agricultural scientists and engineers to constantly search for ways to enhance food
production from a nearly inexpandable arable land area. The population will be approaching one
billion by the tum of this century needing twice as much food as is being produced today to ensure
a standard diet for the whole population. The rational choice in such a situation is to improve sub
stantially the productivity of land and labor and this will require higher input levels and efficient
management of crop production systems. Both the application of higher input doses and efficient
management need larger energy sources on the country's agricultural farms. The country can not
hope to double its food production in the next decade at the present level of energy inputs on the
majority of its farms.
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Mechanical energy is necessary for all sorts of physical movements like soil manipulation,
material input application, transportation, etc. In Indian agriculture it is supplied by human labor
ers, draft animals, electric motors, diesel engines and tractors, but so far animals have dominated
the scene.

Increasing fodder production and in tum feeding a larger animal population is the traditional
method of increasing power availability on fanns. This method is slow and can not be expected to
provide large increases in installed power which are necessary for rapid agricultural growth (Makhi
jani and Poole, 1975). Furthermore, every year a substantial area is being occupied by fodder
crops, which could otherwise be utilized for food crops. Therefore, India with its limited landmass
can not afford to have more draft animals which compete for food with human beings and which
are inefficient when total energy input to sustain them are taken into account. The expected deficit
in farm energy availability can be met from commercial energy-consuming farm machines.

Low oil prices up to 1970 were largely responsible for extensive mechanization of agricul
ture in developed countries. Prevailing energy consciousness makes us critical about energy inten
sification in agriculture but at the same time we simply can not compromise the national objective
of higher productivity in agriculture to feed the growing human population. Agricultural policies
based on facts regarding energy-annual production, -cropping intensity, -labor utilization relation
ships are needed. This study was carried out to provide some of these facts.

The effects of energy inputs from various sources and their utilization on annual crop pro
duction. cropping intensity and energy utilization pattern were evaluated in six villages of a
farming district in Northern India. It should also be noted here that the aim of this study was not to
provide mathematical relationships for quantitative extrapolation but to understand relationshipS"
between energy inputs and crop production within their existing ranges.

METHODOLOGY

For one year. daily energy inputs into various crop production activities on 500 crop plots of
24 fanners of six villages of the Meerut district of Northern India and respective crop yields of
these plots were entered on a database program for organization. classification and preliminary
analysis of data (Singh. 1987). The energy inputs were classified into two groups: direct and
indirect. The direct energy inputs were those which were applied directly on the field while
indirect energy inputs were those which were consumed in manufacturing. storage and transporta
tion of fertilizers.

All the direct energy inputs were computed using recorded power ratings of bullocks. electric
motors and tractors and time consumed by different operations. Human labor was rated at 0.07 kW
(0.1 hp) which is widely used in energy analysis procedures. All the fertilizers were first converted
into their nitrogen contents and then fertilizer energy input (indirect energy) was calculated by
using the equivalent energy value of nitrogen as 15180 kcal/kg as recommended by Pimentel
(1980).

Power available to each farmer was calculated separately on the basis of power sources
available to him. Power available per household was used in place of power available per hectare
because the power available to the farmer usually varies in proportion to the farm holding size. In
such a situation a farmer using only animal power may rank higher on a power-per-hectare-scale
due to very small holding size and his mechanization level on the basis of power available per
hectare will be misleading. The farmers were grouped into five categories representing increasing
levels of mechanization as suggested by Singh and Chancellor (1974).
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Category I: Farmers with most or all of their land unirrigated and having animate energy
sources only for farm operations.

Category H: Farmers with most or all of their land irrigated by persian wheel or canal and
having animate energy sources only.

Category HI: Farmers using electric motors for irrigation and having animate energy sources
for all other operations.

Category IV: Farmers using electric motor for irrigation and to power stationary machines
like wheat thresher, cane crusher and com sheller.

Category V: Farmers owning a tractor mainly for tillage and transportation and using an
electric motor to run irrigation pump and stationary machines.

Annual production for each farmer was calculated in terms of kilocalories per hectare to
facilitate summation of different crops using their equivalent energy values as given in Table 1
compiled from Mittal et al. (1985). Then the average annual crop production for farmers in differ
ent categories was calculated. Energy output/input ratios were also computed for different levels
of mechanization.

Table 1. Energy values used for different crops in the calculation of annual production.

Crops

Wheat, Maize, Rice, Barley,
Chick-pea, Pigeon-pea,
Millet, Oat, Peas

Sugarcane

Cotton, Green Fodder,
Oil Seed

Onions

Potato

Green Manure

Source: Mittal et al. (1985).

Energy Value
(kcal/kg)

3510

500

2810

380

1340

72

EFFECTS OF ENERGY INPUT SOURCES ON ANNUAL CROP PRODUCTION

Figure 1 summarizes the production features of farmers in each category. It shows that as the
mechanization level increased from category I to category V the average annual production per
hectare also increased substantially. The farmers in category I had minimum production of 15.15
Million kcal/ha, it doubled for the farmers in category II who managed to get their lands irrigated.
It shows a further increase for farmers in category III and this trend continues up to the most
mechanized category, i.e. the farmers in category V who obtained 60.27 Million kcal/ha, or four
times that of the farmers in category I. Average energy use per hectare also increased with
increased mechanization level. Regression analysis of annual production per hectare on total
energy use per hectare showed a positive correlation as shown in Fig. 2. Thi~ curve represents a
typical input~output relationship, i.e. the annual production increasing at a decreasing rate with
total energy input. A qualitative evaluation of the effects of direct and indirect components of total
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Fig. 1. Production features of farmers of different categories.

energy use on annual crop production as shown in Figs. 3 and 4, respectively, further reveals that
the pattern of increase in annual production was the same with both types of energy inputs. Annual
direct energy use includes the post-harvest energy also which of course does not affect production
directly but it ensures timely harvesting and threshing of crops to clear the field for new cultiva
tion and thereby enhancing cropping intensity.

EFFECTS OF ENERGY INPUT SOURCES ON CROPPING INTENSITY

In conditions of limited arable land and large human population multiple cropping is highly
desirable as it increases annual food output and creates employment almost throughout the year.

A graph was plotted between power available per hectare (kW/ha) and cropping intensity (%)
for all 24 farmers and is shown in Fig. 5. It shows that cropping intensity increased rapidly from
about 60% to 150% when the power available increased from a negligible value to 0.5 kW/ha at
point B. After point B it increased gradually along line BC up to 180% at 1 kW/ha at point C.
Then it stabilized as indicated by line CD which explains the agronomic limitations of current
cultural practices for increasing cropping intensity. A similar plot (Fig. 6) between annual direct
energy use per hectare also shows a rapid initial increase (line AB) in cropping intensity from
about 90% up to 150% at 500 kWh/ha of direct energy use, then a gradual increase (line BC) up
to 180% at 1000 kWh/ha and finally no increase.
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It can safely be inferred from these two plots that within the existing agronomic practices a
cropping intensity of about 180%, Le. almost two crops a year could be achieved with 1 kW/ha of
fann power. Any further increase in power availability would not affect cropping intensity. Simi
larly, 1000 kWh/ha of direct energy use in various crop production activities may ensure two crops
a year.

ENERGY UTILIZATION PATTERN

Table 2 shows the average annual energy expenditure from various sources for fanners in the
different categories on a per hectare basis. It is clear from this table that the total energy use
increased uniformly for fanners in category I to category V and the components of total energy
showed a varying but definite pattern of degree of utilization of different energy input sources.
The fanners in category n made maximum use of human labor. The change from category I to
category II by the mere introduction of irrigation generated six times more employment of human
labor and five times more utilization of animal power with double annual production on a per
hectare basis. The fanners in higher categories showed a decline in human labor and bullock
power use.

Table 2. Utilization of different sources of energy per hectare
by various categories of farmers.

Category Human Labour Bullock Labour Electric Motor Tractor Energy Total
(hrs) (hrs) (kWh) (kWh) (kWh)

I 290 95 0 0 117
II 1665 490 103 23 740
III 1370 334 738 7 1182
IV 1228 118 1077 30 1391
V 1100 70 1050 655 1821
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Figure 7 illustrates the evolution of mechanization along with the changing pattern of energy
use both in terms of quality and quantity.

Stage one represents the energy use by traditional farmers having only animate energy
sources and using them for their rain-fed farming operations. The bullock energy contributed
82.6% of total energy use per hectare per year (117 kWh), the remaining part was provided by
human labor.

In the next stage, Le. in category II, the farmers used bullock pairs for operating Persian
wheels for irrigation, hired electric motors for irrigation on some plots and tractors for tillage
operations on hard plots especially plots with sugarcane or cotton roots. The total energy use
increased to 740 kWh/ha/year and some bullock energy was replaced but it still had a share of
66.8% of the total. Hum~ energy input was marginally lower in terms of percentage of the total
(16%) than the previous stage but highest in absolute terms, 1665 man-hrs/ha/year.

In the third stage the farmers owned electric motors for irrigation purposes and contribution
of bullock energy was considerably reduced to 28.4% of total energy use of 1182 kWh/ha/year. In
this stage electrical energy contributed the most (62.8%) and the share of human energy was
reduced to 8.2%.

In the subsequent stage the farmers acquired stationary machines for post-harvest operations
which enabled them to increase utilization of electric motor. The contribution of electrical energy
reached its highest level, i.e. 78% of the total energy use of 1391 kWh/ha/year and bullock and
human energies were further reduced to 13.6% and 6.2%, respectively.

In the fifth stage the farmers purchased tractors which they used for tillage and transportation
operations. In this stage bullock energy contributed only 3.8% and human energy 4.2% of the total
energy use of 1821 kWh/ha/year. The electric motor (56.7%) and tractor (35.4%) provided the
majority of the energy requirement of farm operations. This was the last stage of mechanization in
the region.

ENERGY RATIOS

Table 3 shows the energy output/input ratios for five different mechanization levels. Cate
gory I had highest ratio (31.55) because of minimum inputs used by the farmers in this category.
For the farmers in category II the energy ratio was 18.11. The farmers in the remaining three
categories had significantly lower energy ratios (11.31, 12.51, and 14.85 for Category III, IV, and
V, respectively) due to greater use of mechanical and fertilizer energy. The energy ratio analysis
shows that the energy output did not increase in proportion to the increased energy input with the
increase in mechanization level.

Table 3. Energy ratios for farmers of different categories.

Category Direct Energy Fertilizer Energy Total Input Total Output Output/Input

(Million kcal/ha) Ratio

I 0.101 0.380 0.481 15.15 31.55
II 0.636 1.518 2.154 39.02 18.11
III 1.017 3.036 4.053 45.82 11.31
IV 1.196 3.264 4.460 55.80 12.51
V 1.566 2.657 4.223 62.72 14.85
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CONCLUSIONS

RERIC International Energy Journal: Vol. 14, No.2, December 199

Annual crop production per hectare increased with the increasing level of mechanization of
farmers and the difference was four times between two extremes, i.e. from rainfed farms with
animate power to farms with tractors for tillage and transport operations and electric motors to
power irrigation pumps and stationary machines. Annual crop production showed a positive corre
lation with annual energy use per hectare and both direct and indirect components of annual
energy use affected the crop production in the same manner.

Cropping intensity increased rapidly with available power per hectare and direct energy use
per hectare from about 75% up to 150% at 0.5 kW/ha and 500 kWh/ha, respectively and then
gradually up to 180% at 1 kW/ha and 1000 kWh/ha. It showed no response to further increases in
power availability and direct energy use.

Energy utilization pattern of farmers representing increasing mechanization levels indicated a
rapid initial increase in utilization of all the energy sources and then a marginal decline in the
share of animate energy sources and further increase in the use of electrical and mechanical energy
sources.

The energy output/input ratio for higher mechanization levels was low due to higher inputs
indicating that the energy output did not increase in proportion to the increased inputs with the
increase in mechanization level.
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An interactive software 'SOLRAD' has been developed in BASIC to estimate, for India: (i)
Basic solar radiation parameters (solar time, declination angle, incidence angle, zenith angle,
sunset hour angle and day length) for 50 locations; (ii) Monthly mean daily and hourly values of
global, diffuse and direct radiation for 34 locations on both horizontal and tilted surfaces; and
(iii) Daily global radiation for a month (using the Bendt et al. function) for 34 locations. The
program is highly user friendly and has the advantage that new locations and application oriented
calculations can be added and additional correlations can be included. Examples are shown and
thefunction and versatality of the program explained.

INTRODUCTION

All solar energy processes (thermal and photovoltaic) require a knowledge of solar radiation
availability at the location of interest. Though the solar radiation intensity outside the earth's
atmosphere can be determined very accurately, its availability at the earth's surface is prone to a
certain degree of uncertainty due to local climatic conditions.

The importance of the estimation of solar radiation cannot be overemphasized. An incorrect
knowledge will either lead to oversizing of equipment or not obtaining the required output from
solar conversion devices. Before installing any solar conversion device, it is important to know
the radiation availability at the location of interest.

An interactive software 'SOLRAD' (for SOLar RADiation) for the estimation of solar radia
tion for Indian locations on both horizontal and tilted surfaces has been developed which will be

.useful for:
(i) Designers of solar thermal and solar photovoltaic devices;

(ii) Researchers, who need to estimate solar radiation values in the course of their work;
(iii) Architects, who need to estimate the solar heat gain in buildings;
(iv) Agricultural engineers who need to estimate the evaporation losses of water used for

irrigation; and
(v) For teachers for demonstration purposes.

SOLRAD has been designed to:
(i) Calculate basic solar radiation parameters (solar time, declination angle, incidence angle,

zenith angle, sunset hour angle and day length);

* Author to whom correspondence should be addressed.



22 RERIC International Energy Journal: Vol. 14, No.2, December 1992

(ii) Estimate the monthly mean daily and hourly values of global and diffuse radiation on a
horizontal surface;

(iii) Estimate the monthly mean daily and hourly values of global and diffuse radiation on a
tilted surface;

(iv) Statistically generate daily global radiation values for a month, by knowing the monthly
mean daily global radiation.

PROGRAM DETAILS

The basic program details are given in Table 1.
The program can be divided into 5 major sections for describing its capabilities:
I. Calculation of basic solar radiation parameters
II. Calculation of monthly mean solar radiation on a horizontal surface
III. Calculation of monthly mean solar radiation on a tilted surface
IV. Calculation of daily global radiation for a month
V. Help

Figure 1 shows the complete block diagram of the SOLRAD computer program.

Table 1. Program details.

Name of the program

Software

Memory

No. of lines

No. of remark statements

Computer

Calculation of Basic Solar Radiation Parameters

Solar Time

: SOLRAD

: GWBASIC

: 70165 bytes

: 1143

: 63

: IBMPCXT,
IBMPC AT compatibles

The solar time is calculated using the expression given by Duffie and Beckman (1980).

Solar Time = Watch Time - 4 (Lstd - L1oc) + E [1]

The equation of time (E) is calculated using the expression given by Szokolay (1984) [quot
ing Page et al. (1978)].

E = 0.00037 + 0.43177 cos x - 7.3464 sin x - 3.165 cos 2x -

9.3893 sin 2x + 0.07272 cos 3x - 0.2449 sin 3x

where, x = [360 N/365].

[2]



Level 2

Monthly mean
hourly solar

radiation

Monthly mean
daily solar
radiation

Level 0

Main Menu
1. Basic solar radiation parameters
2. Solar radiation on a horizontal surface
3. Solar radiation on a tilted surface
4. Daily global radiation for a month
5. Help
6. Exit to DOS

Basic solar
radiation

parameters

Daily
extraterrestrial

radiation

Hourly
extraterrestrial

radiation

Monthly mean
daily solar
radiation

Monthly mean
hourly solar

radiation

Fig. 1. Complete block diagram of the program.
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Declination Angle
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The declination angle (0) is calculated using the equation given by Szokolay (1984) [quoting
Page et al. (1978)].

o= 0.3328 - 22.984 cos x + 3.7872 sin x - 0.3499 cos 2x +

0.0321 sin 2x - 0.1398 cos 3x + 0.0719 sin 3x

where, x = [360 N/366].

Incidence Angle

[3]

The incidence angle (fJ) is calculated using the equation given by Duffie and Beckman
(1980).

8 = cos-1 [sin 0 sin l/J cos f3 - sin 0 cos l/J sin f3 cos r + cos 0 cos l/J cos f3 cos (0 +

~o~(O~r~l/J~P+~o~P~r~~ ~

Zenith Angle

The Zenith angle (8) is calculated using the expression given by Duffie and Beckman
(1980).

8% = cos-1 [sin 0 sin l/J + cos 0 cos l/J cos (0]

Sunset Hour Angle and Day Length

[5]

The sunset hour angle ((0) and day length (DL) is calculated by the equation given by" Duffie
and Beckman (1980).

(Os = cos-1 [- (tan l/J tan 0) ]

DL = (2/15) cos (Os

Monthly Mean Daily Extraterrestrial Radiation

[6]

[7]

This is calculated by the expression given by Duffie and Beckman (1980).

~ = [(24 * 3600 * sc) /n] (1 + 0.033 * cos (360.N/365» . (cos l/J cos 0 sin (Os

+ (2 n(OJ360) sin l/J sin 0) [8]

Monthly Mean Hourly Extraterrestrial Radiation

This is found by the equation given by Duffie and Beckman (1980).

10 = [(12 * 3600 * sc) / n] (1 + 0.033 * cos (360.N/365» . (cos l/J cos 0 sin ((02 - (OJ)

+ (2n ((02 - (OJ) / 360) sin l/J sin 0) [9]

where (OJ and (02 are hour angles which define an hour ((02 is the larger).
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Solar Radiation on a Horizontal Surface

The calculation of monthly mean radiation on a horizontal surface has been divided into
global, diffuse and direct radiation for both daily and hourly time scales.

Monthly Mean Daily Global Radiation

The monthly mean daily global radiation on a horizontal surface can be calculated by any
one of the following five methods:

i) The expression given by Rietveld (1978)

H
g

= Ho [0.18 + 0.62 (i / S) ] [10]

ii) The expression given by Mani and Rangarajan (1983)
- - -
H

g
= Ho [0.26 + 0.48 ( s/S) ] [11]

iii) The expression given by Modi and Sukhatme (1983)

H
g

= Ho [a + b ( s/S) ] [12]

They have given the regression parameters 'a' and 'h' for each month of the year.
iv) The expression given by Ogelman et al. (1984)

Jig = Ho [0.195 + 0.68 (s / S)] [13]

v) The expression given by Akinoglu and Ecevit (1990)

H
g

= flo [0.145 + 0.845 (s/S) - 0.28 (S/S)2] [14]

Monthly Mean Daily Diffuse Radiation

[17]

[16]

[15]

The expression given by Gupta, Usha Rao and Reddy (1979)
- - -
H

d
= H g [1.354 - 1.57 K]

ii) The expression given by Collares-Pereira and Rabl (1979)

Jid = Jig [1.19 - 2.27 j{ + 9.4 j(2 - 21.87 j(3 + 14.65 K4
]

iii) The expression given by Erbs and Klein (1982)

Hd = fig [1.317 - 3.023 K + 3.37 Kz - 1.77~]

iv) The expression given by Mani and Rangarajan (1983)

The monthly mean daily diffuse radiation can be found by anyone of the six methods given
below.

i)

Hd = H
g

[1.108 - 1.351 K]

v) The expression given by Modi and Sukhatme (1983)

[18]

- - -
Hd = H

g
[1.412 - 1.696 K]

vi) The expression given by Muneer and Hawas (1984)

Hd = Hg [1.35 - 1.61 K]

[19]

[20]
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Monthly Mean Daily Beam Radiation

This is calculated by the following equation given by Duffie and Beckman (1980).

H = H - Hb g d
[21]

Monthly Mean Hourly Global Radiation

[22]
where,

The monthly mean hourly global radiation can be calculated by the equation given by Duffie
and Beckman (1980).

'F
t

= (1t /24) . ( a + b cos ill) [(cos ill - cos ill) / (sin ills - (21t ill) 360) . cos ill) ] [23]

Here 'a' and 'b' are calculated as follows:

a = 0.410 + 0.502 sin (ills - 60)

b = 0.661 + 0.477 sin (ills - 60)

[24a]

[24b]

Monthly Mean Hourly Diffuse Radiation

The expression given by Liu and Jordan (1960) is used to calculate monthly mean hourly
diffuse radiation.

[25]
where,

rd = (1t / 24) [(cos ill - cos ill) / (sin ills - (21t ill/360) cos ill) ] [26]

Monthly Mean Hourly Beam Radiation

The monthly mean hourly beam radiation is estimated by the equation given by Duffie and
Beckman (1980).

- -
I = I - I

b g d
[27]

Solar Radiation on a Tilted Surface

The calculation of monthly mean radiation on a tilted surface has been divided into global,
diffuse and direct radiation for both daily and hourly time scales.

Monthly Mean Daily Global Radiation

The monthly mean daily global radiation on a tilted surface can be calculated by the equation
given by Duffie and Beckman (1980).

Hgt = (~ - H) RbH + Hd [(1 + cos f3) /2] + Hg (0.2) [(1 - cos f3 ) / 2 ] [28]
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where,
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RbH = [COS ( q, - f3) cos 0 sin coJ + [( 1t / 180) co's sin ( q, - f3) sino] /

[cos</> cos 0 sin COs + (1t / 180) sin q, sin 0] [29]
and

ill's = minIcos-1
- (tan q, tan 0)

Icos-1
- (tan ( q, - f3) tan 0)

Monthly Mean Daily Diffuse Radiation

[30]

The expression given by Gopinathan (1990) [quoting Hay (1980)] is used to calculate the
monthly mean daily diffuse radiation.

iidl = iid[ ( iig - iid) / H0] lib + (( 1 - cos f3 ) / 2) [( 1 - (Hg - Hd) ) / No] [31]

Monthly Mean Daily Beam Radiation

The monthly mean daily beam radiation on a tilted surface is calculated by the equation
given by Duffie and Beckman (1980).

[32]

Monthly Mean Hourly Global Radiation

It can be calculated by the equation given by Duffie and Beckman (1980).

~, = Ib RbI + Id [ (1 + cos f3 ) /2] + (4 + ~) (0.2) [( 1 - cos f3 ) /2 ] [33]
where,

RbI = [cos ( q, - f3) cos 0 cos ills] + [sin (q, - f3) sin 0] /

[cos q, cos 0 cos ill + sin q, sin 0] [34]

Monthly Mean Hourly Diffuse Radiation

Reindl et al. (1990) [quoting Hay and Davies (1978)] have proposed a model to predict the
monthly mean hourly diffuse radiation on a tilted surface.

[35]
where,

Monthly Mean Hourly Beam Radiation

It can be calculated using the expression given by Duffie and Beckman (1980).

[36]
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Daily Global Radiation for a Month

RERIC International Energy Journal: Vol. 14, No.2, December 1992

Bendt et a1. (1981) have given the cumulative distribution function for the daily global radia
tion on a horizontal surface as.

F(K) = [exp(yKmi,) - exp(yK)]/[exp(yKmill ) - exp(yKmaJ] [37]

where F(K) is the fractional time during which the daily clearness index is ~ K.

Kmill = 0.05 [38]

For India. Joshi (1984) has given the following expression to calculate Kmaxas.

K = 0.362 + 0.597 Kmax

The value of y is found by solving the transcendental equation.

[39]

y = [( (yKmill - 1 ) exp (yKmill ) - (yKmax - 1) exp (yKmaJ) ] /

[exp (yKmiJ - (exp (yKmaJ] [40]

Knowing K",j,,' Kmax and for a given fractional time F(K), the value of K is found from
equation [37]. Since.

Hg = (K / K) .Hg [41]

The daily global radiation (Hg) is then calculated (Reddy et al.• 1987).
If the values are needed for a month. the fractional time is divided into the number of days in

a month and the above calculation is done as many times as there are days in that month. The
values of K (and therefore H) will be in ascending order increasing from K . to K . By doingg ~II max
random sampling (without replacing). the global radiation for a month for a given location can be
estimated.

The inputs required for each calculation and the program output are given in Tables 2. 3 and
4.

Help

A help menu has been included in the program to assist the user in running the software. The
inputs given to each calculation are clearly explained.

A data file has been created which contains latitude. longitude and altitude (the height above
the sea level) for 50 locations. However. the monthly mean clearness index (K). the sunshine
duration (SD) and the ambient temperature (Ta".) values for all the 12 months in a year are
available for only 34 cities.

The complete details of the calculation procedure is given by Jeyakumaran (1991).

RESULTS AND DISCUSSION

The results obtained by running the program have been verified with data for known loca
tions (both India and elsewhere) using examples in standard textbooks. namely. Duffie and Beck
man (1980). Kreith and Kreider (1981) and Reddy (1987). and also with available data for Indian
locations contained in Mani and Rangarajan (1983).
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Though most of the data have been taken from Mani and Rangarajan (1983), the software has
an added advantage that many recent calculations have been included. This program is extremely
flexible in that:

(1) The data file can be expanded to include more locations (both Indian or elsewhere);
(2) New correlations can be added as and when more accurate methods are developed;
(3) Additional calculations for thermal and photovoltaic applications can be included; and
(4) It is highly user friendly.
The following examples demonstrate the program's applicability.

Example-l

To calculate the declination angle on March 7 and display the location of Bangalore.

Result

Example-2

Name of the city

Month

Date

Latitude (degrees)

Longitude (degrees)

The declination angle is

Bangolore

March

7

12.95

77.12

: -5.60 degree

To calculate the monthly mean daily global solar radiation on a horizontal surface at Delhi
for March, using:

(1) Mani and Rangarajan method.
(2) Akinoglu and Ecevit method.
(3) Rietveld method.

Results

Name of the city
Month

Latitude (degrees)

Longitude (degrees)

Method

Mani & Rangarajan

Akinoklu & Ecevit

Rietveld

: New Delhi
March

28.58

77.02

Monthly Mean Daily
Global Radiation

(MJ/m2
)

19.23

19.38

19.34
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Table 2. Program input and output for the calculation of basic solar radiation parameters.

Calculation

Solar time

Declination angle

Incidence angle

Zenith angle

Sunset hour angle

Day length

Watch time

Monthly mean
daily extraterrestrial
radiation

Monthly mean
hourly extraterrestrial
radiation

User Input

CC, MN, DT, WT

CC,MN,DT

CC, MN, DT, WT

CC,MN,DT,WT

CC,MN,DT

CC,MN,DT

CC, MN, DT, ST

CC,MN

CC,MN,WT

Program
Output

Solar time

Declination angle

Incidence angle

Zenith angle

Sunset hour angle

Day length

Watch time

Monthly mean
daily extraterrestrial
radiation

Monthly mean
hourly extraterrestrial
radiation

Units

Hours & minutes

Degrees

Degrees

Degrees

Degrees

Hours

Hours & minutes

MJ/m2

CC - City Code
WT - Watch Time

Example-3

MN - Month Number
ST - Solar Time

DT - Date

To calculate the monthly mean hourly diffuse solar radiation on a tilted surface (tilt angle =
5°) for Madras (for the hour 10: 10 to 11: 10 AM watch time) in July.

Result

Name of the city : Madras

Month : July

Latitude (Degrees) : 13.12

Longitude (Degrees) : 80.28
For the hour: 10 hour 10 minutes - 11 hour 10 minutes.

Tilt angle of the surface : 5 degrees

The monthly mean hourly diffuse radiation : 0.057 MJ/m2

Example-4

To calculate the daily global radiation on a horizontal surface for Kodaikanal for all days in
February.
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Daily global radiation for a month

Name of the city : Kodaikanal
Month : February
Latitude (Degrees) : 10.23
Longitude (Degrees) : 77.47

Monthly mean daily global radiation : 21.88MJ/m2

Monthly mean clearness index : 0.7090

Daily Global Radiation
Day (MJ/m2

)

DRA* DRR**

1 1.54 24.23
2 16.53 23.41
3 18.15 16.53
4 19.10 23.28
5 19.77 20.29
6 20.29 22.13
7 20.72 21.08
8 21.08 23.53
9 21.39 22.70

10 21.66 23.01
11 21.91 24.14
12 22.13 18.15
13 22.34 19.77
14 22.52 23.15
15 22.70 23.96
16 22.86 22.86
17 23.01 23.75
18 23.15 23.64
19 23.28 22.52
20 23.41 21.91
21 23.53 1.54
22 23.64 20.72
23 23.75 21.39
24 23.86 19.10
25 23.96 23.86
26 24.05 21.66
27 24.14 24.05
28 24.23 22.34

DRA* - Daily global Radiation value in Ascending order.
It does not pertain to the day number.

DRR** - Daily global Radiation value in Random order.

31
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Table 3. Program input and output for the estimation of monthly mean
solar radiation on a horizontal surface.

Radiation Method User Input Program Output

Daily Global Mani& CC,MN Monthly Mean Daily
Rangarajan Global Radiation

Modi & CC,MN Monthly Mean Daily
Sukhatme Global Radiation

Akinoglu & CC,MN Monthly Mean Daily
Ecewit Global Radiation

Ogelman CC,MN Monthly Mean Daily
Global Radiation

Rietveld CC,MN Monthly Mean Daily
Global Radiation

Daily Diffuse Mani& CC,MN Monthly Mean Daily
Rangarajan Diffuse Radiation

Modi & CC,MN Monthly Mean Daily
Sukhatme Diffuse Radiation

Gupta, Usha CC,MN Monthly Mean Daily
Rao & Reddy Diffuse Radiation

Muneer & CC,MN Monthly Mean Daily
Hawas Diffuse Radiation

Erbs & CC,MN Monthly Mean Daily
Klein Diffuse Radiation

Collares-Pereira & CC,MN Monthly Mean Daily
Rabl Diffuse Radiation

Daily Beam CC,MN Monthly Mean Daily
Beam Radiation

Hourly Global CC,MN,WT Monthly Mean Hourly
Global Radiation

Hourly Diffuse CC,MN,WT Monthly Mean Hourly
Diffuse Radiation

Hourly Beam CC,MN,WT Monthly Mean Hourly
Beam Radiation

CC - City Code MN- Month Number DT - Date
WT- Watch Time ST - Solar Time
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Table 4. Program input and output for the estimation of monthly mean
solar radiation on a tilted surface.

. 33

Radiation User Input

Daily Global CC,MN,TA

Daily Diffuse CC,MN,TA

Daily Beam CC,MN,TA

Hourly Global CC, MN, WT, TA

Hourly Diffuse CC, MN, WT, TA

Hourly Beam CC, MN, WT, TA

CC - City Code MN- Month Number
WT- Watch Time ST - Solar Time

Program Output

Monthly Mean Daily
Global Radiation

Monthly Mean Daily
Diffuse Radiation

Monthly Mean Daily
Beam Radiation

Monthly Mean Hourly
Global Radiation

Monthly Mean Hourly
Diffuse Radiation

Monthly Mean Hourly
Beam Radiation

DT - Date
TA - Tilt Angle of the Surface

CONCLUSION

A micro computer software has been developed to calculate the monthly mean daily and
hourly global, diffuse and beam radiation on horizontal and tilted surfaces. In addition, the daily
global radiation for a month, solar time, declination angle, incidence angle, zenith angle, sunset
hour angle and day length can also be computed. All these parameters can be estimated for fifty
locations in India. This application software will be useful for researchers, students and designers
of solar equipments who need data on solar radiation in India. The program has the added
advantages that more locations can be added and that it is user friendly. Interested users can
obtain information and copies of the SOLRAD software from the authors.

NOMENCLATURE

AI Anisotropic index
DL Day length (hours and minutes)
E Equation of time (minutes)
h Relative humidity
H Daily radiation (MJ/m2

)

I Hourly radiation (MJ/m2
)

k Hourly clearness index
K Daily clearness index
L Longitude (degrees)
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n

N
r

R

s
S
sc
ST
T

Greek

RERIC International Energy Journal: Vol. 14, No.2, December 1992

Number of days in a month
Day number of the year (from 1 to 365)
Ratio of the monthly mean hourly diffuse fraction to that of the daily fraction
Ratio of the monthly mean daily global radiation on a tilted surface to that on a
horizontal surface
Actual sunshine duration (hours and minutes)
Maximum possible sunshine duration (hours and minutes)
Solar constant (1353 W/m2

)

Solar time (hours and minutes)
Temperature (OC)

a Solar altitude angle (degrees)

o Declination angle (degrees)
p Tilt angle or slope (degrees)
8 Incidence angle (degrees)

p Ground reflectance
<l> Latitude (degrees)
8z Zenith angle (degrees)
ro Hour angle (degrees)
'Y Azimuthal angle (degrees)

constant, defined by equation 40

Subscripts

b Beam
d Diffuse

g Global

H Daily
I Hourly

o Extraterrestrial
t Tilted surface
ambo Ambient temperature
s Sunset hour angle
std Standard (for Indian L.

td
= 82.5°E)

loe Local

Monthly mean values, e.g., Ho
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ABSTRACT
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Solar irradiation isolines for the twelve months of the year have been developed for Nigeria
using various estimates and available data. Among the methods used are linear and quadratic
correlations of irradiation with relative sunshine duration. the correlation of cloud amount with
relative sunshine duration and with irradiation. and the correlation of irradiation with climatol
ogicalfactors such as relative humidity. temperature, sunshine hours. latitude and altitude.

INTRODUCTION

In order to apply solar energy at any site, it is necessary to have reliable information about
the available solar irradiation (insolation). Normally this information is obtained from an analysis
of accumulated data on solar radiation, measured as near as possible to the site, usually from
existing meteorological stations.

However, at many of these stations, especially in a developing country such as Nigeria, there
are very few accurate and uninterrupted measurements of solar irradiation extending over even a
few years available. Furthermore, since solar irradiation mapping is not usually a determining cri
terion in the establishment of these stations, areas of highest irradiation may not necessarily have
solar radiation measuring instruments installed there. In addition, solar radiation measurements
require relatively expensive and sophisticated equipment which may not be obtainable and the re
quired expertise may be lacking for many local stations in developing countries.

Such a state of affairs has led some previous investigators [1-9] to estimate global irradiation
from other more readily available climatological data such as sunshine hours, rainfall, air tempera
ture and relative humidity. In many developing co!mtries reliable data on these other climatologi
cal factors have existed for many years. These parameters have been correlated to global solar ir
radiation using a number of empirical methods, some of which have been used to produce the irra
diation charts in this work. The methods chosen produce estimates within 10% of the measured
insolation data in Nigeria [11,12]. Figure 1 shows the locations of sixteen stations which have
reliable data on relative humidity, sunshine hours, cloud amount, and temperature which are
required in some of the methods considered here. A few of the stations have global solar irradia
tion data for a varying number of years.

*Former Director. Iree Satellite Campus. The Polytechnic. Ibarlan, Nigeria.
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Fig. 1. Location of the stations considered in this study.

CONSIDERATION OF SOME OF THE EMPIRICAL FORMULATIONS EMPLOYED

Method of Angstrom

Perhaps the simplest and most successful radiation correlation is the Angstrom-type equa
tion, subsequently modified by Page [13], relating global solar irradiation directly to relative
sunshine, viz:

(1)

where H, Ho are the horizontal global and extraterrestrial radiation respectively at the location of
interest; a and b are climatologically determined regression constants dependent on location; and S
is the relative sunshine or per cent possible sunshine hours, defined as the ratio of the actual hours
of bright sunshine to the day length hours from sunrise to sunset.

With the values of H, Hand S available at any location, the regression constants a and b can
be readily evaluated. Howev~r, as already noted, reliable and sufficient data on the global insola
tion H are difficult to come by in many meteorological stations. Frere et al. [7] therefore proposed
a graphical relationship between the constants a and b and the annual average values· of the
relative sunshine duration for several stations with latitudes ranging from 35°5 to SOON. The graph
is reproduced in Fig. 2. This method of determining the regression constants may be preferable to
the method used by Page [3] and by Lof et al. [9] of using vegetation and climate to fix values for
whole regions and sites when vegetation changes are not accompanied by marked changes in
climatic conditions.

Table 1 shows the geographical data and climatic constants a and b for the sixteen stations
considered in this study. The annual average relative sunshine is obtained from Ref. [13].
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Fig. 2. Relationship between the coefficients a, b and the annual average relative sunshine S
(after Frere et al. [7]).

However, when the regression constants a and b were determined from a regression analysis
of the available data, the following equations were obtained:

H / Ho = 0.048 + 0.804 S

applicable for Northern Nigeria and r = 0.80;

H / Ho = 0.307 + 0.321 S

applicable for Southern Nigeria and with r = 0.82;

H / Ho = 0.353 + 0.254 S

(2)

(3)

(4)

applicable in the months of November through February in Southern Nigeria when the harmattan
dust storms from the north-east trade winds are at their peak; and

H / Ho = 0.301 + 0.358 S

applicable for the rainy season months of May to October in Southern Nigeria.

(5)
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Table 1. Geographical data and climatic constants a and b for
the 16 stations considered in this study (see equation 1).

Longitude Latitude Altitude Annual Mean Climatic Constants

Station and State (oN) (OE) (m) Relative (Frere Values)

Sunshine a b

1. Port Harcourt, RVS 4.86 7.02 15 35 0.19 0.56

2. Benin City, BDS 6.32 5.62 79 43 0.25 0.47

3. Lagos,LGS 6.45 3.40 3 43 0.25 0.47

4. Enugu,ANS 6.47 7.55 140 48 0.27 0.44

5. Ibadan,OYS 7.43 3.90 198 45 0.26 0.46

6. Makurdi, BNS 7.70 8.58 111 54 0.30 0.43

7. Horin, KWS 8.43 4.50 366 53 0.29 0.43

8. Lokoja,KWS 8.80 6.73 98 55 0.29 0.43

9. Yola,GGS 9.22 12.48 215 68 0.32 0.40

10. Minna,NGS 9.62 6.53 323 61 0.31 0.41

11. los, PLS 9.87 8.90 1260 63 0.31 0.41

12. Bauchi, BAS 10.33 9.83 620 68 0.32 0.40

13. Kaduna,KDS 10.58 7.43 644 63 0.31 0.41

14. Maiduguri, BOS 11.85 13.08 354 72 0.31 0.41

15. Kano,KNS 12.05 8.53 470 71 0.31 0.41

16. Sokoto, SOS 13.02 5.25 351 73 0.31 0.41

Quadratic Correlations

When the simple quadratic correlation is employed to the available data, the following
regression constants are found for data from Southern Nigeria:

with r = 0.76;

H / Ho = 0.281 + 0.490 S - 0.188 S2 (6)

H / H o = 0.000354 + 1.295 S - 0.768 S2 (7)

with r = 0.87 and applicable for the harmattan season months of November to February;

H / Ho = 0.0191 + 1.819 S - 1.729 S2 (8)

with r = 0.90 and applicable for the rainy season months of May to October.
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Maximum-likelihood Quadratic Fit
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(9)

(10)

A maximum-likelihood quadratic fit to the available data produced the following equations:

H / H
o
= 0.376 - 0.138 S + 0.66 S2

for data from all over the country;

H / H
o
= 0.301 - 0.30 S + 0.098 S2

applicable for Southern Nigeria;

H / H
o

= - 0.12 + 1.32 S - 0.388 S2 (11)

applicable for Northern Nigeria.
These equations estimate solar radiation well within 10 per cent of data from the various

stations considered.

Cloud Data Correlation

Some stations were found to have longer and more consistent cloud amount data than radia
tion data. Thus, correlation equations were developed relating possible sunshine to cloud amount
C. Thus, using any of the foregoing equations, it is possible to estimate radiation from cloud
amount data [14]:

(1 - S) = 0.344 C - 0.0925 C2 + 0.00827 C3

applicable for southern Nigeria with latitude < 9°N

(1 - S) = 0.222 C - 0.0649 C2 + 0.00634 C3

applicable for northern Nigeria with latitude> 9°N.

Method of Sabbagh, Sayigh and EI-Salaam

(12)

(13)

Sabbagh, Sayigh and EI-Salaam [6] proposed the following equation for the estimation of
global radiation in arid and semi-arid climates:

1

Q = a K exp L [D - R J/ 100 - 1 / t] (14)

where Q is the monthly mean daily total solar radiation in MJ/(m2-day), L is the location latitude in
radians, D is the hours of bright sunshine relative to 12 hr, R is the relative humidity, t is the
maximum air temperature, K is a factor equal to ( AN + w

ij
cos L ) 102 where A is a latitude

factor equal to 0.2/ (1 + 0.1 c/J), w..being the Reddy seasonal factor, N is the mean length of the
I,)

day during the month, c/J is the location latitude in degrees and a is a coefficient set equal to 1.53
for the desert climate investigated by Sabbagh et aI. when Q is in g-cal/(cm2-day).

It has been found that, in order for this method to satisfactorily predict insolation in the
temperature climatic areas of Italy, the following modification is necessary:

a = 1.15(1 + OA cos (j + 6);r/6) (15)
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Barra [10] found that defining a as in equation (15) above yields predictions within 10% of the
data all over Italy except at sites high on the mountains where the temperature is near or below
oce. Similarly, the present author [11] has found that the following modification is necessary for
the Sabbagh formula to be applicable to the tropical climate of Nigeria:

where

a == a. = A ( 1 - 0.1 sin (j + 5) p / 5)
}

(16)

A = 1.34 ( 1.05 (1 - oJ) + 0.90 (1 - °2 ) + °3 ) (17)

and oJ' 02' 03 are either 0 or 1 depending on the month of the year or the season of the year.
All the above correlations have been used to predict the insolation throughout Nigeria well

within 10% of the available radiation data [11,12,14].

DISCUSSION OF RESULTS

Radiation isolines for Nigeria based on the above correlations and estimates are presented in
Figs. 3 to 11 for the twelve months of the year. It is noteworthy that, for any month of the year,
total solar radiation in Nigeria increases with latitude from the south to the north. Furthermore,
there is a noticeable difference in the solar radiation between the southern and the northern sites.
This difference ranges between 5 MJ/(m2-day) and 10 MJ/(m2-day) for all the months of the year.

Generally, the influence of the rainy season in May to September is most marked in the
southern areas when the global solar radiation attains significantly lower values than for the other
months of the year.

The lowest values of global solar radiation throughout the year are attained in the month of
August (Fig. 8). With the amount of solar radiation shown in these figures, it is apparent that solar
energy devices can be usefully employed in Nigeria, even in the southern areas which show
monthly averages of not less than 12 MJ/(m2-day). From the annual average relative sunshine data
in Table 1, however, it is seen that most of this radiation is diffuse at latitudes less than 9°N. On
the other hand, global solar radiation in excess of 20 MJ/(m2-day) is generally available in the
northern areas of the country, much of which is also diffuse due to the hannattan dust storms from
north-east trade winds of October to March or April.

CONCLUSION

The global total solar radiation ranges from a low of about 12 MJ/(m2·day) in the southern
areas to as high as 24 MJ/(m2-day) in the northern-most areas dependent on the season. There is a
conspicuous absence of meteorological stations in the north-western part of the country in this
study. It is imperative that many more meteorological and climatological stations all over the
country be established in order to improve on the perceived radiation isolines presented in this
paper.
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Fig. 3. Radiation isolines for Nigeria in the months of January and December (MJ/m2-day).
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22·5

Fig. 4. Radiation isolines for Nigeria in the months of February, March and April (MJ/m2-day).
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Fig. 5. Radiation isolines for Nigeria in the month of May (MJ/m2-day).
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Fig. 6. Radiation isolines for Nigeria in the month of June (MJ/m2-day).
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Fig. 7. Radiation isolines for Nigeria in the month of July (MJ/m2-day).

Fig. 8. Radiation isolines for Nigeria in the month of August (MJ/m2-day).
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no
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Fig. 9. Radiation isolines for Nigeria in the month of September (MJ/m2-day).

Fig. 10. Radiation isolines for Nigeria in the month of October (MJ/m2-day).
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Fig. 11. Radiation isolines for Nigeria in the month of November (MJ/m2-day).

NOMENCLATURE
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A
a,b
C
D
j
K
L
N
H,H

o

Q
R
S
t

Woo
lJ

Factor in the modified equation of Sabbagh et al.
Climatologically determined regression constants in the Page equation
Cloud amount, oktas
Mean daily hours of bright sunshine relative to 12 hours
Index of month of the year; j = 1,2, --- for Jan, Feb, ---, etc.
(A N + wij cos L)lQ2 in the equation of Sabbagh et al.
Location latitude in radians
Mean length of the day during the month
Monthly mean daily horizontal total and extraterrestrial solar radiation respectively,
g-caV(cm2-day) or MJ/(m2-day)
Monthly mean daily total solar radiation, MJ/(m2-day)
Relative humidity
Relative sunshine, per cent of maximum possible sunshine hours
Maximum air temperature, °C
Reddy seasonal factor
Factor in the empirical equation of Sabbagh et al.
Factors in the equation of Sabbagh et al.
Location latitude in degrees

0.2/(1 + O.let»
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This article contains short descriptive outlines of the processes that occur in the photovoltaic
effect, electrons in solids (insulators, conductors and semiconductors), electron-hole pairs, doped
semiconductors, n-p junctions and photovoltaic cells.

To understand how solar photovoltaic cells work, one needs a knowledge of the quantum
theory of electrons in solids. It is therefore difficult for persons with backgrounds other than a
degree in physics to follow many of the texts on this subject, except those at a popular level. The
aim of this article is to bridge the gap between expositions that are too elementary to be useful and
those that are too advanced to be understood by the majority of engineers. The material presented
is based on notes given to students in a course on solar energy in the Asian Institute of Technol
ogy.

THE PHOTOELECTRIC EFFECT

Incident light Ejected electrons

~/
....1-----.'

Metal

Fig. 1. Production of photo-electrons.

Experiment shows that when light falls on a metal surface, electrons may be ejected. The
energy E of the ejected electrons depends on the frequency v of the incident light according to the
equation

E = h v - ¢,

where h is Planck's constant and ¢ is the energy required to remove the electron from the metal
surface. If the electrons are collected to make an electric current, the strength of the current
depends on the intensity of the incident light.
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These results show that the interaction between electromagnetic radiation and matter is in
the form of energy exchanges between discrete quantities of radiation and electrons. The discrete
quantities of radiation are called photons. Each photon has energy hv, and the intensity of the
radiation is determined by the number of photons received per unit time.

ELECTRONS IN SOLIDS

·1· ·1· ·1·• • • •--0--0--0--

• I • I • I ••• •• ••
• • • •--0--0--0--

• I • I • I ••• •• ••
• • • •--0--0--0--

• I • I • I ••• •• ••

Fig. 2. Schematic diagram of silicon lattice with electron pairs (dots) in covalent bonds (lines).

The atoms of certain crystalline solids are held together in a regular lattice by covalent
bonds. Each covalent bond linking two atoms consists of a pair of electrons, called valence
electrons, one from each atom (Fig. 2). The valence electrons move in the space between the two
atoms with energies in a certain band of energies known as the valence band (Fig. 3). The
valence band of a solid consists of a large number of separate energy levels, one for each valence
electron. The behaviour of electrons is such that when all the valence electrons are in position, no
more valence electrons can be added to the lattice.

electron energy

Energy
gap

________ } Conduction band

Forbidden band

________ } Valence band

Fig. 3. Electron energy level bands in solids.

In some solids there are extra electrons moving freely through the lattice without being held
in covalent bonds. These electrons are called conduction electrons because they carry electric
currents through the solid. Their energies are in another band known as the conduction band at a
higher energy level than the valence band (Fig. 3).

Between the highest energy level in the valence band and the lowest energy level in the
conduction band there may be a forbidden band of energies. No electrons can have energies
within the forbidden band. The difference between the energy at the bottom of the conduction
band and the energy at the top of the valence band is called the energy gap.
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The most convenient measure of energy in electronics is the energy gained by an electron
when it is accelerated through an electric potential of one volt, called the electron volt (eV).
Energy gaps are typically of the order 1 eV =1.602 x 10-9J.

INSULATORS, CONDUCTORS AND SEMICONDUCTORS

energy

Diamond

Energy gap 1
5.5eV

} Empty conduction band

~~~~~~~-¥ } Filled valence band

Fig. 4. Electron energies in an electrical insulator.

An electrical insulator has its valence band filled with electrons and its conduction band
empty (Fig. 4). Therefore, there are no free electrons available to carry an electric current. More
over, the energy gap is large so it is not possible for ordinary processes to provide enough energy
for the valence electrons to break out of their valence bonds and jump into the conduction band
where they might carry an electric current. Carbon in the form of diamond is an insulator with
energy gap 5.5 eV.

energy

Copper

------- ------------ .. ------------------------------------------------------------------
~ - -- ..

-----.----------------------...-----------------------

Partly filled conduction band

} Filled valence band

Fig. 5. Electron energies in an electrical conductor.

An electrical conductor, such as copper, besides having its valence band filled, also has a
partly filled conduction band. Sometimes there is no forbidden band because the conduction and
valence bands overlap (Fig. 5). There exist in the conduction band empty energy levels, or states
of motion, into which the conduction electrons can jump with very little change of energy.
Consequently, the conduction electrons are free to move through the lattice and carry an electric
current.
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energy

Silicon

Energy gap +
1.1 eV "

= =-----=-:,=--=--=

=---~:::=-::::==.E.---------------

Slightly filled
conduction band

Forbidden band

Almost filled valence band

Fig. 6. Electron energies in a semiconductor.

An intrinsic semiconductor is a pure substance with just enough electrons to fill the valence
band, but a small energy gap. It is possible for certain processes to give the valence electrons
enough energy to jump across the energy gap into the conduction band where they are able to
carry an electric current (Fig. 6). As there are only a few of these conduction electrons the solid is
called a semiconductor. An example is silicon with an energy gap of 1.1 eV.

ELECTRON-HOLE PAIRS

When an electron jumps from the valence band to the conduction band it leaves behind a
"hole", or missing electron in a covalent bond. This hole can easily be filled by an electron from
an adjacent covalent bond, so the hole can move through the lattice. Thus an intrinsic semicon
ductor conducts electricity by means of negative charge carriers (electrons) and positive charge
carriers (holes).

Electron-hole pairs may be produced by thermal excitation. The number of pairs produced
depends on the energy gap E and on the magnitude of kT, where T is the absolute temperature and

g

k is Boltzmann's constant 8.617 x 10-5 eV(K. At ordinary temperatures T::= 300K, and so kT::=
0.026 eV. This is only 2.4% of E for silicon but it is enough to give some conductivity.

g

Electron-hole pairs may also be produced by photon excitation. The rate at which pairs are
produced depends on the intensity of the light, i.e. the rate at which photons are absorbed.

A photon can create an electron-hole pair only if its energy is equal to, or greater than, the
energy gap. The energy of a photon is given by he/A, where h is Planck's constant 6.626 x 10-34Js,
c is the speed of light 2.998 x 108 m/s and A is the wavelength of the photon. When A is given in
J.lm and the photon energy E,\ is given in eV we have E,\ =1.24/A.

For photon excitation in silicon (E
g
= 1.1 eV) we require E,\ ~ 1.1 eV, i.e. A ~ 1.13 J.lm.

Therefore, the photons in visible light can increase the electrical conductivity of silicon by the
creation of electron-hole pairs, but the photons in the infra-red part of the spectrum with A> 1.13
~m cannot.
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Silicon doped with arsenic:
n-type semiconductor

Silicon doped with boron:
p-type semiconductor

The electrical conductivity of semiconductors can be greatly increased by the addition of
certain impurities in concentrations of about one part per million. The process is called "doping".

· ·1·. ·1·. ·1·.
-0--0-0--

· ·1·· ·1·· ·1··
• • As· •--0--.--0--• I • I ~_._--- Extra electron•• • ••. ·1·
• • • •-0--0-0--

· ·1·· ·1·· ·1··
Fig. 7. Schematic diagram of an n-type semiconductor lattice.

Silicon may be doped with arsenic atoms, which have five outer electrons. Four of the outer
electrons become valence electrons in the valence band, while the extra electron acts as a negative
charge carrier in the conduction band (Fig. 7). The number of donated conduction electrons is
much greater than the charge carriers produced from electron-hole pairs. The donated conduction
electrons are therefore called majority carriers, while the charge carriers produced from the elec
tron-hole pairs are called minority carriers. Because the majority carriers are negative the
arsenic doped silicon crystal is called an n-type semiconductor.

Silicon may also be doped with boron atoms, which have only three outer electrons. This
gives rise to missing valence electrons, or holes (Fig. 8). The holes created by the impurity atoms
act as positive majority carriers, and the doped crystal is called a p-type semiconductor.

·1· ·1· ·1·• • • •-0--0-0-

• I • I • I ••• •• ••
• • B· •-0-.-0--

:·1· :·1·~ Missing electron, or hole
-0--0-0--

• I • I • I ••• •• ••

Fig. 8. Schematic diagram of a p-type semiconductor lattice.

In each type of semiconductor the electric charges on the fixed impurities balance the charges
on the majority carriers and keep the crystal as a whole electrically neutral. Thus, in n-type
material the impurities act as fixed positive charges, and in p-type material the impurities act as
fixed negative charges.
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SEMICONDUCTOR n-p JUNCTIONS

Depletion layer
E ..

n-type - I p-type

----.,;=:=::.-Fixed impurity charges

Potential barrier Vb

Electrons

Holes

Internal electric potential

Carrier densities

Holes

Electrons

Fig. 9. The structure of a semiconductor n-p junction.

An n-p junction is a semiconductor crystal that is doped as an n-type semiconductor on one
side and as a p-type semiconductor on the other side (Fig. 9).

Near the junction, free electrons from the n-type side fill the holes from the p-type side
forming a depletion layer that is deficient in majority carriers. In this layer the fixed impurities
then create an excess positive charge on the n-type side and an excess negative charge on the p.
type side. This produces an electric potential barrier Vb that counterbalances further movement of
majority carriers across the junction.

The height of the potential barrier Vb is somewhat less than the energy gap E because the
fixed impurities slightly hinder the movement of the majority carriers. The potendal difference
across the junction produces an electric field in the depletion layer directed from the n-type side
towards the p-type side.
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SILICON PHOTOVOLTAIC CELLS

Solar radiation

\

Load

Fig. 10. The solar photovoltaic cell concept.
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When solar radiation falls on a silicon n-p junction, photons with wavelength less than 1.13
J.lm generate electron-hole pairs. The electric field in the depletion layer separates the electrons
and holes before they can recombine, driving the electrons to the n-type side. If the two sides of
the junction are connected to an external circuit, these charges give rise to a current, and energy in
the solar radiation is converted into electrical energy in the circuit.

The efficiency of photovoltaic conversion is limited by the relationships between the photon
energies and the energy gap in the semiconductor. Photons in the ultra-violet and visible regions
of the solar spectrum have energies greater than the energy gap so only part of the photon energy
is converted into electrical energy by the creation of electron-hole pairs. The excess energy is
dissipated as heat. Photons in the near infra-red with wavelengths 0.7 to 1.1 J.lm have energies
only slightly greater than the energy gap so most of their energy is converted into electricity. Near
infra-red photons with wavelengths greater than 1.13 J.lm have energies less than the energy gap
and cannot produce electron-hole pairs, so they cannot contribute to the energy output of the solar
cell.

Taking these facts into consideration one finds that an upper limit to the efficiency of a
silicon solar cell is 45%. However, recombination of electrons and holes before they are com
pletely separated reduces the attainable efficiency still further to about 20%.

If the external load resistance is very high we have, in effect, an open circuit in which the
voltage Vb is about 0.8 V in silicon solar cells, but the current is zero so no power is delivered. If
the load resistance is negligible we have, in effect, a short circuit in which the current is high since
almost all of the photo-excited electron-hole pairs are separated before recombination. But again
no power is delivered because the potential drop across the load is negligible. Optimum results are
obtained with a potential drop across the load of about 80% of Vb' which is about 0.6 V in silicon
solar cells.

FURTHER READING

There is a large volume of literature on the subject of solar photovoltaic cells covering both
the physical processes involved, and also the application of photovoltaic cells in solar powered
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systems. Among the wide selection of books available the author has found the following texts
useful for accounts of the physics involved.

Brinkworth, BJ. Solar Energy for Man, Compton Press, 1972. Although this book was
written two decades ago, it is still one of the best introductions to the principles of solar energy as
a whole, including photovoltaics.

Twidell, J. and T. Weir. Renewable Energy Resources, E. & EN. Spon, 1986. This book is
written for a wide readership mainly at the undergraduate level. The chapter on photovoltaics is
detailed, and must be read with concentrated attention.
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Photovoltaic pumping systems (Ae motor-submersible multistage pump set) capable of lift
ing water from total heads of 20 m and 50 m have been commissioned at selected sites. Overall
system efficiencies measured at each site indicated the sub-optimal performance of these systems.
An analysis based on the performance of individual system components. viz; array. inverter and
motor/pump unit at a chosen site has been carried out. Installation at off-design pumping head
was indicated to be a major reason for sub-optimal system performance. Measurements taken at
simulated head equal to the designed one showed a significant improvement in overall system
performance.

ABOUT THE STUDY

Seven solar photovoltaic water pumping systems were installed at selected sites and their
performance studied under different field conditions. The sites were selected on the basis of the
end-use requirement and technical compatibility with the system.

The systems manufactured in France, were donated to India by the French author Mr. Dom
inique Lappiere under the ASVIN (Application Solaires dans les Villages de l'Inde et du Nepal)
programme executed by the CNRS (Centre National de la Recherche Scientifique), France.

The PV array of each system having an installed capacity of 1.28 kWp, is comprised of mul
ticrystalline silicon modules. Other components included a high efficiency DC-to-AC inverter and
a submersible three phase AC motor multistage centrifugal pump unit. One of the systems is
designed to pump water against a total head of 50 m, while the rest are designed for a head of 20
m only. These systems are used only for rural water supply applications such as the provision of
drinking water and other domestic purposes. Irrigation could not be considered as one of the end
uses because of the limited capacity of the system and the consequent difficulty of sharing water
for irrigation purposes.

One of the· systems, designed to pump water from a total pumping head of 20 m, has been
commissioned at the Tata Energy Research Institute's (TERI's) campus (site A). Experiments
have been conducted on this system to study the performance of individual sub-systems, and the
system as a whole. This system has been in operation for more than 3 years. The highest output
obtained so far is 53 m3 in the month of April 1989. During the following two consecutive years,
the system performed best in the same month in terms of average daily water output. The
cumulative output for the year 1989 was 15,263 m3, this was found to have been reduced to
13,973 m3 in the year 1990. As the solar radiation and other weather parameters could not be
monitored at the site, it is difficult to comment upon the exact nature of various factors responsible
for the reduction in performance.
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The PV pumping system is a dynamic system consisting of more than one sub-system, the
characteristics of which change continuously throughout the day depending on variations in cli
matic and hydrological parameters. The output from the array varies as the irradiance on the array
plane changes. The performance of the motor/pump unit is affected by the electric current and the
voltage from the array as well as the depth of the water table, and is reflected in the water output
pattern.

Essentially, the PV pumping system consists of four sub-systems, viz.:
- PVarray;
- control equipment;
- motor-pump assembly; and
- water storage and distribution system.
The input solar energy to the array undergoes several conversions before it is made available

as mechanical energy for pumping water. Each conversion is associated with a certain amount of
energy loss which ultimately int1uences the cost of pumping water. The efficiencies of energy
conversion in each of these stages are, therefore, of critical importance.

To start operation, the motor/pump unit requires a certain amount of power to overcome the
starting torque. A centrifugal pump has a relatively low starting torque and will readily start to
rotate slowly even if the solar irradiance is low. There will not be any water output, however, until
the irradiance increases to a level where array power is sufficient to develop the rotational speed
required for pumping water through the required height.

Typically, a PV pumping system starts pumping water when the irradiance rises above this
threshold level. The water output rate continues to increase with the irradiance. As the motor/
pump unit reaches its optimal operation point, the overall system efficiency improves. In the
afternoon, when the ambient temperature increases and hence the solar cell operating temperature
also, the efficiency of PV conversion decreases. Although, the cells cool down later in the
afternoon, the water output continues to decrease on account of low irradiance and finally, stops
when the array is unable to generate enough electrical power.

The overall efficiency of the system obtained in the field depends critically on the matching
of operating parameters to the design ones. The significance of this matching has been a major
highlight of this study.

Cell operating temperature and module front surface soiling were observed to be two critical
aspects related to PV array performance. As per the following relation:

T
c

(OC) = T
a

caC) = 0.3 x intensity (mW/cm2) [A]

the cell operating temperature (T) would be a few tens of degree higher than the ambient tempera
ture (T) under typical field conditions [1]. The instantaneous array efficiency or array power,
being a linear function of cell temperature would be [2]:

[B]

The reference array efficiency TJ
R

is the product of the module fill factor and the cell reference
efficiency determined at a reference cell temperature T

R
• f3 is the temperature coefficient of

efficiency which is relatively constant over a range of temperatures encountered in terrestrial flat
plate arrays. The typical value of f3 is between 0.35% and 0.4% per °C.
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Dirt accumulation on the PV module surface can also have an appreciable effect on its output
power. In dense urban areas, the high carbon content of urban pollution is considered the major
cause of soiling. In rural agricultural areas, pollen dust is the chief cause. In arid regions, data
during five years revealed a 30 per cent reduction in current output due to dirt having settled on
modules [3]. Typically, the soiling factor, which measures the power generated despite soiling,
could be anywhere between 0.97 to 0.92 after a six months exposure [4]. Site A is an open
agricultural area having frequent dust-storms. Although the modules are regularly cleaned with a
dry cloth, the possibility of significant reduction in their electrical output due to dust accumulation
cannot be overlooked.

The high efficiency inverter, as per the manufacturer, is designed to 'follow-the-sun'. DC-to
AC inverters are commonly equipped with fixed voltage inputs or maximum power point trackers
to provide impedance matching. In most practical situations, the frequency of the generated wave
form in saturable-core oscillator type inverters - the modem technology devices commonly used
today - is directly proportional to the DC supply voltage. This property is utilized in the operation
of pumping systems at lower irradiance levels. As the array voltage rises initially, the frequency
of AC power also increases, thus increasing the rpm of the motor, enabling the system to pump
water even at a low irradiance level.

At any fixed speed, the pump will operate at a combination of head (H) and capacity or flow
rate (Q) given by its characteristic curve. The efficiency will be considerably less both at an ex
cessively high head and an excessively low head. This aspect was reflected in overall system
efficiency values obtained in the field.

OVERALL SYSTEM AND SUB-SYSTEM EFFICIENCIES

Tables 1 and 2 present the system efficiencies for six different installations and sub-system
efficiencies at installation site A. The efficiencies were calculated by monitoring the following
parameters manually for a fixed duration:

1. Solar irradiation received on the array plane and ambient temperature;
2. Array electrical energy output;
3. Inverter energy output; and
4. Volume of water pumped.

Table 1. Overall system efficiencies.

Total Pumping Head (m) Overall System

Site Design Actual Efficiency

(per cent)

A

B

C

D

E

F

20

20

20

20

20

50

9

6

7
12

12

20

1.11

0.82

0.81

1.36

1.30

1.06
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Table 2. Sub-system efficiencies at site A.

Sub-system

PV array (1Jpy)

Inverter (1Jin)

Motor/pump unit (1Jm/p)

Overall (1Js = 1Jpv 1JilW 1Jm/p)

Efficiency (%)

6.02

90.00

21.10

1.14

Field Conditions at Site A

Ambient temperature

Average solar irradiance on the plane
of the array during the experiment

Total pumping head

Average flow rate

290C

833 W/m2

Sub-system efficiencies of individual system components at site A were calculated from
measurements at 833 W/m2 average solar irradiance on the plane of the array and 29°C ambient
temperature, chosen at random from a set of similar measurements taken under different field
conditions.

The tables clearly indicate that the systems are performing sub-optimally as they are commis
sioned at off-design pumping heads. The overall system efficiencies improve as the actual pump
ing heads get closer to the designed ones. The array and motor/pump unit efficiencies obtained at
site A are lower than the optimum achievable values.

Array

From the typical data (at 1000 W/m2, AM 1.5 insolation) supplied by the manufacturer on
PV modules used in the system, the temperature coefficient f3 has a value of 0.38% per degree rise
in temperature. Considering a soiling factor of 0.95, the array efficiency under 833 W/m2 on its
plane and 29°C ambient temperature was calculated to be 7%. The PV array which is rated for
1.28 kW at 1000 W/m2

, AM 1.5 insolation and 25°C cell operating temperature, would thus
p

produce a total amount of power equal to 900 Wp, as calculated using expressions [A] and [B].
There are several other considerations that can further limit the power output of an array in

the field, some of these are electrical degradation, loss in wiring and diodes, mismatch between
modules in a string and variance from the array's maximum power point. The rate at which the
performance of a module decreases is difficult to predict. The quality of module design, compo
nents other than solar cells used in a module, the temperature extremes that a module is exposed to
and the effect of solar spectrum on the cover glass and solar cells are factors that cause modules to
degrade. It is estimated that PV energy output will decrease at a rate of about 1% to 2% a year due
to all such factors [4].

These factors could account for low conversion efficiency of the PV array at site A as most
of the measurements were carried out one year after the system was commissioned.
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The load which is powered by the PV array may cause the array to operate at a point
different from its maximum power point. In the studied system, although the total pumping head
is different from the design head, the inverter functions as the maximum power point tracker, as
per the manufacturer's claim. In the absence of any technical specifications available from the
manufacturer on the inverter characteristics, it is difficult to compare the design efficiency with the
one obtained in the field. However, the 90 per cent efficiency obtained in the field is comparable
to expected efficiency of modem technology inverters· .

Motor Pump Unit

The combined efficiency of the motor pump unit as measured in the field is 21.1 per cent.
The highest efficiency of the pump is 55% obtainable at a flow rate between 3.3 and 4.2 m3jh ac
cording to the pump characteristics supplied by the manufacturer. The flow rate corresponds to a
total pumping head of 20 to 25 m. The induction motor used in the system usually has an
efficiency in the range of 75-80 per cent. The combined highest efficiency of the unit (assuming
80% efficiency of the motor and 55% efficiency of the pump at design head) is expected to be
44%.

The measured efficiency of motor/pump unit (21.1 %) indicates the importance of maintain
ing the operating head as close as possible to the design head. The unit is designed for 20 m head
while it is actually working at a total head of 9 m which has not changed much since the system
was commissioned in October 1988 (8.7-9.4 m). Total head of 9 m corresponds to a flow rate
higher than 6 m3jh according to the pump characteristic curve, which also agrees with the meas-

. ured value at which the pump efficiency falls below 30%. Although the motor efficiency could
not be measured independently, it was estimated to be 70% from the combined unit efficiency of
21.1% and pump efficiency of 30% at actual pumping head of 9 m.

From the characteristic curve of the pump, it is clear that the pump can operate at an
optimum efficiency within a very small range of flow rate. It, therefore, becomes important that
the desired flow rate be maintained to achieve the optimum performance of the entire motor/pump
unit.

EXPECTED EFFICIENCIES AND PERFORMANCE
AT SIMULATED PUMPING HEAD

Measurements were conducted by artificially altering the total operating head of the pumping
system with the help of a pressure gauge and a gate valve on the delivery pipe line. The efficiency
values obtained thereafter (presented in Table 3) show that the pump would work at its maximum
design efficiency of 55% only when it operates at a total head of 20 m. The highest system
efficiency is also achieved in this case.

• Commercially available inverters from Photoelectric Inc. San Diego, U.S.A. and Heart Interface, Washing
ton, rated at 3000 W and 1800 W respectively suitable for connecting a PV array to a 120/240-V, 60 Hz
system, offer efficiencies in the range of 92 to 95 per cent. The high efficiency DC/AC inverter used in
Grundfos pumping systems claims an efficiency of 95%. It is a variable frequency inverter incorporating
constant voltage tracking.
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Table 3. Performance at simulated pumping heads.

Total Simulated
Pumping Head

(m)

12

14

16

18

20

Flow Rate
(m3/h)

5.20

5.95

5.62

5.14

3.76

Corresponding
Pump Efficiency

(%)

45

30

40
47

55

System Efficiency
(%)

1.6

1.6

1.7

1.7

2.0

The overall expected system efficiency under studied field conditions (833 W/m2 irradiance
and 290C ambient temperature) at design head of 20 m would be 2.8% as calculated from the
product of the maximum achievable sub-system efficiencies, viz.: 1Jpv =7%, 1J

inv
=90%, 1Jmo1or =

80%, 1J =55%.pump
However, the actual sub-system efficiencies obtained at a simulated pumping head equal to

20 m; 1Jpv =6.02%, 1Jinv =90%, 1Jmolor = 70% and 1Jpump = 55% give an overall efficiency value of
2.1 %, which is indicated in Table 3.

The result suggests that in such an installation where the water table is shallower than the one
for which the pumping system is designed, it would be beneficial to create extra required head in
order to enhance the overall efficiency of the system. Constructing an overhead storage tank is
one possible way to increase the total pumping head. Another aspect worth considering in such
situations is whether efficiency is the prime factor of importance in most applications or the
volume of water pumped. While it may be advantageous to pump water into overhead tanks in
some applications, in others it may be more appropriate to suffer the lower efficiency but to pump
more water to a lower head.

SUMMARY

Although this study conducted at a preliminary level could not correctly predict the degree of
sub-optimal performance of all the sub-systems due to limitations of data acquisition methods, it
significantly highlights the critical need to operate the PV system at its design parameters. Other
than physically creating the extra head, reducing the total array power utilized for pumping
appears another plausible solution for improving the overall system efficiency. The excess power
could be diverted to some other operation. However, for any such design change, a few aspects
need careful consideration. The PV systems are designed taking into account the seasonal, daily
and often the hourly variations in solar related parameters. The pumping system is designed such
that water is available for maximum hours of sunshine during the day. It is possible that excess
power is available during certain hours of the day or some days in a year and the reduced array
power may not always be adequate to pump water at times when the irradiance level is low. In
addition, the given system is designed to match parameters of various sub-systems. The altered
array voltage and current to the inverter after diverting a part of the array power to some additional
load, may not achieve a perfect matching of the array with the given inverter. In particular, the
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array voltage which directly affects the inverter frequency will alter the rpm of motor and pump.
The characteristics of the pump given at a certain rpm would no longer be valid. Detailed and
long duration experiments are essential to optimize the performance of any given system installed
at off-design pumping head.
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State-of-the-art of Utilizing Residues and Other Types of
Biomass as an Energy Source

s.c. Bhattacharya
Energy Technology Program

School of Environment, Resources and Development
Asian Institute ofTechnology

P.O. Box 2754, Bangkok, Thailand

1

(Invited overview paper presented in the Regional Workshop on Human Resources Development for the
Utilization of Agricultural Residues as an Energy Source, 4-13 May, 1993, Beijing, organized by the Eco
nomic & Social Commission for Asia and the Pacific (ESCAP), United Nations, republished with permission
from ESCAP.)

ABSTRACT

Large quantities ofagricultural and forestry residues are generated annually in the develop
ing countries. A judicious use of these could play an important role in mitigating the environ
mental impacts of non-renewable energy use, particularly global warming and acid rain. This
paper presents a review of different residue energy technologies with the emphasis on new devel
opments in the thermo-chemical processes.

Traditional biomass combustion systems offer a great deal of scope for modernization and
efficiency improvement. Owing to relatively new and emerging reactor designs, for example at
mospheric and pressurizedjluid beds, biomass combustion is poised to playa more important role
in the future.

Although conventional charcoal gasification presents no particular operational problem,
field acceptance of the technique is insignificant so far because of the low rate of return on
investment. Moreover, in general, tar has remained an unresolved problem in uncarbonized bio
mass gasification. Integrated gasification-gas turbine systems may appear in the 1990s as an
efficient alternative for power generation at the multi-megawatt scale.

Shortage of wood for charcoal production has led to an interest in residues as raw material
for carbonization; a number of techniques for this now exist.

Densification of agricultural and forestry residues can potentially upgrade these as fuel.
However, densified biomass normally cannot compete costwise with fuelwood although it is used
in some situations.

INTRODUCTION

Following the oil shock of 1973, a great deal of effort was expended worldwide, during the
period 1974-1985, to establish an understanding of renewable energy sources, estimate their po
tential, and develop engineering principles related to their use. A wide range of technologies were
conceived and developed during this period. Although the interest in "renewable energy declined
after the fall of the oil price in the mid-1980s, the worldwide concern for the environment,
particularly global warming, has currently rekindled interest in renewable energy. As a result, the
contribution of renewable energy to global energy supply is expected to grow significantly during
the next two decades. A large fraction of this will probably come from biomass.
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In the developing countries, large quantities of residues are produced each year, the annual
generation being equivalent to about 65% of energy use in these countries (Hall, 1991). At present
however, the residues are nonnally under-utilized. Often these are left to decompose in huge heaps
or are disposed of by burning. Thus, it has been reported that 90% of the straw produced in the
Indian state of Punjab is disposed of by burning (Jenkins 'and Bhatnagar, 1991). Decomposition
and combustion of residues result in the release of their carbon content to the atmosphere and
contribute to global warming. According one estimate, the CO

2
emissions from unused residues

amount to about 6.7% of total emission from the combustion of all fossil fuels (Bhattacharya,
1990). Thus CO

2
emission could be avoided significantly by utilizing nonnally unused residues in

place of fossil fuels wherever possible.
Figure 1 shows the different methods of utilizing biomass as a source of energy. Primary

biomass fuels, i.e. biomass as harvested from nature can be directly burned to produce heat.
Biomass can also be upgraded to a variety of secondary fuels, solid, liquid or gas, by means of
certain conversion processes. In general, the conversion processes can be either thenno-chemical
or biological. This paper presents a review of the state-of-the-art of the different residue energy
technologies, with the emphasis on thenno-chemical processes.

COMBUSTION

General

In the developing countries, biomass combustion provides the basic energy for cooking and
heating in rural households and for production processes in a variety of traditional industries.

external
combustion

engine

conversion process:

biological, or

thermo-chemical

combustion

use in

internal combustion

engines

heat

pump

Fig. 1. Pathways for using biomass energy.
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Potentially biomass fuels could provide a much more extensive energy service than at present if
these were used efficiently. For example, new stove designs can improve the efficiency of biomass
use for cooking by a factor of 2 to 3. Thus, the energy service provided by biomass in this case
could be potentially provided by one third to half of the amount of biomass used currently.

An industrial biomass combustion system normally consists of fuel storage, feeding device,
the combustor, ash removal device, heat recovery surface, flue gas cleaning facility and stack. The
design of the combustor, the most important component of the system, depends on the characteris
tics of the biomass fuels. For lumps and big pieces having moisture content below 50%, the Dutch
oven or a variety of grate firing designs can be used. Granular biomass, e.g. saw-dust, rice husk,
can be more conveniently burned in a fluid bed combustor. For small and medium capacity
applications, loose/granular biomass can be densified to produce pellets and then burned in auger
fed grate-firing systems. Straw, which is often burned in the fields for disposal in the developing
countries, can be burned in special combustors, which have found increasing application in recent
years.

Selected Combustion Technologies

Some of the relatively recent developments in the field of biomass combustion are briefly
described in the following paragraphs.

In fluid bed combustion, the fuel particles, normally below 6 mm in size, remain suspended!
entrained in the combustion air. The fuel particles amount to only a small fraction, around 1%,.of
the total solid particles in the bed, the remaining being inert particles. The particles in such beds
are often regarded as well-mixed. In the case of coal combustion, the inert particles are ash,
limestone, dolomite, or sand, while for biomass combustion, these are normally sand particles. Fig.
2 shows the schematic diagram of common fluid beds.

In a bubbling fluidized bed (BFB) combustor, the primary combustion air flows from the
bottom, up the bed of particles and then through a distributor. The particles remain suspended in
the combustion air due to the balance of downward gravity force. and the upward drag force due to
gas flow. A part of the combustion air passes through the bed as voids or "bubbles" and creates
vigorous stirring of the bed. The fuel to be burned is fed into the bed either above or below its
upper surface, and gets quickly heated to the bed temperature as well as devolatilized. Most of the
volatile burns above the surface of the bed in the ''freeboard'' while the char burns inside the bed.
The important advantages of bubbling fluidized beds include low NOx formation due to low
operating temperature, (normally 800-9000C), high heat transfer coefficient in case of surfaces
immersed in the bed, and ability to burn even low grade fuels with high efficiency. For example,
rice husk, which cannot be burned efficiently in conventional furnaces, has been burned with 95
99% efficiency in such beds (Bhattacharya and Weizhang, 1988). According to one study, there
were about 110 fluidized bed boilers utilizing biomass as fuel worldwide in the mid-1980s (La
Nauze, 1986). At present, the number of such boilers appears to be much higher.

In a circulating fluidized bed (CFB) combustor, the fuel particles burn in an entrained bed of
mostly inert particles inside a riser column. The solid particles at the exit of the riser are separated
from the gas stream using cyclones and returned to the bottom of the riser. The frrst commercial
CFB combustor was established in 1979. A total of 223 CFB combustor units were reported to be
in operation in the early 1990s (Engstrom and Lee, 1991). A number of these are for biomass
burning.



Gas

Cyclone.,.

rPrimary Air

Return
Leg

• I • ,

"".-:, ':..-
, .:.:'. -: 1__----1

',~ ..;........ : ..... ',' :-

c) Circulating fluidized
bed

b) Spouted bed

Fig. 2. Schematic diagram of different fluid bed reactors.

a) Fluidized bed

Disengagement
Cyclone

Section

I~
Fountain

r-
.'

Spout

WASh Riser

Annulus

~ Feed
Conical

Air Feed 'Base
FluidPreheat
Inlet



RERIC International Ent:rgy, Journal: Vol. 15. No.1. June 1993 5

Flue gas produced by burning biomass under pressure can be used to run a gas turbine. A 3
MW sawdust burning plant was installed in Red Boiling Springs, USA in 1985; it was the frrst
plant in the world of this type. Figure 3 shows the schematic diagram of a pressurized fluidized
bed combined cycle, in which the exhaust from the turbine is used to produce steam for additional
power generation by means of a steam turbine. In 1990, the frrst three PFB coal combustion plants
were installed in different parts of the world. Future PFB combustion plants are expected to
produce electricity at an efficiency approaching 50%. It should be possible to adopt PFB coal
combustion technology for electricity production from biomass in the future.

G

BiOMo.SS

Fuel

Go.s Filter

Air

HRSG

Ash

G

To Stack

Fig. 3. Pressurized fluidized bed combustion combined cycle.

Application of another fluid bed technique, the spouted bed, for combustion is now in the
initial stages of development and demonstration. The relative advantages of this technique over
BFB include the ability to bum larger fuel particles, lower pressure drop of combustion air, and
design simplicity.

An interesting technique for burning biomass of small size employs auger-fed automatic
combustion systems (Fig. 4). These systems are easy to operate and have fuel storage for one to
seven days as well as automatic sprinkle fire protection. Wood chips and biomass pellets are
normally burned in such systems.

Industrial Applications

Such applications of residue combustion include process heat production, electricity produc
tion, and cogeneration.
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Hot gases produced by residue combustion can be used directly for process heat. Thus
biomass combustion is used for heat in a variety of rural industries. Hot gases produced in
fluidized bed combustors can be used directly for drying some products, e.g. tiles. Combustors for
such applications are available commercially. Heat from residue combustion can also be used as
energy input for running absorption refrigeration systems for producing ice or storing vaccines in
remote areas.

In some drying applications, air is used as the heat transfer medium. Hot air for this purpose
can· be produced by heat exchange with flue gases. Fluidized bed combustors for hot air produc
tion for tea drying are currently available in India.

Electricity generation based on biomass combustion mostly employs steam turbine systems
at present. Such electricity generation is well established in the developed countries in situations
where relatively cheap/waste biomass is available. For example, the installed capacity of electric
ity generation·from biomass in the U.S.A. is around 9,000 MW, more than half of which is based
on cogeneration. About 3% of biomass power is produced from agricultural residues. The effi
ciency of these biomass power plants has been reported to be 20-25%.

An interesting program of electric power generation from a "dedicated plantation" was initi
ated by the National Electrification Administration of the Philippines. A typical 3 MW project
required an area of 1500 hectares, including 1100 hectares for tree plantation. The original plan of
a total generating capacity of 200 MW by the year 1990 was subsequently significantly scaled
down. Seventeen plants with a total capacity of 46.07 MW were procured, eleven of which were
French-made, while the remaining six were made in the United Kingdom. Some of these were
never installed and practically all of those installed are currently inoperative. In spite of the failure
of the wood power program in the Philippines, the option appears to be potentially viable in other
countries. A recent study carried out shows that 30-50 MW wood power plants would be economi
cally feasible in Thailand (Wibulswas, 1991).
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Thennal energy produced by burning biomass and other low grade fuels can be used for
small-scale power generation by means of an external combustion engine, e.g. a Stirling engine. In
India, about 100 Stirling engines have been installed in recent years (Srivastava, 1990). Some time
ago, the Stirling engine manufacturer, howevers went out of business. The future of the Stirling
engine program in India thus appears to be uncertain, although attempts to revive the program with
government support appears to be under way at present. India's Stirling engines experience may
prove to be of great interest to the other developing countries since the system has the potential to
achieve higher efficiency compared to gasifier-engines or steam-based power plants of similar
capacity.

As pointed out earlier, pressurized fluidized bed combustion systems are expected to allow
utility-scale electricity generation with very high efficiency in the future.

Cogeneration is the process of producing two useful fonns of energy, nonnally electricity
and heat, utilizing the same fuel source. The process is well established in some industries, e.g.
pulp and paper, sugar mills.

In an industrial plant where both heat/steam and electricity are needed, these requirements
are nonnally met by using either 1) plant-made steam and purchased electricity or 2) steam and
electricity produced in the plant in a cogeneration system. The second option results in signifi
cantly less overall fuel requirement, i.e. better fuel utilization efficiency.

Cogeneration systems based on residues are nonnally of topping stearn cycle type, in which
the heat produced from combustion is first used for steam generation to run a turbine-generator
system and stearn exhausted or extracted from the turbine provides heat for industrial processes.
Figure 5 shows the schematic diagram of a number of steam cycles. The pure condensing cycle is
used in conventional thennal power plants which produce electricity as the only useful energy
output. The remaining cycles represent cogeneration systems in which both heat and electricity are
produced.

Energy Conservation

Established energy conservation practices in the case of combustion systems include (1)
control of excess air and (2) stack temperature control. Since biomass contains little or no sulfur,
the flue gas can be cooled below dew point without the danger of corrosion. Recovery of latent
heat may be an interesting option for energy conservation for wet biomass fuels although the
hardware for this appears to be not yet available.

In the case of steam generation based on biomass combustion, additional energy conservation
measures include (1) energy recovery from boiler blowdown, (2) stearn leakage reduction by
means of proper steam trap maintenance, (3) condensate recovery, (4) surface heat loss reduction
by means of proper insulation, etc.

GASIFICATION

General

Gasification is the process of converting a solid fuel to a combustible gas by supplying a
restricted amount of oxygen.
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Air gasification of biomass has been used for producing a gas, the producer gas, that can fuel
engines and furnaces. In Asia, machinery for this type of gasification is manufactured in numerous
countries, e.g. China, India, Indonesia, Philippines, and Thailand. Gasification using pure oxygen
can be used to produce synthesis gas, a mixture of ~ and CO, which can be used to produce
methanol.

The gasification technology is more than a century old and the use of gasifiers for operating
engines was established by 1900. Gasifier-engine systems were used successfully during World
War I. During World War II, more than one million gasifiers were in use for operating trucks,
buses, taxis, boats, trains, etc. In Asia, gasifier-operated vehicles were used in China and India
during World War II.

Figure 6 shows the schematic diagram of common fiXed bed gasifier configurations. In
updraft gasifiers, air enters at the bottom and the gases produced pass upwards and exit near the
top. The exit stream contains combustible gases, water vapour, nitrogen from the air, and tar
vapours produced in the pyrolysis zone.

BIOMASS BIOMASS

BIOMASS FEED FEED

FEED

~~ i~~~,\

updraft downdraft

Fig. 6. Fixed bed gasifiers.

cross draft

In downdraft gasifiers, air and the produced gases flow downwards. The tar vapours pro
duced in the pyrolysis zone pass through the combustion zone and are mostly cracked to non
condensible gases. The downdraft gasifiers therefore produce much less tar than updraft gasifiers
and are normally used for running internal combustion engines. Figure 7 shows some downdraft
gasifier designs. Most of this type of gasifier have a constriction, called the throat, to create a high
temperature zone for adequate tar cracking. The throat however causes a now problem with most
low density fuels. The throatless design is normally employed for such fuels.

In crossdraft gasifiers, air enters through a nozzle and the gas flow is nearly normal to the
axis of the fuel bed.
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Charcoal Gasification

Air gasification of charcoal has been claimed to be a relatively simple option for small
energy systems of size around 5 kW

c
' Units of capacity 5-10 kW

c
have been successfully operated

in different parts of the world. In Vietnam, several gasoline-fuelled passenger buses converted to
operate with charcoal gasifier are in use. In early 1992, about 40 such buses were reported as
operating in one province. The power generation system in this case consists of (i) a gasifier, (ii) a
gas conditioning device to separate particles and cool the gas, and (iii) an engine-generator unit
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fuelled by the gas (Tuyen, 1992). Although charcoal gasification presents no particular operational
problem,the actual acceptance of the technology by potential users is rather insignificant at
present mostly because of the low return on investment. Also, producer gas is less convenient as
engine fuel compared with gasoline or diesel and the user has to have time and skill for maintain
ing the gasifier-engine system.

Gasification of Uncarbonized Biomass

Such gasification for power generation is feasible at a relatively big scale and the power
systems require elaborate gas cleaning for removing tar, a complex and corrosive mixture of
condensed liquid vapours produced along with the gas. Projects on such power generation have
often been abandoned for a variety of reasons, the most important being the problem created by tar
in the gas. Worldwide however, there are a number of units each of which has accumulated several
thousand hours of operation. Gasification of rice husk, which is generated in rice mills where a
demand for mechanical/electrical power also exists, has attracted a great deal of interest in recent
years. A number of open-top rice husk gasifiers operate in rice mills in China. The plants require a
regular maintenance schedule, the husk consumption being about 2 kg/kWh. The most well-known
rice husk gasification system based on Chinese technology was installed in Mali in 1967.

The plant normally operates at 80-85 kW
c

and has operated for more than 55,000 hours. At
81 kW, the overall efficiency has been reported to be just under 8% (Mendis et al., 1989). A wood
gasification plant at a rubber estate in Central java, Indonesia operated for more than 12,000 hours
as of June, 1989. The world's largest successful downdraft wood gasifier power plant has been
reported to be operating in Paraguay. It has three generator sets of capacity 420 kW each. Al
though a number of uncarbonized biomass gasifiers are reported to be operating successfully, the
scrubber water from gasifier plants contains condensates from gas cleaning. Pollution caused by
the scrubber water remains art unresolved environmental hazard.

Use of producer gas for heat production is relatively simpler and better established through
out the world. The gas in this case does not require tar removal or cooling before combustion.

A survey identified 343 commerciaVdemonstration biomass and waste gasification plants in
the industrialized world in the mid-1980s (Bridgwater, 1987). Less than 2% of the energy output
was for power applications. The average size of the installations, about 60% of which were located
in North America, was 8.3 MWth' while the capacity of the largest plants was around 80 MWthO In
the developing countries, heat from the combustion of producer gas has found limited use for a
variety of applications, e.g. cooking"drying and industrial furnaces.

New Developments

In the future, commercial electricity generation from biomass will probably utilize power
plants in the capacity range 10-50 MW. For smaller sizes, the capital cost of the power plant per
kW will be the constraining factor whereas for larger sizes it will be the cost of fuel collection
from larger distances. For this size range, the steam cycle will be significantly less efficient and
require a high investment cost per kW compared to modem utility scale plants. It appears that
plants based on integrated gasification and gas turbine technologies (Fig. 8) would be particularly
suitable for biomass (Elliot and Booth, 1990). Efficiency in excess of 40% has been predicted for
such plants in the near future. A wood integrated gasification combined cycle (IGCC) demonstra
tion plant is scheduled to be operational in Sweden in 1996. The cogeneration plant is expected to
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produce 60 MW net power and about 65 MJ/s district heat. The total efficiency and net efficiency
for power generation are about 90% and 40%, respectively. A smaller wood waste/chip IGCC
plant is scheduled to start operation in Sweden before summer this year. The rated fuel input,
power output and district heat output of the plant are 18 MW, 6 MW, and 9 MW, respectively.

DENSIFICATION

Utilization of agricultural and forestry residues is often difficult because of their uneven and
troublesome characteristics. This drawback can be overcome by means of compaction of the
residues into a product of high-density and regular shape. The process of compaction of residues
into a product of higher bulk density than the original raw material is known as densification.
Densification has aroused a great deal of interest in developing countries all over the world in
recent years as a technique of beneficiation of residues for utilization as an energy source. The
process, however, is not new. The first U.S. patent for densification was issued in 1880. Initially
the technique was mostly used for producing animal feed (Reed and Bryant, 1978).

Converting residues into a densified form has the following advantages: (1) the process
increases the net caloric content of material per unit volume, (2) the end product is easy to
transport and store, (3) the fuel produced is uniform in size and quality, (4) the process often helps
solve the problem of residue disposal, and (5) the process helps reduce deforestation by provi<;ling
a substitute for fuelwood.

Densification is essentially a hot compaction process. Lignin, an important constituent of
biomass, becomes soft at 130-190OC and is believed to act as an internal glue during the process
(Bhattacharya and Shrestha, 1990). ,Depending on the type of equipment used, densification can be
categorized into four main types: piston press densification, screw press densification, roll press
densification, and pelletizing. Products from the first three types of densification are of relatively
large size and are normally called briquettes. Figure 9 shows the schematic diagram of these
presses.

A recent study (Bhattacharya et aI, 1989) identified 152 manufacturers of densification
machinery worldwide. In Asia, densification machinery is manufactured in India, Japan, Korea,
Taiwan, and Thailand.

The process of briquetting agricultural and forestry residues normally involves high pressures
exerted on the raw material in the compaction process. The pressure causes two problems, e.g.,
high electrical energy consumption in the driving motor and high wear rate of machine parts. It has
been reported that the electricity cost amounts to 13.9 to 16.6% of the total production cost of
sawdust briquettes in a heated-die screw press. Also, as a result of high wear, the screw of the
press requires repairing after every 100 hours of operation and needs replacing after three repairs.
The die requires replacing after 1000 hours of operation (Bhattacharya, 1988).

A recent study has shown that a considerable amount of energy could be saved by preheating
biomass before densification (Aqa and Bhattacharya, 1992). The energy input to the briquetting
system was reduced by about 40%. The decrease in the electrical energy requirement per kg of
sawdust allows operation of the briquetting machine at higher throughput with the existing motor.
Operating the briquetting machine at higher throughput further reduces the electrical energy re
quirement per kg of sawdust.

Binderless briquetting at low temperature and pressure is possible with decayed biomass. The
raw material for this kind of briquetting may be in the form of unused residues accumulated and
composted over years (e.g., "mountains" of waste bagasse).
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One process of low temperature wet briquetting essentially consists of lhe following steps:
(I) extrusion of the partially decayed material to obtain soft briquettes of high moisture content,
and (2) drying of the soft briquettes. During the process of partial decay, the biomass structure and
composition undergo change. Only a small amount of energy is needed to extrude the soft and
decayed material, which emerges from the extruder with the consistency of potter's clay. This
briquetting technique has been developed in Thailand (Stienswat and Buachanda, 1985), the Phil
ippines (Gonzalo, 1982) and Indonesia (Eriksson and Prior, 1988).

Densified biomass is not cheap. Nonnally such a fuel cannot currently compete with fuel
wood in developing countries, although increasing commercial energy prices up to the early 1980s
generated a lot of interest in densification. Thus, during 1978-83, a large number of briquetting
machines, about 300 according to one estimate, were installed in Thailand. Most of these were
subsequently put out of operation due to lack of demand for the product. At present, there are
some special situations in which densified biomass is used commercially. For example, a recent
study identified a total of 53 briquetting machines operating commercially in 9 plants in Thailand;
the briquettes were mostly carbonized to produce biocoal (Le. briquetted charcoal from residues).
Also, the cost of bagasse fuel blocks in Sudan has been reported to compare well with locally
purchased fuelwood.
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Carbonization is the process in which biomass, by being heated in the absence of oxygen, is
converted to a low volatile fuel, charcoal. Charcoal derived from wood is widely used in many
developing countries for cooking. It has also a number of industrial applications. The process of
making charcoal from wood is an established process and a variety of charcoal kiln designs exist.

It is, however, often difficult if not impossible to find a sufficient supply of firewood for
making charcoal. Substitution of wood charcoal by biocoal, i.e., briquetted charcoal obtained from
agricultural and forestry residues, appears to be an attractive means to alleviate the traditional fuel
crisis faced in many developing countries. There are two technological routes for producing
biocoal: the briquetting-carbonization (Be) option and the carbonization-briquetting (CB) option
(Bhattacharya et al, 1990).

In the BC option, the raw material is first densified and the densified product is then carbon
ized to produce a charcoal briquette. In the CB option, the raw material is first carbonized and
crushed if necessary to obtain powdered charcoal, which is then briquetted.

Briquetted charcoal is produced in a' number of Asian countries, including Japan and Thai
land, using the BC technique. The densification machine used is of the heated-die, screw-press
type. Carbonization of the briquettes is carried out in conventional metal or brick kilns.

A number of reactor designs are available to carbonize granular biomass wastes and residues,
e.g. the Pillard rotary carbonizer, Herreshoff carbonizer, vertical moving packed-bed reactor,
Thompsen retort, and Carbonizing Gasifying Chamber (CGC). Some of these are shown in Fig.
10.

The Pillard rotary carbonizer consists of an inclined rotary furnace. A part of the off-gas is
recycled and burned to provide the heat necessary for carbonization. The hot flue gases come in
direct contact with the raw material that slowly moves down the inclined furnace. The raw
material is carbonized by the time it traverses the full length of the converter. The capacity of the
converter is in the range of 200-1500 kg/h.

The Herreshoff carbonizer consists of four to six circular hearths, stacked one above the
other inside a cylindrical refractory lined vertical steel shell. The raw material is fed to the
uppermost hearth and falls from one hearth to the lower under the action of a rotating center shaft,
which is fitted with a rabble arm at each hearth level. The normal operating temperature of the
hearth is 900-1000°C, and air introduced for partial combustion passes upwards through the
furnace. The charcoal leaves the furnace at the bottom and is cooled before storage. The capacity
of this type of carbonizer is in the range of 4-10 ton of wood or other residues per hour.

Different versions of the basic design of a vertical moving, packed bed, partial-oxidation
pyrolysis reactor that originated at the Georgia Institute of Technology have been developed and
tested in Ghana, Thailand, Indonesia, Papua New Guinea, and the Philippines.

The Thompsen retort consists of anumber of metal tubes heated externally. The raw material
is conveyed through the heated tubes by means of screws and gets carbonized in the process. Once
carbonization is well underway, the heat input for the process is obtained from combustion of the
volatile gases so that the whole operation becomes self-sustained without any supplementary
source of heat.

In a CGC type reactor, dried biomass is continuously fed into the reactor where at a tempera
ture of 800-900°C it is converted to charcoal and pyrolysis gas which· can be used as a gaseous
fuel. The reactor has been developed by Carbotecnica-Sonerga of Portugal. A demonstration plant
of capacity 9000 tons of wet biomass wastes per year and financed by the European Communities
is currently being built in Portugal.
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In the developed countries, where a demand for barbecue fuel exists, biocoal production is an
established practice. In the United States there were about 16 Herreshoff furnaces by 1980. Raw
materials in the form of sawdust, shavings, wood waste and bark are normally carbonized in these
furnaces. In Asia, commercial biocoal production is established in Japan, Korea, Taiwan, and
Thailand. It is now in initial stages of commercialization in a number of developing countries
around the world, e.g. Brazil, India, Jamaica, Nepal and Sudan.
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In recent years, torrefaction or roasting, which is a variant of conventional carbonization, has
been reported as attractive for certain applications (Bourgeois and Doat, 1985; Pentananunt et aI.,
1990). In torrefaction, biomass is subjected to a temperature of about 250OC. The product, torrefied
biomass, retains 85-90% of the energy of the original biomass, and is hydrophobic. Potentially.
torrefied biomass can substitute charcoal in a number of applications, e.g. barbecue fuel and
gasifier fuel. Wood torrefaction was conceived in France, where most of the development work
has been done so far. An industrial scale demonstration plant produced 10,000 tons of torrefied
wood in 1988. Production and sale of torrefied wood were later suspended because of low profita
bility.

OTHER BIOMASS ENERGY TECHNOLOGIES

Liquid Fuel Production

The best knpwn biomass-derived liquid fuel program in the world is the sugarcane-based
ethyl alcohol (ethanol) program of Brazil which was established in 1975. Ethanol is produced from
com in the United-States.

In 1988/89 about 12.3 billion litres of ethanol were produced in Brazil. Currently, however,
the program appears to be facing an uncertain future because of the prevailing low oil price and
rising domestic oil production. In 1990, only 50% of all new cars sold were fuelled by pure
ethanol compared with 96% in 1985 (Hall et aI, 1992).

Ethanol can also be produced from: lignocellulosic raw materials, e.g. wood, and agricultural
residues, although the process has not yet been commercially demonstrated.

Oil from certain plants, e.g. sunflower and coconut, can be used as a liquid fuel in engines
and furnaces. Malaysia, the world's largest palm oil producer, has been reported to have succeeded
in using palm oil as engine fuel; an experimental jeep has been reported to have run 200,000 km.
without any problem.

Methanol is another liquid fuel that can be produced from biomass and is an excellent fuel
for internal combustion engines.

Other options currently being investigated for producing liquid fuels from biomass include
(i) flash pyrolysis in which biomass is heated very rapidly to a high temperature and (ii) direct
liquefaction by heating a biomass slurry in the presence of suitable catalysts.

Biogas Production

Certain wastes, for example animal manure, can be best utilized to produce biogas. The
process is called anaerobic digestion and is carried out by groups of bacteria in a suitable reactor
or "digester" in the absence of air. The digested material can be applied in the fields as fertilizer.
In China, which has the biggest biogas program of the world, there were about 4.75 million
family-size biogas digesters at the end of 1990. In addition, 64 thousand households were con
nected to pipeline biogas supply from biogas stations.

In India, about 1.29 million family size biogas plants were installed by the end of 1989. In
addition, there were about 500 community and institutional type plants.

A survey carried out during 1986-88, identified 743 biogas plants in 12 countries of Europe
(Tentscher and Shao Gong, 1992). About 67% of these were agricultural biogas plants.
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UTILIZATION OF SOME SELECTED RESIDUES: A SUMMARY

Rice Husk

Rice husk production is about 20% by weight of the paddy milled. About 20% by weight of
the husk is ash, more than 90% of which is silica.

Rice husk briquetting is a proven process with heated die densification machines. However,
because of the high silica content of rice husk, wear of screw and die of the machines is high and
the process requires regular repair/ replacement of these parts. Rice husk briquetting was reported
to be commercially established in Thailand a few years ago to provide fuel for refugee camps and
a few temples. These briquettes were normally more expensive than fuelwood.

Combustion of rice husk for process heat or steam generation is an established practice.
Typically, the combustion process is inefficient due to unburned carbon retained in the ash and the
efficiency of husk fired boilers is 50-60%.

Some rice mills in different countries have been using old steam engine technology to meet
their power requirements. Husk requirement for such power generation is around 2.75 kg/kWh, i.e.
364 kWh/ton husk.

Relatively recent developments are the commercialization of fluidized bed combustors and
high efficiency power plants. A power plant established in a rice mill in the Punjab state of India
produces 36 tons per hour of steam at 71 bar and superheated to 505OC. Thirty to forty per cent of
electricity production, amounting to 1060 kWh/ton of husk, is sold to the adjacent community
(Mahajan and Mishra, 1992). The world's largest rice husk fired power plant (29 MW), with a
gross output of about 1260 kWh/ton, is located at Williams, California.

Bagasse

Bagasse produced is about 30% by weight of the cane crushed and the moisture content of
fresh bagasse is about 50%. Bagasse is traditionally used in sugar mills in cogeneration systems to
produce steam and electrical power needed by the mills. Normally bagasse is used very ineffi
ciently in such mills in order to avoid left-over bagasse, which would create a disposal problem.

A study ( Larson et aI., 1987) funded by USAID a few years ago assessed the feasibility of
new technology in sugar mills. It was found that while a typical existing mill produced about 20
kWh of electricity per ton of cane (tc) crushed, a modem condensing extraction turbine would
generate about 100 kWh/tc. Also, if the process steam demand were reduced, a gasifier steam
injected gas turbine system could be used to produce about 200 kWh/tc. It was also estimated that
using cane tops and leaves, which are normally burned in the field, electricity production could
continue after the normal milling season and a total of 460 kWh/tc could then be generated.
Electricity exported from the sugar mills would then amount to a significant fraction of national
electric utility generation in a number of developing countries. Using 1985 levels of cane produc
tion and 1982 levels of total electric utility generation, these values were India-24.4%, China
5.8%, Thailand-66.7%, Indonesia-63.9%, Philippines-42.5% and Pakistan-43%.

Apart from cogeneration, only limited attempts have been made to upgrade/use bagasse as a
source of energy. Bagasse can be briquetted after drying and size reduction. An interesting tech
nique of densifying composted bagasse has been used in Sudan to produce bagasse fuel-blocks
using molasses as a binder (paddon, 1988). The brick shaped fuel-blocks are produced using
simple hand operated presses and sun-dried. As pointed out earlier, it is claimed that the bagasse
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blocks thus produced are competitive with fuelwood. In 1988, the fuel blocks produced consumed
about 500 tonnes of bagasse annually, and were used as fuel in brick kilns. A GlZ funded project
studied the feasibility of charcoal making from residues including bagasse. A market study showed
very high market acceptance of the charcoal in Jamaica.

Straw

Straw is the most abundant and apparently the most under-utilized agricultural residue in
Asia. Straw production is about two times the amount of paddy production by weight. Large
amounts of the straw produced are normally burned in the field for disposal.

A number of systems for burning straw, are now available. The schematic diagram of such a
system is shown in Fig. II.

A straw power plant of capacity 10 MW has been recently commissioned in the Indian state
of Punjab. It appears to be the first and largest straw power plant in the world.

The fluidized bed boiler of the plant was supplied by an Indian manufacturer. Such power
generation appears to have great potential. For example, more than 8 million tons of straw pro
duced every year in Punjab would be enough to produce 1000 MW of electricity.

Densification of straw to produce pellets is quite well established. A straw briquetting plant
of capacity 30 tons per day started operation at Veszto, Hungary in 1988.

Straw can be used for biogas generation. The carbon to nitrogen ratio of straw is rather high,
about 50, compared to an optimum value in the range of 20-30. For biogas production, straw
therefore has to be mixed with a material rich in nitrogen, e.g. chicken manure.

SjF

Fig. 11. A straw combustion system.

CONCLUDING REMARKS

Many modem residue energy technologies are fully or nearly mature at present. Some of
these have been commercially demonstrated and are competitive. A number of residue energy
technologies, however, are not commercially viable because of the prevailing low price of fossil
fuels.
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With the growing awareness of the environmental impacts of non-renewable energy use,
some of the renewable sources, including biomass, currently appear to be set to stage a comeback.
Considerations of the societal cost of energy use, e.g. a carbon tax is.likely to significantly lower
the price of biomass relative to fossil fuels. Modem technology and new techniques of wood
production to achieve ultra-high yields may render biomass an important commercial energy
source.

In the near-term future, efficient utilization of all biomass fuels in traditional combustion
systems is likely to be particularly important. Also, using surplus residues for energy would allow
avoiding use of an equivalent amount of fossil fuels and would have a net beneficial effect on the
environment. In situations where demands for both electricity and thermal energy exist, cogenera
tion is expected to find increasing acceptance.
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Practical aspects of the operation ofa sawdust1uelledfurnace/boiler unit are described. The
system under discussion is rated at a thermal output of 170 kW and consists of a dual-chamber
fwnace, with primary and secondary air firing and a monotube boiler.

The overall boiler system, consists of the sawdust-flred furnace (including forced draft fan,
cyclone and stack), monotube boiler, feedwater pump, and associated equipment. The unit uses
sawdust as fuel and generates high quality steam, to be used as process heat or to drive a steam
engine.

. Attention is focused on aspects ofboiler operation including furnace start-up,fuel condition-
ing andfeeding, air control,feedwater control and system shut-down.

INTRODUCTION

Thousands of boilers of various sizes fired by biomass fuels have been designed, constructed
and successfully used for several decades in many countries [1-6]. There have been many designs;
and various types of biomass fuels have been used, with differing success. All such systems,
however, operate on fundamentally similar principles.

A biomass-fired boiler installation requires several sub-systems for fuel conditioning (drying),
storage and handling, conveying to combustion chamber; combustion control; feedwater treat
ment; air and water inlet control; steam generation and handling; control of undesirable emissions
and pollutants and ash handling. Requirements for adequate safety devices and control over the
wide range of variables must be included and add to the complexity and cost of boiler systems.

In this paper, a 'boiler' is the steam generation unit (irrespective of heat source) and 'furnace'
refers to fuel handling and combustion, including emission control and flue gas handling.

Boiler performance is determined by many inter-related factors, and for biomass-fIred boiler
units, varies greatly with variations in the many parameters that determine output and efficiency
[7].

A particular combustion system is necessarily designed for a given fuel, with specified fuel
quality and rate, feedwater and air rates, and output. The major variables that determine boiler
system performance include:

- type and quality of fuel,
- heating value of fuel,
- moisture content of fuel,
- air supply (draft) rate to the boiler,
- moisture content of air,
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- dimensions and arrangement of boiler tubes,
- cleanliness of heat absorbing surfaces,
- rate of ftring of furnace, and
- feedwater flowrate.
Many wood-frred boilers generating steam at rates of up to 500,000 pounds of steam per hour

(equivalent to 50 MW of electrical output) are in current operation [8], and, in general, boilers
range in thermal outputs from a few kilowatts to several hundred megawatts. Large commercial
boilers are described in Babcock and Wilcox, 1978 [9], and biomass-frred boilers are well covered
in the literature [4,8].

DESCRIPTION OF THE BIOMASS-FUELLED BOILER SYSTEM

Figure 1 shows a block diagram of a biomass-frred boiler system. The major components are
the furnace and monotube boiler. Not all of the components are necessarily essential to the
operation of a small boiler system. Small, simple and 'cheap' boiler units consist of a hopper,
furnace and a steam generator. The boiler unit comprises two major parts; the furnace where the
fuel is combusted; and the pressure vessel where the heat of the flue gases is transferred to the
water in the pressure vessel, thus generating steam.

Good combustion of biomass requires a high temperature in the combustion zone, a high
degree of turbulence or mixing of the fuel and air and sufficient time to ensure complete combustion.
Two important variables which govern combustion efficiency are the fuel moisture content and
amount of excess air. Both of these affect the combustion process, as well as the levels of
particulate emissions from the furnace. Proper control of these and other variables can ensure a
high performance from the boiler unit with acceptable emission products.

FURNACE Stack
Gases

Fuel Primary Secondary Monotube

Primary Steam
Chamber Chamber Boiler

Air

Secondary

Ash Air

Feedwater
Pump

Feedwater

Fig. 1. Block diagram of a biomass-fIred boiler system.
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The monotube boiler system is relatively recent in its application. As the name implies, it
comprises a coil of tube in which water is heated to steam in a single pass. This configuration is
very simple, robust, cheap, and safe, since there is no large storage of hot water/steam. These and
other advantages are detailed later. This type of boiler is used in this study to generate steam from
the heat released in the biomass-fired furnace of the power generating system.

EXPERIMENTAL FURNACEIBOILER PERFORMANCE

The sawdust-fuelled 2-chambered furnace/boiler system was tested extensively at the labora
tory of the Energy Research Center, Research School of Physical Sciences, Australian National
University. The basic objective was to monitor performance for a range of variables, including
inlet and outlet parameters, such as fuel moisture, fuel rate, air rates, flue gas composition, boiler
feedwater flowrate and temperature and boiler steam outlet pressure and temperature, from which
boiler output and efficiency were determined.

A photograph of the furnace/boiler unit is shown in Fig. 2. Figure 3 is a representation of the
testing facility and Fig. 4 gives a more detailed functional diagram of the unit, with indications of
approximate locations for measurement of the system. The major parts of the system are: primary
chamber with ash pit, grate, primary air distribution plenum, and gas duct; secondary chamber
with secondary air jets and gas passage; cyclone; boiler and stack.

Fig. 2. Photograph of the fumace/boiler unit.
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Stack

Feedwater

Monotube

Boiler

Fig. 3. Representation of fumace/boiler test facility.

The primary and secondary chambers and the cyclone have an inner layer of cast refectory
(fIrebricks) and an outer layer of fIbre insulation; the boiler consists of pancake-shaped coils of
mild steel and stainless steel casing; the stack is made out of galvanised iron sheets.

Briefly, the unit operates as follows: Fuel is partially burned in the primary chamber, releas
ing gaseous products which are fully combusted in the secondary chamber and cyclone; combus
tion products then pass through a tube in the cyclone which traps solid, heavy particles and the
gases then pass across water-carrying tubes in the boiler in which stearn is generated, and fInally
flow through the stack into the atmosphere. Each combustion chamber has its own (adjustable) air
supply, primary air being admitted through holes in a plenum (60 cm above the furnace bottom)
around the primary chamber and secondary air delivered through angled openings to the secondary
chamber from a plenum.
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Fig. 4. Functional diagram of the system.
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Hardwood sawdust was burned in the furnace, the burning process taking place in 2 stages:
1) primary combustion (or gasification) takes place in the fuel bed over the grate, volatiles being
driven off to the secondary chamber and 2) secondary combustion inside the combustion tube and
cyclone, during which volatiles and unbumt fuel are burned at a high temperature.

A forced draft fan provides both the primary and secondary· air. Primary air is introduced
through holes in a 150 mm wide plenum around the gasifier, the top of the plenum being two feet
above the grate. Secondary air is forced through openings from an air plenum surrounding the
secondary tube.

The primary chamber, sometimes referred to as a downdraft, co-current gasifier (indicating
that both fuel and air travel down to the grate where fuel combustion takes place), has a volume
above the grate of 0.29 m3 with an additional volume of 0.33 m3 given by an extension cylinder,
allowing a maximum of some 180 kg of sawdust to be loaded into the furnace.

The hot combustion products pass into a cyclone, which traps most of the flyash in the gas.
This is done by the ceramic tube suspended from the top of the cyclone to a height of 200 mm,
which forces gas flow downwards around the tube and then through it. As the gas inlet into the
cyclone is about 50 mm below the top of the cyclone, the change in velocity of the gas flings the
heavier flyash particles to the bottom of the cyclone.

The gas then flows across tubes of the monotube boiler where it loses heat to water flowing
inside the tubes, and eventually leaves the boiler passing through the stack into the atmosphere.
Due to the various pressure drops in the furnace and boiler - across fuel bed, through gas passages
and ducts, across cyclone and boiler tubes - the chimmney must have adequate height and diame
ter to provide good draught Sufficient air to both the chambers must also be provided to ensure
complete combustion and thereby to minimise air pollution.

Furnace Firing: "Cold" Start

Befose firing, the ash pit should be cleaned out, the air control dampers closed and the stack
damper opened fully. Fuel is fed from the top of the primary chamber and sits on the grate which
may allow sawdust to fall through if the grate bars are widely spaced or if sawdust is too loose. In
this case paper or cardboard should be spread on the grate before loading fuel which can be done
right up to the top of the fuel hopper. The mass and density of fuel should be measured before
filling in the furnace.

A fire, using dry sticks and wood, is then lit under the grate, all air supplied from the open
ash door, and maintained while regular monitoring of the cyclone and stack temperatures is
undertaken. Depending on ambient conditions and on the moisture in the sawdust, the furnace is
warmed up for over half an hour until cyclone temperatures exceed 5000c. The forced draught fan
is then turned on and the primary and secondary air ports opened fractionally to allow sawdust to
burn. All measurements are then commenced and the primary and secondary air flows are continu
ously "tuned", using oxygen and carbon dioxide contents in the flue gas, as well as the cyclone
and stack temperatures.

The fuel (sawdust) is ignited from under the grate by the wood rITe. As the sawdust is higher
in moisture content than the dry wood a great deal of smoke may be emitted from the stack during
the initial burning of the sawdust. This signifies a low temperature inside the secondary chamber
and also a high percentage of unbumt fuel, and would be reflected in a high CO and low CO2
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reading. As the temperature builds up, arid with the gradual increase of secondary air, smoke
levels diminish and CO level quickly falls to zero.

The air and gas circulation system is a forced draft one, where combustion air is forced into
the furnace and the difference in the densities of the combustion products and the outside air
provides the draft for the flow of gases up the stack. Stack dimensions were carefully chosen to
enable proper flow of combustion gases. A galvanised iron stack of length 4.8 m, wall thickness
1.6 mm and inner diameter of 25 cm was used.

Diagnostic and Safety Aspects

To ensure safe operation of the boiler system, various diagnostic and warning systems were
employed. Firstly, the tests were conducted with at least two people present all the time. This was
necessary as most of the data were read manually from the various instruments. Furthennore,
sawdust was fed manually into the furnace. Parameters such as feedwater flowrate, air rates, steam
pressure and temperature were constantly monitored, both visually and by instruments to ensure
safe operation. The feedwater line had a safety valve which was set to relieve pressure in excess of
7 MPa. In the event of feedwater pump failure, a by-pass feedwater line run from mains water
supply could be turned on to maintain flow through the boiler. If a dangerously high temperature
in the secondary chamber or cyclone is indicated, combustion air flow is increased until these
temperatures are lowered to safe values. Steam temperature is controlled by controlling the feed
water flowrate and the level of both primary and secondary combustion air. The temperature of the
flue gases is constantly monitored and used to assist in the control of furnace output and effi
ciency. Boiler steam pressure can be manually released in the event of high pressures.

SOME PROBLEMS WITH BIOMASS-FIRED BOILERS

Although the pollution problem is relatively small compared to coal and oil-rrred power
stations, especially with regard to the emission of sulphur compounds, the biomass-fired power
plant does have a few problems and disadvantages. These include:

i) Particulate emissions with the stack gases. These include char, ash and other particles.
The rate of such emissions depend mainly on the moisture content and chemical compo
sition of the fuel - being high if the moisture content is high. Adequate safety measures
can all but eliminate this problem, but at some expense.

ii) There can be problems with ash handling, particularly with fuels having significant
amounts (>2 %) of ash. The problem arises from the ash covering walls and tubes that
transfer heat, reducing heat transfer rates.

iii) Variations in the fuel type (energy content), fuel size and moisture content can lead to
changes in the combustion temperature and thus steam quality. Where a constant steam
quality is required, this can be a problem, especially with a diversity of fuel.

iv) Biomass may pick up impurities such as sand and salt during transportation to site of
end-use. At high temperatures, these impurities can cause the fluxing of refractory and
furnace walls and fouling and erosion of boiler tubes. For this reason, there is a need to
limit furnace temperatures and water-cooling of furnaces could be necessary.

v) There may be some smoking problems with high moisture content fuels.
vi) Such operations as fuel storage, handling, drying and metering can be expensive.
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Aspects of a biomass-fuelled steam generation system have been discussed. Direct combus
tion of biomass in a dual chamber furnace/boiler system yields high quality steam for use as
process heat or as thermal input to a steam engine. It is essential to exercise good control over the
furnace fIring rate, feedwater flowrate, and emission of pollutants from the furnace. These aspects
have been discussed in the previous sections.

Due to practical reasons, for example variable. moisture content of sawdust and the diffIcul
ties of measuring primary and secondary air flowrates, operating conditions were somewhat re
stricted. Thus, for a particular run, sawdust of a fIxed moisture content could not be fIred, as it was
impossible to· dry all sawdust to an exact level because of time and weather limitations. In
addition, because of the need to optimize secondary air for a 'fIxed' rate of fuel burning, a wide
range of primary and secondary air settings could not be used.

Overall furnace/boiler performance was found to be reasonably satisfactory, with system
effIciency ranging from 55 to 71 %. Improvements in performance are possible by insulating the
'hot' areas of the cyclone and furnace, burning drier sawdust, operating the unit in better ambient
conditions and by designing a more suitable boiler, as detailed in an earlier section.

Smoke and particle emissions were minimal, as indicated visually, by CO levels and by the
small amounts of particles collected in the cyclone and tiny amounts scattered around the unit,
pointing to the system being clean burning and thus environmentally sound.

The generation of electricity (and heat for crop drying, if needed), from biomass fuels, using
a steam system, can be a viable alternative to electricity generation from diesel-fuelled generators.
This is particularly true for many rural and remote locations in Fiji which do not have grid power
and which have an abundance of cheaply available biomass fuels such as crop and sawmill wastes.

Technologically, economically, environmentally and socially, there would appear to be very
few drawbacks to the utilization of biomass wastes and residues using small scale steam power
systems to electrify off-grid, remote and isolated communities.

The boiler was tested on various fuels of various moisture contents in the engine research
laboratory. The performance of the boiler and engine was monitored and later analysed. An overall
system effIciency of 15% was achieved, from energy in the fuel to the electricity output.
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Important factors which affect decision making when drying agricultural products are nor
mally quality, drying time or throughput and energy conswnption. Experimental results indicated
that the quality ofpineapple glace after drying was maintained if drying air temperature did not
exceed 65°C. Drying time and energy conswnption were, however, experimentally found to be
affected by specific air flow rate and fraction of air recycled. In order to handle uncontrollable
parameters during experiments such as ambient temperature, relative humidity and the initial
conditions of the drying product, a mathematical model for drying short hollow cylinders of
pineapple glace in cabinets was developed for further investigation of the appropriate operating
conditions. It predicted the drying rate with high accuracy. Simulated results showed that a spe
cific air flow rate of about 11 kg dry airlh-kg dry pineapple glace and about 0.75 of air recycled
should be used.

INTRODUCTION

Pineapple is a major economic crop in Thailand. Pineapple. fruit is commonly processed as
pineapple glace, usually in relatively short hollow cylinders or small cubes, by dipping fresh
pineapple in sugar solution and then drying in cabinet or tunnel dryers. Variables which affect the
performance of drying (measured in terms of product quality, drying time or throughput and
energy consumption) are drying air temperature, air flow rate and fraction of air recycled.

In the literature, there are some reports on papaya glace drying but very few reports on
pineapple glace drying. Tanafranca et al (1985) investigated various glace processes used with
papaya. Bhumiratana et al (1988) also investigated glace processes used with papaya and studied
mass transfer between the papaya and the sugar solution. Haruthaithanasan et al (1988) studied the
drying of papaya by solar energy and found that it required about three days to reduce the moisture
content from 80 to 15 % wet-basis. Moy and Kuo (1985) studied drying of papaya by osmosis
followed with vacuum drying. They also studied the effect of solar energy in osmosis and drying
processes on product quality and drying rate. Drying rate was increased while quality was compa
rable with products dried without using solar energy. Levi et al (1983, 1985) investigated the
effect of various treatments of fresh papaya on drying rate and energy consumption. Osmotic
treatment of papaya considerably shortened the drying time for cabinet or solar drying, giving a
significant saving in thermal energy. Achariyaviriya and Soponronnarit (1990) developed the
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equations describing the drying rate, equilibrium moisture content, and some parameters necessary
for the simulation of papaya glace drying. Teanchai and Soponronnarit (1991) conducted similar
work for pineapple glace. Soponronnarit et at (1992) developed a mathematical model for drying
papaya glace, having a geometry of small cubes, in cabinets. It predicted the drying rate with fair
accuracy. Simulated and experimental results showed that a drying temperature of 65OC, a specific
air flow rate of 50 kg dry air/h-kg dry papaya glace and about 0.8 of air recycled should be used.

From the above literature, it was noted that research work on pineapple glace drying was
needed. The objective of this.study was therefore to investigate optimum conditions for drying
pineapple glace in cabinets. A mathematical model was developed and confirmed with experimen
tal results. Variables considered were air flow rate, air temperature and fraction of air recycled.
Criteria for determining the optimum drying conditions were product quality, drying time and
energy consumption.

DEVELOPMENT OF MATHEMATICAL MODEL

The mathematical model of drying developed here is similar to that of Soponronnarit et at
(1992). It is assumed that thermal equilibrium exists between thed1)ing air and the product. The
model comprises major equations as follows:

Calculation of Product Moisture Content

The pineapple glace to be dried has the geometry of a short hollow cylinder. It is assumed
that moisture transfer in the drying product is mainly due to moisture diffusion. It is also assumed
that the initial moisture content of the product is uniform and the moisture content at the surface of
the product is in equilibrium with the surrounding drying air immediately· after the start of the
drying process. The analytical solutions for a diffusion equation for the geometries of infinite
hollow cylinder and infinite slab are available (Crank, 1975). The product of these two different
geometric solutions is the solution for a short hollow cylinder. It is written as follows:

MR (t) = { 32/ [It2
( i. - T:)]}i i [1/ {2m + d] .

n=l m=O

{[JO(T' a.l- JoIToa.l] / [a~JoIT' a.) + a~JO(TOa.)J}.

MR (t) = ( M (t) - M eq ) / (M in - M eq )

where
MR (t) = moisture ratio, dimensionless,

(1)

(2)
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M (t) = mean moisture content, decimal dry basis,
Mill = initial moisture content, decimal dry basis,
M = equilibrium moisture content, decimal dry basis,t:q

D = moisture diffusion coefficient, m2/h,
Jo(ri aJ and Jo(roall) = Bessel function of zero order,
r i = inside radius of cylinder, m,
r = outside radius of cylinder, m,
~II parameters available in Crank (1975),
I = length of cylinder, m,
t = time, h.
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Initially, the equation for the diffusion coefficient developed by Teanchai and Soponronnarit
(1991) was used but it was found that the equation could not predict drying rate accurately at low
initial moisture contents. In this study, a new equation was, therefore, developed and confirmed
with the experimental results of drying of pineapple glace having a geometry of a small short
cylinder. The equation is written as follows:

( -7) ( -10) ( -10 2) ( -8 )D = 7.6085 x 10 - 2.2108 x 10 Min + 1.3105 x 10 Min - 4.5706 x 10 T

(
-10 2) ( -10) ( -14 2 )

+ 4.3287 X 10 T + 7.2929 X 10 T Mill - 5.7446 X 10 T Mill

(
-6 2 ) ( -14 2 2)

- 8.7655 X 10 T Min + 7.0060 X 10 T Mill

for 500C < T < 90aC and 57% d.b. < Mill < 80% d.b.,
where

T = drying air temperature, aC.

(3)

The equilibrium moisture content of pineapple glace developed by Teanchai and Soponron
narit (1991) was used in this study. It is written as follows:

M eq ={exp [2 (A + B RH )] - M 0.5 } I [ 2exp (A + B RH) ] (4)

where
A = 3.403 - 0.02049 T
B = 1/(0.7288 - 0.005960 T)
MO.5 = 1/(0.1003 - 0.0006300 T)

(5)
(6)
(7)

Mo.s is the equilibrium moisture content at 50 % air relative humidity and RH is the air
relative humidity in decimal.

The change of product moisture content over a small time interval can be found by differenti
ating equation (1) with respect to time and using the finite differences method to solve the
resulting differential equation over a small time interval.
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Calculation of Air Properties and Energy Consumption

Figure 1 shows the diagram of the experimental cabinet dryer. Exhaust air can be partly
recycled. It is fIrst mixed with fresh air and then heated up to the controlled temperature before
entering the drying cabinet in which the drying process occurs. From application of the principle
of energy conservation for the control volume CVl, the change of enthalpy of the flowing air
stream plus the change in internal energy of the drying product, are equal to the heat exchange
between the dryer and its surroundings (very small change in internal energy of the dryer). The
equation, after some rearrangement, can be written as follows:

Tf1 = [ Q 1 + C.T mix + W mix (hIS + C ,Tmix) - WI hIs - 8 Up] I ( C. + WI C,) (8)

where Ql = U A (LlT) I mmix (9)

Q1 = heat loss between the cabinet and its surroundings, kJ/kg dry air,
LlU

p = the change in internal energy of the drying product, kJ/kg dry air,
U = overall heat transfer coefficient, kJ/h m2 OC,
A = surface area, m2,

LlT = temperature difference, OC,
m = mass flow rate of dry air, kg/h,
T = temperature, OC,
W = humidity ratio, kg dry air/kg ~O,
C = specific heat at constant pressure, kJ/kg OC,
hlg = latent heat of vaporization, kJ/kg ~O.
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I I
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Fig. 1. Control volume.
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Subscripts are as follows:
a = dry air
v = vapor
p = pineapple glace
11 = exit of the cabinet
mix = inlet of the cabinet
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From computer simulation, it was found that the change in internal energy of the drying
product had a very small effect on the simulated results.

From mass conservation, the increase of moisture in the air equals the decrease of moisture
in the product The equation, after some rearrangement, can be written as follows:

(10)

where
R =
M =p

l!J =
M. =

I

M, =

Wmix =
W, =

M/(mmix~t ),
dry mass of the drying product, kg,
small calculation time interval, h,
product moisture content at the beginning of the calculation time interval, decimal
dry basis,
product moisture content at the end of the calculation time interval, decimal dry
basis,
humidity ratio of air at the inlet of cabinet, kg I\O/kg dry air,
humidity ratio of air at the exit of cabinet, kg I\O/kg dry air.

From application of the principle of energy conservation for the control volumes CV2 and
CV3, the change of enthalpy of the flowing air stream is equal to the heat exchange between the
control volumes and their surroundings. This is the special case of equation (8). The change in
temperature of the air can then be determined. It is noted that the humidity ratio remains constant.

From application of the principle of mass conservation for the control volume CV4, the
mixture equation can be derived as follows:

where
RC =
mrc =
mmix =
W. =

I

Wmix =

W mix = (1 - RC) Wi + RC WI

fraction of air recycled and is equal to mrJ mmix'
dry mass flow rate of air recycled, kglh,
total mass flow rate of dry air, kglh,
humidity ratio of fresh air, kg I\O/kg dry air,
humidity ratio of mixed air, kg I\O/kg dry air.

(11)

From the principle of energy conservation, the summation of enthalpy of the air streams
flowing in and out of the control volume is equal to zero. It is noted that heat exchange between
the control volume and its surroundings is assumed to be negligible due to the small heat exchange
surface area. The equation, after some rearrangement, can be written as follows:
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T" = -'---------------,~------____:---------------
(mmizCa + mmizWiliaC,,)

(12)

where
T
"mj

= temperature of mixed air, OC,
= dry mass flow rate of fresh air, kg/h.

From application of the principle of energy conservation for the control volume CV5,the
change of enthalpy of the flowing air stream is equal to the summation of heat exchange between
the control volume and its surroundings and the mechanical energy for driving a fan (very small
change in internal energy of the fan). The equation, after some rearrangement, can be written as
follows:

where
T =......

T ="Q
6 =

R' =11

temperature of exit air, °C,
temperature of inlet air, OC,
heat exchange, kJ/kg dry air,
mechanical energy for driving a fan, kJ/kg dry air (found experimentally).

From application of the principle of energy conservation for the control volume CV6, a
special case of equation (8), the exit air temperature can be determined.

From application of the principle of energy conservation for the control volume CV7, the
change of enthalpy of the flowing air stream is equal to the summation of heat loss between the
control volume and its surroundings and heat supplied by an electrical heater. The equation, after
some rearrangement, can be written as follows:

Qh = CaTmix + Wmix{hfg + CvTmix ) - CaTwww - Wmix{hfg + CvTwww ) - Q5 (14)

= heat supplied by an electrical heater, kJ/kg dry air,
= heat loss, kJ/kg dry air,
= inlet air temperature, OC,
= exit air temperature, °C.

Moist air properties were calculated using the equations of Wilhelm (1976).

Method of Calculation

The equations were solved by iteration as follows. The calculation starts with equation (11)
by assuming that the exit humidity (WI) is 0.02. Equation (8) is then used to calculate T

fl
• In this

study Tmiz is known and in practice this is controlled by a thennostat. Then the relative humidity of
air is calculated using the average air properties through the dryer; equation (4) is used for
calculating Meq and M

f
' is obtained from equation (1), differentiated with respect to time and
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solved by the finite differences method. W,is calculated from equation (10); the value of W,is then
compared with the assumed value. If the difference is higher than the set value, the same calcula
tion is repeated again using the new assumed value of WI' which is the latest calculated Wr If the
difference is less than the set value, the relative humidity of air is calculated and checked for
feasibility (less than unity). If it is reasonable, the calculation is advanced to the energy consump
tion. Otherwise, the condensation is simulated (see details in Soponronnarit, 1987) and then the
calculation is continued.

The next step is to calculate the energy consumption by using equations (12)-(14) and the
simulated results are then presented. The time step is then advanced and the same process re
peated. The simulation flow chart is presented in Fig. 2.

initial condition
and other input

Calculate Wmix.Tf.RH.Meq.Mf.Wfn

If abs(Wfn-Wf»O.00001

IF RHf >1
GOSUB

for moisture
condensation

Calculate energy consumption

IF Mf > M desired

Fig. 2. Computer simulation flow chart.
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Pineapple glace was prepared by cutting fresh pineapple into short hollow cylinders having
an inner diameter of 2 cm, an outer diameter of 6 cm and a thickness of 1 cm, steaming for 15
minutes, cooling suddenly with water then dipping it in a 900C sugar solution which started at a
concentration of 45° Brix and was increased by 10° Brix each day up to 70° Brix (5° Brix increase
for the last day) to which sodium metabisulfite was added at a concentration of 0.1 % (w/w)
(Tanafranca et al, 1985). The initial moisture content of prepared pineapple glace was about 65 %
dry basis.

About 5 kg of pineapple glace was dried each batch in a cabinet dryer. There were 5 trays in
which the direction of air flow was parallel. The specific air flow rate (kg dry air/h-kg dry
product), the fraction of air recycled and the drying air temperature were controlled constantly
during each batch but were varied from one batch to another. During the experiments both dry
bulb and wet bulb temperatures were measured every 30 minutes with an accuracy of ± IOC by
thermocouples (Chromel-Alumel), connected to data loggers. Air relative humidity was calculated
from dry bulb and wet bulb temperatures. The moisture loss from the drying product was meas
ured by weighing 3 samples in 3 locations from each tray every 5 hours. At the end of drying
(about 23 % moisture dry basis) the dry mass of the product was determined by drying in an oven
at 103°C for 72 hours. The accuracy of the balance was 0.01 g. Air flow rate was determined by
measuring the air velocity in the duct with a hot wire anemometer having a precision of ±0.1 mls
which was calibrated with a pitot static tube. Energy consumption by a fan and by a heater was
measured by kilowatt-hour meters each 5 hours. At the end of drying, the colour (R.H.S. chart),
physical appearance, vitamin C, sulfur dioxide and total sugar content (AOAC methods) of the
products were determined.

RESULTS AND DISCUSSION

The evolution of simulated and experimental mean moisture content of pineapple glace is
shown in Fig. 3. The corresponding evolution of dry bulb and wet bulb temperatures at the outlet
of the dryer is shown in Fig. 4. The results indicate that the drying model was able to predict the
drying rate and temperatures accurately.

Figure 5 shows the moisture gradient along the air flow direction. The gradient was relatively
small. However, there was some variation of moisture content among trays. This was due to non
uniform air flow in the drying cabinet. It was observed that the drying rate decreased with the
drying time as shown in Fig. 6 and the energy consumption increased with the drying time as
shown in Fig. 7. As both Figs. 6 and 7 show, the mean moisture content decreased with the drying
time. At low moisture content, moisture diffusion is low resulting in slow drying rate and high
energy consumption.

The qualities of the product after drying are presented in Table 1. The colour of pineapple
glace was acceptable as compared with the products available in local markets, up to the drying
temperature not exceeding 65OC. The outer surface is somewhat soft and succulent. With higher
drying temperature, Le., 800C during the first 5 hours then followed with 65°C, the colour of the
product was a little bit darker and the outer surface was somewhat hard. Sulfur dioxide content and
sugar content of the product after drying were in the acceptable range according to the standard of
the Ministry of Industry, Thailand. Vitamin C could not be found in any of the samples tested.
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Table 1. Qualities of pineapple glace from experiments and from the local market.

Drying temp. R.H.S Total sugar S02 Vitamin C Appearance of
color chart (%) (mg/kg) (mg/kg) pineapple glace

480C 14-A 90.46 138 none yellow, dry on outer
surface, somewhat soft
and succulent

650C 15-A 87.83 38 none yellow, dry on outer
surfac~, somewhat soft
and succulent

800C 17-B N.A. 31 none yellow, dry and hard
(5 h) on outer surface
650C

TAVEEPOL 13-B 84.31 250 none yellow, dry on outer
Co., Ltd. surface, somewhat soft

and succulent

SAKULSUK 15-A 83.69 N.A none yellow, dry on outer
Co., Ltd. surface, somewhat

soft and succulent
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Fig. 8. Effect of specific mass flow rate on energy consumption at different fractions of air recycled
(simulated result). [Temperature = 65°C, Thickness of pineapple glace = 1 cm]

Figure 8 shows the simulated effect of specific air flow rate on energy consumption at
different fractions of air recycled for drying pineapple glace at 650C and thickness of 1 cm. It was
found that there was an optimum specific air flow rate for each fraction of air recycled. It was also
found that there was an optimum fraction of air recycled. When the specific air flow rate was too
high, the temperature and the"absolute humidity of the air at the outlet of the drying cabinet were
still high and low, respectively. This resulted in significant energy losses. When the specific air
flow rate was too low, the state of the air at the outlet was reversed. As a result, a longer drying
time was needed resulting in an increase of energy consumption.

Figure 9 shows the corresponding drying time. It was found that the drying time remained
nearly constant up to the fraction of air recycled of 70%; then it increased rapidly. Therefore, the
drying time must be considered in parallel with energy consumption. It can be concluded that the
specific air flow rate should be about 11 kg/h-kg dry pineapple glace and the fraction of air
recycled should be about 75%. At these operating conditions, energy consumption and drying time
are compromised. They are 9.5 MJ/kg ~O evaporated and 20 hours, respectively.

Figures 10-1l show the simulated results of drying pineapple glace having a thickness of 2
cm. The results were similar to the case of a thickness of 1 cm. However, energy consumption was
higher and drying time was longer. These were due to moisture diffusion being more difficult in
thicker products.

Figure 12 shows the effect of ambient air conditions on energy consumption. It was found
that energy consumption increased when the temperature decreased or the relative humidity in
creased.
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CONCLUSION

RERIC International Energy Journal: Vol. 15, No.1, June 1993

The mathematical model developed couId predict the drying rate of pineapple glace and the
outlet air temperatures relatively well. In a drying operation, product quality, drying time and
energy consumption have to be considered. It was found that the optimum operating conditions
should be as follows: a drying air temperature of 65OC, a specific air flow rate of about 11 kg/h-kg
dry pineapple glace and about 0.75 of the air recycled.
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Monitoring of the rubber smoking process was carried out and the results are presented
herein. The smoking room in this study had a capacity of 45 tons of rubber sheets and required
heat of20,120 MJ during 116 hours ofoperation. Only 31% ofthe input heat was useful. The rest
was the lost through conduction (57%) and ventilation (11.8%). However, energy saving measures
were not recommended since the financial benefit was very low compared to the overall financial
scale of the smoking operation. Water inherent in the exhaust gas was found to be 4.2 tons of
which 2 tons, 1 ton and 1.2 tons could be derived from inlet air, firewood and the rubber,
respectively. It is believed that dehumidification of the inlet air will significantly increase the
productivity by reducing the processing time.

INTRODUCTION

In 1989 seventy six percent of the world rubber production was from Malaysia, Thailand and
Indon~sia [1]. After Malaysia, Thailand is the second biggest rubber producing country in the
world. It was estimated that during the 7th National Economic and Development Plan (1992-1996)
the gross rubber production of Thailand will increase from 1.30xl06 tons to 1.58xl06 tons as
shown in Table 1.

Table 1. Projection of Thailand's rubber production during 1992-1996.

Year Planted Area Production RSS*
(xlQ6 ha) (xlQ6 ton) (xlQ6 ton)

1992 1.89 1.30 1.09
1993 1.91 1.37 1.12
1994 1.93 1.44 1.15
1995 1.95 1.51 1.16
1996 1.96 1.58 1.18

*RSS = Ribbed Smoked Sheet Rubber
Source: Rubber Research Institute, Ministry of Agriculture and Cooperatives,

Bangkok, 1992.
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About 80% of the rubber produced in the country is ribbed smoked sheet (RSS) rubber which
makes Thailand. the biggest RSS producing and exporting country in the world. In 1989 Thailand
exported 920xl()3 tons of RSS compared to 278xl03 tons and 152xl03 tons for Malaysia and
Indonesia, respectively. During 1980-1989 Thailand increased her RSS exports by 168% [1].

RSS is a solid form of rubber product Hot gas and smoke obtained from wood burning are
used to cure the rubber sheets in smoking rooms. The smoke acts as a disinfectant which renders
the rubber less liable to mould attack. Although Thailand is the biggest RSS rubber producer,
scientifically, the study of the rubber smoking technique has received very little attention in the
country. The design and operation of smoking rooms has merely relied on past experiences.
Development of the smoking process has generally been based on the trial and error method. This
has resulted in the existence of two types of smoking room, namely, single layer and double layer
rooms. Surveyed data revealed that the performance of the single layer rooms is far better than the
double layer rooms [2]. However, there is no solid evidence by which one could conclude that the
single layer rooms are being operated at optimum conditions. Furthermore, there are signs that
current performance standards can be improved upon [3]. However, all characteristics of the
smoking process have to be thoroughly investigated before improvements can be made. This
article presents the results obtained from the monitoring of a rubber smoking room.

OVERVIEW OF RUBBER SMOKING ROOM AND SMOKING PROCESS

Smoking Room

There are two types of smoking room, called single and double layer rooms (Figs. 1 and 2).
Single layer rooms have one floor while double layer rooms. have two. The double layer type,
which is an old design, has timber or brick walls. For the last 10-15 years, large, one-layer rooms
have been considered the better design. Single layer smoking rooms are now being adopted in the

Ventilation

Wmdow· Second layer

Door

Door

rBamboo floor

r======i= = =-1====t-+--
First layerrB...boo fioo'

===~===i== ~===t-+--

Door

Fig. 1. Double layer room.
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Fig. 2. Single layer room.

new factories and they have become popular because their performance is superior to that of the
double layer rooms. The rooms are constructed of brick and mortar. The front wall is typically a
steel gate for loading and unloading the rubber. Ventilating windows are on the rear wall and the
ceiling. The rooms are generally equipped with temperature sensing elements for temperature
monitoring and control. Heat and smoke distributing tunnels are on the floor. The rubber sheets are
hung on bamboo stems which are subsequently placed on 2x2x4.5 m3 steel crates. A forklift truck
is used to manoeuvre the crates into and out of the rooms. For the present study, monitoring of this
work was undertaken for the single layer room type only. A description of the room is shown in
Fig. 3.

Furnaces are normally located at the rear of the rooms. Hot gas and smoke are conveyed
through the distributing duct and grid into the room. The combustion rate is controlled by an
adjustable steel gate in the front of the furnace so that the temperature in the room can be
controlled.

Smoking Process

Latex collected from rubber plantations is coagulated with formic acid. Before coagulation
sets in, aluminium partitions are inserted vertically in slots in the coagulating tank. Mter storage
for a few hours, the soft thick gelatinous slabs are compressed by passage through four to six
rollers to remove water and produce sheets of about 5 mm thickness. The last pair of rollers are
grooved and thus produce the characteristic criss-cross rib markings on the sheet. This increases
the surface area and facilitates drying.

The rubber smoking factories acquire ribbed unsmoked rubber sheets through local dealers.
Skilled workers in the factories visually grade the rubber sheets according to the moisture content
and thickness. The sheets are subsequently washed manually in a pool or by a machine before
entering the smoking rooms where they are dried and cured for 5-9 days depending on the
moisture, thickness and season. At the beginning, all windows and ventilating ports (of the smok-



52

Left

..all

o 15

COl 13

I---- 4.5 .. -----4

Right

..all

o 18

• 19

RERIC Internalional Energy Joumal: Vol. 15, No.1, JIIM 1993

o Dry bulb temperature

• Wet bulb temperature
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Fig. 3. Description of the smoking room and parameters to be measured.

ing room) are open and the fIrewood is burnt at a high combustion rate -to bring up the room
temperature to 4D-SOOC in a short period. Mter reaching the required temperature, ventilation is
prohibited and the opening of the furnace is adjusted to control the fIrewood burning and hence
keep the temperature in the room at about 700c. Typical room temperatures are illustrated in Fig.
4. The process continues until the rubber sheets are dried and cured. The smoked sheets are then
pressed to form bales of about 110 kg, wrapped with the sheets and coated with talc to hinder bale
to-bale adhesion.
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Fig. 4. Typical smoking room temperatures (average of3 levels in the room).
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The monitoring of the rubber smoking process was conducted during an actual smoking
practice at Southland Rubber Co. Ltd., Bangklum, Hat Yai, Southern Thailand. The factory con
sists of two rows of ten smoking rooms each. Four of the rooms, have one of the side walls open to
the atmosphere. It was expected that such rooms would be operating at low energy efficiency.
Hence, one of these rooms was selected for monitoring.

Under normal operating conditions, the parameters measured were temperatures at various
locations as depicted in Fig. 3 (type k thermocouple and Omega HH81 digital thermometer,
Omega Engineering, USA), moisture contents of inlet and exhaust air (wet bulb and dry bulb
method), inlet air flow rate (calibrated vane type anemometer, Airflow Development Ltd., UK),
firewood consumption and combustion products (samples were taken by a vacuum pump and
analysed by a Fyrite II combustion analyser, Bacharach, USA). Data were acquired every 30
minutes. Three experiments were carried out during 3-24 May 1991.

ENERGY ASPECT OF SMOKING PROCESS

Energy flowing into the system was determined from the heating value of the fuewood.
Energy flowing out of the system was calculated from the heat conducted through the walls and
exhaust gas. The balance of energy was the sensible heat of the rubber and the room structure and
latent heat of the water evaporated from the rubber. Calculations were based on 42.2% moisture
content [4] and 4.1 % ash content [5] of the firewood. The heating value of firewood (rubber wood)
was taken as 13,600 kJ/kg [6]. Thermal properties of materials involved were obtained from some
well known sources [7,8]. Equations used in the calculation are given in the Appendix.

The basic data are described in Table 2 while the analyzed results are presented in Table 3.
Average specific firewood consumption was 54 kg/ton of rubber. The smoking process lasted

about 116 hours (4.8 days). Table 3 revealed that only 31 % of input energy was used in the rubber
drying process while 57% was lost through the four walls and 11.8% via ventilation. Typical heat
lost through the room structure is characterized by Fig. 5. Negative heat flow occurring in some
period was the result of heat gained through the right wall from the adjacent room. The overall
heat transferred through the right wall is negative (input heat). It must be noted that the positive
heat loss of the right wall in Table 3 was derived from the positive portion of Fig. 5(a) only.
Energy lost through the door was relatively steady while the losses through the left and back walls
varied with the time of day. The two losses had a similar pattern which indicated the influence of
surroundings as will be discussed later. However, the total loss through room structure was

Table 2. Basic data of experiments.

Description

D/M/Y
Smoked rubber (kg)
Water removed (kg)
Fuelwood (kg)
Smoking time (h)

Test 1

8-13/5/91
45,526.0

1,312.0
2,698.0

166.5

Test 2

13-18/5/91
43,850.0

1,255.6
2,460.0

110.0

Test 3

18-24/5/91
47,322.0

1,091.2
2,225.0

122.5
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Table 3. Energy analysis for the smoking process.

Test

Energy (MJ) 1 2 3 Average

Input energy* 22245.5 (100) 19510.0 (100) 18604.5 (100) 20120.0 (100)

Useful energy
Latent heat 3082.3 (13.8) 2949.3 (15.1) 2560.2 (13.8) 2863.9 (14.2)
Rubber sen. heat 3367.5 (15.1) 3404.9 (17.5) 3430.6 (18.4) 3401.0 (16.9)

Stored energy
Left wall 206.1 (0.92) 141.7 (0.70) 172.7 (0.93) 173.5 (0.86)
Right wall 232.9 (1.05) 247.2 (1.3) 122.3 (0.65) 200.8 (1.0)
Back wall 47.5 (0.20) 21.5 (0.11) 40.5 (0.22) 36.5 (0.18)
Door 6.4 (0.03) 2.3 (0.01) 3.2 (0.02) 4.0 (0.02)
Ceiling 16.5 (0.07) 11.5 (0.06) 11.1 (0.06) 13.0 (0.06)
Floor 818.5 (3.7) 851.2 (4.4) 881.8 (4.7) 850.5 (4.2)

Energy losses
Left wall@ 4478.5 (20.1) 7747.4 (39.7) 6318.7 (34.0) 6181.5 (30.7)
Right wall 607.0 (2.7) 852.2 (4.4) 576.9 (3.1) 678.7 (3.4)
Backwall@ 2638.0 (11.8) 2940.5 (15.1) 3385.9 (18.2) 2988.1 (14.8)
Door@ 1424.0 (6.4) 1546.6 (7.9) 1653.9 (8.9) 1541.5 (7.7)
Exhaust 2059.4 (9.2) 2447.5 (12.5) 2600.9 (14.0) 2369.3 (11.8)

Uncountable 3260.9 (14.0) -3653.8 (-18.0) -3154.2 (-16.9) -1182.4 (-5.9)

Figures in brackets are %

* Includes heat gain from the adjacent room at the beginning
@ Walls that open to surroundings

considerably constant with time as was verified by a linear relationship between accumulative loss
and time, Fig. 5(b). A similar characteristic was also found for the exhaust loss as shown in Figs.
6(a) and (b). The low frequency fluctuation in Fig. 6(a) was mainfy due to variation of the
reference temperature (day-night ambient temperature). The ceiling was enclosed by the roof and
the space-in-between was filled with hot exhaust gas. Both surfaces of the ceiling apparently had
the same temperature. Hence conduction loss of the ceiling was negligible. It was not possible to
measure heat lost through the floor and roof. These losses were incorporated into the unaccount
able loss category. The amount of heat due to thermal inertia of the room structure was only 6%.
Economic analysis showed that it was feasible to insulate the left and back walls [4]. These two
walls are open to surroundings and have areas of 16x8 m2 and 4.5x8 m2, respectively. Although a
higher percentage of heat loss occurred on the left wall, the loss intensity of the left wall is lower
(48.3 MJ/m2) than that of the back wall (83.0 MJ/m2). Furthermore, only the loss through the back
wall is common in all rooms. Consequently, it is likely that if thermal insulation is thought to be
necessary, it is appropriate for the back wall only.
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Apart from smoking, which is the process that renders the rubber less liable to mould attack,
drying is another important process. From Table 2. it is obvious that the'raw material was consid
erably dry. Water removed from the rubber accounted for only 2.7%. It must be noted that in this
analysis the amount of water removed from the rubber was obtained indirectly. Le.• by subtracting
the amount of exhausted water by water input (inlet air and fIrewood moisture). However, meas
urement of weight loss of over 100 rubber sheets agreed well with this indirect calculation [9].

The mass of water involved in the smoking process was calculated from the moisture ratio of
the inlet and exhaust air, mass flow rate of air into the room. moisture content of the fIrewood and
the fIrewood consumption. Results are tabulated in Table 4..

Table 4. Water in the smoking process.

Test Average Contribution

Water (kg) 1 2 3 (% of exhaust)

Exhaust+ 4460.9 4180.6 4200.5 4280.7
Inlet air+ 1995.0 1897.7 2174.0 2022.2 47.2
Fuelwood* 1154.0 Ib~7.3 935.3 1038.9 24.3
Rubber@ 1311.9 1255.6 1091.2 1219.5 28.5

+ Calculated from wet bulb and dry bulb temperatures
* Calculated from moisture content 42.2% wet basis [4]
@Calculatedfrommass balance

There were 4.28 tons of water released through ventilation, of which 2.02 tons. 1.04 tons and
1.22 tons were water from inlet air, fIrewood and rubber, respectively. That is, only 28.5% of the
total water involved in the process was contributed by the rubber while 24.3% and 47.2% were
came from the fIreWood and inlet air, respectively.

Figure 7 showed that the humidity ratios of the inlet air and the exhaust have a similar trend
of low-frequency fluctuation. The rise and fall of the humidity ratios were affected by time of the
day (day or night). The fluctuation of the exhaust humidity. while the exhaust temperature was
relatively constant. implied that the lower humidity period, the exhaust should have absorbed more
water if it had been allowed to do so. This means that the circulating time of the hot gas in the
room can be extended so that it can effectively dry the rubber. In other words, inlet air flow rate
was unnecessarily high. As time elapsed, a greater difference between the inlet and exhaust
humidity ratios was apparent. This can be explained by the increasing drying capability of hot gas
due to higher temperature (lower relative humidity). as has been shown in Fig. 4. Typical accumu
lative mass of water is shown in Fig. 8. During the fIrst 16 hours, the drying rate of the rubber was
very low as the room temperature was building up to 55°C. Although Figs. 4 and 8 represent the
results of one test only. a similar trend was observed in the other two, but the corresponding times,
at which the effective drying occurred. were 15.5 hr (48OC) and 15.0 hr (52.5OC).
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If energy conservation is the major concern in energy management, it is likely that the
application of thermal insulation material on the front door and back wall is necessary. Thick and
bulky insulation materials like glass fibre was found to be unsuitable because there is only a few
centimeters clearance when the rubber is loaded into the room. The forklift truck may, therefore,
easily damage the glass fibre. Thin insulating material which is commercially available appears in
the form of liquid coating, e.g., ceramic fiber. However, its application to the inner surface is not
possible because the atmosphere inside the room is very corrosive (even the construction bricks do
not last long). Economic analysis revealed that the ceramic fiber is feasible but coating must be on
the outside surface [4].

The rubber smoking industry is not sensitive to the frrewood price. In general, about 10 m3 of
firewood is required for each batch of the smoking. This amount of frrewood costs the factory only
1000 Baht (US$ 38) which is insignificant compared to about 700,000 Baht (US$ 27,00) worth of
raw material. Heat lost through the back wall and the front door, which is common in every room,
was equivalent to about 2.25 m3 or 225 Baht (US$ 8.6) of firewood. This makes energy saving
measures that reduce firewood consumption insufficiently attractive for the factory's owners if
there is a better alternative.

At present the smoking process for a batch of rubber sheets takes 5 to 9 days depending on
the season (dry or wet). As a matter of fact, it indicates the effect of moisture content of the inlet
air. Water removed from the·rubber is generally in the range of one ton while water from the inlet
air can be estimated at 2-5 tons (depending on season). Furthermore, water inherent in the air uses
a huge amount of heat (from combustion) to raise its temperature to the room temperature. This
hot vapor does not only possess no beneficial property for the drying process but also causes more
firewood to be burnt to maintain the required room temperature. In contrast, if dry air is used in
conjunction with dry firewood, the specific wood consumption will be less because there is no
extra heat required to vaporize and heat the water. The real advantage appears in the shorter
processing time (because of much lower relative humidity in the hot air). Shorter processing time
means less wood consumption and a higher production rate.

Low relative humidity in the smoking room is desirable because it can accelerate the drying
time. Relative humidity in the room can be reduced by raising the room temperature or dehumidi
fying the inlet air and using dry firewood. However, the room temperature is limited by the
temperature-tolerance property of the rubber. The current practice has already arrived at the
maximum allowable temperature of 7OCC.

Although the low relative humidity can be achieved by both dehumidification of the inlet air
and the use of dry firewood, only the former is practical. Not only is a higher mass of water
contributed by the inlet air but also wet (green) firewood is essential as it generates a larger
amount of smoke than the dry frrewood does. It is then likely that, if it is economically viable, inlet
air dehumidification could possibly be a promising technique for the rubber smoking industry as it
can significantly increase the productivity by reducing the drying time.

CONCLUSION

From the engineering point of view, there are two parameters to be managed in the rubber
smoking process: energy and moisture. Energy use is usually viewed as a serious issue for the
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factory as it directly affects the production cost. Although only 1/3 of the input energy was used
for the smoking process and 2/3 was lost via conduction and ventilation, it was found that energy
saving measures are unlikely to be accepted as the benefit is not attractive enough (compared to
the benefit· from inlet air dehumidification) for the factory's owners to invest in. Reduction of
relative humidity in the smoking rooms is desirable as it can significantly increase the productivity
and save fIrewood by shortening the processing time. As half of the water in the process comes
from the inlet air, any technique that dehumidifies the inlet air economically deserves serious
consideration.
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APPENDIX

Equations for Energy Analysis

Symbols and Constants

= Wall area (m2)
= Heating value of rubber wood =13.600 kJ/kg [5]
= Height of door (m)
= Input energy to the smoking room (kJ)
= Energy loss due to conduction through walls (kJ)
= Exhaust loss (kJ)
= Heat stored in rubber and room structure. respectively (kJ)
= Latent heat of water (kJ)
= Inside. outside wall surfaces and surrounding temperatures.

respectively (K)
a = Ash content of rubber wood = 0.041 [4]
CpH20• C

IN
• Cpa = Specific heat of water. water vapor and air, respectively.

C ,. = Specific heat of rubber =1.84 kJ/kg K [6]S. = Specific heat of room structure materials
hlg 650C = Latent heat of water at 650C
k = Thermal conductivity (W/mK)
ma = Mass of dry air (kg)
m,. = Mass of smoked rubber (kg)
m. = Mass of room structure (kg)
mw = Mass of firewood (kg)
m

w
,. = Mass of water removed from rubber (kg)

t = Time (sec)
x = Wall thickness (m)
t/J = Wood moisture content =0.422 wet basis [4]
v = Kinematic viscosity (m2/s)
(i)j' (i)c = Humidity ratios of inlet air and exhaust, respectively.

Table: Thermal properties of room structure [6,7].

Structure Material k Cp Estimated Mass Thickness
(W/mK) (kJ/kg K) (kg) (m)

Brick (left wall) 1.13 0.922 10351 0.075
Brick (right wall) 1.13 0.922 10351 0.075
Brick (back wall) 1.13 0.922 2911 0.075
Gypsum board (ceiling) 1.084 562 0.004
Steel (door) 0.522 500 0.0012
Concrete (floor) 0.653 33221 0.200

61



62 RERIC International Energy Journal: Vol. 15, No.1, June 1993

Maximum temperatures used in heat storage calculation were obtained from the maximum of
the averages of 10 consecutive measurements advancing through the whole range of data. That iS t

it started with averaging the temperatures of records I-lOt 2-11, 3-12... then used the maximum
value of these averages for the calculation.

Input Energy

Calculated from fuelwood heating value

Q ill = IW. mw (1 - f/J) (1)

Energy Losses

1. Conduction through walls

QI = 1: (k A /l T , ~t)
C /lx

2. Radiation and Convection of Steel Door [7]

(2)

Door is made of thin steel sheets. Energy loss is calculated with respect to radiation and
convection.

Radiation Q = 1: (e CTA ( T 4 - T 4 ) • ~t)
o a (3)

= 0.80
5.67 x 10-8 (W/m2 K4)

where,
e
CT =

Free convection (4)

where t

h = 0.95 (~T)1I3forGr
L

Pr > 1()9, and

Gr
L

Pr = g f3( To. - T a) L. Pr
2

V

where t

g = 9.81 m/s2

f3 = l/Ta
V = 20.76 X 10.() m2/s at 350 K
Pr = 0.697 at 350 K
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3. Exhaust Loss (with reference to surroundings)

Q, = m
T

C i1T + m_ C i1Te g pa .. ,\1 1'"

where,
~g = Total exhausted gas (kg)

= ma + (1 - a) (1- ¢) m
w

= Total exhausted vapor (kg)
= [ma + (1.- a) (1 - ¢) mJ (Oe

63

Thus Q, = ([m + (1 - a) (1-1Il) m ]i1T} (C + (0 C }
e a 'f' w pa e1'"

(5)

4. Latent Heat That Vaporizes Water in Rubber

Q = mho
\IP' wr fg6S C

where,
mwr = mT\1 - ¢ mw - (OJ ma

= [ma + (1- a) (1 - ¢) mJ (Oe - ¢ m
w

(Ojma

Thus (6)

5. Heat Stored in Rubber

Q = m C i1T + m + C pH 0 i1T
SF' r pr wr 2

6. Heat Stored in Room Structure

Q = 1:(m C i1T)ss s ps

(7)

(8)
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SUMMARY

The Royal Scientific Society of Jordan has been designing, installing, and testing pho
tovoltaic (PV) solar conversion systems for rural Jordan for about ten years. There are over
twenty working PV electric power systems and eighteen PV pumping systems currently in opera
tion throughout rural Jordan. The power systems supply clinics, residences, mosques, radio bea
cons, and communication relays. They serve agricultural villages, bedouin communities, and
travellers far away from the national electric grid. The paper presents descriptions of these
systems along with their design criteria, and reviews some of the problems encountered in estab
lishing these systems, and the experience gainedfrom working on them.

INTRODUCTION

Jordan enjoys more than 3200 sunshine hours annually which is among the highest in the
world. The annual daily average amount of solar energy collected at nine stations covering all
geographical regions of Jordan is about 6 kWh/m2 on a horizontal surface [1]. The monthly daily
averages, however, vary from about 3.5 kWh/m2 in January to about 8.5 kWh/m2 in June. Thus,
solar energy is available for long hours and at acceptable levels in Jordan for serious utilization.

Private industries have been in the market for more than two decades manufacturing domes
tic hot water heaters [2]. These systems are in widespread use throughout Jordan. It is estimated
that at least 15 % of the residences of Jordan use solar energy for most of their domestic hot water
needs.

The use of solar energy for photovoltaic (PV) conversion, however, is only about one decade
old. The Royal Scientific Society (RSS) of Jordan has been pioneering a program to supply
electric power to rural areas of Jordan from solar PV systems.

This paper presents tile design criteria of photovoltaic conversion for electric power and
pumping needs, and a description of the program and comments on the problems which arose as a
result of its implementation.

Furthennore, the interest of Jordan in solar energy covers a number of research and applica
tion areas. The characteristics of solar radiation and its prediction have been studied thoroughly
since 1979 [3,4,5,6]; the development of innovative collectors such as nonmetallic collector plates
[7], and flat plates with heat transfer medium trickling on its back [8] have also been studied; and

PREVIOUS PAGE BLANK
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system applications such as solar heating using Jordanian rocks for storage [9] and the perform
ance of a solar refrigeration cycle [10] have been considered. Detailed presentation of the solar
and wind energy conversion research and applications in Jordan has been prepared by Audi and
Alsaad [11].

DESIGN CRITERIA

The design of a PV conversion system is normally based on a number of parameters and
considerations, among which are the following:

(1) The required daily demand load on the system. This load is met directly and through a
bank of storage batteries in the PV electric power applications. For the PV pumping
systems, it is the electric power needed to run the electric prime mover of the pump
directly. No storage batteries are used in this type of application.

(2) The daily average solar radiation and other weather parameters, such as the ambient
temperature, at the location of the PV conversion station. Solar radiation is the energy
input of the system, and the ambient temperature affects the conversion efficiency of the
panels.

(3) The power rating of the available PV panels and the temperature at which the rating is
stated. Also, the electric characteristics of the designed electric circuit.

(4) The efficiencies of the various components of the system. This includes the PV conver
sion efficiency, the converter efficiency, the storage efficiency, the invertor efficiency,
and the mechanical efficiency of the pump.

The total daily energy load of the electric power system is computed on the basis of the
desired number of hours of the daily operation for each load component.

The load of a pumping system is computed on the basis of the desired daily pumped volume,
V in cubic meters, and the head, h in meters, through which it is pumped. Thus, the daily energy
input Ell to the water is given by the following equation, provided that both the well and the tank
are open to the atmosphere:

Ell = pg V h (1)

where p is the density of the pumped water, and g is the local acceleration due to gravity. The
density and the acceleration are taken as 1000 kg/m3, 9.81 m/s2, respectively.

Thus, the daily energy, in kWh, is given by the following:

Ell = 0.002725 x (V x h) (2)

The yearly average of daily solar radiation, es in kWh/m2, is computed from long term
measurements of solar radiation taken at the desired site. In some cases, however, long term
measurements are not available. In such cases, short term values and available prediction models
(for example references [3], [4], [5], and [6] could be used to compute e

s
with reasonable engineer

ing accuracy.
The total daily input solar energy E. is given by the following relationship:

IJN

E. = A x e
'IN pY s

(3)
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where A is the net area of the PV surfaces of the panels. But, the rating of a PV conversion panel
ptI

is stated as a peak power, P in W , based on a solar radiation, G , of 1000 W/m2 and a cell
ptI p 0

temperature of 25°C.
That is, the rating P is defmed by

ptI

P = 1] x A x G
ptI ptI ptI 0

where 1]ptI is the efficiency of conversion of the PV component of the system [12].

The daily energy output E is related to the daily energy input E. ,thus:
. optl Iptl

E = 1] x E.'
optl ptI Iptl

(4)

(5)

Therefore, the rating of the PV system required for energy output E is obtained from
• opv

equatIons (3), (4)t and (5) as follows:

[
EOpv

]Ppv = ---;: x Go (6)

The energy output E
optl

from the PV system required to drive a pump of mechanical effi
ciency 1] is given by

pp

(7)

where Ell is given by equation (2). If an inverter of efficiency eta
jfnl

is included t a greater output
must be obtained from the PV panels to deliver the desired hydraulic energy and equation (7) must
be replaced by

E = E /1]. 1]
OfN II Ifni PP

(8)

The conversion efficiency of the PV system depends mainly on the type of cells used in the
panels t the cell temperature and solar intensity t and the age of the cells. The invertor efficiency is
in the range of 70 % to 90 % and the mechanical pump efficiency is in the range of 30 % to 50 %.
Proper load matching of the components is also important.

The overall efficiency 1],r of a system is given by the following relationship:

(9)

APPLICATIONS

The PV systems installed in Jordan cover areas in rural communities from the north and
northeast to the south. The installed systems are of two types: the first type is for electric power
supply t and the second type is for water pumping. These systems are considered in some detail in
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the next two subsections.

Electric Power Systems

RERIC International Energy Journal: Vol. 15, No.1, June 1993

A block diagram of a general PV electric power system is shown in Fig. 1. It consists of PV
panels interconnected in series and parallel in such a way as to give the desired voltage and
current; a regulator which controls the charging process of the storage batteries; a bank of storage
batteries; and invertors which supply the various alternating current loads of the system with the
specific electricity requirements. If the total load of a system is direct current no invertor will be
installed.

CHARGE INVERTOR -
REGULATOR

IBATTERY I I DC-LOAD I I Ae-LOAD I

Fig. 1. Block diagram of a PV power system.

All the components are selected on the basis of the design criteria to constitute fully opera
tional integrated systems. A list of the major PV electric power systems installed by RSS is given
in Table 1.

Five of the projects serve the residences of male and female teachers of schools in the
isolated rural areas of Jordan. The teachers working in these rural areas usually come from the
urban centers of Jordan where electricity and water are available. The power needs of these
projects are listed in the above table. They are mainly for lights, radios, and televisions.

Three of the systems are for the supply of electric power to mosques. These are mainly for
lights, microphones, and loudspeakers.

Six of the systems are for clinics to serve small remote villages and bedouins of the desert of
Jordan. The power needed in these clinics are mainly for refrigerators for medicine, lights, and for
the operation of small medical tools and instruments. Some of these clinics include residences for
physicians, pharmacists, and nurses. One of those clinics (PO-5) has been designed to expand and
become a small hospital. It serves villagers, bedouins, and travellers on the nearby highway.

System PO-22 has been designed to operate in conjunction with two 20 kW electric wind
generators to supply Jurf El Darawish, a desert village, with most of the electric power it requires.

Two nondirectional radio beacons are served by two of the projects. They serve the air traffic
control system at the Aqaba airport. Another two serve as relays for con:tmunication between the
potash and phosphate companies on one side and their transport fleets on the other side.

Finally, three of the projects supply instrumentation with the required power. One of them is
for the data collection at the experimental station at Tal hassan, another is for the control of the
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Table 1. PV electric power systems.

System Type PVPower Storage Daily Load
(W) (kWh) (kWh)

PO-I Res 100.0 2.4 0.30
PO-2 Clinic 464.4 7.2 1.30
PO-3 Mosque 120.0 1.2 0.36
PO-4 NDB 2161.6 60.0 6.00
PO-5 Clinic 3072.0 86.4 13.00
PO-6 Res 153.6 3.6 0.60
PO-7 Mosque 120.0 1.2 0.45
PO-8 Mosque 76.8 1.2 0.25
PO-9 NDB 2161.5 60.0 6.00
PO-I0 Clinic 537.6 7.2 1.80
PO-II Relay 2182.0 19.2 6.00
PO-12 Clinic 1344.0 21.6 4.00
PO-13 Clinic 384.4 7.2 1.00
PO-14 Res 100.0 2.4 0.30
PO-15 Res 150.0 2.4 0.40
PO-16 Res 100.0 2.4 0.30
PO-17 Clinic 1072.0 16.8 3.20
PO-I8 Insts 364.8 7.2 0.90
PO-19 Relay 1760.0 19.2 4.68
PO-20 Insts 76.8 2.4 0.25
PO-21 Insts 7840.0 176.0 15.00
PO-22 Village 10000 330.0 70.00

Abbreviations in the above table: Res =residence, NDB =Nondirectional radio beacon,
Relay =communications relay, and Insts =instrumentations.

instrumentation of the potash skimming machines at the Dead Sea, and the last is for seismo
graphic measurements in the vicinity of King Talal Dam.

All of the people served by the above projects live far away from the national electric grid. It
is estimated that at least six thousand villagers. bedouins. and government and company employ
ees benefit from them. In addition, they serve travellers on the southern segment of the national
highway and help in the operation of the airport of Aqaba.

Some of these projects replaced diesel engine generators. others provided electric power to
communities for the first time in their lives. The PV systems have gained reasonable acceptance
and popularity levels among users after initial orientation and adjustment periods.

The PV systems are economically acceptable; they are more reliable during most weather
conditions than the diesel engine units which they replaced. they are quieter, and they do not
pollute the atmosphere as diesel engines do.

Figure 2 shows the solar power distribution on a typical PV power station (PO-5) and the
corresponding power stored during the same hours of the day. It is shown that the power produced
by the PV generator is used in charging the battery (EjB) and in supplying the load (E

l
). The system
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TIME[h]

Fig. 2. Characteristics of a PV power system.

efficiency (71), as the figure shows, varies with the solar radiation intensity in the range of 3.3 %
to 8.1 %.

Pumping Systems

All the PV powered pumping systems installed throughout the eastern and southern deserts
of Jordan are identical in their outlooks and in the components which constitute them. A typical
system is shown in Fig. 3. Each one consists of PV panels connected in such a way that they
supply the desired electric power to an invertor which is connected directly to the motor which
runs the pump. The pumps used in these systems are of the submersible type hermetically sealed
with their prime movers. A list of these pumping systems is given in Table 2.

PY .. GU.[RAJOR

Fig. 3. Schematic diagram of a PV pumping system.
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Table 2. PV pumping systems.

Unit Head Pump Power PVPower Daily Output
(m) (leW) (W) (m3)

PS-l 27.0 1.10 1613.0 40.0
PS-2 19.0 1.10 1750.0 55.0
PS-3 19.0 1.10 1656.0 58.0
PS-4 21.0 1.10 1344.0 41.0
PS-5 35.0 1.10 2226.0 40.0
PS-6 12.0 2.20 2150.4 70.0
PS-7 12.0 2.20 2150.4 70.0
PS-8 75.0 3.70 5880.0 40.0
PS-9 51.0 2.20 1800.0 23.0
PS-IO 51.0 2.20 3600.0 70.0
PS-ll 30.0 2.20 4500.0 99.0
PS-12 30.0 2.20 4500.0 50.0
PS-13 81.0 2.20 6300.0 47.0
PS-14 48.8 2.20 4500.0 54.0
PS-15 53.2 2.20 4200.0 45.0
PS-16 25.0 1.50 2800.0 90.0
PS-17 27.0 12.20 2800.0 66.0
PS-18 45.0 1.50 4200.0 57.0

All the wells were dug by the Water Authority of Jordan (WAJ). Some of them were capped.
others had diesel engine direct mechanical coupling pumps installed on them. The pumped water
is stored in tanks of 55 m3 capacity. Some units have one tank. others have two. Water from the
tanks fill a drinking trough for sheep and camel herds. Also. there is an overhead mobile filling
pipe used for filling small trucked water tanks.

These water stations in the desert of Jordan serve thousands of bedouins and their camels and
sheep. Some of the beneficiaries of these systems come from as far as 60 kilometers or more to get
their share of the pumped water for their livestock and for their own domestic use.

In a separat~ study by the second author [13], the economics of PV pumping systems were
analyzed. It was shown that for pumping rates. up to about 85 m3 per day. and heads of seventy
meters or more, PV pumping is less expensive than direct diesel engine pumping. Moreover. for
pumping at heads of20 meters or less, PV systems are always less expensive.

Figure 4 shows the solar power distribution, the corresponding hydraulic power and the
overall system efficiency throughout a representative day of operation. The overall system effi
ciency of this particular system (pS-I6) is obtained by dividing the hydraulic power by the input
power of the PV panels. It is obvious that this efficiency varies very little with the available solar
radiation. The component efficiencies, however, include that of the PV panels. the invertor, and
the motor pump coupling. These values are in the range of 10 %.95 %, and 45 %. respectively.

As the figure shows, the system starts pumping at 7:00 am when the solar radiation intensity
is under 300 W1m2 and stops at 5: 15 pm when the solar radiation intensity drops to 200 W/m2

•
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Fig. 4. Characteristics of a PV pumping system.

DISCUSSION

It has been the policy of the government of Jordan to supply its inhabitants with electricity
and water wherever they are. Electricity supplied through the national electric grid and water
supplied by the many projects of WAJ have reached more than ninety percent of the population.
The remainder of the population is found in very small agricultural ~nd industrial villages and
bedouin communities spread throughout the desert of Jordan. These are difficult to reach by the
traditional means available to urban areas. It is also uneconomical to supply them with electricity
from the national grid. The current cost of electric power line installations is about 30,000 US
dollars per kilometer. Therefore, these communities could be ideally served by PV system installa
tions. This has been the interest of RSS and the government.

The growth in the number of installations of PV systems in Jordan during the past decade is
shown in Fig. 5. The current total installed power is about 96 kilowatts for electric power and
pumping. Most of these systems were installed after a short learning period. The beneficiaries
from these systems are thousands of bedouin settlers and their herds of sheep and camels, com
pany workers, and school children.

Both the RSS engineers and the end users of the installed systems had to go through an initial
learning period. The sizing of a PV system must take into serious consideration the variable nature
of solar radiation. Also the sizing of the storage capacity of the electric power systems had to take
into consideration this variability and the nature of the application.

Some of the systems included a safety factor of 7.0 in sizing their storage capacities. These
systems are those which power the nondirectional radio beacons of the airport of Aqaba. Other
systems, such as those for clinics included safety factors of 2.0, and residences included safety
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factors of 1.5. The proper estimation and inclusion of these factors in the design is very important
as over-sizing of a system may make it economically undesirable and under-sizing may make it
unreliable.

The sizing of a pumping system was based on the dynamic water level of the well and the
rate at which water is replenished from its basin, and the available solar energy in the installation
region. The water storage capacity depends on the daily water consumption level. However, it is
either one or two 55 m3 tanks. The early morning start up of the system took place at a solar
radiation intensity of 200 to 300 W/m2, and stopped in the afternoon when this intensity dropped
to a value between 150 and 200 W/m2• In the early systems, when the storage tanks were filled,
water was channelled back to the wells. In the most recent units, the system switches off automati
cally when the tanks are full.

The problems associated with the users were numerous. Many of them were probably caused
by lack of adequate education or inadequate orientation of the users. Continued education of the
users by RSS engineers helped in minimizing repeated stoppage of the systems.

An example of a serious problem is the burnout of a large part of a system which was
installed to supply electricity for lights, radio, and television to the teachers' residence in one of
the rural communities served by the program. This system replaced an old diesel power unit One
night, when the batteries discharged completely, and the lights went out, one of the teachers
started the diesel generator and connected it to the PV system supply lines. Consequently, all the
lights burnt out.

Other problems include the deformation and subsequent damage of sealed batteries due to
excessive heat in the desert, the damage of charge regulators in the early systems due to replacing
fuses by normal wires, and the dry-out of batteries due to negligence.
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RSS personnel visit each of the systems eight to twelve times a year for periodic maintenance
and checking of vital data. For RSS these systems are considered to be pilot projects and will
remain under surveillance and study. The technical and economic feasibility of such systems are
under continuous review. The daily care, however, is done by the users of the electric power
systems and the guards of the pumping systems. This was limited to washing off the dust collected
on the surface of the panels.

CONCLUSION

RSS designed and installed all of the systems presented in this paper. However, the compo
nents, which include the solar panels and pumps, were obtained from Germany as part of a
technical assistance program to Jordan. Additional financing was obtained from the beneficiaries
of the systems. In fact, Germany has been involved in the renewable energy program of RSS since
the early seventies when the first author was the director of an RSS solar desalination project RSS
has also joint renewable energy projects with some Arab countries.

The systems installed in rural Jordan, and others which may be installed as the current
installations gain popularity and the word spreads among villagers and bedouin communities of
the benefit of these systems, do in effect help the Jordanian government in its resolve to supply all
Jordanians with electricity and water. It is obvious that people in these communities do not have
the resources to invest in such systems, and the current market is inadequate for free enterprise to
get involved.

As a result of the experience gained from the current projects, it is believed that education
about renewable energy utilization must be stepped up at the national level through the mass
media and educational institutions. Also, proper orientation and training programs must be con
ducted to help the end-users take care of the systems installed for their well-being.

Some of the components are already designed by RSS engineers. Joint venture programs
with German and other European rums may become necessary to help Jordan develop an industry
in this field. Such an industry would have markets beyond the borders of Jordan.
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Factors Affecting Rubber Sheet Curing

s. Prasertsan and P. Kirirat
Deparbnent of Mechanical Engineering

Prince of Songkla University
Hatyai. Thailand 90110

ABSTRACT

77

Factors affecting the curing of rubber sheets were studied. Experiments were carried out on
15 kg batches of rubber in an environmentally controlled chamber. Parameters selected for the
study were relative humidity (RH) ofinlet air, air flow rate and loading density (kg ofrubber/rrf of
chamber). Curing time was inversely proportional to the relative humidity of the inlet air. Air flow
rate had minimal effect on the curing behaviour of the rubber sheets. A test with loading density
similar to, and specific air flow rate slightly less than, the actual practice infactories, but inlet air
of 40% RH, resulted in a curing time of 40% of that currently required in the factories. A full
scale experiment to investigate the effects of firewood moisture on rubber smoking time was
undertaken by firing two smoking rooms with green wood (42.19% moisture) and dry wood
(19.36% moisture). The room fired with dry firewood shortened the smoking time by about 1 day
but consumed more pieces offirewood.

INTRODUCTION

After Malaysia, Thailand is the world's second biggest rubber producing country. It was
estimated that during the 7th National Economic and Social.Development Plan (1992-1996) the
gross rubber production of the country (Thailand) will increase from 1.30xl()6 tons to 1.58xlQ6
tons. About 80% of the country's rubber product is ribbed smoked sheet (RSS) rubber which
makes Thailand the biggest RSS producing and exporting country in the world [1].

Ribbed unsmoked rubber sheets are produced in rubber plantations by smallholders. The
surfaces of the sheet have criss-cross rib markings (hence the term "ribbed"). The rubber smoking
factories procure raw materials through contracted dealers to produce the ribbed smoked sheets
(RSS). The smoking process occurs in a smoke house using ftrewood as the source of heat and
smoke. The smoke house is simply a series of 4.5 x 8 x 16 m3 rooms constructed from brick and
mortar. Wood furnaces are attached to the back walls of the rooms. Hot gas and smoke are
conveyed through an underground tunnel into the room to dry and cure the rubber and then
exhausted through ventilation ports on the ceiling. Basically, the functions of the smoke house are
to dry the rubber sheets, to enable the sheets to absorb creosotic and other antiseptic substances
that have a preservative effect on the rubber and to impart a uniform colour to the smoked sheets.
The antiseptic substances in the smoke are believed to prevent the development of moulds and
other microorganisms in the sheets. Reducing moisture content of rubber sheets to 0.3-0.4% wet
basis by exposing them to a temperature of about 7Cf'C results in transparent sheets which are often
referred as cured rubber sheets.
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A survey of rubber smoking factories in Southern Thailand revealed that the rubber smoking
industry consumed 0.25 m3 of fIrewood per ton of the smoked rubber [2]. Consequently, it can be
estimated that about 202 x 1()3 m3 of fIreWood is being consumed annually by the rubber industry.
However, the rubber industry as a whole is a net energy producer, Le., surplus wood is available
from the replanting after the economic life time of the rubber trees [2]. More importantly, a
monitoring of the smoking process found that energy (from the fIrewood) was not a vital factor for
the industry as it accounted for only 1-2% of the production cost [3].

Generally, the per-batch smoking time of 45 tons of rubber is in the range of 5-9 days
depending on the season (dry or wet) which ultimately reflects the adverse effect of moisture in
the atmosphere. Monitoring of the rubber smoking process [3] revealed that, for a batch of
smoking, water vapor in the combustion air admitted into the smoking room was calculated as 2
tons and. 5 tons during the dry and wet seasons, respectively, while the moisture removed from the
rubber was approximately 1.2 tons. Moreover, about 1 ton of water was emitted from the moisture
of the fIrewood. Consequently, it was envisaged that the smoking time could possibly be reduced
to increase the productivity by the dehumidifIcation of the combustion air [3,4]. However, the
curing behaviour of rubber sheets with respect to the humidity surrounding them is still quantita
tively unclear. In general, decreasing the relative humidity will result in a shorter drying (or
curing) time.-This article reports results of studies on the effects of the humidity as well as other
factors such as air flow rate and loading density (kg of rubber/m3 of room) at laboratory scale.
Results of smoking the rubber with dry and green fIrewood in two full-scale smoking rooms are
also presented.

MATERIALS AND METHODS

An environmentally controlled chamber, shown schematically in Fig. 1, was designed and
constructed from angle steel bars and gypsum boards. The chamber has a volume of 0.6 x 1.8 x 1.8
m3

• An air compressor was used to supply relatively dry air to the chamber. Humidity of the inlet
air was adjusted to a desired level by a proper mixing of two streams of air; the dry air from the
compressor and saturated air. The saturated air was obtained by bubbling the air in a column of
water. The humidity was determined by wet bulb and dry bulb temperatures. Air flow rate was
controlled and measured by an air flow meter (Dwyer Rate-Master RMA-23, USA). The inlet air
passed through a set of electrical heating elements which were hung vertically in an insulated steel
pipe. The temperature inside the chamber was controlled at 65°C by a temperature controller
(Super SP-2 temperature controller, S. Pairach Supply Co., Thailand). Rubber sheets were graded
by an experienced person so that consistent thickness and moisture content of every sheet were
attained. The nominal size of a sheet was 100 x 50 cm2 and 3-4 mm thick. The average weight was
1.16 kg/sheet Rubber sheets were washed before being placed on aluminum rods, which were
subsequently tied to a strain gauge type load cell (franstronic FAD-10, Taiwan and MM-4051
signal transmitter, Wilkerson Instrument Co., USA). Temperatures at various points in the cham
ber, as depicted in Fig. 1, were read by K type thermocouples and a digital thermometer (Omega
HH81 digital thermometer, Omega Engineering, USA). There were 9 experiments in this study
programme as described in Table 1.

In actual practice, where the capacity of the room is about 40-45 tons of rubber, the specifIc
air flow rate was quoted at 0.02 m3/h for a kilogram of rubber [5]. To determine the effects of the
inlet air humidity, the air flow rate for experiments 1-5 was set to the actual fIgure (0.02 m3/h kg
or 0.3 m3/h) but the inlet air relative humidities were varied from 80% to 20%. Likewise, the
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Dry air
-'=-------,

from compressor

Fig. 1. Environmentally controlled chamber. (. Thennocouple)

1. Dry air valve 8. Rubber sheets on aluminium rod
2. Saturated air valve 9. Load cell
3. Water column (clear plastic tube) 10. Magnetic contactor
4. Wet bulb and dry bulb temperature 11. Signal transmitter

of inlet air 12. Load display
5. Air flow meter 13. Wet bulb and dry bulb temperature
6. Insulated pipe with heater of exhaust
7. Temperature controller

Table 1. Details of experiments.
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Experiment
Inlet Air RH Air Flow Rate

(%) (m3/h)
Initial Mass of
Wet Rubber

(kg)

1
2
3
4
5
6
7
8
9

80
60
40
20
20
40
40
40
40

OJ
0.3
0.3
OJ
0.3
0.18
0.6
1.2
2.01

15.620
15.385
16.285
14.975
15.340
15.742
15.455
15.651

123.900
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effects of the inlet air flow rate were determined from experiments 6-8, where the relative humid
ity was fixed at 40% (the predetermined and expected appropriate value), by varying the air flow
rates from 0.18 m3/h to 1.2 m3/h (specific flow rate 0.012-0.08 m3/h kg). The last experiment was
conducted at 40% relative humidity and specific air flow rate of 0.016 m3/h kg but the loading
density was identical to the actual practice (67.73 kg/m3) which required about 124 kg of rubber
sheets. In this experiment the whole unit was placed on a 500 kg capacity scale (Berkel, Rotter
dam-Holland, resolution 250 g) to monitor the weight loss instead of using the low capacity
electronic load cell. Data were acquired every 30 minutes. The end of the drying process, which
was judged by an experienced worker from a rubber factory, was indicated by the completely clear

.appearance of every sheet
Previous study [3] showed that green firewood contributed about 24% of water to the smok

ing process which is undesirable for drying the matter. The effect of water contained in the
firewood was investigated by smoking the rubber in two rooms simultaneously (in order to achieve
identical ambient conditions) but using green firewood in one room and dry firewood in the other.
Green and dry frrewood were sorted according to their appearance, storage history (the pieces at
the bottom of the stock pile are usually the dry ones). Every piece of firewood was weighed and
cut in the middle to give a piece of about 1 cm in thickness. The pieces were weighed and dried in
an oven at 700c until constant weight was obtained. Moisture content of every piece of firewood
was subsequently calculated. Rubber sheets in the smoking rooms were regulary observed to
prevent unnecessarily prolonged smoking and hence obtain the correct smoking time. The two
smoking rooms in this experiment were rooms number 3 (green wood) and 4 (dry wood). The
firing started at 4 pm.

RESULTS AND DISCUSSION

The experimental results are presented quantitatively in Table 2. In general, the moisture
removed from the rubber was less than 5% of its initial weight

Effects of Inlet Air Moisture

Experiments 1-4 gave the effects of the inlet air moisture on the curing characteristic of the
rubber sheets. The inlet air relative humidities under the study were 80%, 60%, 40% and 20% at
room temperature 3D-32OC. The corresponding figures for the test cell temperature (65°C) were
15%, 11%, 7% and 3.5%, respectively. Figure 2 shows the curing characteristic of the rubber
sheets at various relative humidities of the inlet air. It is obvious that the lower relative humidity
results in a shorter curing time. A high drying rate at the beginning, due to vaporization of the
wetted surface, was apparent for every experiment When the surfaces of the sheets were still
relatively wet, the sheets were at the wet bulb temperature of the surrounding air. The rate of
evaporation was controlled by the rate at which heat could be transferred to the sheets to provide
latent heat of evaporation of the water. Heat transfer and therefore evaporation, depends on the
temperature difference between the air and the sheets. In other words, the drying rate at this stage
is proportional to the difference between the wet and dry bulb temperatures of the surrounding air.

Curing times for the experiments with 60%, 40% and 20% RH were 76.6%, 59.6% and about
50% of that for the 80% RH experiment, respectively. It is interesting to note that a high propor
tion of the steady-weight periods occurred in the high humidity surroundings, Fig. 2. The drying
mechanism in the steady-weight period is diffusion [6], which is influenced by the humidity of the
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Table 2. Results of experiments.

Inlet AirRH AirFlow Moisture Curing Time Relative
.Parameter Expt. Rate Removed Curing Time

(%) (m3/h) (%) (min) (%)

1 80 0.30 3.65 4230 100
Inlet air 2 60 0.30 2.60 3240 76.6
relative 3 40 0.30 2.37 2520 59.6
humidity· 4 20 0.30 2.09 2040 48.2

5 20 0.30 J.24 2160 51.1

6 40 0.18 3.50 2760 100
Air flow 3 40 0.30 2.37 2520 91.3
rate@ 7 40 0.60 3.76 2640 95.6

8 40 1.20 4.70 2460 89.1

loading 9 40 2.01 4.60 2700
density" . Average loading density =7.98 kg/m3, specific air flow rate =0.02 m3/h kg.

@ Average loading density =8.03 kg/m3•

.. Loading density =63.73 kg/m3 and specific air flow rate =0.016m3/h kg.

;, 10
.<:
.~
Q)

99)

.-l

.~ 98::

.~

.... 97
0

'* 96

I.<
Q)

95.Q
.Q
:::l
p:

.... 94
0
.j..l

93.<:
.~.
Q)
:;c

92
600 1200 1800 2400 3000 3600 4200

Time <min>

Fig. 2. Effects of inlet air relative humidity on curing time.

D 80% RH, curing time 4230 min, fmal weight 96.35% of initial weight
X 60% RH, curing time 3240 min, final weight 97.40% of initial weight
• 40% RH, curing time 2520 min, final weight 97.63% of initial weight
A 20% RH, curing time 2040 min, final weight 97.91% of initial weight
o 20% RH, curing time 2160 min, final weight 96.76% of initial weight
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surroundings and the temperature. The humidity affects the equilibrium moisture content while the
temperature affects the diffusion.

The curing process finished when the sheets were transparent. Since this occurs at a certain
moisture content (0.3-0.4% wb), the higher moisture removed in Table 2 means higher initial
moisture..Therefore, one might argue that the variation of the curing times in experiments 1-4 was
just the result of the differences in initial moisture content of the rubber, because, accidentally,
rubber with higher moisture was tested with air of higher humidity (see Table 2). Therefore, the
experiment with 20% relative humidity was repeated (experiment 5) using rubber as moist as that
of experiment 1. The result of experiment 5, which was included in Fig. 2, confirmed the advanta
geous effect of the low relative humidity of the inlet air.

Since the end of the experiment was determined by the completely clear appearance of every
sheet, the inconsistent or non-uniform initial condition of the rubber sheets would inevitably affect
the result. That is, the curing time of each experiment depends solely on the thickest and moistest
sheet. However, the irregularity of the samples seemed insignificant as the curing time, Fig. 2,
strongly depended on the inlet air moisture.

Effects of Air Flow Rate

Results from experiments 1-5 revealed that the lower the humidity of the inlet air used, the
shorter was the curing time. However, the minimum relative humidity may not be economically
practical. There was only 10% difference in curing time between the 40% RH and 20% RH
experiments. The advantage of shorter curing time at 20% RH could possibly be overridden by the
higher cost of acquiring such dry air. It is, therefore, at this stage, desirable to limit the inlet air
relative humidity at 40%. The effects of air flow rate on the curing behaviour of the sheets were
determined by keeping the relative humidity of the inlet air constant at 40% but varying the flow
rate as shown in Table 2.

Surprisingly, the results, Fig. 3, showed that the air flow rate had little effect on the curing
time. The experiments in this series had a maximum air flow rate 6.7 times that of the minimum
flow rate but the difference in curing times was just less than 10%. The 10% discrepancy might be
the hidden effect of the difference in initial moisture content of the rubber rather than the direct
effect of the air flow rate. An attempt to shorten the smoking time by installing ventilation fans
was made in some factories. However, it not only failed to serve the objective but also resulted in
higher fuel consumption in order to maintain the required room temperature [7]. High air velocity
works well for evaporation (when the rubber is still wet) but not for diffusion which is the
mechanism responsible for removing the last few percentage points of moisture [8]. In actual
practice, the inlet combustion air of about 700 m3/h was found to be unnecessarily high [3].
Therefore, if dry air is incorporated into the process, a lower (than 700 m3/h) capacity air dehu
midifier should be sufficiently effective.

Curing with High Loading Density

Loading density has a direct effect on hot air circulation inside the room. Although the
previous experiments revealed that air flow rate, hence the circulation, had an unnoticeable effect
on curing time, the fmal experiment (number 9) was carried out with a loading density equal to
that presently used in the factories (63.73 kglm3). The air flow rate was 2.01 m3/h (specific air
flow rate 0.016 m3/h kg). The drying characteristic of the high-loading-density experiment is
shown in Fig. 4. It is obvious that the drying curve in Fig..4 is different from the curves of the low-
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Fig. 3. Effects of air flow rate on curing time (40% RH).

X 0.18 m3Jh, curing time 2760 min, final weight 96.50% of initial weight
• 0.30 m3Jh, curing time 2520 min, final weight 97.63% of initial weight
A 0.60 m3Jh, curing time"2640 min, final weight 96.24% of initial weight
o 1.20 m3Jh, curing time 2460 min, fmal weight 95.30% of initial weight
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Fig. 4. Results of actual loading density (63.73 kg/m3
), 40% RH, specific air flow rate 0.016 m3Jh kg,

drying time 2700 min, final weight 95.40% of initial weight.

loading-density experiments. Figure 4 has a lower drying rate at the beginning of the process
compared with the low-loading-density results, probably because of limited circulation of air.
Moreover, it exhibited no steady weight period at the end. The curing time was 2700 min which
was in the same range as the low-loading-density experiments.
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Effects of Firewood Moisture
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A summary of the data on the fIreWood used is presented in Table 3. The initial moisture
contents of the rubber in the two rooms were not determined in the experiment because there was
insufficient data to perform a mass balance calculation. Assuming that the rubber in the two rooms
had the same initial conditions, Table 3 implies that smoking time can be shortened by 19% if dry
firewood is used. The furnace operator and the factory manager both agreed that the smoking with
dry firewood in this experiment (room 4) finished about 1 day before the usual schedule. Although
the mass of fIrewood used in the two rooms was different, apparently the two rooms consumed the
same amount of "real dry wood". The real dry wood is the total mass of firewood subtracted by the
mass of moisture. A greater amount of dry firew~ in terms of the number of pieces, was
required compared to the green fIreWood because the dry firewood was burnt at a faster rate. This
resulted in two undesirable consequences. Firstly, it caused a shorter furnace refill period (2.3 h v.s
3.3 h) and a higher number of refills (48 times v.s. 41 times) even though the processing time was
shorter (l10 h v.s. 135.5 h). Secondly, the fuel cost is higher since firewood is sold on by a volume
basis. But the increase in fuel cost is insignificant as it contributes only 1-2% of the overall
production cost [3].

Table 3. Firewood used: green and dry conditions.

Room

Smoking time (h)

Firewood - total consumption (kg)
- number of wood (piece)
- average weight (kg/piece)
- average moisture (%)
- real dry wood (kg)
- water from wood (kg)
- times of furnace reful
- average hour of refill (h)

3 (green)

135.5

3384.9
419

8.1
42.19

1956.8
1428.1

41
3.3

4 (dry)

110

2405.3
580

4.1
19.36

1939.6
465.7
48

2.3

Figure 5 shows that the mass of fIrewood thrown into the furnace of room 4 was always less
than that in room 3. The patterns of fIrewood consumption of the two rooms with respect to time
were similar. Humidity ratios of the exhaust of the two rooms were measured and it was found that
the exhaust of room 3 (green wood) was constantly wetter than that of room 4, which was the
result of moisture in the green firewood (1428.1 kg compared to 465.7 kg for dry wood). It must
be noted that at one point the temperature in room 4 was 100 high and the furnace operator had to
dampen the fire.

GENERAL DISCUSSION

For rapid curing, the rubber sheets should be as thin and porous as possible (to reduce the
diffusion time), high temperature and low humidity should be used throughout and in the early
stage high air velocity is advantageous (for rapid evaporation). An air speed of 0.5 mls gave an
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evaporation rate two to three times that obtained under natural convection conditions [9]. The air
speed in this experiment was far below the figure quoted in the literature. There are practical
limitations to the application of these conditions. If the sheets are machined too thin, the space
required for the rubber and the labour needed for handling the sheets are all increased. Extreme
high temperatures will damage the sheets by blistering. The high air velocity will increase fuel
consumption.

Results from the experiments indicate that the use of dry air should greatly affect the rubber
industry in terms of increasing the productivity and decreasing the production cost (frrewood).
Assuming that the ambient relative humidities of the wet and dry seasons are 80% and 70%,
respectively, the corresponding amounts of water that have to be extracted from the 700 m3jh air
flow rate (into the furnace) are 9.6 kg/h and 4.9 kg/h in order to obtain 40% relative humidity at
32OC. The creation of an economically viable dehumidifier that possesses such a capability is
considered the ultimate goal of this project. Research on and development of such a dehumidifier
for a field trial is currently underway at the Department of Mechanical Engineering, Prince of
Songlda University. However, it must be borne in mind that the results obtained from this study
may differ from the reality because smoke was excluded from the experiments. Smoke imbedded
in the rubber could retard the transportation of water inside the rubber to the surface and result in a
delayed processing time. However, the advantageous effect of lower inlet moisture in actual
smoking was proved by the green and dry firewood smokings.

CONCLUSION

The curing characteristics of rubber sheets with respect to surrounding humidity, air flow rate
and loading density were examined. The curing time was inversely proportional to the relative
humidity of the inlet air. The effect of air flow rate was determined at 40% relative humidity and
specific air flow rates of 0.012-0.080 m3jh kg. Within this range of air flow rate, there was no clear
evidence of the role of the air flow rate. An experiment with the loading density equal to the actual
practice in the factories was conducted at ·40% relative humidity and a specific air flow rate of
0.016 m3jh kg. At conditions similar to actual practice, but using drier inlet air, the curing time
was· found to be 2700 min (45 h) which is about 40% of that currently needed in the factories (116
h) [3]. Comparative experiments with dry firewood and green frrewood demonstrated that mois
ture in the frrewood significantly affected the smoking time. This leads to the strong conclusion
that dehumidification of the inlet air would be a promising technique for accelerating the rubber
smoking process.
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Three aspects of the photovoltaic water pump, namely: i) technical and commercial viability;
ii) design versality; and iii) matching analysis and optimization are thoroughly reviewed using a
number of published articles. These articles reflect the importance, around the world, of this
technologyfrom the socio-economic and environmental points ofview.

INTRODUCTION

Photovoltaics (PV) is one of the most popular choices for renewable energy sources. The
basic characteristics of a PV system which make it an attractive choice are: i) direct conversion
process; ii) little or no maintenance problems of the system; iii) applicability in remote and
isolated areas; iv) pollution free system; v) availability of abundant solar energy; and vi) simple to
operate by lay users. PV power has found applications in all comers of the earth - from villages in
Polynesia to Ethiopia. to large-scale utility projects in California. PV is used in water pumping.
lighting. consumer electronics. refrigeration in third world village pharmacies. utility-scale proj
ects and space applications. Even though PV found its first application in space. the magnitude of
its terrestrial applications at this time overshadows the extra-terrestrial uses. Of these terrestrial
applications. water pumping is particular important with uses ranging from the simple provision of
drinking water to household. agricultural and industrial uses.

Since the first installations in 1978. PV pumps have gained enonnous acceptance. It is now
estimated that over 10.000 PV pumps have been installed around the world [1]. of which over
1000 pumps have been installed for water supply in Indian villages. mostly pumping water from
shallow wells. A report [2] of the Department of Non-Conventional Energy Source (ONES).
Ministry of Energy of India shows that 852 PV water pumping systems have been supplied
through ONES to various agencies for installation at numerous places in India. The ASVIN
programme of CNRS (France) and the WORLD ENERGY FOUNDAnON [3] have installed
twelve French solar PV pumping systems in various climatological and sociological regions in
India. Ten deepwell PV pumps have been installed at various sites of India by COWl Consult
(Denmark) [4] and Central Electronics Limited (India) plans to set up 200 deepwell pumps pow
ered by PV generators at remote and isolated Indian villages [5].

The installation of PV water pumping systems in India has a very promising future. because
of the need to replace the 4-5 million 3.5 kW diesel powered water pumps. which are currently
operating in remote and isolated areas. This market alone could support annual PV sales of
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perhaps 1000 peak megawatt, 25 times the current global sales [6]. The potential of the PV water
pumping system applies not only to India. It is also estimated [7] that there are over one million
remote rural villages in the world (with populations of over 200 people) that need to pump water
to sustain their existence. Most of them are located in hot, dry and sunny areas where the PV water
pump is an ideal solution.

PV pumping programs are also flourishing in other developing countries [1,8]. In Mali, there
are approximately 160 working installations. As part of the CEC (Commission of the European
Communities) solar electric pumping project in the Sahel region [9],226 pumps are being installed
in Mali, and 814 systems in other areas of the Sahel. In Morocco about 100 PV installations were
provided by the Ministry of the Interior and there 100 other systems have been installed privately,
with an average capacity of around 1 kWp. In Brazil, approximately 53 systems had been installed
by September 1990, with an array rating of 500 Wp. There are plans to install 8 PV pumps under a
German-Brazilian co-operation programme. Thailand has installed around 15 PV pump systems.

Some higher power PV water pumping systems with high water heads applications have been
installed (or have been commissioned) to study its commercial and technical viability in the field
around the world. The details of these installations are shown in Table 1.

Although PV water pumps are widely accepted, there is generally a gap between the concep
tion of a technological or scientific innovation and its actual implementation in the field. This
review article, therefore, is an attempt to stimulate interest in PV water pumps and help to reduce
this implementation gap.

Table 1. Description of different installations of large size PV pumps.

Place Power Motor Pump Head Power Back-up Purpose Date of Reference
inkW Type Type inm Conditioner Power Instal.

Zambelli 70 AC Submersible 350 Com., Inv., Battery Drinking 1984 10,11
(Italy) Centrifugal Battery Water

Charger Supply

Karpathos 10 AC Submersible 70 Inverter, Diesel Irrigation 1987 12
(Greece) Centrifugal MPPT

Mugombwa 7 DC Centrifugal 80 Battery Battery Drinking 1986 13
(Rwanda) Charger Water

Supply

Gua-Gilap- 6.3 AC Submersible 150 Inverter Battery Village 1986 14
Gunug Centrifugal Water

(Indonesia) Supply

Corsica 3.83 AC Submersible 80 Inverter, NO Watering 1987 12
(France) Centrifugal MPPT Cattle

Freiburg 1.71 DC Aquasol NO Battery, Pavilion 1987 12
(Germany) KSB SOL Wind Water

Supply
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The viability of the PV water pumping system can be studied under two headings: i) techni
cal viability and ii) commercial viability.

Technical Viability

The technical viability of this technology is determined by the reliability of its field perform
ance. Thereforet a number of reported field performance studies of the PV water pumping system
are discussed in this section.

Barlow et al. [I] reviewed the field performances of more than 5000 PV pumps which are
installed allover the world. This study concludes that the technical problems are now largely
resolved and that reports of poor performances from some of the systems are mainly due to the
incorrectly specified solart water resources and water demand data.

The field performances of about 3000 PV water pumping systemst installed in different parts
of the world under a project sponsored by UNDP and the World Bank from 1978-83 are reported
[15J6] to be good and well accepted by local people. These systems are of three types: (a) low
water head (2-7 m); (ii) medium water head (7-20 m); and (iii) high water head (more than 20
meters).

The largest number of PV pumps installed in one country is in India. The field performances
of more than 500 PV pumps in India are reported to be quite acceptable [17]. It is also reported
that nearly 58 irrigation PV pumps out of 60 installations had been working satisfactorily for more
than 4 years.

Ten years of continuous operational experiences [9J8] with low power PV water pumping
systems in Mali with a failure rate of less than 1% has proved the reliability of the PV water pump
system in the field. The detailed monitoring of 66 pumps from 1983 to mid-1989 found 37
failures t equivalent to a mean-time between failure (MTBF) in excess of 30tOOO hours. The typical
time taken to respond and repair a pump was 4 to 10 days with a few cases over 3 months. Given
the average repair times encountered in Malit the average pump availability is more than 99%. It is
also reported that of the 126 pumps observed in mid 1988, nine were inoperative due to the age of
the model and five pumps were abandoned because the wells had dried up. The remaining 112
pumps were working·well.

Sorokin et ale [11] writing about the field performance analysis of the Zambelli PV pumping
station reported that the daily pumping utilization factor of this plant frequently exceeds 60%,
which is an extremely high value hardly reached by oilier PV pumping systems. The pumping
utilization factor defined here as the ratio of the hydraulic power transferred to pumped water
volume and the maximum capability of the PV array.

The causes of failure of different PV pumps under different climatic conditions have also
been studied [12,19].11 Barret [19] noticed from the field performance of 5 micro PV pumps with
an average power of 200 watts in the regional parks of Marais Poitevin, France that some control
lers and house meters had failed and that choking of the pipe sometimes created a problem of
water flow. This study also reported on the field performance of irrigation PV pumps of 1.5 kW
and stated that sometimes the inverter is the cause of failure of the systems.

The field performances study of irrigation PV pumps [12] at Bourriot Bergonce, France
showed that the pumps had worked perfectly since 1979, apart from a breakdown in one pump in
1980t caused by faulty adjustment and a failure of the shaft extension in 1981.
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With reference to two PV pumps which began operating in the public garden, Freiburg,
Germany in April 1986, it was reported that after two years both pumps had to be replaced: in one
case due to electrical problems and in other one due to sealing problems [12]. After replacement
these pumps were still working, without problems,in 1992.

The PV pumps for watering cattle and washing operations in a slaughterhouse in Corsica,
France have been satisfactorily operating since March 1987 [12]. No repairs of PV parts have been
necessary, only the submersible pump had to be cleaned sometimes and some motors had to be
replaced in the summer of 1988.

The field performances of more than ten irrigation PV pumps with water heads of 3 m and 40
m during the period of 1985-90 at a rural site in the Aures mountains, Algeria have been reported
by Ramouda et al. [20]. The systems adaptability to the realities of water influx and water supply
in the local well was sometimes problematic due to the incorrect design of these pumps. In this
design the pumping capacity was too high. The training of local staff for maintenance reduced the
problem of having to completely stop the system. One of the main reasons for system failure here
was the unauthorized intervention of local people. At first the rural people objected to PV modules
being installed right next to the local well where the land is most fertile, however, the attitude of
the local people completely changed when they received the benefit of increased irrigated land.
The technical failures of these systems have been estimated as: i) cells, 5%; ii) AC motors, 7%; iii)
DC motors, 14.2%; iv) glass of modules cracked, 15%; v) electronics, 21.1 %; and vi) inverters,
27.7%. Sometimes the system was stopped due to outside vandalism, 10%.

Technical Barrier

The most obvious ingredient to successful PV projects is the appropriateness of the technol
ogy - it must be matched to customer needs, cost effective and simple to install and maintain [21].
The PV industry is rightly focused on reducing costs and developing user-friendly designs. But
developing a simple. reliable and low cost PV system is only part of the equation. Much more
needs to be done on the worldwide PV consumer market. It will depend on incorporating con
sumer feedback on product quality and service, removal of import barriers and encouragement of
joint foreign/domestic manufacture and assembly of equipment Information programs and other
supporting infrastructure are usually lacking in the developing world. There is also a need to
counter misconceptions about alternative energy performance, applications and cost competitive
ness.

Commercial Viability

PV is already competitive on the basis of overall costs with alternatives such as small diesel
generators. For example, a cubic meter of solar pumped water is 20% cheaper than diesel pumped
water [22] in the Sarwal and Gopalpur regions, India. This calculation has been made with a
failure rate of 10% based on 10 years of operation, whereas a diesel pump does not usually last
more than five years.

The costs of PV pumps and diesel pumps were compared using the market price of 1989 for
variable power ratings [23,24]. This showed that the cost ofPV pwnps for the size of less than or
equal to 1 kW is always less than the diesel pumps.

A comparative cost analysis of DC PV pumps and diesel water pumps installed in the Aures
mountain, Algeria has been made under variables of time span by Hamouda et al. [20]. The study
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shows that the water costs of a PV powered pump and a diesel powered pump will be equal in the
seventh year of installation but the cost of the PV powered pump will be lower thereafter. A
similar cost comparative study [9] for Mali PV water pumping station shows that PV pumping
systems have comparable or lower water costs than hand, animal or diesel pumping for water table
depths greater than 15 meters, and for villages with more than 250 people.

Experiences with about 3000 PV pumps around the world show that the array cost can
compare with the cost of the rest of the hardware [15,16] for PV water pumping of relatively low
power at medium water head applications (less than 1 kW). Therefore, low power PV water
pumping systems in remote locations can compete with diesel or hand pump systems. Amado et al.
[22] reported that a directly coupled small scale PV water pump in the tribal villages of India is an
appropriate technology.

PV is not yet cost competitive with grid electricity. However, the cost ofPV largely depends
on government policies and the availability and demand for energy from other sources in a particu
lar place. It is estimated [12] that PV systems with power of 400 Wp are cheaper than grid
extension when their distance from the grid is greater than 600 meters, and that systems of 1200
Wp are cheaper when their distance is greater than about 1500 meters in France. Of course, these
will vary with the nature of the countryside. In India, 1.5 kW PV panels do not cost more than the
cost of an electric line of 1 km [22]. Therefore, it can be concluded that the cost of installing 1.5
kW PV systems is cheaper than grid extensions to places 1 km away from the grid. The experience
with installations of different size PV pumps in India also reveals that the PV pumps are economi
cally interesting at locations more than 5-7 km from the public grid [4].

A comparative cost analysis on DC and AC PV pumps installed in the Aures mountain,
Algeria has been made by Ramouda et a1. [20]. This study shows that the AC PV pumps will be
economic as compared to DC PV pumps when the value of a parameter (flow rate * water head) is
more than 600 m4jday.

Commercial Barriers

Power and utility preferences for large, centrally managed energy projects, emphasis on
capital rather than life cycle costs and limited accessibility to affordable credit [21,25] are serious
barriers to the widespread adoption of PV systems. Macroeconomic pricing policy distortions are
also significant barrier, for example, subsidized kerosene and electric prices, especially for the
rural and agricultural sectors, are the rule, rather than the exception, largely because of political
considerations.

Another [mancial parrier is the high capital investment required for PV pumps compared to
traditional technologies. Rural people have barely enough money for subsistence living, paying
cash for relatively expensive home systems is simply out of the question. However, PV pumps
incur no fuel costs, and have very low operation and maintenance costs, compared to kerosene,
diesel or grid connected systems.

Conclusions

From this survey, it can be concluded that PV water pumping systems are technically viable
all over the world. In the field performances studies, some problems have been identified. These
problems are now largely resolved. However, problems may still arise due to unexpected weather
ing conditions and incomplete/incorrect system design.
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From the survey of the commercial viability of PV pumps, it can be easily concluded that PV
pumps have commercial viability in rural areas. The conclusion is further strengthened when
environmental costs are factored into the equation. The keys to the popularisation of this technol
ogyare: i) government commitment to energy pricing reforms, in particular, tariff reforms in the
power sector; ii) widespread training and workshops for lay users on operation and maintainance,
and for designers on new and innovative technological advancements; and iii) bold and innovative
fmancing and leasing schemes related to PV technology for the rural people.

SYSTEM DESIGN

System design means the selection of efficient, technically reliable, and appropriate system
components. A PV water pumping system can be designed in a number of ways as shown in Fig.
1. Improved system designs could mean substantial savings in the initial investment cost. A large
number of interdependent factors which have been identified by different investigators, are in
volved in the design of PV water pumping systems. In the following section, the versatility of PV
water pump system designs and the comparative performances of different categories of these are
discussed.

Baltas et al. [26] examine, theoretically, the various design philosophies of PV water pump
systems including the battery and tracking array. Jansen [27] discusses an effective design proce
dure based on a simulation program and the effect of alterations in the design. The problem that
these design procedures face is that, in practice, only a limited number of types of components are
offered.

Rosati et al. [28] illustrate the technical features of a project concerning development of a
motor-pump unit for remote zones, having some innovative concepts with high efficiency and
reliability. This system is composed of a mixed flow centrifugal pump, a permanent magnet DC
motor and an electronic control system. The innovative concepts in this design are: i) high adapta
bility of the pump for high speed motors; ii) minimisation of moving parts in pump; iii) proper
grease lubrication of motor; and iv) use of an Al-Ni-Co permanent magnet instead of a rare earth
material permanent magnet in motor design.

Studies on system designing of small power (0.5 kW) PV water pumps under equivalent field
conditions are reported by Feu et al. [29] and Koner et al. [30]. One of the pumps was designed
and developed [29] by the Institute of Energy Technology, University of Siegen, Germany. The
energy balance study shows that the total efficiency of the investigated system is 3.6% for a
standard day. Another pump was designed and developed [30] by the Centre for Energy Studies,
Indian Institute of Technology, Delhi, India. The system consists of a PV generator, a brushless
DC motor and a centrifugal pump. This study investigates different losses: a) voltage/current
mismatch between PV array and DC motor-pump for its maximum efficiency; b) array loss due to
the change of configuration of solar cells; and c) non-optimal power extraction from the array to
the motor-pump. The results show that the maximum total efficiency of 2.74% can be achieved
under outdoor conditions after proper designing.

Design characteristics of water pumps with PV generator for different locations and require
ments are addressed by various researchers [31-34]. Kulunk [31] designed a water pumping
system at Urfa [latitude 37°N, longitude 39°E and altitude 54 meters] in Turkey. The system
consists of a solar array, a piston pump and a DC motor and a water tank. Characteristic parame
ters of the system are determined by using daily solar radiation and sunshine data. A PV pumping
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system based on a computer program is described by Hasson et ale [32] where the basic parameters
are: solar insolation, temperature, water consumption, the power of the pump. Al-Rawi [33]
describes a water pump installed to supply drinking water to 20 residential units in Iraq. Another
study of low concentration PV water pumping system with a microprocessor control and battery
back-up subsystem is presented by Teoh et al. [34]. The design of this system is based on the
statistical results of the solar radiation in Penang, Malaysia from 1975 to 1980.

Cass and Hulse [35] present a design of the PV powered pumping as an irrigation system
which was constructed in San Luis Valley, Colorado,USA. They present the site characteristics,
design requirements and system description. Following the installation, an extensive site testing
and evaluation were performed. The testing was performed during extreme weather conditions.
The conditions included 45OC, heavy snows, frost on the lens on most mornings, coupled with high
speed winds in excess of 30 miles/hour. The authors concluded that the effect of the frost was to
reduce the operating time by approximately 0.75 hour per day assuming 50% of the days had no
frost The number of days analyzed was 75.

The design of PV water pumps for irrigation including the parameters of crop water require
ment and local climatic data has been reported in the literature [36-37]. Al-sagir et al. [36]
designed an irrigation system based on the irrigation discharges, leaching discharge and evapora
tion factors. The Peman's formulae is used to calculate the amount of irrigation discharge and the
leaching discharge is based on the electrical conductivity of water and soil. Fraidenraich et al. [37]
analyse an integrated PV irrigation system by considering the interaction of four factors: a) local
climate; b) irrigated crops; c) soil conditions; and d) PV pumping equipment. This procedure is
used for the cultivation of grapes in the area of Petrolina PE, Brasil. It shows that a PV water
pump of 450 watts can irrigate an area of 1.57 ha using a storage system and an area of 1.24 ha
without storage system.

A novel pumping system (PULSA Solar oscillation pumps) has been designed for village
hydraulics which will supply from 4 m3 to 7 m3 of water for drinking purposes and personal uses
[38,39]. This design is based on the parameters of inhabitants in a village of 200 people consider
ing the minimum prescribed by the WHO (25 liters/person/day) and bore-holes heads up to 50
meters deep. It showS that a PV array of only 160 Wp to 240 Wp is sufficient for these require
ments. The system is composed of a solar kit comprising an upper element chamber, a support
structure, a DC motor, a fly-wheel, a PV array and a PULSA hand pump system. Therefore, it can
be operated by PV energy as well as by hand. Manual operation is, therefore, possible at night
time and when instantaneous sun power is not available due to cloud cover. Manual pumping can
also help to enhance the capacity of pumped water early in the morning and towards the evening
when sun power is not sufficient.

Subsystem Designing

The designing of subsystems (pump, motor and storage system) are also of key importance in
improving the matching performance and efficiency of the system. Generally, standard pumps
suffer at low insolation levels and high water head in the field. For example, the efficiency of a
conventional multistage centrifugal pumps decreases at part load conditions and at higher water
head' (more than 100 meters) applications [40], because under these conditions the conversion rate
from electric to hydraulic energy is rather low during a significant part of operation time. There
fore, the progressive cavity pump which is the improved design of pumps, is attractive for PV
water pumping applications. Such pumps have been designed and are discussed by different
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investigators [42-46]. The initial investigations show that this pump is superior to the conventional
centrifugal pumps for PV applications be;ause it has better operating characteristics at low insola
tion levels and higher efficiencies at 10Vi hydraulic loads. The reliability of this pump has been
verified by Hermann et ale [43] who ran this pump by PV array under equivalent field conditions
for 8 months. The primary results are quite satisfactory.

Lasnier et ale [44] present a study of a new type of positive displacement pump connected to
a PV generator through an impedance adapter. The performance of positive displacement pumps
without impedance adapter is very poor. However, the study by Koner et al. [45] reveals that the
high speed centrifugal pump can be a corr..petitor for high water head PV applications.

The properties of the hydraulic sy,item play a significant role in the performance of the
system, especially in the case of small capacity wells with long recovery times, as discussed by
Baltas et al. [46,47]. In these studies, the overall system performance of small water wells is
optimized by a computer simulated program. This method can be used for different applications of
higher volumes of water because the well is allowed to recover, hence, the average draw down is
smaller. The viability of each pumping option will depend on the dynamics of the hydraulic part of
the system. Computer simulation programs can help the designer to choose pump models and to
size the components of particular pumping applications. Analytical results can be obtained in the
case of linear wells and centrifugal pumps by this simple model.

Reliability problems of DC motors with brushes make the development of brushless motors
in submersible pumps attractive. A model of a permanent magnet AC machine and DC to AC
inverter which consists of a single phase brushless DC motor, is discussed by Mayer et ale [48].
The computer simulation is used to illuitrate steady-state operation and dynamic performance
during starting. The high efficiency brushless motor was also characterised and tested in the field
by Barth [49]. The design of this motor is based on rare earth magnets. The field performances of
these motors are quite promising.

Better designed storage systems for PV pumping applications are very important In general,
there are two types of conventional storag~ systems in this application: i) electro-chemical storage
(Battery) and ii) hydraulic storage (Water Tank). The battery storage system has its own disadvan
tages: shorter life, heavy maintenance and poor recovery energy. Moreover, the water storage
system cannot help to match the load and source. Therefore, a new short term electro-mechanical
storage system was designed and is discwised by Landau et ale [50]. This storage system consists
of a flywheel and a sturdy permanently e~.cited synchronous machine. The basic principle of this
storage system is that the energy is stored in the electromechanical device when the pump is not
working due to poor insolation levels. This energy will be released to the pump when the pump
begins to operate at its optimum level. The advantages of this system are: i) low maintenance; ii)
increased system preformances; and iii) overload protection.

Comparative Performance of PV Water Pumps

Comparative studies on the impact of the choice of PV pumping technology are discussed in
this section. A comparison of the different options of PV generators in pumping systems has been
studied [32, 51]. Hori et ale [51] compareel, a prototype PV water pump system for different types
of PV modules. It shows that the pumping water flow quantity achieved 91% of the theoretical
maximum flow with cz-Si solar cells, and 86% of theoretical maximum flow with a-Si solar cells
by using a particular optimized water pUIT..p system. It indicates that the type of solar cell affects
the pumping performance. Hasson et al. [3:~] compared the performance of fully tracking and fIXed
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PV water pumping systems. This study shows that the tracking PV water pumping systems are
more efficient, however, they seem to be very expensive compared to fIxed systems.

The same comparison has been made under the options of power conditioners and storage
systems [52-54]. Hanitseh et ala [52] report on a comparison study of stand-alone PV pumping
systems with and without battery storage. This study indicates that the system performances do not
suffer signifIcantly without battery storage. In fact, no battery is needed to supply the electronic
control circuit and microcomputer. The performance of 3 kWp pumping station in' Zaire (pV
generator-battery-DC motor-volumetric pump) has been compared by Geldof [53] with battery and
with electronic impedance adapter. The effIciencies of both systems are found nearly the saine
whereas a battery system has its specifIc battery related disadvantages: cost, weight, maintenance,
place and shorter lifetime. Semmola et al. [54] compared the performances of PV water pumps in
the range 0.3 to 1 kWp with and without a maximum power controller. This investigation shows
that in an optimized system the loss of energy is negligible in comparison to a system incorporat
ing a maximum power controller.

The system performances of different types of motors have been compared by several inves
tigators [55-57]. Redi [55] presents the results of a comparative study of the use of asynchronous,
synchronous and brushes DC motors in a 300 watts submersible pump using a variable frequency
converter. Synchronous motor with permanent magnet offers the best effIciency whereas AC
generation from PV generator is more complex. A similar study on a directly coupled PV genera
tor with two different types of motors has been made by Koner et ala [56, 57]. These systems are i)
PV-generator-DC series motor-centrifugal pump and ii) PV-generator-brushless DC motor-cen
trifugal pump. The results of the study indicate that the brushless DC motor PV water pump
without power conditioner is superior.

Lastly, a detailed study has been carried out to compare a system's suitability for a pumping
chain using photovoltaic generator by CIPEL and SOFRETES, France [58]. The performance
results for different chains and components for a PV water pumping system are shown in Fig. 2.
The conclusions of this study are that the directly coupled PV generator connected to a separately
excited DC motor and a volumetric pump, with an electronic adapter is placed between motor and
pump, gives the best effIciency.

Conclusions

There is no unique choice for the design of a PV water pumping system. It strongly depends
on a number of parameters, site selections and applications [59]. The major fIeld'variables in the
design are: i) seasonal variation of water depth of a site; ii) variation of solar insolation level and
temperature (during a day and season); iii) extreme weather conditions (snow, frost, dust and high
whid, etc.); and iv) long term degradation of PV modules in the field. Other variables are: i) type
of solar cells or modules; ii) mode of tracking or fIxed PV generator; iii) with or without power
conditioners; iv) type of storage system; v) water requirement for different applications; and vi)
control system (microprocessor/computer/manual). Site selection is important apart from consid
erations of the site's climatic conditions because the design must take into account the felt needs
and priorities of the local population.

From the survey of comparative performances, it can be concluded that for rural areas
driving a pump using only a PV array, without any intermediate battery storage unit, is desirable
from the socio-economic and maintenance points of view. It is extremely feasible in the dry



RERIC International Energy Journal: Vol. 15, No.2. December 1993 99

save electricity than
with fixed generator

but
pumped volume
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" = 4.3%

" = 3.1%
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CP
VP
CP
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adaptor

BatteryJr----------------
DC m01~ _

BatteryH DC motor C ~:
VP
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11 Mean efficiency
"max:: Max peak efficiency
VP Volumetric pump
CP Centrifugal pump

Fig. 2. Comparison performance of different configured photovoltaic water pumps.

tropics such as India on account of the very short duration of periods of no direct sunshine. In
addition, power conditioners or electronic equipment are not advisable for lay users and in remote
and isolated areas where a maintenance service is hard to get.

SYSTEM ANALYSIS AND OPTIMIZATON

Low powered directly coupled photovoltaic water pumps make an important contribution to
the socio-economic life of rural regions [16,22,53 and as also discussed in the previous section].
However, the losses in small PV pumping systems in the field are considerably high. These losses
can be minimised by careful design of the system based on detailed mathematical analysis [60].
Analysis by means of mathematical models improves the system performances and helps to
achieve further reduction in system cost. 'Therefore, a number of research articles on the analysis
of DC PV water pumping systems using such models are reviewed in this section.

A directly coupled PV water pumping system consists of a PV generator, a DC motor and a
pump. There are three main types of DC motors: a) series; b) shunt; and c) separately excited
motors, and two types of mechanicalload~::a) centrifugal pump or ventilator load; and b) volumet
ric pump or constant load pumps.
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The I-V characteristics of DC motors can be approximated as:

(1)

(2)

(3)

where K is the dimensionless constant, F is magnetic flux in Weber, wL is the speed of shaft in rad!
sec, T

m
is the torque in Nm, V

e
is the internal generated voltage in volts, R, is the internal resistance

in ohms and la is the armature current in amps.
For a separately excited motor, the magnetic flux is supplied by a winding powered from an

auxiliary source. Therefore, R, = Ra and flux is fixed (K . F = C), where Ra is the armature
resistance and C is the motor field constant of the separately excited motor.

For a series motor, the magnetic flux is generated by a series connected winding. Therefore,
R, =Ra+ RI' IL =la =II and K . F =M. la' whereRland II are the resistance and current of the field
winding respectively, and M is the motor field constant of the series motor.

For a shunt motor, the magnetic flux is generated by a parallel connected winding. Therefore,
IL= la + II' R, =Ra . R/(Ra+ R) and K . F =M . VLI RI , where M is the field constant of the
parallel motor.

Preliminary analyses of the characteristics of three types of motors for PV applications have
been made [61,62]. These analyses show that, because of their good reliability and ability to
operate over a wide range of input voltage, separately excited or permanent DC motors are gener
ally regarded as the most suitable motors for use in PV systems without power conditioners.

The PV generator is a non-linear and time-dependent power supply. Its output varies with the
insolation levels (hourly and daily), therefore, the steady and transient performance characteristics
of the DC motors will be different. Therefore, the steady and transient motor characteristics
powered by a PV generator were analysed by Appelbaum [63] with the help of the computer
program "Super Sceptre". It was found that the shortest starting time was taken for the separately
excited motor, and the longest time for the shunt motor.

DC shunt motors are not recommended (according to the above studies) for use in PV
pumping systems. However, a detailed analysis on their matching efficiency has been made [64,
65]. A graphic analytical method has been proposed [64] for the analysis of a shunt motor directly
coupled to a PV generator. It allows determination of the behaviour and the characteristics of the
system on the basis of a correspondence between the point of the electrical plane (voltage to
current) and the points of the mechanical plane (speed to torque). The dynamic performance of
this system was also studied by Fam [65]. However, the DC shunt motors have not yet been
forwarded to the PV water pump applications.

PUMPS

The working point of a pump is determined by the intersection of the curves of the torque as
a function of the speed for a constant water head of the pump. This relation can be approximated
as:
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(4)

where T, and T. are the load torque and ~ tatic torque of a pump, To is load constant and x is the
load-torque constant or load factor. The load factor categorises the pump class such that x =0
corresponds to a constant load pump or volumetric pump or positive displacement, x = 1 to a
viscous friction pump and x = 2 to a ventilator load or centrifugal or roto<tynamic pump.

The characteristics of centrifugal and volumetric pumps were experimentally determined for
identical conditions by Follea [66]. Using these relations in the analysis of a direct coupled PV
water pumping system, he concluded that the ventilator load pump is the best choice for PV
applications. Khater [67] presented a study on the matching analysis of a directly coupled PV
pump under variable load factors. He con:luded that load factor changes the operating conditions
of the system and that the maximum effici ~ncy is found for a load factor of two.

A comparative analysis of complete directly coupled DC PV water pumping systems with
three different motors and two different pllmps, has been conducted by using a graphical analytical
method [63, 68-70]. These studies suggest that a separately excited or permanent magnet DC
motor coupled with a ventilator load is the most suitable system for directly coupled PV applica
tions.

Separately Excited Motor

Detailed analyses of different aspecrs of matching on different pumps driven by separately
excited motors have been carried out by ',arious researchers [71-78]. The relative position of the
load line to the maximum output line of the PV generator indicates its utility in pumping. The
analysis of pumping utility under variaticn of the pump speed [71] shows that the characteristic
performance variations of a directly coupled system with a separately excited -motor and a cen
trifugal pump are within reasonable limits during a standard day. It is also pointed out in the same
study that the array utilization is strongly dependent on the load line but the load line does not
necessarily coincide with the maximum power line for good array utilization.

The matching condition of a separately excited motor connected with two pumps (centrifugal
and volumetric) with a PV generator has been analyzed theoretically by Appelbaum [72]. This
study contributes to an understanding of the system performance for both load types and both
steady and transient characteristics of a motor when operated by a PV source. A three dimensional
graphical presentation of the parameters (motor terminal voltage and current, speed, solar cell
generator voltage and current, and output power of the generator), has shown that all of these are
affected by solar insolation levels and tem peratures. The conclusion of this study is that a centrifu
gal pump is the best choice for this app lication. This study also suggests that it might not be
necessary to use a motor starter since the ::tarting armature current is limited by the size of the PV
generator.

A theoretical analysis under three different load conditions has been made by Khouzam et al.
[73]. The load conditions are: i) constant load (when load-torque constant is zero); ii) viscous
friction load (when load-torque constant :ls one); and iii) ventilator load (when load-torque con
stant is two). The conclusion of the study is that ventilator loads offer good matching performance.
This study also shows that a viscous friGtion load is more sensitive to the choice of the field
constant and rated current of the motor than the ventilator load.

Hsiao et al. [74] analysed a pumping system based on the simulated performance. The basic
units of this system were a centrifugal pump and a permanent magnet DC motor with selected
characteristics. This study shows that mo::or-pump speed-ratio matching can greatly improve the
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average daily efficiency of a pump. Another study by Khouzam et ale [75] on the same configura
tion of the system shows that the most suitable choice of PV water pumping system will not be
affected by variation of rated torque and the temperature has little effect on the matching factor in
this system.

Although the volumetric pump is not preferred for pumping water from shallow wells due to
poor matching performance with a PV generator, its use is recommended for reverse osmosis.
Therefore, detailed analyses of this system have been made [76,77] to improve the matching
efficiency. A simplified model [76] was used to compute the optimum size and to compare the
system performances with a battery bank and without a battery system. The simulation results of
this study indicate that the efficiency is improved from 63% to 92% when a battery bank is used
between generator and motor. Another investigation [77] has been made on the same system
replacing the battery with a DC-DC converter. It shows that a good matching performance of the
system can be achieved by using a DC-DC converter instead of a battery.

In a PV water pumping system, the PV array is usually designed to power a single motor
load-pump. Several water pumping systems of the same or different types that are in close proxim
ity to each other may each be powered by separate arrays (sources), or alternatively, by a common
PV source for all the water pumping systems. However, Appelbaum [78] has analyzed the opera
tion of a permanent magnet DC motor connected with two different types of pumps which are
powered by a common source of solar cells. One motor-pump system consists of a permanent
magnet DC motor and a volumetric pump, and the other of a permanent magnet DC motor and a
centrifugal pump. A similar comparison exercise has been carried out for the same system when a
maximum-power-point-tracker (MPPT) is included for both the separate and the common PV
source. The study shows, for example, that in system without MPPT, the total performance of two
motor-pumps in a common PV source system is improved compared to the performance of the two
motor-pumps when they are powered separately by individual sources.

Series Motor

A centrifugal pump connected DC series ,motor is a very close competitor to the same pump
connected to a separately excited motor with regard to the matching performance in the direct
coupled PV applications [61-63,66,69,79]. DC series motors are also widely used in various
applications other than water pumping due to the high starting torque Appelbaum [62] discusses
the electrical matching performance, Le. the percentage of electrical energy used by a motor with
respect to the available maximum power of a PV generator in a day, of the directly coupled DC
series motor-centrifugal pump PV generator. It is a fact that sometimes the motor can exploit
maximum available PV energy whereas the motor efficiency may fall due to under- and over
voltage problems. Therefore, a study on the matching analysis in terms of motor mechanical
energy under a variation of the motor constant for a particular load constant has been reported by
Saied [69]. However, the ultimate aim of the system is to get the maximum hydraulic output.
Therefore, a detailed matching analysis of the hydraulic output has been made by Koner et al. [79].

A detailed analysis on the matching of DC series motor-centrifugal pump connected PV
generator has been made by Braunstein et ale [80]. The relations of flow rate vs. water head, pump
facto,r vs. speed, speed vs. voltage of solar cell generator and current of solar cell generator vs.
solar insolation levels have been individually derived. This study also presents a method for the
determination of the rate of volume flow and the variations in speed as a function of insolation
level. It is not possible using this model to analyze the speed-torque relations of a motor-pump
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system for different water heads under various motor-terminal voltages, and speed-water head
relations under the same variables, evel1 although these are the most important relations for
optimizing the system.

Most of the matching studies betw(~en the PV generator and DC motors, for a given input
characteristic of mechanical load, have heen done by considering both analytical and graphical
methods to handle a large number of interdependent variables [61,69,78]. In this procedure,
generalisation and prediction conditions are limited. Therefore, to give a comprehensive solution
to the above problems, a pure analytical method of matching has been developed [81] with the
help of i) generalised speed-torque relaticn of a conjugate DC series motor and centrifugal pump,
ii) the relation of motor terminal voltage vs. motor-pump speed and iii) the flow rate dependence
water head relation. This method can calculate different matching conditions under variations of
any of the parameters of the total system.

Optimization

From previous studies on the matc hing analysis of a directly coupled PV water pumping
system, it can be concluded that perfect matching is nearly impossible for any configuration of
subsystems. Therefore, a number of oplimum matching studies on directly coupled PV water
pump systems have been carried out and are reported in the literature.

There are three possibilities to optimise a directly coupled PV water pumping system: i)
proper choice of the constants of motor and pump; ii) reconfiguration of PV modules; and iii)
changing water heads.

The optimum matching studies under the proper choice of constants of the system have been
made by different investigators [63,69,71.75,79]. The results of optimum values of field constants
are shown in Table 2.

From the data in Table 2, it can be concluded that the optimised values of field constant of a
motor strongly depend on the values of load constants, load factors ·and other environmental
parameters. The load constants and load factors generally depend on the applications. The environ
mental parameters depend on the site. By putting the correct values of these parameters in the
analysis, one can calculate the optimised value of motor constant to optimize the system perform
ance. However, most analyses have been made under a particular condition. Therefore, generalised
optimised values can not be calculated for different load factors, load constants and environmental
parameters. However, the generalised analytical method of Koner et al. [79] can be used to
calculate the different optimised values under different conditions for the series motor.

Appelbaum [63] calculated that the optimum value of motor constant of series motor is
0.0675 Nm/A2 for a load constant of 1.54dQ-3 WS-3 and a load factor of two. However, the same
optimum value of motor constant is 0.12Nm/A2 under the same conditions as have been calculated
by Saied [69]. The optimised motor constants referred to by Appelbaum and Saied are not equal
whereas load constant and load factor are fixed. By using Koner et al.'s method [79], this value has
been verified. It is found that the optimum value of motor constant for a series motor is 0.12 Nm/
A2 for a load constant of 1.54xlQ-3 WS-3 and a load factor of two. The optimum value of motor
constant referred to by Appelbaum is not correct because in his analysis the matching has been
made on the output characteristics of a PV generator and input characteristics of a motor whereas
Saied made the same analysis with the output characteristics of a motor and a PV generator.

The principle of the optimization of the system with different configurations of PV modules
is that the operating characteristics of pu mping load are forced to be kept near to the maximum
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Table 2. Optimised values or constants or motor and pump.

Motor Pump Load Load Field Temperature Reference
Type Type Factor Constant Constant (CC)

(WS-3)

Separately Centrifugal 2 100 50 V-sec 73
excited

do do 2 1x10-3 2 V-sec 73
do do 2 15x10-3 0.571 V-sec 25 75
do do 2 15x10-3 0.389 V-sec 100 75
do do 2 15.4x10-3 0.621 V-sec- 63
do do 2 15.4x10-3 0.6626 V-sec 69
do Viscous 1 100 35 V-sec 73

Friction
do do 1 Ix10-3 0.1 V-sec 73

Series Centrifugal 2 15xl0-3 0.271 H 25 75
do do 2 15x10-3 0.181 H 100 75
do do 2 15.4x10-3 0.0675 H 63
do do 2 15.4x10-3 O.l2H 69
do do 2 2.83x10-7 0.22H 30 79

power point of a PV generator by changing the number of series and parallel connected PV
modules, where the total number of PV modules are constant. The current at maximum power
point of a fixed combination of PV modules sharply rises with the increase of solar insolation
levels whereas the variation of voltage at maximum power point of the same generator is insignifi
cant under the same conditions. Therefore, the operating points of a fixed pumping load go down
from the maximum power points of the PV generator at higher insolation levels if these are
matched at low solar insolation level. This mismatch can be controlled by reducing the number of
parallel connected PV modules and increasing the number of series connected PV modules accord
ing to the I-V characteristics of the pumping load.

The different aspects of this optimization technique have been studied by different investiga
tors [82-85]. Naaijer studied the optimum operating conditions of a DC motor and a PV generator
by proper matching of the motors to the solar cell array using a switching device [82]. Salmeh et
al. [83] present the quality of load matching (pump load) in a PV system by using a multistage
electric array reconfiguration controller. The analysis of the optimum switching point is based on
the simulated performance of each component. The electrical coupling has been studied for a
pump load by changing the configurations of PV modules [84]. This study deals with the design of
the switching controller. Koner et al. [85] have attempted to find the 'cut-off solar insolation' of
any centrifugal pump connected DC series motor using an analytical solution of PV generator
motor-pump system. The authors describe the design of a portable switching controller for recon
figuration of PV modules which has been developed and tested in the field.

A new approach to optimize the direct coupled PV pumping system has been developed by
Saied et al. [86,87] by the combination of the properly selected constants of motor and pump and
reconfiguration of PV modules. Several possible combinations of PV modules and field constants
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of motors, yielding maximum values for annual output of gross mechanical energy, or equivalent,
resulting in the minimum values for the :mnual area mismatch integral have been examined [86].
In another paper, Saied et al. [87] presen t a study on the optimal parameters of a PV water pump
system in terms of maximum total annual gross mechanical energy. The analysis and design
procedure include a variable DC-DC matching transformer placed between the array and the
motor. The DC-DC matching transformer produces different levels of voltage and current, equiva
lent to the reconfiguration of PV modIlles. The model takes into consideration the effect of
different temperatures as well as insolation profiles throughout the year. The study revealed the
dramatic effect when the change in the ~lmbient temperature increases the ratio load variation of
DC transformer.

For a fued combination pattern of PV modules, the supply voltage to a motor changes with
solar insolation levels. The motor-pump dficiency, as analyzed by Koner et al. [81], is maximised
at different water heads for different motor terminal voltages. Therefore, if water head is varied
according to the change of solar insolation levels in the field, the system can give greater daily
average hydraulic output. The change of water head can be done in real cases, such as the supply
of water to different floors of mu1ti-store~ buildings at different times of the day.

The possibilities of maximum utiliiation of PV energy in a pumping system, comprising a
monoblock DC series motor and a centriflJgal pump, have been studied [88] by changing the water
head of the pump according to the variation of insolation profiles. The system performance can be
improved by changing water heads for a }:articular case, but not for all cases.

CONCLUSION

The separately excited motor connec:ted with a centrifugal pump is the best choice for the PV
pumping system. The series motor connected centrifugal pump is close to the first choice in
matching the performance of direct coupled PV pumping systems. However, shunt motor and
displacement pump are not recommended. for direct coupled PV applications. It can be concluded
from this review that all matching analysl~s of PV pumping system are restricted by their applica
tion conditions. However, a generalised and simple analysis for PV pumping system is very
essential to optimize the system under different conditions. Koner et al. have made an attempt to
generalise the matching analysis of series motor connected centrifugal pumps for PV applications.

There are three types of optimization techniques, however, all systems may not be optimized
by a particular technique due to the wide variation of climatic data in different places in the world
and the requirements for various applicalions. At the same time, all optimization techniques are
not equally applicable for a particular plJmping system. The best optimization technique is the
reconfiguration of PV modules. However, this technique is restricted by the power rating of PV
modules and motor. As an example, this technique gives better results for the higher wattage pump
and the lower power PV modules connected system, or both.
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ABSTRACT

A theoretical investigation of the e./fect of dynamic stall on straight-bladed Darrieus wind
turbines is presented. To evaluate the effect of dynamic stall, empirical relations of aerodynamic
characteristics are corporated into the Cl!Scade model. The overall and local experimental results
are compared with the calculated values and it is observed that taking into consideration the
dynamic stall phenomenon improves the prediction oflocal values.

INTRODUCTION

To predict the aerodynamic performance of Darrieus wind turbines, three categories of model
are generally used: momentum model, vortex model and cascade model. Conventional momentum
model [13] cannot predict the performance at very high solidity and high tip speed ratio because of
the convergence problem, indicating the limitation of the theory. Vortex theory [14] also cannot
reasonably predict the performance of Dmrieus turbines as it often creates a convergence problem
and takes very long computation time. But the cascade model which was introduced by Hirsch and
MandaI [7] predicts the performance of Darrieus turbines reasonably well. It is based on the
concepts of the cascade theory, similar to that used in turbomachines. However, there are certain
phenomena, whose effects have not been incorporated into the model. One of the most important
of these phenomena is dynamic stall.

When the angle of attack remains constant or varies slowly with time, the turbine encounters
static stall. But when the angle of attack changes rapidly with time the turbine experiences dy
namic stall. There are substantial differ,~nces between the characteristics of static and dynamic
stall. Dynamic stall is a complex and rnsteady flow phenomenon. Aerodynamic forces due to
dynamic stall may be much higher than those due to static stall. As a result, when predicting the
performance of Darrieus turbines, especially for local forces, there appear substantial differences
between the experimental and calculated values.

With a view to incorporating the (ffect of dynamic stall, the Boeing-Vertol method [4] is
introduced into the cascade model [7]. To simplify the analysis and eliminate certain deficiencies,
some modification is carried out by introducing two empirical relations: one for lift characteristics
in the prestall condition and another for the drag characteristics.

Two types of turbine blade sections NACA 0012 and NACA 0015 are included in the
analysis. Two dimensional aerodynamic lift-drag characteristics for the prestall region are taken
from the references [8,12,17].
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(1)

SEMI-EMPIRICAL DYNAMIC STALL MODEL

Several experiments have been carried out in this field t but most of them are in relation to the
helicopter rotor aerofoils [3 t9]. The retreating side of these rotor aerofoils encounters a higher
angle of attack t but in the advancing side t nominal angles are seen. Experiments show that loads
on the aerofoil oscillating harmonically differ from those of non-pitching at the same angle of
attack.

In the case of Darrieus turbines t as the turbine blade rotates t the local angle of attack changes
continuously with time. At low tip speed ratio the angle of attack exceeds the stalling angle in
most of the stations t thus the dynamic stalling effect needs to be incorporated into the analysis [5].
To include the effect of dynamic stall in the analysis t the Boeing-Verlol method [4] is applied to
determine the lift characteristics.

In the Boeing-Vertol method t the blade angle is modifiedt the modified angle of attack am is
determined from the following relation t

am = a - yK, 112
C
; I) Sa

where a is the effective blade angle of attack, rand K] are empirical constants, Ix represents the
instantaneous rate of change of at Sa is the sign of aand W is the relative flow velocity.

This modified angle of attack is used to calculate the lift force coefficient due to the dynamic
stalling effect in the following manner:

C,d = ( :..) c, (a..) (2)

where Ct (a,) is the lift value chosen corresponding to the modified angle of attack am and the
value is taken from the two-dimensional lift characteristics with static stall conditions [8 t I2 t I7].

For low Mach numbers and for aerofoil thickness to chord ratios greater than O.I t the value
ofr is

r = 1.4 - 6 (0.06 - tJ (3)

where tc is the maximum airfoil thickness ratio. The K] value changes with the sign of the effective
angle of attack t and this is determined from t

K, = 0.75 + 0.25 x Sa (4)

This formulation is applied when the angle of attack a is greater than the static stall angle or
when the angle of attack is decreasing after having been above the stall angle. The Boeing-Vertol
stall method is turned off when the angle of attack is below the stall angle and increasing.

Ham [5] introduced expressions for lift characteristics in the prestall region. In order to
simplify the analysis and avoid some inconsistency in the prediction t a simple empirical relation
for lift characteristics in prestall condition is introduced from the correlation of experimental
results [6]t which can be expressed ast

C'p = C, (1 + 0.03 a ) (5)
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In the analysis, to consider the effect of drag characteristics due to the dynamic stall, an
empirical relation is introduced which can be written in the form,

C :: -.SL C (a) (K) (6)
dd C, (a) d

where K is a factor. K is chosen as 1.0 in this expression.
The calculated drag values obtained from the equation (6) come closer to the calculated

values presented by Cardona [1].

RESULTS AND DISCUSSIONS

Figures 1 to 3 depict the effect of dynamic stall on lift-drag characteristics of aerofoil blade
section. From Fig. 1, it is observed that a large difference exists between the static lift characteris
tics and the experimental data presented by Ham et at. [6]. However, it is revealed from this figure
that the present calculated lift charactedstics including dynamic stall effect are closer to the
experimental lift values. The primary chaiacteristics of dynamic stall are its occurrence at an angle
of attack greater than stall angle, followed by the shedding of vorticity from the leading and
trailing edges.

Figure 2 shows the variation of the static lift [8,12,17] and the present calculated dynamic lift
characteristics while Fig. 3 shows the vruiation of the static drag [8,12,17] and the present calcu
lated dynamic drag characteristics. It call be seen from these figures that there occur remarkable
variations of both lift and drag after the :;ta1ling angle. It occurs due to completely different flow
phenomena in the case of the dynamic stalling condition [10].

In Fig. 1, the calculated values of the lift, including dynamic stall, are for the increasing
angle of attack only, since the experimental values [6] are provided for the increasing angle of
attack from 00 to 300. However, in the Darrieus turbine during rotation of the blade, there occurs
continuous increase and decrease of angle of attack. As a result, the calculated lift-drag values
including dynamic stall, increase and deerease in comparison with the static values as shown in
Figs. 2 and 3. The calculated values in Figs. 2 and 3 are presented as an example in order to reveal
the nature of variation of dynamic lift-drag characteristics as the blade rotates in the turbine.

Figures 4 and 5 illustrate power coefficients vs. tip speed ratio of the present calculated
values by applying the cascade model with and without dynamic stall and the experimental data of
VUB wind tunnel test model [2]. The test was done at constant wind speed. At low tip speed ratio,
no experimental data are available. At low tip speed ratio side, power coefficients become lower
with dynamic stall than those without dynamic stall. Due to dynamic stall, lift value increases and
so does the tangential force coefficient. But due to the increase of drag values, the tangential force
coefficient decreases. The overall effect crops the value of the tangential force coefficient thereby
decreasing the value of the power coefficient.

Figures 6 to 9 give comparisons of the present calculated values by applying the cascade
model with and without dynamic stall and the experimental data from Sherbrooke University [16]
at two different tip speed ratios 1.5 and 3.0, respectively. The available calculated values of the in
stantaneous forces by double multiple stream tube method with dynamic stall effect [11] are also
plotted for comparison. Since the lift-drag characteristics of aerofoil NACA 0018 are not included
in the program, for the present calculations lift-drag characteristics of aerofoil NACA 0015 are
used. However, based on overall considerations, it may be concluded that the range of uncertainty
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is of the order of 5% for using lift-drag characteristics of NACA 0015 in place of those of NACA
0018. It is seen from these figures that the present calculated values considering dynamic stall give
a comparatively better correlation. For the non-dimensional normal forces, as Figs. 7 and 8 reveal,
the correlation near the maximum peak value become excellent which is very important from the
design point of view since the normal force coefficient affects the design of the turbine signifi
cantly. Considering the dynamic stall effect, both lift and drag coefficients increase. But the effects
of lift on the tangential force coefficient is more prominent than that of drag. As a result, non
dimensional tangential forces increase. On the other hand, the normal force coefficient is influ
enced by the lift as well as by the drag. For this reason non-dimensional normal forces rise.

Present calculated blade forces by applying the cascade model with and without dynamic
stall are compared with the experimental results of Sandia tow tank models [14] in Figs. 10 to 13.
The comparisons are made at two different tip speed ratios, 2.5 and 5.0, respectively. Figures 10
and 11 show that at low tip speed ratio, the present calculated values of the instantaneous forces,
taking into consideration dynamic stall, are improved in comparison to those where dynamic stall
is not taken into consideration and closer to the experimental values. Results of non-dimensional
tangential and normal forces at a tip speed ratio of 5.0 are shown in Figs. 12 and 13, respectively.
The figures show improvements in the values of present calculated local force coefficients with
dynamic stalling.

In Figs. 12 and 13 calculated values of forces by the quasi-steady vortex model [15] are also
plotted. The present calculated force coefficients with dynamic stall show better agreement with
the experimental values than those by the quasi-steady vortex model.
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Fig. 1. Comparisons of calculated and experimental lift characteristics.
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Including the effect of dynamic stall with the cascade theory, the overall values of power
coefficients are changed negligibly at the higher tip speed ratios while they are changed apprecia
bly at the lower tip speed ratios.

The correlation of the calculated and', the experimental results shows that the calculated local
values by cascade theory including dynamic stall effect, become relatively closer to the experi
mental values in comparison with those obtained by applying other models.

Maximum peak force coefficient is very important in the stress analysis of Darrieus turbine
blades. The present analysis shows a good correlation between the value of maximum peak normal
force coefficient and the experimental reslllts.

At the present moment sufficient eXIJerimental data are not available to check the expressions
of lift-drag characteristics including dyna:nic stalling effect These are necessary to make further
comparisons.

NOMENCLATURE

A

AR

C

C,
F+

II

F+,
H

K

K}

N
p

o

projected frontal area of turbine

aspect ratio = H I C

blade chord

blade drag coefficient

blade drag coefficient due to dynamic stall effect

blade lift coefficient

lift coefficient for prestall condition

blade lift coefficient due to dynamic stall effect

normal force coefficient
p

turbine overall power coefficient = 0

l. pA y3
2 DO

tangential force coefficient

non-dimensional normal force =

non-dimensional tangential £Jrce = C t (J£)2
height of the turbine y DO

factor to include dynamic staU in drag value

an empirical constant

number of blades

overall power



122

rpm

R

.Re,

Rew

V

V....

W

a

r
(J

A.

v

p

(j

RFRIC International Energy Journal: Vol. 15, No.2, December 1993

turbine speed in revolutions per minute

turbine radius

turbine speed Reynolds number = R It) C
v

V C
wind speed Reynolds number = _Da_

V

sign of rate of change of angle of attack

maximum blade thickness as a fraction of chord

local velocity

wind velocity

relative flow velocity

angle of attack

modified angle of attack for dynamic stall effect

an empirical constant

azimuth angle

tip speed ratio = R It)

V
Da

kinematic viscosity

fluid density

solidity = N C
R

angular velocity of turbine in rad/sec
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Abstract
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Static torque and drag coefficients of a Savonius rotor have been investigated by measuring
the pressure distribution on the blade surfaces for various rotor angles. Experiments have been
performed at a Reynolds number of 2xlOS with a rotor having two semi-circular blades with an
overlap ratio of0.2. Results indicate that the static torque and drag coefficients vary considerably
with the rotor angle. The results facilitate predicting the performance of this type of rotor under
dynamic conditions.

INTRODUCTION

The Savonius rotor has been a subject of interest since the 1930's and has been studied
extensively. It is a vertical axis wind turbine and has a lower efficiency compared to other vertical
wind power extracting machines such as the Darrieus rotor. Nevertheless, it is used as an alterna
tive to wind power extraction because of its simple design and good starting torque at low wind
speeds [l,7,8,10]. Rigorous studies on the performance characteristics of the Savonius rotor are
found in the literature and these enable the identification of an optimum geometrical configuration
for practical design [2,3,6,9,11]. However, only a few studies [4,5] are reported in the literature
which give information regarding the total aerodynamic load on the structure and the mechanism
of rotation of the rotor. Table 1 describes the experimental parameters of these works. This paper
reports an experimental study on the aerodynamic load on a stationary Savonius rotor and the
mechanism of torque production by measuring the forces acting on the blades.

EXPERIMENTAL SET-UP AND PROCEDURE

The schematic diagram of the experimental set-up is shown in Fig. 1.
The tests were carried out in a uniform flow jet produced by an open circuit wind tunnel. The

exit of the wind tunnel consists of a square section nozzle with a side length of 500 mm. The rotor
was placed at the jet axis and 750 mm downstream of the nozzle exit The measured mean velocity
distribution at this section without the rotor was uniform to within ±O.5% of the mean velocity in
the central region of 320 mm x 320 mm section. The exit velocity of the nozzle could be adjusted
between 0 to 15 mls but the present study was carried out at a constant wind speed of Uo = 13.3
mis, Le. at Reynolds number, Re =2 x lOS.

PREVIOUS PAGE BLANK
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Table 1. Experimental parameters used in selected studies.

Pressure
Tappings

Rotor

Shaft

c:h

I
I
I V
I .L......,.
I
I
I
I

CI

I
H

L

References Re S

Sawada et at [4] 2.7 x 1()4 0.21
Fujisawa [5] 5.4 x 1()4 0.15
Fujisawa [5] 4.5 x 1()4 0.30

Nozzle Exit

Fig. 1. Experimental set-up.

The Savonius rotor was made up of two half cylinders (blade) of diameter, d =125 mm and
height, H =300 mm. The cylinders were made of PVC material. The overlap distance S was
selected to be one-fifth of the cylinder diameter (Le. S =aid =0.2) and the central shaft had been
removed. The overlap distance selected was the optimum value with respect to the wind power
extraction [3].

The pressure measurements were made at 17 pressure tappings on each blade. The tappings
were located at the mid-plane of one side of each blade, so that pressure distribution at every 100
on the blade surface could be measured. The pressure tappings were connected to a pressure
transducer (make: Furness Controls Ltd., UK, model: FC012) through 2 mm PVC tubes. The
pressure transducer had been calibrated and had an accuracy of ±D.1 mm of water column. The
pressures were measured at every 15° interval of rotor angle (Fig. 2), so that a detailed picture of
the aerodynamic loading and torque characteristics could be obtained.

At a particular rotor angle, a the rotor blades experience forces (per unit span length) due to
the pressure difference between the concave surface and convex surface and these forces can be
resolved into two components F" and F,. Since the blade surfaces are circular, F" and F, pass
through the centre of the semicircle. The positive direction of F" and F, are shown in Fig. 2. The
drag coefficients in normal and tangential directions can be written as follows:

C
li

= Fn C = F t (1)
1. P U2 d t 1. P U2 d
2 0 2 0
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~l

Fig. 2. Forces acting on the blades.

To obtain the drag coefficients in the nonn al and tangential direction of the chord, the values of F11

and F, must be known beforehand. The vclues of the forces F
II

and F, are obtained by integrating
the pressure for a blade as follows:

F = fn ~ p Qcosq, dq, = i ~ p. !!..cosq,. ~q,. (2)
1& 2 ;=1'2"o

and similarly,
17

Ft = 2, ~ p. Jl. sinq,. ~q,.
i = 1 ' 2 ' ,

(3)T=F *.4*{l-S)
1& 2

where t¥j is the difference in pressure on lhe concave and convex surfaces at a particular pressure
tapping, i.
, Force F

li
is responsible for producing a torque on the shaft of the rotor and this torque can be

expressed for a blade as :
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(4)
1 - S

C (Ol) = C (a)--
q 11 2 - S

Equation (3) can be reduced to get the torque coefficient for a single blade at a particular
rotor angle as:

The total static torque coefficient produced on the rotor shaft can be expressed as follows:

(5)CQ(a) = [C (a) + C (a + 180°)] 1 - Sf
11 11 (2 _ S

where C
II

(a) and C
II

(a + 18(0) refer to the drag coefficients of the advancing blade and returning
blade respectively at rotor angle a.

RESULTS AND DISCUSSION

Static Aerodynamic Characteristics

The pressure distribution over the surfaces of the blades were measured at every 150 interval
of rotor angle between ()<':s; a:S; 1800

• Only the typical results are presented in Figs. 3(a) to 3(d) for
a =00, 450 ,900 and 1350 respectively. At a =00 (Fig. 3(a)) as the flow accelerates over the leading
edge of the convex surface of the advancing blade, the pressure decreases up to tP

lJ
=600 and at

around tP
lJ
=700 the flow separates as caused by an adverse pressure gradient. Then the pressure

remains at a constant negative value for 800 < tP
lJ

< 1800
• On the concave surface of the advancing

blade the pressure is almost atmospheric and thus the flow is stagnant there. The leading edge of
the concave surface of the returning blade is affected by the wake of the advancing blade. Thus,
almost stagnation pressure occurs nearly at tP

r
=-300 and it decreases as the flow accelerates over

the surface up to tPr =700. Then the flow separates at around tP
r
=-800. On the concave surface of

the returning blade the pressure is approximately constant at a negative value. So there are two
separation points on the convex surface, one at the advancing blade and the other at the returning
blade. With increasing rotor angle these separation points move towards the leading and trailing
edges of the advancing blade and returning blade respectively. This is confmned in Fig. 3(b) for a
= 450 and in Fig. 3(c) for a = 900. Beyond a = 900, flow separates at the trailing edge of the
advancing blade and on the surface of the returning blade (Fig. 3(d)). The effect of the overlapping
gap on the pressure distribution is prominent from any rotor angle except for a =00.

The drag coefficients, C
II

and C
t
are shown in Fig. 4 for different rotor angles. The results are

compared with those of Sawada et al [4]. The variations of C
II

arid C, with a are similar in both
cases, but maximum deviations are found at rotor angle from 6{)0 to 1200 for Crt and around a =
2400 for Ct. This may be the effect of the slightly different S and a large difference in the Reynolds
number. Again, Cft and Ct produce a resultant thrust on the support of the rotor and this resultant
thrust reaches its maximum value at a = 1200 and its minimum value at a = 00. The drag
coefficient CII(a) for the advancing blade which is responsible for the torque production, is posi
tive for a rotor angle of 00 to 1500 and reaches its maximum value between 300 to 1200

• Between a
=1500 and a =1800, CII(a) becomes slightly negative. The drag coefficient C

II
(a + 18(0), for the

returning blade, is small compared to that of the advancing blade. Drag coefficient C11 for the
returning blade is positive, Le. it is in favour of torque production from a =00 to a =700, but
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Fig. 3(a). Pressure distribution over the blade surfaces.
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Fig. 3(b). Pressure distribution over the blade surfaces.

beyond a =70° it produces negative torqlJe. This is illustrated in Fig. 5. Figure 6 shows the total
static torque coefficient, CQ for different rotor angles, and the results are compared with those of
Sawada et al. [4] and Fujisawa [5]. The maximum static torque occurs around 45° of rotor angle
and this is also supported by other research. A negative torque is produced at a =165° to a =1800.
A negative torque is also found by Fujisawa [5] between a =135° to a = 165°. Sawada et al [4]
did not find any negative torque but around this rotor angle it was minimal.
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Fig. 3(d). Pressure distribution over the blade surfaces.
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Prediction of Power Coefficient
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The quasi-steady approach applied to the analysis of a Darrieus rotor has been considered for
predicting the perfonnance of the Savonills rotor. The static drag coefficient obtained experimen
tally at a blade angle a, has been used in conjunction with the relative velocity V,. corresponding to
a particular tip speed ratio It to evaluate lhe force acting on the blade. The power coefficient has
been estimated by averaging the work done over a cycle. Figure 7 illustrates the velocity triangles
for the advancing and returning blades. The following equations have been used to estimate the
power coefficient at a blade angle a.

C' (180 + a) =: C (180 + a) * (V w / U )2
11 11 r 0

Torque coefficient at a,

C
Q
' (a) = [C: (a) + C' (180 + a)] 1 - S

11 (2 _ SY
Power coefficient at a,

(6)

(7)

(8)

(9)

Uo

Fig. 7. Typical velocity triangles combining the effect of free stream velocity and blade rotation.
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The predicted power coefficients for different tip speed ratios are shown in Fig. 8 along with
the measured data of Ogawa & Yoshida [11]. The rotor of Ogawa & Yoshida has the same overlap
ratio of the one considered in this study. The predicted power coefficient matches qualitatively
with the measured data, but shows a great deviation. The present Prediction method assumes a
potential vortex, however, in reality the flow field around a rotating rotor is governed by time
dependent shear layers, separated flows and high turbulence levels. Furthermore, the wake has not
been considered in the present study. However, further research considering the complex flow
behaviour may give a better Prediction of the performance of a Savonius rotor.

·20
Present prediction

0 expt.by Ogawa & Yoshida (11)

0 0c. 0u
.15 0 0

+> 0s::: 0 0Q,I
..-4

00
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OL...-..L-----L_.L..--1-____�.._.l.-~____I.._...L.____L..____l'__....L....____L..'__'___....L...___L._.L..._ .....

o
Tip speed ratio ,A

Fig. 8. Results of quasi-steady approach.

CONCLUSIONS

The pressure distribution and the torque mechanism of a Savonius rotor having two semi
circular blades with an overlap ratio S = 0.2 have been investigated experimentally. The results can
be summarized as follows:

(1) Flow separates over the convex surface of the blades and the separation point moves
towards the leading and trailing edges of the advancing and returning blades respectively
as the rotor angle increases from 00 to 900. Beyond a =90", flow seParates on the convex
surface of the returning blade only.

(2) The difference in pressure on the convex and concave surfaces, produces drag coeffi
cients, CII and C, in the normal and tangential directions of the chord. Drag coefficients
C,. and C, are a function of rotor angle and their resultant reaches maximum value at a =
1200 and minimum value at a = 00.



RERIC International Energy Journal: Vol. 15. No.2, December 1993 135

(3) The returning blade acts in favour of the torque production for rotor angles of 0° to 70°,
beyond 70° this blade acts against the rotation. Thus, the maximum static torque occurs
at around 45°. The static torque "Oecomes negative at a =150° to 180°.

(4) The quasi-steady approach givl~s a qualitative prediction of the performance of a Sa
vonius rotor with the measured static pressure coefficients. Further research should be
carried out incorporating the complex fluid flow behaviour around the rotor for better
prediction of the dynamic behaviour.
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NOMENCLATURE

a overlap distance

Cp power coefficient

Cpr pressure coefficient, 2(p-pa)/pU
0

2

C
n

drag coefficient in the normal direction of the chord

C
t

drag coefficient in the transve~ e direction of the chord

Cq static torque coefficient for a sirlgle blade
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CQ total static torque coefficient

d diameter of blade

D diameter of the rotor

F normal force acting on a blade
D

F
t

tangential force acting on a blade

H height of rotor

p pressure on blade

pa atmospheric pressure

Re Reynolds number, UoDIv

S ratio of overlap distance to diameter of blade

T static torque on a blade

Uo free stream velocity

Vr relative velocity

Vw component of relative velocity along Uo

Greek Symbols

a. rotor angle

<j) angle of the pressure tappings

A tip speed ratio, D co
2Uo

ro angular speed of the rotor

v kinematic viscosity

Llp difference of pressure between concave and convex surfaces of a blade

Superscript

dynamic condition
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A Low Head Turbine for Microhydropower
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New Zealand

ABSTRACT

137

A low head propeller turbine of simplified construction is described. The electrical power
outputfrom the generator is 3.7 kW, 230 V, 50 Hz, single phasefrom a turbine head of2.8 m. The
equipment was designed and installed to match the domestic needs of a typical isolated, one
family New Zealand farm house. The geometry of the machine. the controls. the civil works and
the experiences ofa year's operation are described.

INTRODUCTION

As the name implies, microhydropower embraces hydroelectric power generation on a very
small scale. The exact size range is not defined but customarily includes all sizes of installation up
to about 100 kW. They can be autonomous or they may feed into an electricity supply network.
There are various ways of classifying the schemes within this size range and one classification is
concerned with the justification for professi'.onal supervision. Many aspects of hydroelectric schemes
are complex and require expert knowledg~: to design and to supervise the construction so that they
may be effective and safe. The cost of this professional involvement becomes excessive as the
schemes become smaller and, generally speaking, precludes this approach for the supply for only
one family. Another classification concerns ownership. This distinguishes the very small privately
owned scheme, where the initial capital cost is of prime importance, from the small corporately
owned community scheme, where a long term approach to the method of fmancing can be taken.

MICROHYDROPOWER RESEARCH AT THE UNIVERSITY OF CANTERBURY

Over recent years, a continuing research programme at the University of Canterbury has been
concerned with the problems of establishing a suitable technology to enable any remote one
family farm, with a suitable water resource, to have its own individual microhydro scheme. The
objective has been to produce a set of designs in which each one (a) is a properly engineered
system requiring no further professional involvement in the installation and (b) has a cost of the
energy produced that compares favourably with any of the alternatives.

* Senior Lecturer in Mechanical Engineering, Mechanical Engineering Department, University of
Canterbury, Private Bag 4800, Christchurch 8020, New Zealand, 64-3-3667001.

** Post-graduate student in Mechanical Engineering, DesignPower NZ Ltd., P.D.Box 21-278, Christchurch
8030, New Zealand, 64-3-3654081.

*** Senior Lecturer in Civil Engineering (retired), 81 Grange St., Christchurch 8002, New Zealand, 64-3
3329197.
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Standardisation has helped in this work. The only variations between different sites are in the
civil works and the type of water turbine. The· generator has been standardised together with the
control and protection equipment. The standardised output is 5 kW, single phase, 50 Hz from a 2
pole brushless synchronous generator and the control of frequency is- effected with an electronic
load-diverting governor and dummy load bank. A disc flywheel is matched to the electronic
governor. Both the normal and emergency stopping procedures are by a caliper brake that operates
on the flywheel disc and brings the equipment to rest and holds it stalled without interrupting the
flow. The generator is sized for a power factor of 0.8.

The programme has developed a set of solutions for the medium head range using centrifugal
pumps in the reverse mode as water turbines [1,2]. A study at present proceeding in the Mechani
cal Engineering Department of the University of Canterbury is developing a small Pelton wheel
for the high head range of operations. This paper describes a simplified low head turbine that has
been developed, under the same auspices, to explore solutions for the low head range [3].

The design philosophy was to match the technology to the capabilities of rural commercial
and industrial resources and the needs of remote farming areas in this country. Remoteness usually
means many kilometres from assistance and, for that reason, the installation needs to be extremely
reliable with maintenance and repairs as far as possible within the means of the consumer. Private
fmancing implies that the initial cost is of prime importance and the challenge is to minimise costs
without compromising the quality of the complete system. The design approach has been to use
the best of technical resources to produce the simplest of solutions. It is hoped that the technology
will, in due course, be transferable to sites in developing countries.

LOW HEAD TURBINES

The classical approach to turbine selection is to use a machine of the highest practicable
specific speed. This leads to the smallest and fastest machine. For the low head application, the
result would be an axial flow machine - a turbine based on the propeller. The Kaplan turbine is
discouragingly complex in shape and the axial flow pump, which suggests itself in the reverse
mode for this application, is not readily available in this country. The cross-flow turbine tends to
be favoured for its simplicity but, being an impulse turbine and not a reaction turbine, runs
relatively slowly with the consequent transmission problems involved in increasing the speed to a
synchronous generator speed.

THE SIMPLIFIED LOW HEAD TURBINE

Selection

One of the advantages of the method of governing - using the load-diverting governor - is
that the turbine runs at constant load and this obviates the need for any adjustable guide vanes or a
feathering propeller. For these reasons it was decided to opt for a simple, vertical shaft, propeller
turbine. This arrangement also complied with another design constraint that the turbine could
easily be opened up for maintenance purposes by the owner.

Simplicity was taken to mean a design that could be produced in relatively unsophisticated
workshops and, most importantly, could be maintained and serviced with typical farm facilities. A
site was available to prove the design and the owner was enthusiastic to support the project. The
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design was evolved from first principles but the simplified shapes meant there was a limit to the
appropriateness of the existing theory or el\perience curves and much of the development had to be
done experimentally.

Description

The turbine that was developed, built, installed and operated is a vertical shaft propeller
turbine as shown in cross-sectional elevalion in Fig. 1, with the plan of the guide vane assembly
superimposed on the tripod stand.

~-- FLYWHEEL, HUB, AND SHAFT

TOP PLATE, TRIPOD
AND GEARBOX MOUNT

TURBINE RUNNER AND SHAFT

STRAIGHTENING VANES
(AND STUB SHAFT MOUNTS)

STUB SHAFT

TURBINE TUBE
AND TOROID FLANGES

'-----DRAFT TUBE

Fig. 1. General arrangement of turbine, transmission and generator.
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The photograph shows on the left the generator/flywheel/brake assembly and
on the right the turbine tube with propeller installed and the guide vanes.

The gearbox, tripod and conical draft tube are not shown.

The turbine head and available discharge were decided by a site survey. The head is 2.8 m
with a discharge of approximately 400 LIs, the turbine shaft speed 612 rpm, the electrical output is
3.7 kW. The efficiency of the installed turbine has not been measured due to a lack of resources to
measure the discharge and torque. The model performance gave a maximum efficiency of 57%
and an efficiency at the best power point, for the same head, of 50%. The turbine was designed to
operate at the best power point and, for manufacturing reasons, shows small departures from the
model geometry. Further development work to increase the turbine output power but retain the
simplicity is continuing.

The turbine was built of mild steel sheet. It has no inlet scroll casing. It has a flat upper
surface to the vortex chamber and a cylindrical hub. The guide vanes are straight and vertical and
inclined at 300 to the radius. The 8 propeller blades are cut from flat sheet and arranged as
described in detail below. The draft tube is parallel, in the vicinity of the propeller, and is fitted
with flow straightening vanes which also support the lower shaft bearing and a fixed conical
streamlining below the rotating hub. Below this section the draft tube itself (salvaged from another
application) is conical.

The upper bearing is supported clear of the water by a tripod and comprises a self-aligning
ball thrust bearing. The lower bearing is a water lubricated rubber journal running on a stainless
steel sleeved stub shaft with the lubricating water being supplied from the head water through the
hollow shaft

The right-angle, speed-increasing gearbox increases the shaft speed from 612 rpm to 3000
rpm. A hoist is provided to lift the assembly comprising the gearbox, tripod, guide vanes, shaft,
propeller and rubber journal for maintenance purposes.
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The leading dimensions are as follows:-
Guide vanes - 18 vanes t outer diameter 860 mm, inside diameter 590 mm, height 95

mm, set at 300 to the inner radius.
Runner - hub diameter 270 mm, tip diameter 408 mm, 8 blades with straight radial

leading and trailing edges, 3 mm thick.
Draft tube, cylindrical section - 410 mm diameter, 820 mm long; conical section - inlet

diameter 410 mm, outlet diameter 600 mm, length 1470 mm, bottom floor clear
ance200 mm.

Water depths - inlet 500 mm, outlet 300 mm.
The dimensions were optimised in the laboratory with the use of a scale model with a linear

scale ratio of 1:2.38. A clear plastic draft tube enabled flow visualisation. Some uncertainty is
associated with the measurements of the model power, which was very small for the size of
dynamometer available, and difficulties in assessing the model transmission losses also contrib
uted to this uncertainty.

Propeller Blade Geometry

The design of the propeller blades took advantage of the properties of the intersection of an
inclined plane with a vertical cylindrical annulus.

Consider the intersection of an inclined plane with a vertical circular cylinder. The line of
intersection is an ellipse. Consider the tan,gent to this ellipse and the angle that this tangent makes
with the horizontal. It is to be noted that this angle varies with position around the ellipse. It is zero
at the highest and lowest points of the inclined ellipse and a maximum, equal to the angle of the
inclined plane, at the half height of the ellipse.

The propeller blade, cut from flat sh(~t, lies in the inclined plane and the cylindrical annulus
is the space between the cylindrical hub and the cylindrical draft tube. By this.means t the blade is
effectively "curved" with respect to the eow through the turbine. The blade inlet was set at the
point of maximum slope, Le. the inlet blad'e angle was the same as the angle of the inclined plane,
from which it followed that the blade outlet was set at a point of reduced angle. This enabled the
inlet angle of the blade to be set by adjustirlg the slope of the inclined plane and the outlet angle of
the blade to be set independently by adjusting the length of the blade.

Correctly, the blades of a propeller turbine reveal 3-dimensional curvature or twist. This was
ignored with the consequent misalignment of the flow along the leading and trailing edges of the
blades. It was expected that this would l~d to secondary flows and shock losses. Examination of
the flow, in the perspex model used to d(~velop the turbine t suggested that the propeller worked
better than might have been expected. Figure 2 shows the propeller design.

For a plane inclined at 300 to the hori:wntal, Fig. 3 shows how the blade angle varies with the
angle subtended at the centre of the ellipse: in the plane of the ellipse from the leading edge of the
blade when this is located at the point of maximum slope. It is noticeable, in Fig. 3, that the blade
angle is less sensitive to variations in the ;mbtended angle at the leading edge of the blade, when
the subtended angle approaches zero.
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Fig. 2. Plan and elevation of the 8-bladed propeller.

Operational Experiences

Leaves

In practice it was found that the performance of the turbine was seriously affected by the
small leaves suspended in the flow. The most common leaves were beech, about 40 mm in
diameter, but other leaves and stalks occurred from water-cress. It seemed that the leaves wrapped
themselves around the leading edge of the blade and so upset the flow that the output would
gradually drop to about 30%. There were sufficient leaves to make their removal by the cleaning
of passive screens impracticable - it would have meant cleaning at hourly intervals, at times of
heavy leaf transport. The provision of automatic rotary screens was considered to be undesirably
complicated. Clearing was simple - the machine was stalled and restarted. The disturbed flow,
with the propeller stalled, cleared the leaves. However, the gradual unpredictable reduction in
output and the interruption of the power supply for leaf clearing were unacceptable.

A solution was found by adding a blade extension in the plane of the blade, in the form of an
equiangular spiral with a constant angle of 600 to the radius, to the leading edge of the blades.
Conveniently, this was situated in the location where the blade angle varies little with the sub-
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Fig. 3. The shape of lhe flat blade in the plane of the blade.

tended angle of the blade. This has effectively prevented the leaves from lodging on the leading
edge and has obviated the need for removing them by screening. The machine now passes the
leaves with no loss in power and only coarse screening of the flow is necessary.

Operating Point

One field test for the performance of a water turbine is to measure its runaway speed. The
point of maximum efficiency is expected to occur at about half the runaway speed and, in the case
of a propeller turbine, the maximum power point is expected to occur at about 60% of the runaway
speed. In this case, the point of maximum power is required to occur at 612 rpm which would give
a runaway speed of about 1020 rpm. lhe measured runaway speed is about 910 rpm which
suggests a reduction in blade angle is necessary. This can be done by simply changing the length
of the blade, to adjust the outlet angle, or changing the slope of the inclined plane to change the
inlet angle.

It is seems that the conventional melhods of calculating blade angles are not good predictors
of the required blade angles for this particular flat blade case and the adjusunent to the blade angle
to improve the runaway speed, and hence efficiency, will be dealt with largely empirically.

Inlet Geometry

In "the interests of simplicity of construction and ease of withdrawing the turbine for mainte
nance, no inlet scroll casing was proviC~ed. The turbine is mounted centrally in a rectangular
forebay with no special provisions to direct the flow into the guide vanes. The excess flow over
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the spillway, to maintain a constant inlet water level, passes over the turbine. There was a ten
dency for air-entraining vortices to occur but these were controlled by simple wooden baffle posts.

It is assumed that now separation will be taking place off the relatively sharp entry provided
by the flat top to the vortex chamber. Further attempts will be made to improve the flow geometry
at the entry.

LOAD MANAGEMENT CONTROLS

The installation is now operating continuously providing 3.7 kW with very little need for
attention. The consumer load management equipment monitors the load being used by the con
sumer and sounds an audible warning if an inadvertent overload occurs. It allows time for the
consumer to reduce load to within the limit before isolating the consumer from the supply if no
action is taken. This approach avoids nuisance tripping of the generating plant and is quite accept
able to the consumer.

CIVIL WORKS

The general arrangement of the civil works is shown in Fig. 4.
The river level at the position of the intake can vary in excess of 1 metre, from low flow to

high flow. Consequently, the inlet structure was designed to make the flow relatively insensitive to
variations of inlet river level by providing a submerged rectangular orifice with the opening area
manually controlled with vertical stoplogs. These were arranged in a hit and miss fashion across
the opening and served as a coarse primary screen. This was an inexpensive and effective control
process. The kinetic energy of the discharge from the orifice was controlled by energy dissipating
baffles and blocks.

The flow had to pass through a culvert under the road and the capacity of the culvert placed a
restriction on the maximum discharge. A control structure, similar in design to the inlet structure,
was provided to protect the culvert. A side spillway obviates any risk of the road being washed
away due to flows exceeding the culvert capacity. The canals were excavated by digger and,
although the material was coarse alluvially deposited gravels, it was found unnecessary to line the
canals. The power house was designed with sufficient weight to resist the forces of the backfilling
and was fitted with drain-holes in the walls to prevent any additional hydrostatic loading due to
seepage.

COSTS

It is difficult to be specific about a representative overall cost because, in this case, part of the
costs were inflated due to the development work but the general impression is that, taking all
factors into account, the cost of energy supplied would probably be less than for a diesel electric
alternative over which it has a number of advantages. Firstly, it operates continuously whereas

. diesel sets are usually operated for only a few hours each day to control fuel costs. Secondly, it is
quiet in comparison with the diesel engine.
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~ House

Fig. 4. Outline plan of the site.
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The average domestic power needs of a New zealand one-family home are equivalent to
about 1.5 kW continuously. Nonnal brid peaks of up to about 12 kW can be expected and
minimal consumption occurs for extended periods particularly at night A realistic size of mi
crohydropower scheme, operating at constant full load, is considered to be no more than 5 kW.
This, together with provision for managing the connected load, is generous in average tenns and
sufficient when used in conjunction with demand-side load management This particular system
has now been operating for a year and measurements have shown that the useful consumption has
been approximately half the energy generated, Le. an average of 1.8 kW from a 3.7 kW supply,
and the upper limit of 3.7 kW has proved to be adequate although a larger output would be
preferred.
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The photograph shows the power house with the headrace behind and the tailrace in the foreground.
The excess flow to control the upstream water level is seen discharging to waste from the spillway.
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Current and Potential Utilization of Biomass Energy in Fiji
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Physics Dept., School of Pure and Applied Sciences

University of the South Pacific, Suva, Fiji

ABSTRACT

Energy from biomass accounts for an average of 43 % of the primary energy used in
developing countries, with some countries totally dependent on biomassfor all their energy needs.
The most common use for biomass for e,1ergy is the provision of heat for cooking and heating;
other uses include steam and electricity generation and crop andfood drying.

Fiji, a developing country, uses energyfrom wood and coconut wastes for cooking and copra
drying. Bagasse from the country's four ~..ugar mills is used to generate process steam as well as
some 15 MW ofelectricity, for mill consumption andfor sale to the national grid. Other, relatively
small scale, usesfor biomass include the generation ofsteam and electricityfor industry.

This Paper attempts to quantify the lrmount ofbiomass, in its various forms, available in Fiji
and assesses the current and potential utilization ofbiomassfor energy in Fiji.

INTRODUCTION

Around 13 % of the world's primary energy is currently derived from biomass resources
(Hall and Overend, 1987). Biomass energy plays a significant role in the energy needs of many
developed countries, particularly in the rum! areas where biomass is the most important source of
fuel.

In the case of the developing world, biomass energy plays a dominant role, with some 43 %
of the primary energy requirements met from biomass. Some countries such as Nepal, Ethiopia
and Burma depend almost entirely on biomass for all their energy needs (Hall and Overend, 1987).

In most of the island nations of the South Pacific, and, in particular, Fiji, Solomon Islands,
Vanuatu, Samoa and Tonga, biomass energy is used almost exclusively for cooking and heating in
rural households. On average, biomass energy contributes up to 60 % of the total household
energy use in Fiji. Over 70 % of the biomlSs used in Fiji is for energy, mostly for cooking in rural
households. Other uses include copra drying, provision of heat for small industries such as baker
ies, and heat for steam and electricity generation.

FIJI'S ENERGY SCENARIO

The Republic of Fiji lies between latitudes 15 and 22 South and longitudes 174 East and 177
West and consists of over 300 isl~ds scaltered over a fairly large area of the South Pacific ocean.
Of these, 120 islands are inhabited, with the two main islands (Viti Levu (10,653 square kilom
etres) and Vanua Levu (6,194 square kilometres)), accounting for 92 % of the total land area and
just over 90 % of the population. The total land area is 18,272 square kilometres and the estimated
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1992 population was 758,275. The average population density in 1988 was 39 persons per square
kilometre.

The major sources of energy for Fiji include biomass, imported petroleum products and
hydropower. These three sources account for over 99 % of th.e energy use in the country. Biomass
energy, including fIrewood from forests, agricultural and commercial wastes and residues and
coconut biomass, is used mostly for cooking, copra drying and sleam generation. Biomass contrib
utes over 50 % of the total energy needs of the country. Petroleum products include motor spirit,
kerosene, industrial and automotive distillate fuel, aviation turbine fuel and residual fuel, are used
mainly in the transportation, industrial and power generation sectors. In 1992, $F 120 million was
spent on buying 337 million litres of all forms of petroleum products (Bureau of Statistics, 1993).
Dver 95 % of the country's electricity is generated from the 100 MW-rated Monasavu hydroelec
tric scheme. In 1992, over 377 GWh of electricity, worth $F 78 million, was consumed (Bureau of
Statistics, 1993).

BIOMASS ENERGY POTENTIAL IN FIJI

The major use of biomass resources in Fiji is for energy, mostly for cooking with smaller
amounts used for steam raising and electricity generation for industries. These resources include
wood from forests, waste wood from sawmills and crop wastes and residues. Many industries such
as sugar, copra, soap and oil production, rice and timber mills, etc use wood for raising steam and
for electricity generation. Boarding schools, abattoirs and even a few restaurants use wood for
cooking and/or steam generation.

Forests

Sixty five percent of the total land area of Fiji is covered by forests of some kind (FAD,
1990). Forests provide most of the fuel for domestic cooking in the rural areas, with over 200,000
tonnes of wood consumed every year by the rural population alone. In fact, the Fiji Forestry
Department has estimated that over 80 % of the wood consumed in Fiji is for fuel.

Fuel resources from standing forests include dead trees and branches, offcuts from logging
and other forest operations, trees from land clearings and those damaged by fires and cyclones.
Sustainable yields from these of over 300,000 tonnes per year can be maintained (Country Report
1982 - Fiji). However, due to the location of the forest resources, while the biomass is available,
whether it is readily accessible is another question. Thus, excluding the forest biomass from areas
which are inaccessible or very expensive to access, the sustainable, accessible biomass is consid
erably reduced, by over 50 %. However, the amount which is accessible still represents a very
significant biomass energy resource.

The Sugar Mills

The sugar industry uses all the bagasse generated in the country's 4 sugar mills, as well as
purchased wood, for process steam and f{)r electricity, selling any surplus power to the utility.

The 1984 installed capacity of the sugar mills using biomass-fired turbines was almost 29
MW (Tata Report, 1985). Some 2.8 GWh of electricity was sold to the Fiji Electricity Authority in
1985 (FEA, 1986). Around 190 thousand tonnes of bagasse were used for electricity generation in
the mills in 1986.
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There is a substantial amount of waste biomass in Fiji, particularly in the form of sawmill
wastes such as sawdust and waste wood which can be taken virtually for free from most of the
sawmills. Fiji has around 60 sawmills, from the very large to the quite small, village-level enter
prises. The several large ones process more logs than the rest of the small ones combined. On
average, about 50 % of the logs used by Bawmills is waste wood, sawdust and bark (Fiji Forestry
Department, 1984). Wastes produced by large sawmills with secondary processing reach up to 60
% of the input log volume. With a continning increase in the output of the logging industry,
sawmill wastes represent a significant ene:rgy resource.

While some of the sawmills are easily accessible by road and/or sea, most of the others are
relatively far away from main roads or S{:a ports. Thus, the cost of transporting waste biomass is
quite high, ranging from $50 to $100 }:er 7-tonne load for a 30 km journey. From a survey
conducted on biomass energy resources in 1988/1989, the amount of combustible waste generated
by the sawmills range from several tonnes to several thousand tonnes per year.

Coconut Plantations

Coconut trees are widespread allover the country and particularly in the small islands. In the
plantations, which make up over 80,000 hectares, the average density of coconut trees is around
100 trees/ha, the usual range being 50 to 300. The energy resources from coconut plantations are
in the form of old, dead and decaying trees, coconut branches and fronds and husks and shells. An
average coconut-tree can yield between 50 and 100 nuts per year and each nut yields up to a
kilogram of husk and shell. The waste resources from coconut trees are therefore considerable and
from plantation coconuts alone, the resow~ce exceeds 100,000 tonnes per year. Even more impor
tantly, this resource is sustainable.

Pine Plantations

Over the last decade, there has been a massive effort directed towards the planting of pine
trees all over Fiji. In 1987, pine plantation:; covered some 46,000 ha, most of this in Viti Levu.

This represents a very valuable resource, not only for the building and furniture industries,
but also for energy. Pine trees have begun to be harvested - mainly chips for export - and a 3MW
steam/electricity system at Drasa in Lautoka uses pine wastes (bark, chips, waste timber, etc. ) for
fuel. Pine wastes are also bought by some small industries for local steam and electricity genera
tion. The annual planting of pine trees varies from between 2,500 and 3,000 ha annually. Since
1990, the annual harvesting rate has been around 1,400 ha. Most of the pine harvested is trans
formed into chips which is exported to Japan.

Other Biomass Resources

A moderate quantity of wastes is prcduced from the rice industry. Around 20,000 ha of rice
was planted in 1987, yielding some 20,000 tonnes of raw rice. In 1991, this dropped to 15,000 ha
and an average yield of 2.28 tons/ha. Some 20 % of raw rice consists of husk which has no
commercial value and is thus wasted. In addition, for every tonne of rice harvested, a tonne of
straws is left behind in the fields. Both of these represent a significant biomass energy resource in
the small rice growing areas of Fiji.
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CURRENT UTILIZATION OF BIOMASS IN FIJI

Currently, biomass is used for domestic cooking, mainly in the rural areas, cooking and
steam generating for small commercial and industrial activities (mills, factories, etc.) and for
steam and electricity generation (sugar mills, village power systems).

Cooking

Siwatibau (1981) carried out a detailed study of biomass energy use in rural homes and
estimated that a rural family used an average of around half a tonne of wood per person every
year, mainly for cooking. This amounts to 2-6 tonnes of wood per family per year. With an
average household size of 5.7 persons per household, and a higher household size in rural areas,
she detennined that over 200,000 tonnes of wood are used by the rural sector (rural population ac
counting for over 60 % of the total) and around another 50,000 tonnes are used by semi-urban and
urban families per year.

Copra Drying

The drying of copra, the meat from coconuts, is an important process in the copra industry
which ranks second to the all-important sugar industry on the agricultural front. Wood and coconut
wastes (husks and shells) fuel the dryers, although some diesel dryers are also used. Because of the
generally wasteful nature of the wood burning, copra drying consumes a fair amount of biomass.
Although figures vary widely from place to place, it would appear that to dry a tonne of raw copra
requires anything from half a tonne to one and a half tonnes of biomass fuel.

Steam and Electricity Generation

Electricity generation, both small and large scales, using biomass fuels has been advocated
by several studies. The United Nations Pacific Energy Development Program (UNPEDP)-funded
study on the energy prospects for Pacific island countries (Country Reports, 1982) concluded that
biomass could be used for the economic generation of electricity in Fiji. However, to date not a
great deal has been done in this area.

The 4 sugar mills in Fiji utilize bagasse for electricity generation during the harvesting
season. Power in excess of the needs of the mills is sold to the Fiji Electricity Authority.

A 3 MW steam power system is used to supply all steam and power requirements to a
sawmill complex in Lautoka. Pine chips supplemented by wood are used as fuel.

Various industries use biomass to generate process steam for on-site consumption. Examples
include the soap factory.in Lautoka and the copra mill at Savusavu. The Malau sawmill near
Labasa uses wood chips to generate steam for running various machinery and is considering
generating electricity as well.

A 30 kW electricity/heat cogeneration system, fuelled mainly by coconut husks and shells,
has been operating since 1979 on the island of Taveuni. Located in a coconut plantation, the
system provides electricity to the plantation, using exhaust steam from the steam engine to dry
copra.
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In Fiji, a clear and pressing need exists for the provision of electricity to people without it.
The need is recognized and is generally given a high priority by respective governments (e.g.
Development Plans of South Pacific island nations).

Sustainable and environmentally sOlIDd use of biomass can contribute significantly to the
electrification of such rural and remote aeas. Reliable and cost-effective electricity supply can
provide many benefits to people as individuals and to communities as a whole. Apart from the
advantages of a convenient form of power for domestic uses, there may be good potential for
establishing rural industries and village level enterprises, including cottage industries. Some of
th"ese industries/enterprises - baking, brick production, coconut industry, food and beverage prepa
ration, fish smoking and drying, and jeweLlery and pottery, to mention a few - can have a signifi
cant effect on the economy of not only the rural areas but of the whole country, improving rural
lifestyles and generating income and employment.

Other approaches for biomass utili2ation include integrated systems whereby a particular
resource is grown, harvested, processed, aild its products and wastes used in many different ways,
all in one inter-related system. One obvious candidate for such a system is the combination of
forest and sawmill industries, with on-site :iteam and electricity generation.

There is also an evident need in many rural and agricultural areas for efficient crop drying. A
way to meet both needs is through a coger:eration system, generating both electricity and heat (for
crop drying), this being a more economical way than that of producing electricity or heat only
(Prasad,1988).

CONCLUSIONS

Biomass is a very important energy sDurce for developing countries, mainly for rural domes
tic cooking and, increasingly, for the generation of process steam and electricity for industries and
for rural and remote areas where biomass is readily and cheaply available. In Fiji, over 70 % of all
biomass used is for energy.

A substantial amount of biomass is available as a waste product, particularly agricultural and
sawmill wastes, which can be used on-site for steam and electricity generation to power the
industrial process. Over 100,000 tonnes of waste biomass are generated annually from sawmills
alone with little or no use made of it

There are good prospects for the sustainable use of biomass for the generation of steam and
electricity for industries, power for rural imd remote communities, for the provision of heat for
food and crop drying, and for energy for demestic cooking.

Several biomass energy survey/conversion projects are currently underway in Fiji, initiated
by local research institutions (such as Uni'{ersity of the South Pacific), the Government (Depart
ment of Energy and Rural Electrification) as well as by aid agencies. Detailed surveys of energy
use, particularly biomass energy, are essential to arrive at a more accurate picture of energy
utilisation. The government should encourage and promote the commercial generation of steam
and electricity using biomass in areas which do not have access to electricity. This has been done
to some extent, for example the village biomass power system in Taveuni, but more remains to be
done.
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ABSTRACT
With international developments brii1ging large-scale use ofphotovoltaics closer to reality as

we turn the century, a brief look is taken at PV development in ASEAN and the likely role that
applications will play in the future.

While the paper concludes that there is considerable market potential for PV in ASEAN and
that usage is increasing, closer monitoring of these developments and beller market analysis are
required.

A bibliography of articles published over the last decade concerning research, development
and applications ofphotovoltaics in ASEAN is provided to illustrate work being conducted in the
region and to provide a basis for furthe,. study. The bibliography is select in that it only covers
materials published in English and does not include theses.

INTRODUCTION

Two major developments occurred in 1993 which should provide much needed impetus to
wider application of PV in ASEAN. Thl~ first was the establishment in Perth, Australia, of an
International Centre for Applications of Solar Energy (CASE) whose mandate will include the
ASEAN region. As the name suggests, file Centre is primarily concerned with applications and
their focus will be on industry development in developing countries.

The other major development was the formal establishment of an ASEAN Network on Solar
Energy. While yet a fledgling organisation, this Network could be instrumental in promoting wider
use of PV, act as an information centre and be actively involved in bringing together researchers
and the private sector in the region.

With a collective population touching 300 million by the turn of the century, with over
10,000 inhabited islands - mostly remote from the grid, and with record economic growth, the
potential market for photovoltaics in ASEAN is considerable.

PV DEVELOPMENT

Indonesia has been actively promoting renewable energy and for the immediate short-term
future, offers the greatest potential for P" applications. As of 1991, installed capacity was over
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500 kWp, covering some 300 units. Locally assembled modules and locally manufactured storage
systems are already penetrating the market As with other ASEAN countries, almost all the
applications are for remote area power supply. As of 1987, there were 43 known institutions
involved in over 122 PV or hybrid projects. Currently, the government is engaged in a program to
install a further 3,000 domestic systems for rural areas.

While there is considerable potential for PV applications for the remote communities in
Sarawak and Sabah, Malaysia has adopted a wait and see approach on the economics of pho
tovoltaics. As of 1987, there were over 8 known institutions involved in some 17 PV-related
projects.

PV has already found wide acceptance in the Philippines and this country, with so many
communities remote from the grid, probably offers the greatest long-term potential for PV applica
tions. Some local companies are already involved in the production of PV components, as well as
storage systems. As of 1987, approximately 18 institutions were involved in some 26 known
projects.

While clearly the potential for PV applications in Singapore is small, the market in such
areas as navigation aids, traffic and street lighting and telecommunications should not be over
looked. With a well established electronic components manufacturing industry, Singapore could
have a future role to play in producing systems or components.

As of December 1992, installed capacity in Thailand was around 740 kWp, with the last
decade seeing an annual increase of around 40-50 kWp. Research in PV technology and system
development is well advanced, with facilities covering crystalline and amorphous Si cells, binary
and ternary compound cells and molecular beam deposition. Concerted effort is being made in the
area of BaS development Three local PV panel assemblers are actively engaged in the market,
with a combined annual production capacity of 980 kWp.

CONCLUSION

For PV, the current and future major international focus is likely to be on mass production
for grid-connected systems or space applications. However, for ASEAN, the potential niche mar
ket for remote applications is likely to see strong growth, particularly in Indonesia and the Philip
pines.

The region has a good foundation in solar cell research, local assembly is well established in
most countries, and the development and production of BOSs are within the technical and manu
facturing capability of the region.

A major contribution to information on PV developments in the region has been made by
Lasnier and others at the Asian Institute of Technology in Bangkok. Unfortunately, this work has

- not been updated and there is a need to more closely monitor the annual growth in capacity and
applications in each country. Hopefully, the newly formed ASEAN Network on Solar Energy will
address such needs.
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Daily Utilizability at Two Tropical Locations
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ABSTRACT

57

Flat plate solar collectors are being increasingly used in India for water heating. Prediction of
their long term performance is necessary for optimum system design. This could be done by using
either simulation techniques such as the /-chart method or more conveniently by the utilizability
mEthods ofKlein (1978)and Collares-Pereira andRabl (1979).

Utilizability correlations have been developed on the basis ofdata pertaining to US locations,
which lie in the temperate region. Their applicability to tropical regions has not been studiedin detail.

. It is important to consider this aspectas the generalisedKcurves that have been developed by Liu and
Jordan (1960) have been found to be unsuitable for the tropics (Saunier et al.• 1987). Since the
utilizability correlations are based on long term radiation data, it is necessary to study their
performance for tropical locations.

Long term data (5 years) for two locations in India have been used for analysis and the
utilizability basedon this data has been comparedwith the correlation proposedby Klein. The results
of the study indicate that the relative standard deviation between the data and Klein's utilizability
correlation is 10%.on average. Therefore. ifdata based utilizability correlations are not available.
Klein's utilizability correlation can be used to estimate the daily utilizability and the useful energy
collected by aflat plate solar thermal collector.

INTRODUCTION

One of the design methods available in the sizing of hot water systems using solar radiation is
utilizability. This concep~ originally introduced by Hottel and Whillier, was developed by Liu and
Jordan [1] and then by Klein [2] and Collares-Pereira and Rabl [3,4].

The utilizability (~) is the fraction ofthe long teon averageradiation which is above the specified
critical radiation level that can be collected by an idealised collector for which FR ( -ra) =1. Among
the utilizabilitymethods used, the daily utilizabilityconceptofKlein [2] and Collares-Pereiraand Rabl
[3,4] is simple and easy to apply and is the subject of the present study. Major applications of the
method include: domestic hot waterand space heating [5], industrial process heat [6], and photovoltaic
systems [7].

The correlation for the daily utilizability given by Klein [2] and Collares-Pereira and Rabl [3,4]
has been obtained by using data from temperate locations (mostly US) only. However, recent studies
on the cumulative frequency and probability density ofradiation data in tropical locations have clearly
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(1)

indicated that there is an appreciable difference between the classical Liu and Jordan [8] given by
Bendtet al. [9] model as compared to the data from tropical locations [10]. As utilizability is defmed
using the cumulative frequency curve, the applicability of correlations obtained from data based on
temperate locations for use in tropical locations is suspect.

The main objective, therefore,ofthepresentworkis toconfmn whethertheproposedutilizability
correlations based on data of US locations can be used (with little error) for tropical locations. This
has been attempted by drawing the utilizability curves for tropical locations using long teon radiation
data and comparing them with the values obtained using correlations. Two tropicallocatioos (Madras
and Kodaikanal) for which data of the hourly global radiation on a horizontal surface for a period of
5years were available havebeen used. Thecalculation procedureadopted to calculate utilizability and
the comparison made with respect to the Klein method has been described. It should be noted that the
comparison has been made only with the Klein method as the differences between Klein [2] and
Collares-Pereira and Rabl [3,4] are very minor.

DATA USED

The data ofhourly solar radiation for the years 1983 to 1987 pertaining to Madms [Latitude 13°
N and Longitude 80018' E] and Kodaikanal [Latitude 10023' Nand Longitude 77°47' E] were obtained
from the Indian Meteorological Deparunent. The data for Madras includes both global and diffuse
radiation data, whereas the data for Kodaikanal consisted only of global radiation data. For Madras,
17076 hours ofdata were used for the analysis for both global and diffuse radiation (each), while for
Kodaikanal, 17280 (global only) hours were used.

CALCULATION PROCEDURE

The daily utilizability fractions were calculated for each month of the year for different critical
radiation (I;> values for both horizontal and tilt = latitude for Madras and for a horizontal surface for
Kodaikanal using the data from the Indian Meteorological Deparunent. The utilizability values were
alsodetermined by using thecorrelation proposedby Klein [2].Theprocedureused isdescribedbelow:

(a) Utilizability from Data

The values of the utilizability fraction were obtained by the numerical integration of long tenn
weather data. The fraction ~tI' was calculated assuming a critical radiation Ie' ranging.from 0 to 3.660
MJ/m2 hour in steps of0.180 MJ/m2 hour by using the following expression (for a horizontal surface):

N II

L L [I -let
tPd = N II

where the "+" sign indicates that the summation is extendedover all hours in which (I - I:> ispositive.
Theglobal radiation falling ona tilted surface (IT) can becalculatedusing the isotropic sky model

ofLiu and Jordan [8] as,
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(2)

Utilizability can then be estimated by putting [IT = I] in equation (l).

(b) Utilizability from the Klein Method

The correlation is of the following form [2]

(3)~ = exp [(A +B (R.tR» (Xc: + CX/)]

where, A = 7.476- 20K + 11.188~

B = -8.562 + 18.679 K- 9.948 Kz
C = -0.722 + 2.426 K+ 0.439 Kz

For the present study, the constants A, B and C used have been taken from Theilacker and Klein
[11]. The monthly average daily utilizability can be determined from equation (3) as follows:

1. Using K for the chosen month, calculate the A, B and C.

2. CalculateRfrom equation A 1.2 of [2]. Ris a function ofRb and H,/H,.

Rb is calculated from equation A 1.4 of [2] and H,/R,/rom the equation [12] for Madras.

(5)

Ic

r. R ii
T,II " g

x =c

ii,/H, = 1.238 - 1.456 K (4)

3. Estimate HTfrom fiT = ii H,.
4. EvaluateR. from equation A 2.1 of [2]. R,. is a function ofH,/H" rd.II and Rb,ll. H,/H, can

be estimated from the correlation given in [13]. rtl,ll' rT,II and Rb,ll can be calculated from
equation A 2.2, A 2.3 and A 2.4, respectively of [2].

5. Calculate X, from

6. Using equation (3) and substituting the values for a given Ie [Le., for a givenX;l, ~ can be
calculated.

The values of ~tl and ~IC were compared by calculating the standard deviation (SD) given by

SD = kI( ~>~Jr
in absolute units and the relative standard deviation (RSD) given by

(6)

in relative units.

(7)



60

DISCUSSION
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The values of ~for different critical radiation ratios (IJ have been plotted for Madras for two tilt
positions (tilt = 0 (Le. horizontal) and tilt = latitude) for the months of April and October (Figs. 1and
2).ForKodaikanal,~valuesforonetiltposition(tilt=0)forthemonthsofApriland Octoberareshown
in Figs. 3 and 4. It can be seen that the twO'curves (data and correlation) have a similar trend and are
close to each other.

In order to quantify the closeness of the two curves, standard deviation and relative standard
deviation have been calculated for each month for the two cities and the results are presented in Table
1. The SD for horizontal surfaces atMadras varies from 0.009 to0.050, the average being 0.0237, while
the RSD values vary from a minimum of 4.9% to a maximum of 17.9%, the average being 9.5%.
Similarly, for tilt = latitude for Madras, the average SD is 0.020 and the average RSD is 8.3%, while
for Kodaikanal, the average SD is 0.027 and the averageRSD is 9.13%.

It is, therefore, clear that the difference between the data based utilizability and the correlation
proposed by Klein for tropical locations is about 10%. Thus, for locations where long term insolation
data on an hourIybasis are notavailable, the utilizability correlation proposed by Klein [2] orCollares
Pereira and Rabl [3,4] can be used with little error. On the other hand, if such data are available, it is
easy to proposedaily utilizabilitycorrelations which have much less error. For example, AgamiReddy
[14] has suggested a procedure to calculate utilizability from long term hourly data. '

An illustrative example for calculating qJ using Klein's correlation is given below.

o·g

0·8

0,7

0'6

<p 0'5

0·4

0·3

0·2

0·1

0

Horizontal surface

o KLEIN

• DATA

Tilted surface

• KLEIN

(j. DATA

Ie
Fig. 1. Monthly average daily utilizability values of Klein and data at Madras in April.
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Table 1. Standard deviation and relative standard deviation between data and Klein's
expression for Madras and Kodaikanal.

Madras Kodaikanal

Month Horizontal Tilt (Tilt = Latitude) Horizontal

SO RSO(%) SO RSO(%) SO RSO(%)

Jan 0.009 5.9 0.021 8.1 0.043 18.1
Feb 0.010 4.9 0.016 5.5 0.037 13.5
Mar 0.017 5.7 0.017 5.2 0.022 6.3
Apr 0.022 5.9 0.012 3.3 0.017 5.1
May 0.028 8.1 0.019 7.5 0.012 2.0
Jun 0.038 12.7 0.013 6.7 0.035 10.4
Jul 0.050 17.9 0.026 12.9 0.029 7.9
Aug 0.044 16.0 0.028 12.6 0.028 7.4
Sep 0.031 12.7 0.026 11.0 0.017 2.9
Oct 0.016 8.1 0.020 8.2 0.012 2.1
Nov 0.010 7.4 0.021 8.9 0.032 15.3
Dec 0.010 9.1 0.023 10.8 0.038 18.6

Horizontal surface

o KLEIN
• DATA

Tilted surface

[j, KLEIN

A DATA

Fig. 2. Monthly average daily utilizability values of Klein and data at Madras in October.
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Horizontal surface
o KLEIN
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Fig. 3. Monthly average daily utilizability values of Klein and data at Kodaikanal in April.
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Fig.4. Monthly average daily utilizability values of Klein and data at Kodaikanal in October.
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ILLUSTRATIVE EXAMPLE
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Calculate the value of~ for two critical levels of 50 and 550 W1m2 in October for a tilted surface

at Madras (K =0.492 and p =0.2) having a slope equal to the latitude (13°N).

First, calculate the monthly average daily total radiation on the collector surface (fiT). For Oc

tober atMadras, the declination is -9.6° and sunsethourangle on a horizontal surface (m) and on a tilted

surface (m,') are (from equation 1.6.7 and 2.16.3b of [15]) 87.76° and 89.99°, respectively.

The ratio of the monthly average beam radiation on the tilted surface to that on a horizontal

surface R
b

is 1.0916 using equation A1.4 of Klein [2].

From equation 4,

ildiil, = 0.5216

and from equation A1.2 of Klein [2], R=1.0397.

Therefore, fiT = Ii. fi, = 17.3163 MJ/m2

R" can be calculated using

rd,ll = 0.1339 equation A2.2 of Klein [2]

rT,II = 0.1448 equation A2.3 of Klein [2]

Rb,ll = 1.068 equation A2.4 of Klein [2]

and Hd/H,= 0.6167 from Muneer and Hawas [13]

Thus, R" = 1.0245 equation A2.1 of Klein [2]

R/R = 1.0149
"

For Ie =50 W/m 2
, from equation (5)

Xc = 0.073

Therefore, ~ could be detennined from equation (3) as 0.899. Similarly, for the critical radiation

level of 550 W/m2
, ~= 0.192.

CONCLUSION

In this study, data for two tropical locations in India were used to calculate the daily utilizability
value. This was compared to the utilizability value obtained by using the correlations proposed by
Klein [2]. The results indicate that the average standard deviation values for both horizontal and tilted
surfaces is about 0.025 while the relative standard deviation is less than 10%. Thus, for locations for
which only K is available, daily utilizability can be estimated using the correlation of Klein [2].

ACKNOWLEDGEMENTS

The authors are grateful to the Indian Meteorological Department, Pune for supplying the
radiation data.



64

NOMENCLATURE
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A Coefficient in equation (3)
B Coefficient in equation (3)

C Coefficient in equation (3)

FR Collector overall heat removal efficiency factor (dimensionless)

Hd Daily diffuse radiation on a horizontal surface (MJ/m2 )

ild Monthly average daily diffuse radiation on a horizontal surface (MJ/m2 )

H, Daily global radiation on a horizontal surface (MJ/m2 )

ii, Monthly average daily global radiation on a horizontal surface (MJ/m2 )

HT Monthly average daily global radiation on a tilted surface (MJ/m2 )

I Hourly global solar radiation incident on a horizontal surface (MJ/m2 )

Ie Critical radiation level (MJ/m2 hour, W/m2 )

I d Hourly diffuse radiation incident on a horizontal surface (MJ/m2
)

IT Hourly total solar radiation incident on a tilted surface (MJ/m2 )

K Ratio of the monthly average daily global radiation on a horizontal surface to the
monthly average daily extraterrestrial radiation on a horizontal surface (dimensionless)

N Number of days

n Number of hours

n
D

Number of data

R Ratio ofmonthly average daily global radiation on a tilted surface to thaton a horizontal
surface (dimensionless)

Rb Ratio of daily beam radiation on a tilted surface to that on a horizontal surface
(dimensionless)

R
b

Ratio of monthly average daily beam radiation on a tilted surface to that on a horizontal
surface (dimensionless)

Rb,ll Ratio of beam radiation on a tilted surface to that on a horizontal surface at noon
(dimensionless)

R.. Ratioofradiation ona tilted surface to thatona horizontal surfaceat noon (dimensionless)

rd,ll Ratio of diffuse radiation at noon to the daily diffuse radiation (dimensionless)

rT... Ratio of radiation at noon to the daily total radiation (dimensionless)

Xc Monthly average critical radiation ratio given by Equation 5 (dimensionless)

Greek

"iP Monthly average daily utilizability (dimensionless)

q;d Monthly average daily utilizability using data given by equation (1) (dimensionless)

q;" Monthly average daily utilizability using Klein's expression given by equation (3)
(dimensionless)

'fa Monthly average transmittance absorptance product (dimensionless)
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p Ground reflectance assumed to be 0.2

J3 Slope of the collector plane with respect to the horizontal (degrees)

co, Sunset hour angle on a horizontal surface (degrees)

co,' Sunset hour angle on a tilted surface (degrees)
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ABSTRACT

Dynamic behavior ofa photovoltaic (PV) refrigeration system is complex due to the statistical
nature ofsolar radiation and the interaction among system components. Analysis of the output and
the reliability of such a system requires computer simulation. This paper presents mathematical .
models for the main system components, namely the photovoltaic array, the battery, the charge
regulator and the refrigerator. Various parameters in the above models are evaluated either by using
the manufacturer's data for the relevant component or through experimental tests. These four
component models are then appropriately linked to develop the PV refrigeration system simulation
program. The validityofthe mathematical models was experimentally investigatedand the results are
presented. Results show that the developed model can predict the performancefairly well. Also, the
drawbacks in the model, which can be rectified in a later study, are identified and discussed in the
paper.

1. INTRODUCTION

In recent years, the use of solar photovoltaic (PV) refrigerators in vaccine cold chains has
been promoted by the Expanded Program on Immunization (EPI) of the World Health Organiza
tion (WHO). Zaffran [1] reports that there are around 3500 solar PV refrigeration systems installed
throughout the world. Most of these are located in the remote areas of the developing countries
and have substantially improved the reliability and sustainability of vaccine cold chains in those
remote areas. Although the technology of solar PV refrigeration is now mature, there are still
technical failures which result from the problems relating to the system component selection, and
system design and optimization.

The sizing of the components of a PV refrigeration system requires the analysis of its
feasibility in terms of desired output and reliability with respect to the climatological data of the
location where the refrigerator is to be installed. Such an analysis requires detailed computer
simulations, which take into account the statistical nature of solar radiation and the dynamic
effects of interaction between different system components.

Detailed computer simulation requires a significant amount of effort, expertise and expense,
and hence it may be excessive for system design purposes, especially for small systems. Therefore,
most of the manufacturers use simplified methods based on monthly average daily totals of the
solar radiation and the average daily load, for system component sizing, which may not always
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lead to the correct design. However. an experimentally validated, detailed simulation program can
be conveniently used for investigating the accuracy of simplified sizing methods and to check the
appropriateness of designs already made with simplified methods.

The main objective of the study presented in this paper is to develop a simulation model to
predict the performance of a photovoltaic refrigeration system (including power consumption and
temperatures of the vaccine load and ice-packs stored in the refrigerator) under variable climatic
conditions. The above objective is achieved through improvement of the existing models and test
procedures for PV array, battery and controller, development of a model for a vaccine refrigerator
with two separate compartments for cold storage and ice-pack freezing and employing two sepa
rate compressors, and experimental validation of the simulation model under actual operating
conditions.

This study focuses only on the refrigerators for vaccine storage which require storing tem
perature between OOC and 80C and a minimum ice making capacity of 2.0 kg per day. The effect of
door opening for unloading vaccine and ice-packs on the performance of the refrigerator is not
considered. The scope of the study is restricted to only one type of PV refrigerator due to the
limited time available for the study.

The paper is organized in the following manner. After the brief description of the PV
refrigeration system. models of four main components in the PV refrigeration system are pre
sented. Then the details of the experimental validation are given and the results of the study are
discussed. The concluding remarks are given in the final seCtion. The detailed procedures for
determination of model parameters are given in the Appendices.

2. PHOTOVOLTAIC REFRIGERATION SYSTEM

A stand-alone PV refrigeration system shown in Fig.1 basically consists of a photovoltaic
array, a controller, a storage battery and a refrigerator. The PV array, which generally consists of
several PV modules, produces DC electricity when it is exposed to sunlight. This electricity is then
transmitted to the controller via electrical cables. The controller, which is an electronic device,
protects the battery by preventing it from being excessively charged or discharged. The storage
battery is used to store the excess energy produced during sunshine periods. This stored energy is
used to run the refrigerator when solar radiation is not available. The refrigerator produces the
cooling effect by running a vapor compression refrigeration cycle, which mostly uses a hermetically
sealed 12V DC compressor.

3. THEORETICAL MODEL OF THE PHOTOVOLTAIC ARRAY

For a system operating in "clamped voltage mode" as in PV refrigeration systems, the output
voltage, V, of the PV array is fixed at the system's operating voltage which is approximately equal
to the battery voltage. The output current, I , of a PV panel connected to such a system can be

p

expressed as

(I)
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Fig. 1. A stand-alone photovoltaic refrigeration system.

where V =Tenninal voltage for module (V),Ip =Output current of panel (A),IL =Light generated
current per module (A), 1

0
=Reverse saturation current per module (A), R, =Series resistance per

module (ohms), R IIt = Shunt resistance per module (ohms), q = Electron charge (1.6 x 10-19 C), A =
Diode ideality factor for module, k = Boltzmann constant (1.38 x 10-23 JIK) and Tp = Cell tempera
ture (K).

The values ofR" R IIt and A in Eq.(I) are constants for a particular PV module.IL depends upon
the incident radiation on the module and the cell operating temperature. 1

0
is basically a function of

cell temperature only. Cell temperature T is affected by factors such as global radiation, ambient
temperature, wind speed and the electricalload on panel.

Under short circuit conditions, the panel current and the light generated current in Eq.(I)
become equal to the short circuit current, I,e (Le., I

p
= IL = I) since R, is very small, unless the light

is concentrated. As suggested by Lambarski and Bradwell [2], I,e can be expressed as a function of
solar radiation and temperature.

I = IL sc
(2)

where G = Solar radiation (W1m2), G, = Reference solar radiation (W1m2), T, = Reference tempera
ture (K) and PI' P2 , PJ = Constants.

Reverse saturation current 1
0

can be expressed as an exponential function of cell temperature,
Le.

(3)

where £'0 = Band gap energy at 0 K (1.16 eV for silicon) and B = Device and material constant which
has to be estimated.
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Parameters (or constants) in Eqs. (1), (2) and (3) can be estimated using the information
provided by the PV module manufacturer. A typical specification sheet provides I-V characteris
tics at two different radiation levels. It also gives I-V curves at two or more different cell tempera
tures. The procedure for the determination of parameters using the above information can be found
in Appendix - A.

If all the modules of a PV array are identical, which is the usual case in practice, the I-V
curve of the whole array can be determined by scaling the I-V curve of one module, Le. by
multiplying the voltage by the number of modules in series and the current by the number of
module strings in parallel.

4. MODEL FOR ESTIMATING PV MODULE TEMPERATURE

The output of a PV module depends on the cell operating temperature. In this study, the cell
temperature is considered approximately equal to the PV module temperature, which can be
estimated considering the overall energy balance of the PV panel as suggested by Das [3]:

dT
( mCp )_P = Q _Q _Q _Q

module ill rad COIiV elect
dt

(4)

where mCPmoduk = Effective heat capacity of the PV module (IlK:), Qmd = Radiative heat loss (W),
QCOIlV = Convective heat loss (W), Qc14C' = Electrical power produced (W) and Qill = Solar energy ab
sorbed by the module (W).

In heat transfer theory, the radiation heat loss (Qmd) and convective heat loss (Qco~ are given
by

Qrad = Sp Fpg G(Ep T; -Eg T;) + Sp Fps G(Ep T;-Es T:) (5)

and

= SH(T-T)
p p a

(6)

(7)1/3
1.2475 [( T - T ) cos /3] + 2.658 vp a

H =

where G =Stephan-Boltzmann constant (56.7xlQ-9 W/m2K 4
), F =Panel to ground view factor,p,

Fp, = Panel to sky view factor, E
p

= Average emissivity of panel, E, = Average emissivity of ground,
E, = Average emissivity of sky, T, = Ground temperature (= T), T, = Sky temperature (= 0.914 Ta),

S =Total area of PV module (m2
) and H =Convective heat transfer coefficient (W/m2K).

p

According to Jet Propulsion Laboratory [4], the convective heat transfer coefficient H can be
computed from

where /3 =Panel tilt angle (degrees) and v =Wind speed(m/s).
Electrical power produced (Qc14) can be calculated by

Qelect = 7] G Sc
(8)

where 1] = Module instantaneous efficiency and Sc= Total area of PV cells in a module receiving
solar radiation (m2

).

Instantaneous efficiency of the module is expressed as a linear function of module tempera-
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ture as suggested by Lasnier et al. [5]:

71

71 = 71 [1-r(T -T)]
o p'

(9)

where T,. =Reference temperature (K) and r= Constant referred as the temperature coefficient of
module efficiency.

Energy absorbed by the PV panel is estimated from

(10)

where aab, = overall absorption coefficient
The value of mCPmotJuJ. and aab, can be determined experimentally and the value of rean be

found using the manufacturer's data as described in Appendix - A. The typical values of the view
factors and emissivities can be found in the literature.

s. DESCRIPTION OF THE BATTERY MODEL

Battery model describes the relationship between the voltage, current and state of charge
(SOC) of the battery. The model used in this study is adopted from the work done by Mayer and
Biscaglia [6]. In the model,terminal voltage ofa battery is expressed as

(11)

where Vb =Battery terminal voltage (V), Eoc =Battery open circuit voltage (V), Ib =Battery current
(A) and Rb =Internal resistance of the battery (ohms). The convention used in this study is that I"
is positive when flowing into the battery (Le. when charging). Both Eoc and R" are dependent on SOC
of the battery and have different values for charging and discharging modes.

The open circuit voltage, Eoc' is expressed as a logarithmic function of battery state of charge
(SOC):

Eoc = VF + VS . log (SOC) (12)

where VF =Full charge rest voltage (V) and VS =Empirical constant (V) which accounts for the
variation of open circuit voltage with SOC. Both VF and VS are different for the charging and dis
charging modes. Hereafter the values of VF and VS corresponding to charging and discharging modes
will be denoted with the subscripts "e" and "d", respectively.

Battery state of charge, SOC, is the instantaneous ratio of actual amount of charge stored in
the battery and total charge capacity of the battery at a certain battery current In the model SOC is
estimated considering the exchanged charge, as follows:

(SOC) = SOC + [.fL.]
o BC

(13)

where SOC =Current State of Charge, SOC" =Previous state of Charge, Q = Amount of ex
changed charge during the interval between the previous time and the current time of interest (C)
and BC =Battery capacity (C).
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Exchanged charge, Q, is determined by summing up of the charge flow over the period of
interest, with the convention that any charge flow into the battery is positive.

(14)

Battery capacity, BC, of a lead acid battery is a function of the absolute value of battery
cmrent, I". It is also dependent on the electrolyte temperature. But according to Komp [7], at
moderate temperatures, this variation is small1. Therefore the battery capacity in the present model
is expressed as a function of battery current only, that is

BC (15)

where bl , b1 and bJ are constant coefficients.
Battery internal resistance, R", is considered having two parts, i.e.

= R +RekctrOtk ekctrolyu
(16)

R"CInNM and R.1«trol,,. have different values for charging and discharging modes &l1:-: the following
models are used to describe their dependency on the SOC of the battery: '

and

R - [ 1 ]ekctrolyu -
'3 -'4 (SOC)

(17)

(18)

where 'I' '1' 'J and '.- are empirical constants.
Therefore the total internal resistance of the battery during the charging mode is given by

R~ = c1 + c2 (SOC) + 1 (19)
c

3
- c

4
(SOC)

where Rc = Internal resistance during charging (ohms) and cI to c.- are respective values of'l to,.
in Eqs.(17) and (18) for the charging mode.

Similarly the total internal resistance, R
d

, during the discharging mode is

R d = ~ + ~ (SOC) + 1 (20)
~ - d4 (SOC)

where dl to d2 are respective values of'l to ,.-for the discharging mode.
If it is significant, Equation (13) can be easily modified to accommodate the effect of self

discharging, that is

SOC = SOC + [ lL] -(SDR ) &
o BC

where SDR = Self Discharge Rate (CIS) and & = Time interval of interest (S).

(21)
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When SOC of the battery is reaching close to 100%, the emission of gases occurs; hydrogen
at the positive terminal and oxygen at the negative terminal. Although Mayer and Biscaglia [6]
have modelled the behavior of batteries when gassing occurs, it is not included in this model due
to its additional complexity. On the other hand, the action of the controller prevents overcharging
the battery where gas evolution is predominant Instead it is assumed that a constant factor (5%) of
the current entering into the battery is consumed in production of the gases.

Parameters used in the model can be estimated by using the manufacturer's data and the
experimental data obtained from charging and discharging tests as explained in Appendix - B.

6. CONTROLLER MODEL

The primary function of the controller in a PV system is the efficient use of photovoltaic
energy while providing protection for the expensive batteries. The two main duties of the control
ler are:

i. Charge regulation, which prevents the over charging of the battery by PV panels.
ii. Discharge regulation, which prevents the excessive discharge of the battery by discon

necting the load under low battery state of charge.
The controller used in the PV refrigeration system under this study was a SCI charger model

1, 12V regulator manufactured by Specialty Concepts Incorporation, U.S.A. It is a negative
ground, series relay regulator with some additional features such as status lights, over load protec
tion and sophisticated float charge mode.

According to the installation and operation manual prepared by Specialty Concepts Inc. [8],
the two-step charge control circuit regulates the charging of storage batteries by monitoring the
battery and array voltages. When the battery SOC is low, e.g. at sunrise, charging relay energizes
connecting the PV array directly to the battery. The battery will accept as .much current as the
array will provide and the battery voltage will rise. This can be called the Full Charge Mode or the
Boost Charge Mode (BCM).

When the battery reaches the full charge termination threshold, charging relay will open. At
this point the float charge regulator takes over the control. The operation of regulator in Float
Charge Mode (FCM) is such that, it keeps the battery voltage below the Maximum Float Voltage
(MFV) and limits current to the Maximum Float Current (MFC). As the battery approaches the
float voltage, the current ceases thus preventing further charging of battery.

If a load is applied when the charger is in the boost charge mode and if the array current is
greater than the load demand, the rest is used for charging the battery. On the other hand, if the
array current is less than the load demand, the battery will supply the balance.

If a load is applied when the charger is in the float charge mode, the regulator will supply up
to its maximum float current to maintain the battery charge. If the load is more than the maximum
float current, the battery will still be receiving a net charge from the float regulator. If the load
current is more than the maximum float current, the battery will supply what the float regulator
cannot and the battery voltage will fall. When it falls below the full charge resumption threshold,
the charging relay will re-close, re-initiating the boost charge mode.

The Low Voltage Disconnect (LVD) mode of the regulator prevents the battery from being
over-discharged by disconnecting the load whenever the battery voltage goes below the low
voltage disconnect threshold. Load will be re-connected when the battery voltage reaches Load
Re-connect Threshold (LRT). Table 1 gives the ratings and threshold voltages for the SCI charger
model I.
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Table 1. The ratings and thresholds for SCI charger model-I.

Parameter

Nominal Voltage
Charge Current (max)
Load Current (max)
Operating Temperature
Current Consumption (charging)
Current Consumption (load disconnect)
Quiescent Current
Full Charge Termination
Full Charge Resumption
Low Voltage Disconnect
Load Reconnect
Max. Float Voltage
Max. Float Current

Unit

V
A
A
OC
A
A
A
V
V
V
V
V
A

Value

12
30
30

0-50
0.16
0.14
0.01

14.8±0.2
12.5 ±0.2
11.5 ± 0.5
13.0±0.3
14.1 ± 0.2

3.0

Given an array current and a load demand (i.e. current demand from the compressors), a
controller model must be able to determine the battery current corresponding to the existing state
of charge of the battery (which corresponds to the battery voltage) and various set thresholds of
the controller. For the purpose of modelling the controller, the following logical variables were
introduced:

BCM equals "1" whenever the charger is operating in boost (or full) charge mode.
Otherwise it is "0".

LVD equals "1" whenever the load is disconnected due to the operation of low volt
age disconnect relay. Otherwise it is "0".

MFV equals" 1" whenever the battery exceeds the maximum float voltage, provided
that the charger is operating in float charge mode. Otherwise it is "0".

MFC equals" 1" whenever the array current exceeds the maximum float current, pro
vided that the charger is operating in the float charge mode. Otherwise it is "0".

With the help of the above logical variables, the battery current can be expressed as

I
b

= I
p

(RCM) + ( 3 (MFC) + I
p

[ 1 - (MFC)] ) [ 1 - (MFV)] [ 1 - (BCM)]

- [ 1- (LVD)] (I
r

+ If) - 0.14 (LVD) - 0.16 (ReM) - 0.01 (22)

where I b= Battery current (A), 1,= Current demanded by the compressor for refrigerator (A), 1=
Current demanded by the compressor for freezer (A) and I =Current provided by the PV panel (A).

p

The values '0.14' and '0.16' in Eq.(22) represent the current consumption of the relays during
low voltage disconnect and full charge mode, respectively. The value '3' is the maximum float
current and '0.01' is the current consumption of the controller electronics.
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7. THEORETICAL MODEL OF THE REFRIGERATOR

75

The SHOWA ARCO model SASFE refrigerator used for this study contains two separate
compartments: one for vaccine storage and the other for ice-pack freezing. The freezer compart
ment has a thicker insulation cover than the vaccine storage compartment In addition to the
common door at the top side of the.cabinet. there is a second separate insulation lid for the freezer
compartment. Also it has two refrigeration circuits and each compartment is cooled by the opera
tion of its own compressor unit. Two hermetically sealed DANFOSS model BD2.5 piston com
pressors operate on 12 V dc supply. Each compressor, which uses a brushless dc motor, is
provided with an electronic commutation unit accompanying overload and under voltage protec
tion. Two condensers corresponding to the two refrigeration circuits are skin type and attached to
either side of the cabinet. The temperature of each chamber can be selected independently through
the two thermostats provided. The refrigerant used is R-12. Throttling is achieved passing the high
pressure liquid through capillary tubes. Figure 2 shows a sketch of the SHOWA ARCO model
SASFE PV refrigerator.

The cooling effect of a refrigerator is produced through the absorption of heat at a lower
temperature by the evaporator coils. In modelling the refrigerator, the net cooling output of the
system, i.e. extraction of heat from the refrigerator cabinet, can be related to the electrical energy
input to the compressor through the coefficient of performance (COP) of the refrigerator. If the heat
extracted in an elementary time interval, 0 t, is equal to 0 QCJCl and the rate of electrical energy input
to the compressors is P, the relationship can be mathematically expressed as

oQCJCl = (COP) . P . 0 t

Door

(23)

Lid for the
freezer
compartment

Thermostats

Compressor -~'"'-

Temperature
indicator

Battery voltage
indicator

Freezer
compartment

Vaccine
compartment

Skin condensers
(attached to the front
and back surfaces of
the cabinet)

Fig. 2. SHOWA AReO model SASFE refrigerator.



76 RERIC Internalional Energy JOlUnaJ: Vol. 16, No.2, December 1994

This absorbed heat, together with the energy supplied to the compressor, is rejected to the
high temperature surrounding at the condenser. Therefore the heat rejected, 0 Q,." at the condenser
in the time interval 0 I, can be expressed as rJ

oQ . = (1 + COP) . P . 0 I'.J (24)

A preliminary investigation was carried out on the refrigerator before modelling, in order to
understand the temperature distribution and the heat transfer processes inside the refrigerator
cabinet The observations made are:

(a) Walls of the vaccine storage chamber and the, freezer chamber operate at different tem
peratures which can be controlled independently. Also, these temperatures are very close
to the evaporator temperatures of the respective refrigeration circuits.

(b) At stable running state, the average temperature of the ice-packs is almost equal to the
average freezer compartment wall temperature.

(c) At stable running state, the average temperature of the vaccine load is slightly higher than
that of the refrigeration compartment wall.

(d) The temperature at the outer surface of either wall where the skin condenser is located,
rises above the ambient temperature when the corresponding compressor is working.

According to the above observations, the refrigerator cabinet containing ice-packs and vac
cine load can be represented by six lumped heat capacitances:

mCpvl'

the effective heat capacity of all components surrounding the vaccine storage com
partment (which will be hereafter referred to as "refrigerator wall"), expressed with
respect to the temperature at the inner side of the wall.
the effective heat capacity of all components surrounding the freezer compartment
(which will be hereafter referred to as "freezer wall"), expressed with respect to the
temperature at the inner side of the freezer wall.
the effective heat capacity of the vaccine load expressed with respect to the tempera
ture at the middle of the vaccine load.
the heat capacity of the ice-packs, which is approximately the heat capacity of water
or ice contained in the ice packs.
the effective heat capacity of the condenser for vaccine storage compartment refrig
eration circuit.
the effective heat capacity of the condenser for freezer refrigeration circuit

The heat transfer network shown in Fig. 3a can be developed to describe the heat transfer
processes among these heat capacitances. Absorptions of heat by the two evaporator coils embed
ded in the cabinet wall are represented by two heat sinks located at the refrigerator and freezer
walls. Heat rejections by the two condensers are represented by two heat sources located at the
nodes corresponding to two condensers.

Although the above heat transfer network gives a complete representation of the refrigerator,
it is too complex and evaluation of the various heat transfer coefficients and heat capacities would
be a tedious task requiring a number of sophisticated tests, which in tum reduce the practical use
of the model. The added complexity is mainly introduced by the heat transfer links between the
walls and the condensers.
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Fig. 3(a). Complete heat transfer network for the refrigerator model.

Ta
Ta

(COPr)Pr
(COPf)Pf

Fig.3(b). Simplified heat transfer network for the refrigerator model.

Furthermore, the average effect of the condensers is in one way equivalent to the increasing
of apparent ambient temperature, which in tum increases the heat gain to the refrigerator cabinet
Therefore, even when the links between condensers and walls are neglected, the average effect of
the skin condensers would be represented by off-setting the values of heat transfer coefficients
between the walls and the ambience.
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Therefore, it was decided to neglect the effect of skin condensers in order to avoid the added
complexity, on the assumption that the design of the cabinet is such that most of the heat rejected
at the condensers is dissipated to the ambience, allowing only a negligible amount of heat to flow
back into the cabinet Under this assumption, the heat transfer network can be simplified as shown
in Fig.3b. Considering the heat balance at each of the nodes, the following differential equations
can be established:

m C dTwf =
pwf dt

m C dTYI =
pYI dt

U A ip-Mf ( Tip - TMf ) + U Aa-Mf ( Ta - TMf )

+ U AMf-wr ( Twr - TMf ) - ( COP,) P,
(26)

(27)

dT.
m. C --.!!.. = U A. oJ (ToJ-T. )

II' Pw dt 11'-'"'1 '"'1 II'
(28)

dT.
m. C . --.!!.. =

'I' p' dt
U A. oJ ( ToJ - T. )

'1'-'"'1 '"'1 'I'
(29)

1fT. = OOC,
rp

P
laUlIt

= U A. ,,( T. - T ,,)
Ip-w II' w

(30)

and Tip remains unchanged until

(31)

Note that UA...._ = Heat transfer coefficient between the refrigerator wall and the ambience
(w/K), UA....-t= Heat transfer coefficient between the freezer wall and the ambience (W!K), UAvl-_
=Heat transfer .coefficient between the refrigerator wall and the vaccine load (WIK), UA~-t=Heat
transfer coefficient between the freezer wall and the ice-packs (WIK), UAa_v'= Heat transfer coeffi
cient between the vaccine load and the ambience (WIK), UA-t_wr = Heat transfer coefficient between
the freezer wall and the refrigerator wall (WIK), mC

p
_ = Heat capacity of the refrigerator wall (J/

K), mC,-,(= Heat capacity of the freezer wall (J!K), mCpvl= Heat capacity of the vaccine load (J/K),
C = Specific heat capacity of water (J!kg K), C .= Specific heat capacity of ice (J!kg K), m. = Mass
olice-packs (kg), L = Specific latent heat of ftt;ion (J!kg), PIalI1ll = Rate of release of late.u heat of
fusion (W), P, = Power supplied to the comPressor for vaccine chamber(W), P

I
= Power supplied to
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the compressor for freezer (W), COP, = COP of the refrigeration circuit for vaccine chamber, COPt
= COP of the refrigeration circuit for freezer, and Twr' T-..r T"l' Tip' TtJ are the temperatures at the re
frigerator wall, freezer wall, vaccine load, ice-packs, and ambience, respectively.

Six heat transfer coefficients and four heat capacities in the heat transfer network can be
determined through a series of tests performed on the refrigerator under a controlled environment,
as described in Appendix - C.

Kilfoyle et al. [9] carried out a study on the long term performance of PY vaccine refrigera
tors and found that the COP of the PY refrigerators has a value around 1.0, which slightly varies
with the ambient temperature. The study was based on three refrigerators; MARYAL model
4STD, SUNFROST model RFV4 and POLAR PROD. model RR2. The third refrigerator had the
same configuration as SHOWA ARCO model SASFE, with double compressors. According to
their estimations the average COP of the three systems were equal to 1.0, 1.5 and 1.0, respectively.
Furthermore, they modeled the COP of the first and the third systems as linear functions of
ambient temperature:

COP/ = 1. 10 ( 1.0 + 0.015 ( 30 - T.J )

COP3 = 1. 11 (1.0 + 0.010 (30 - T.J)

(32)

(33)

Accordingly, the COP of the first refrigerator changes from 1.35 to 0.89 in the ambient
temperature range from 15°C to 43°C. The COP change of the third refrigerator for the same tem
perature range is from 1.28 to 0.97. From the DANFOSS spec sheet [10], an approximate value for
the COP of SHOWA ARCa refrigerator can be found. According to the specifications given for
BD2.5 compressor at 32°C, for the evaporator temperature range between -20°C and -100C, COP
lies between 0.915 and 1.15. Both the refrigeration circuits in the SHOWA ARCO model SASFE
refrigerator use DANFOSS model BD2.5 compressors. Therefore, based on the findings by Kilfoyle
et a1. [9] and the information in DANFOSS specification sheet, it is assumed that 1.0 is the typical
value of COP for both refrigeration circuits (i.e. COP, = COPt = 1.0) and the variation of the COP
is considered small within the interested ambient temperature range from 15°C to 43°C.

It was found that the VA values in the Eq.(25) to Eq.(31) are temperature dependent accord
ing to Charters and Aye [11] and Bato-on [12]. This is mainly due to the temperature dependence
of thermal conductivity of the polyurethene foam, which is used as the insulation material in walls.
They have used different models to describe the temperature dependency of the thermal conductiv
ity of insulation materials. Charters and Aye [11] modeled the overall heat transfer coefficient of a
refrigerator as a linear function of the mean temperature of the cabinet wall while Bato-on [12]
expressed the heat transfer coefficient between the ambience and the cabinet wall as a cubic
function of ambient temperature.

However, the variations ·of VA values with the ambient temperature cannot be completely
imputed to the variation of thermal conductivity of polyurethene foam. The effects of the skin
condensers may have been reflected in these parameters. Also, possible reduction of COP at high
ambient temperatures can appear in the model in the form of increased heat transfer coefficients.
Furthermore, these heat transfer coefficients represent not only the heat transfer through the wall
insulation, but also the heat transfer between ambient air and cabinet surface, part of which is
through the radiation.

In this study, VAa_w
,' VAa_¥>{ and VAa_vl are modeled as the functions of ambient temperature

(T), rather than functions of mean temperature of the cabinet wall. The following fourth order
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expression is used to establish the relationship between the heat transfer coefficients and ambient
temperature. For example,

U Aa_wr = Uo + U1 T: + U2 T; (34)

where Uo' U1 and U2 are constants to be found from experimental tests.
Since the variations of the averages of Tv/' T-' Tw( and Tip with the ambient temperature at a

stable running state are very small, it is assumed that UAvl-wr' UAip-w(and UAw(_wr are constants.
Heat capacities of the refrigerator wall and freezer wall, which were calculated using the

above ambient temperature dependent heat transfer coefficients also vary with the ambient tem
perature. Therefore, a similar fourth order expression is used for representing the ambient tempera
ture dependencies of mCpwr and mCpw(. For example,

m C = C + C1 T
3 + C2 T

4
(35)

pwr 0 a a

where Co' C1 and C2 are constants to be found from experimental tests.

S.'EXPERIMENTAL VERIFICATION OF THE SIMULATION MODEL

In experimental verification of the PV refrigeration system simulation model developed, the
actual PV refrigeration system was first run under natural conditions while recording the infonna
tion on the system perfonnance (temperatures, currents and voltages) as well as the prevailing
meteorological conditions (solar radiation, outside ambient temperature and room temperature).
Then the gathered data on the meteorological conditions during the test run was fed into the
computer program written linking the four mathematical models discussed previously and the
predicted system performance was compared against the measurements on the actual system.

The test run of the PV refrigeration system was carried out in the Energy Park of the Asian
Institute of Technology, Bangkok, Thailand, where the PV refrigeration system under this study
was installed. The experimental set-up consisted of an extensive data acquisition system in order
to measure and record, every five minutes, the required information on the system and the mete
orological conditions. The test run was started on June 3,1993 and extended forlO days. In order
to investigate the model's ability to predict the system perfonnance under different operating
conditions, this test run was divided into 7 phases as follows:

Phase-I: At the beginning of Phase-I, refrigerator cabinet, vaccine load and ice-packs
(1.8kg) were stabilized at ambient temperature. Battery was at fully charged con
dition (SOC=I00%). Only the refrigerator was switched on at the start of Phase-I.

Phase-2: Refrigerator compartment had already cooled down in Phase-l and operating within
its steady state temperature range. At the beginning of Phase-2, the freezer com
pressor was also switched on. This phase was extended until all the ice-packs were
frozen and the freezer compressor initiated its intennittent operating cycle.

Phase-3: During this phase the battery state of charge dropped below the low voltage cut
off level. Load disconnection occurred after midnight (around 04:30 hrs) and load
was reconnected the following morning. Both compressors were switched on
throughout the period.

Phase-4: Both refrigerator and freezer were in steady operation. All the ice-packs were
frozen.

Phase-5: At the beginning of Phase-5, the freezer compressor was switched off, but the
refrigerator compressor continued its operation. The frozen ice-packs slowly melted.
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This phase was extended until all ice-packs became water.
Phase-6: At the end of Phase-5. all melted ice-packs were removed. Then the freezer

compressor switched on without ice-packs (no load) while the refrigerator was
still in its usual operation.

Phase-7: Ice-packs (1.8kg) at ambient temperature were reloaded into the already cooled
freezer compartment while both compressors were still in operation.

9. DISCUSSION OF EXPERIMENTAL RESULTS

The above 7 phases were carefully selected to critically test the effects of each individual
component model on the simulation model's ability to predict the performance under different
operating conditions. Note that, it is not intended to discuss the performance in all 7 phases in this
paper. as it would be too long. Instead. validity of component models will be discussed with
selected examples.

The variation of the global solar radiation on the panel in the first day in Phase-l is given in
Fig. 4. At noon the radiation level rises over 1100 W/m2 but in the afternoon. the radiation is low.
Figure 5 shows the variation of array current on that day. According to this figure. the predicted
and observed variations agree well. except at one instant where the computed current is lower than
the measured one. This point corresponds to the peak in radiation level. On the other hand.
corresponding to the valley in solar radiation variation shown in Fig. 4. the predicted array current
is slightly higher than the actual. These suggest that the differences between predicted and ob-

GLOBAL SOLAR RADIATION (W/m2 )
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Fig.4. Variation of global solar radiation on a plane tilted 15°.10 the south.
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Fig. 5. Comparison of the predicted and measured variations of PV array current.

served current come from the over-sensitivity of the panel temperature model to the changes in
solar radiation. The response of the panel temperature model is faster than the actual. Therefore at
the sudden peak of radiation, the predicted array temperature is higher than that of actual. This has
resulted in a lower predicted current at the peak radiation. When the radiation level drops sharply.
the predicted panel temperature drops faster than the actual panel temperature, resulting in higher
predicted current than the observed one.

It can be noticed that. at the peak radiation, both predicted and actual array currents are lower
than the currents observed during lower radiation levels in the morning. There are two reasons for
this: reduction of open circuit voltage due to high cell temperature and increased battery voltage
after charging throughout the morning. This observation emphasizes the importance of using a
model which considers the interaction between the battery and PV array.

The variations of battery current and voltage during this period are shown in Figs. 6 and 7.
The differences in the computed and measured currents come from the shift between the predicted
and actual compressor ON times. Deviations which occurred in the array current prediction are
also reflected in the battery current variation. In addition to the error due to the shift in compressor
ON times, the prediction of battery voltage deviates slightly from the actual variation. According
to the model. the battery has two different open circuit voltages in charging and discharging
modes. Corresponding change in the open circuit voltage (when changing the mode from charging
to discharging or vice versa) is abrupt Whereas in the actual battery, this is gradual, specially
when the currents are small. Also in the night (when there is no array current) the controller draws
a small current from the battery. Hence the open circuit voltage of the battery is corresponding to
the discharge mode, which is lower than that in the charging mode. But in the actual case, battery
open circuit voltage does not vary much from its value in the charging mode, when discharging at
very low currents. This implies that the battery model is less accurate at very small currents.
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Fig. 6. Comparison of the predicted and measured variations of battery current.
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Fig. 7. Comparison of the predicted and measured variations of battery voltage.



84 RERIC lnlernalional Energy JOlUnal: Vol. 16, No.2, December 1994

In Figs. 8 and 9, the predicted and observed refrigerator performance in Phase-4, during
which both compressors were under stable operation, are compared. Good agreement between
predicted and observed temperatures can be seen in Phase-4, except for the differences in the
period of the operating cycle. For example, the observed period of the cycle is about 15-20
minutes longer than that of the predicted, for the refrigerator compressor. This difference could be
seen throughout all 7 phases. As a result, the predicted energy consumptions in Phase-4 are 16.9%
and 20.8% lower than the actual energy· consumptions for refrigerator and freezer compressors,
respectively (Table 2).

Table 2. Comparison of energy consumptions of refrigerator and freezer
compressors for various operating conditions.

Phase Duration Energy consumed by refrigerator Energy consumed by freezer
No. (hours) compressor (Wh) compressor (Wh)

Actual· Predicted % Diff Actual Predicted %Diff

Phase -1 25.0 573.0 522.8 8.7
Phase -2 36.0 535.4 431.0 19.5 2000.0 762.7 61.8
Phase -3 18.8 209.0 183.9 12.0 277.4 222.5 19.8
Phase -4 12.0 174.0 144.6 16.9 209.5 165.8 20.8
Phase -5 49.5 729.6 715.3 1.9
Phase -6 22.6 280.8 280.8 0.0 387.3 312.6 19.3
Phase -7 18.0 182.0 184.1 -1.1 804.1 436.4 45.7

Note: % Diff = % difference of predicted value from the actual value.
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Fig. 8. Comparison of the predicted and measured variations of refrigerator
and freezer wall temperatures in Phase-4.
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Fig. 9. Comparison of the predicted and measured variations of vaccine load
and ice-pack temperatures in Phase-4.

The parameter which directly influences on the periodic time of the refrigerator compressor
running cycle is the heat capacity of the refrigerator wall, mC

pwr
' This parameter is ambient tem-·

perature dependent and the variation with ambient temperature was established by the exact fitting
of three mC

pwr
values estimated at 15°C, 32°C and 43°C, into Eq.(35). The fitting is shown in Fig.

10. There is a sharp rise in mC in the ambient temperature range between 32°C and 43°C
pwr

whereas the rise of mC
pwr

in the range from 150C to 32°C is only marginal. These extreme situations
have forced the fitted curve to have a sag between 15°C and 32°C (Fig.10). Due to this sag, some
values of mC in between 15°C and 32°C, are lower than the value of mC at I5°C, which should

pwr pwr

actually increase with the temperature. This sagging nature of the curve has resulted in a lower
mCpwr corresponding to the conditions of test run, where the average ambient temperature was
29°C. The influence of low mC

pwr
is to reduce both ON and OFF periods of the refrigerator com

pressor running cycle.
Figures 11 and 12 show the predicted and actual temperature variations in Phase-2. Accord

ing to the predicted perfonnance, the freezer compressor starts its stable operation (cycling) 2
hours after the start But during the test run, the freezer compressor operated continuously for 34
hours prior to beginning the stable operation (Fig. 11). The observed variation of the ice-pack
temperature differs from the predicted (Fig. 12) due to the super cooling. According to Table 2, the
predicted power consumption is 61.8% less than the actual power consumption due to the continu
ous operation of the freezer compressor over a long period.
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Fig. 10. Sag in the curve fitted for mC,-.

During the tests performed for estimation' of refrigerator model parameters it was noticed that
at 43°C, the freezer wall temperature never reached the cut-off limit. At 32OC, the freezer compres
sor took a very long time to bring down the freezer wall temperature to the cut-off limit (39 hourS).
Once it reached the cut-off limit it could continue normal cyclic operation. This indicated that the
performance of the refrigerator is weakening when the ambient temperature increases. This hap
pens, not only due to the increased heat gain from the surroundings, but also due to the reduction
of effectiveness of the refrigeration circuits. At high ambient temperatures, the amount of heat that
skin condensers can dissipate to the surroundings becomes less and more heat tends to flow back
into the refrigerator cabinet. To remove this heat, compressors have to run more. Continued
operation of the compressors causes skin condensers to attain higher temperatures allowing a
substantial amount of heat to flow back into the cabinet The above behavior during the transient
periods could not be accurately simulated due to the omission of skin condensers in the simplified
heat transfer network.

However, those effects appear in the model in another form as increased heat transfer coeffi
cients at high ambient temperatures. The values of UAa-1W and UAa-lI{estimated at 150C and 32CC were
small (with a slightly higher value corresponding to 32OC) compared to the values of those at 43OC.
The effect is dominant in the freezer, which operates about l00c below the refrigerator. Heat ca
pacities were estimated using the above computed values of heat transfer coefficients. Therefore,
the above sharp rises of UAa-IW and UAa-w! are reflected in the heat capacities of freezer and refrig
erator walls too. On the other hand, only the stable period was considered in estimation of heat
transfer coefficients, the effects of skin condensers which are more dominant during the initial
cool down period are not included in them (The exception is at 430C ambient where the freezer
compressor runs non-stop). As a result, the prediction of the refrigerator performance during the
ice-packs freezing is not accurate.
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Fig. 11. Compuison of the predicted and measured variations of
refrigerator and freezer wall temperatures in Phase-2.
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Figures 13 and 14 show the variations of T_, Twi' T
Yl

and Tip' when the freezer is switched off
after freezing ice-packs (phase- 5). There is a close resemblance between the actual and predicted
variations of ice-pack and freezer wall temperatures. During the entire period of phase change
(from ice to water), the predicted temperature is held at OOC, exactly according to the theoretical
model. But measured ice-pack temperature inc~eases slowly during this period, after staying at (}DC

for a short time. This is because, all the ice-packs in the freezer compartment are not undergoing
the phase change exactly at the same time. Temperatures of some ice-packs tends to go up
absorbing heat from the freezer wall, while others are still melting. Therefore. the time taken for
the complete phase change has been extended in the actual situation.

Mter prolonged operation of the freezer compressor, the state of charge of the battery was
very low at the end of Phase-2. Subsequently. a low voltage disconnection occurred in Phase-3.
Figures 15 and 16 show the battery voltage and battery current variations during this period. When
compared with the predicted perfonnance. there is a time difference between the actual and
predicted activations of low voltage disconnection. But it can be seen that, in both variations of
battery voltage, the drop of voltage below the low voltage disconnect threshold coincides with the
simultaneous operation of two compressors. The time difference is due to the shift in compressor
ON times.

According to the observed results. the load is reconnected about 80 minutes after the sun rise,
when the array current is about 4.5A. At that time. the battery voltage is about 12.75V, which is
0.25 volts lower than the load re-connection threshold. But this lies in the range specified by the
manufacturer, which is 13.0±0.5V. In the predicted variation of battery voltage, the load re
connection occurs exactly at B.OV. about 30 minutes later than the observed load re-connection.
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Fig. 13. Comparison of the predicted and measured variations of
refrigerator and freezer wall temperatures in Phase-5.
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Fig. 14. Comparison of the predicted and measured variations of
vaccine load and ice-pack temperatures in Phase-5.
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Fig. 16. Comparison of the predicted and measured variations of
battery current during the low voltage disconnection.

Figure 17 shows the variations of T", and Tip during this period. Since the predicted duration
of the low voltage disconnection is longer than the observed duration, the predicted temperature
elevations are higher than the observed. It can be noticed from Fig. 17 that the temperature of the
vaccine load rises slightly above 8OC, which is the recommended maximum safe temperature for
vaccine, for a short period (130 minutes in the predicted case and 80 minutes for actual operation).

10. CONCLUSION

In this paper, a simulation model for a stand-alone PV refrigeration system is described in
detail and the. results of the experimental investigation carried out on a vaccine refrigeration
system in order to test the validity of the simulation model are presented.

According to the experimental results, the predicted PV array performance agreed well with
the experimental observations, except at the sudden peaks and valleys of global solar radiation
where the inaccuracy of panel temperature prediction introduces a small error. The prediction of
battery current showed a good agreement with the experimental observations. The prediction of
battery voltage was satisfactory, but deviated from the actual values at some instances. However,
the battery model suffered from the limited capability in prediction of performance at very low
currents and transients. Based on the results obtained with a selected refrigerator, the refrigerator
model was not fully capable of predicting the instantaneous temperatures at the refrigerator wall,
freezer wall, vaccine load and ice-packs accurately, although it could predict close averages during
the stable running periods. Instantaneous wall temperatures of the refrigerator and freezer are the
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Fig. 17. Comparison of the predicted and measured variations of vaccine load
and ice-pack temperatures during the low voltage disconnection.

factors which control the cut-in and cut-off points of the compressors, hence the prediction of
power consumption. Inaccurate prediction of instantaneous wall temperatures introduced consider
able error in the predicted energy consumption.

The major cause for most of the inaccuracies in the refrigerator performance prediction arose
from the exclusion of skin condensers from the simplified refrigerator model. However, the above
model may be successfully used with refrigerators which do nothave skin condensers.

This paper attempts to detail out all the problems and shortcomings encountered in the
existing model along with proposed solutions so that they will be taken into account in future
developments or improvements of the simulation model. If the model can be improved to accu
rately predict the PV refrigeration system performance, it can be used for sizing system compo
nents properly to meet the load requirements under the meteorological conditions of the operating
site location.
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APPENDIX - A

PV Array Model Parameters Determination
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Procedures for determining various performance parameters of PV modules for use in the PV
array model given in Section 1 are described in the following sections and the values of these
parameters obtained for the PV modules used in this study are presented in the last section.

A.I Series Resistance

Series resistance, R
l

, can be estimated using the two light method. In this method, the I-V
characteristics at two different solar radiation levels are considered.. To illustrate the method,
consider a positive increment 0 I, and add this to the short circuit currents lId and I lc2 , Le.

and

I 1 + 01sc

1 2+ 01sc

= I _ I [exp (V 1 - R S ( Isci + 01 ) q) _1]
~l 0 AkT

p

= I -I [exp(V2-Rs(/SC2+0/)Q)_I]
~2 0 AkT

p

(AI)

(A2)

Equating the two expressions for 01, R. can be calculated as

R
S (

V l -V2 )

I -Isc2 scl

(A3)

Bato-on [12] has emphasized the importance of selecting the values of lId and I lc2 at two
widely different radiation levels, in order to minimize the possible errors.

A.2 Shunt Resistance

Shunt resistance, RIJt , can be estimated considering the slope of I-V curve at the current
generating region as given in the PV Handbook by Lasnier et a1. [5].

Rsh = (V2 - Vl ) (A4)

Ipl - Ip2 Ip~/lC

The I-V curve chosen should be at the nonnal cell operating temperature in order to avoid
undue deviations.

A.3 Diode Ideality Factor

Das [3] presented a method for the estimation of the diode ideality factor, A. In this method Voc
at two different solar radiation levels, but at the same temperature are used to solve for A. The fol
lowing are the two expressions for open circuit voltage at two radiation levels:



94 RERlC InterNJlional E1U!rgyjownal: Vol. 16, No. 2, December 1994

and

V oc1

V
oc2

= AkTpl In [ISC1 + 1J
q 1

01

AkT [1 J::: -----!!:.. In sc2 + 1
q 1

02

(AS)

(A6)

When TI'l = Tp2 ,101 = 102, Subtracting V«I of Eq.(AS) by V0c2 of Eq.(A6), the value ofA can now
be solved as

A (A7)

A.4 Coefficients PI' P1, and P3 Short Circuit Current

With the knowledge of three V-I curves at different temperatures and solar radiation intensities,
the constant coefficients, PI' P2 and PJ , can be estimated by direct substitution. In this study 500
W/m2 and 298 K were selected as the reference solar radiation and cell temperature, respectively.

A.5 Coefficient B for Reverse Saturation Current

Reverse Saturation Current, 1
0

can be estimated by using the numerical iteration method pro
posed by Bato-on [12]. In this method, with other parameters known, trial values of1

0
are tested for

an I-V curve at a particular module temperature. The value of1
0

which results in a minimum stand
ard error for I is selected. Initial trail value of I can be estimated from the fact that I - lxl~ Nm2

p 0 0

at 298 K for commercial PV cells. Subsequent values of 1
0

at different temperatures are also ob-
tained by the same method. These 1

0
values are then fit to the exponential fonnula given in Eq.(3)

and the value of B can be detennined. The method was used and verified by Twidell [13] and Ang
[14]).

A.6 View Factors and Emissivities

The typical values of the view factors and emissivities used in this study were adopted from
the results of extensive research done by NASA [15] and the Jet Propulsion Laboratory [4] for
calculation of radiation heat loss (Q_.I) and convective heat loss (Q '; those are F = F = 1, E =

~ ~~ n ~ p

0.88, E,= 0.90 and E,= 1.00. .

A.7 Wind Speed

As the wind speed data is not·intended to be provided as an input for the simulation program,
instantaneous wind speed in Eq.(7) was replaced by the average wind velocity. Recorded average
wind speed at the AIT Energy Park where the experimental set-up was located, was found to be 0.4
mls.
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A.8 Temperature Coefficient or Module Efficiency

The value of r can be estimated from the manufacturer's data using

9S

r (A8)

where PT, =Module peak power at the reference temperature (W) and P7P =Module peak power at
T (W). In this study. the reference temperature was taken as 298 K and the module efficiency 71 at the
~ference temperature was assumed as 14%. Although the estimated value of Q."ctusing the above
method is only a rough approximation. its effect on the accuracy of T is very small. This is because
the electrical energy output is only a small fraction of the total incid:nt solar energy. .

A.9 Overall Absorption Coefficient

The value of aabl can be estimated by numerical iteration. as was done in solving for 1
0

in
Section A.5. First. the module temperatures at different solar radiation levels but under steady
conditions are experimentally found. Under the above conditions. the left hand side of Eq.(4)
becomes zero. After knowing all other parameters for module temperature model. the value of
aabl which gives minimum standard error with the experimental results is selected.

A.I0 Effective Heat Capacity or the Module

In order to evaluate mCPmodldc' it is required to carry out a transient test In the test, a covered
PV module at low temperature was suddenly exposed to the steady solar radiation and the module
temperature was recorded every two minutes. Then by fitting the experimental data into Eq.(4).
mCPmodldc can be found.

A.ll Results of Determination of Model Parameters or PV Modules

The PV array of the system under investigation consisted of 4 Arco Solar M75 PV modules
and 2 Photowatt BPX47402 PV modules. all connected in parallel. Procedures outlined in Sections
A.l through A.IO were used to compute the parameters for Arco Solar M75 and Photowatt
BPX47402 PV modules. The results obtained are summarized in Table AI.
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Table At. Parameters obtained for two PV modules used in the study.

Parameters

Diode ideality factor (A)

Series resistance (R, )

Shunt resistance (R.. )

Coefficients for short circuit current (I,)

PI

P
2

PJ

Coefficient B for reverse saturation current (I
D

)

Total surface area of the module (S )p

Total area occupied by the cells in the module (Sc)

Temperature coefficient of module efficiency (y)

Overall absorption coefficient of the module (a
llb

, )

Convective heat transfer coefficient (If)

Arco Solar

M75

37.11

0.9550

2600

3.278* 10-3 m2/W
-0.5*10-5 m2/W
1.0*10-3 /K

4750NK3

0.3773 m2

0.3401 m2

0.0039/K

0.75

4.5294 W/m2.K

Photowatt

BPX47402

38.59

1.450

2000

2.59*10-3 m2N
-0.73*10-5 m2/W
1.09*10-3 /K

71ooNK3

0.4577 m2

0.3598 m2

0.0041/K

0.79

4.5294 W/m2.K

APPENDIX - B

Battery Model Parameters Determination

B.1 Parameters of Battery Capacity Model

Empirical constants b/• b
2

and bJ in Eq.(15) can be estimated using data given in the manu
facturer's spec sheet, which gives the battery capacity under several charging rates. The constants
b/•b2 and bJ can be found by least square fitting of these data into Eq.(15).

B.2 Parameters of the Models for Eoe and R
b

- Discharging Mode

A discharge test should be performed to find the parameters VFd• VSd of Eq.(12) and d
l

through d4 of Eq.(20). In this study, the battery was discharged at a constant rate. Battery current
(IJ, open circuit voltage (EoJ and terminal voltage (VJwere measured at the end of every 15 minute
interval. The test was continued until Eoc: reached 10.8V, which was the end of discharge voltage
specified by the manufacturer. State of Charge of the battery at the end of each 15 minute interval
was computed by summing up the charge released by the battery, assuming zero SOC atEoc: =10.8V.

VFd and VSd can be estimated by fitting the SOC and corresponding E
oc

values into Eq.(12).
Rearranging Eq.(11), the battery internal resistance during the discharge can be expressed as

(B1)
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Using the experimental data, R
b

values at the end of each discharging interval were computed. By
fitting these data (R

d
and SOC) into Eq.(20), values of the constants (dl through d4) can be esti

mated.

B.3 Parameters of the Models for E
oc

and R
b

- Charging Mode

A similar test as described in Section B.2 is required to be perfonned for the charging mode,
in order to find the values of VFe, VSe• ci • c2' c3 and c4• In the test, starting from fully discharged
condition (at the end of discharge test), the battery was charged at the same rate· as in the
discharging test. The test was stopped when the electrolyte gained its original specific gravity,
which it possessed before starting the discharge test The SOC after each charging interval was
computed by summing up the charge flow, as explained in Section B.2. VFe and VSe can be esti
mated by least square fitting of open circuit voltage data into Eq.(12).

Values of R
e

were evaluated using the relationship,

(B2)=R c

V -E
b oc

Ib
By least square fitting of theseRe values and their corresponding values SOC into Eq.(19), the

parameters (ci through c4) for the charging resistance can be estimated.

B.4 Results of Determination of Model Parameters of Battery

In the study, two BP solar model PVSTOR 6P207 were used. Each has a nominal voltage of
6V and nominal capacity of 207 ampere-houTS. They were connected in series to have 12 V to
match with the refrigerator operating voltage. The values of various model parameters evaluated
using the above mentioned procedures are presented in Table B 1.

Table B1. Parameters obtained for the battery used in this study.

Battery Capacity

b
l
= 114.9 b2 = 0.1575 b

3
= 0.5600

Open Circuit Voltage

VF = 13.44 Ve
VFd =12.86 V

VS =0.699 Ve

VSd =0.712 V

Internal Resistance

c
l

= 0.0219 ohms
c2 = 0.0565 ohms
c

3
= 85.638 ohms-I

c4 =72.670 ohms-I

d
l
= 0.0039 ohms

d2 = 0.0335. ohms
d

3
= 2.769 ohms-I

d
4

= -102.99 ohms-I
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APPENDIX· C

Refrigerator Model Parameters Determination

C.I Test Procedure

A series of tests has to be perfonned on the refrigerator, WIder a controlled environment in
order to estimate 6 heat transfer coefficients and 4 heat capacities in the heat transfer network. The
tests carried out in this study were designed to comply with the WHO test procedure for PV
refrigerators [17] as far as possible. The intention of this was to make use of the test results
obtained using WHO test procedures in estimation of the refrigerator model parameters. But due to
the specific nature of the requirements some modifications and additions had to be made to the
WHO standard test procedure.

The adopted test procedure consisted of two basic tests, which were repeated at three differ
ent ambient temperatures; 15°C, 32°C, and 43°C. Relative humidity (RH) was maintained between
55% and 65% at all temperatures.

In the first test (Test-I), the refrigerator loaded with ice-packs and vaccine load was allowed
to be stabilized at the interested ambient temperature. Then both the compressors were connected
to the 12 V dc supply and Ta, Twr' T-f' T.~l' Tip' P, and P, were recorded at every five-minute inter
val. Temperatures were measured usmg type-T thennocouples attached to the respective places in
the cabinet. The test was continued at least for 24 hours after reaching the steady running condi
tion.

In the second test (Test-2), a 2.54 cm thick polystyrene foam insulation sheet was inserted
into the space between the vaccine load and the refrigerator door, so that any heat flow into the
vaccine load, except through the wall, was passed through this insulation sheet Two additional
thennocouple sensors were attached to either side of the insulation sheet to measure the tempera
ture difference across it. After stabilizing at the ambient temperature, only the compressor for the
vaccine storage side was supplied with 12 V dc power. The freezer compressor was kept at 'stop'
throughout the experiment. Again the test was continued for 24 hours after reaching the steady
running condition.

C.2 Determination of Heat Transfer Coefficients

In calculation of the heat transfer coefficients, the steady running period of the two tests were
considered. First, 24 hour average values of all the temperatures and the powers under stable
running condition were found from the test results. In the following discussion all the temperature
and power values are referred to these stable running state average values.

Over the stable running period, the integrations of dTwrldt, dTv(ldt, dTylldt, dTipldt in the
Eqs.(25), (26), (27), (28) and (29), respectively over the stable running period were zero. In Test
2, heat gained to the vaccine compartment wall from the ambience via vaccine load was equal to
the heat passing through the insulation sheet, PUt' Knowing the UA value of the insulation sheet (0.085
W/K), Pill could be calculated using the measured temperature difference across it.

It was noted that the difference between TYl and Twr Le. (Tyl - TwJ was approximately the same
for both tests at a particular ambient temperature. It suggested that heat gain to the wall through
lhe vaccine load is approximately equal to Pill even in Test-I. Therefore, an approximate value for
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UA._wr could be calculated from Eq.(25), using the results of Test-I, neglecting heat transfer
between the refrigerator and freezer walls:

UA*._wr = (P,-PiII)/(T.-Twr ) (CI)

where UA·..wr = Approximate estimation of UA..wr.
A similar value could be found for UA..wf from Eq.(26), when neglecting the heat transfer

between two walls:

UA·..wf = P/ (T.- Twf) (C2)

where UA·..wf= Approximate estimation of UA..w/O

After calculating the above approximate values, heat transfer between the refrigerator and the
freezer walls was considered. The actual value of UA..wr should be greater than UA·a-wr found from
Eq.(CI). Taking 0 P as the additional heat gain due to this difference, for Test-I, Equation (25)
was rewritten as

o = UAwf_wr ( Twf-Twr ) + [UA·..wr(T.-Twr)+oP] +PiII-P, (C3)

A similar equation could be written considering the results of Test-2, assuming that 0 P was
approximately the same in both tests. These two simultaneous equations were solved for 8 P and
UAwf_wr ·

When considering Eqs.(CI) and (C3), it could be observed that

8P = UAwf_wr(Twr-Twf ) (C4)

which meant that the heat transfer between two walls was equal to 8 P. Therefore, the approximate
values of the two heat transfer coefficients, UA..wr and UAa_wf' were corrected considering the re
sults ofTest-I:

UA..wr = ( P, + 8P - Pill) I ( Ta- Twr)

UA..wf = (P,-oP)/(Ta-Twr )

From Test-2, UA..y1 and UAyl-wr were estimated as

(C5)

(C6)

(C7)

(C8)

It was observed that, the value of UAa_wf was dependent on the situation, whether the freezer
was operating or not. The value of UA..wfcalculated under the conditions of Test-l (both refrigera
tor and freezer were working), did not satisfy the conditions of Test-2 (only refrigerator was
working). Since a situation where only the refrigerator is working, can be encountered during the
actual operation (when the ice-packs cannot be frozen due to insufficient battery state of charge,
the freezer has to be switched off), another set of UA._wf were calculated considering the second test:

(C9)

where UA'..wf= Value of UA..wf when freezer is not in operation (W/K).
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The reason for having two different values for UAa-v.{ comes from the difference in the heat
flow pattern in the cabinet wall at these two situations. Although two lumped heat capacities,
refrigerator wall and freezer wall, were defined to represent the cabinet wall, there is no physical
boundary between them. Therefore, their actual values depend on the heat flow pattern. When the
freezer is operating, the temperature around the freezer inner wall is lower than that around the
refrigerator and more heat flows towards the freezer. But when it is not operating, the temperature
around the refrigerator inner wall is lower than that around the freezer, changing the heat flow
pattern in the opposite way. This causes it to have a smaller UAG_v.{ when the freezer is not operat
ing than its normal value when both refrigerator and freezer are running.

The other possible situation where only the freezer is operating, is not considered in this
study. This situation arises rarely in real operation becauSe the refrigerator should be running as
long as vaccine is stored in it.

C.3 Determination of Heat Capacities

With the knowledge of the above mentioned heat transfer coefficients, heat capacities were
estimated considering the initial cool down period of Test-I. the summation of energy flows in
Eq.(25) obtained at an interval time 0 t, throughout the period during which the temperature of the
refrigerator wall drops from Twrl to TWr2 gave

mCpwr

~ VA>! (T>of-T )01- ~ POI] 1
T T -wr wr T -T r ( T - T )

wr= wrl wr wrl wr2 wrl
(CIO)

mCpv.{ and mCpvl were also estimated in a similar manner using Eqs.(26) and (27). Heat capacity of
the ice-packs was taken as m. *c .The remaining parameter UA. _J was also calculated consider-

~ ~ ~~

ing the transient part. Considering the initial cool down period, during which the ice-pack tem-
perature dropped from Tipl to Tip2' summation of energy flows in Eq.(29) gave

m ip Cpw (Tip2 - Tipl )
U A. ~.F = (Cll)

lp-rrJ Tip2

L (Tip-Tv.f)ot
Tjp=Tipl

C.4 Results ofDetermination ofModel Parameters ofRefrigerator

It was found from the tests under diffrent controlled ambienttemperatures that the evaluated
parameters, UAa_wr' UAa_v.ft UAa_vl' mCpwr and mCpv.{ varied with the ambient temperature. Variation
of UAvl-wr' UAiP-v.ft UAv.{_wr and mCpvl with the temperature was negligible. The results are summa
rized in Table CI.
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Table Cl. Refrigerator model parameters obtained from the tests at
different ambient temperatures.
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Parameter

UAtI-_ (W/K)

UAtl-tI{ (W/K)

UAa_y, (W/K)

UAyJ-wr (W/K)

UAip-tI{ (W/K)

UAtI{_wr (W/K)

UA '~-tI{ (W/K)

mCp_(J/K)

mCptl{ (1/K)

mCpvl (J/K)

150C

0.41

0.24

0.036

0.90

1.30

0.10

0.27

12,800

3,850

9,000

320C

0.47

0.37

0.037

0.90

1.30

0.10

0.26

13,300

4,850

9,000

430C

0.68

1.27

0.040

0.90

1.30

0.10

0.23

19,500

6,000

9,000
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ABSTRACT

103

Since thefirst successfuldata acquisitionfromthefirst meteorological satellite in 1959anumber
of methods to estimate solar radiation reaching the ground surface using satellite data have been
developed worldwide. A review ofthese methods is presented in this paper to assist in selecting an
appropriate methodfor the economically lagging countries. Although most of the methods give an
acceptable level ofaccuracyfor estimated data, they require expensive equipmentfor an operational
radiation mapping system. Only afew are oflow cost and are acceptable.

BACKGROUND

Methods of extraction of quantitative and qualitative cloud parameters (cloud type; optical
behavior; coverage; structure and texture; motion, etc.), from satellite data have been developed since
the onsetofmultispectral observations through meteorological orother satellites. Different models for
calculating these parameters have been developed for different end uses. Two basic end uses are:
meteorological forecasting and land use planning. Ooud screening from satellite data is used to obtain
clear sky land use maps for various purposes such as vegetation monitoring, land erosion mapping,
water resource monitoring and so on. Among the meteorological applications, regional orglobal cloud
cover mapping or mapping of daily cloudiness or identifying cloud types or cloud motion to observe
circulating events like stonns, hurricanes, etc. are important. Clouds are assumed to be the prime
attenuator of solar radiation coming towards the earth's surface. Molecular or particulate absorption
and scattering in the atmosphere are second order attenuators. The methodology for cloudiness
measurement, therefore, applies to the new fields such as solar radiation mapping.

During the 1960'sclouds were measured from satellite data using only the visiblechannel. Single
or multiple thresholds were used to detect cloud height and types. A pixel is called filled with cloud
of the type whose reflectance exceeds the thresholds of that cloud type. The fractional cloud cover is
then estimated as the ratio of cloud covered pixels to the total number of pixels in the scene. (AMS,
1990).

Later, around the 1970's, when infrared sensors came into use, only infrared data were used and
similar threshold methods were applied. The accuracy of these methods depends mainly upon the
selection of the threshold and the diversity ofcloud types in the scene. In the late 1970's it was found
thatjointuse ofinfrared and visiblechannels from polar orgeostationary satellites could providebetter
cloudcoverandcloud heightduring daylighthours. This iscalled the bi-spectral method (AMS, 1990).

During the 1980'sand in recent times, more than two bands have been used to obtain more precise
cloud parameters. To obtain pure cloud properties a number of pixels which are completely overcast
with one type ofcloud, should beexamined. For cloud classification, the spectral response in different

PREVIOUS PAGE BLANK



104 RERIC InlerMlioNJl Energy JourNJ1: Vol. 16, No.2, December 1994

bands from different cloud types must be known (Yamanouchi and Kawaguchi et al., 1992). Raschke
(1991) found that techniques for cloud identification which solely use longwave infrared data yield
higher biases and underestimate the cloud cover in most cases. For identifying cloud and estimating
cloud cover the multispectral AVHRR data are suitable and five channels of AVHRR data are used
in many researches (Saunder and Kriebel, 1988; Karlsson, 1989). However, 100% accurate cloud
parameterization has never been possible even using multispectral images.

NATURE OF METHODS

Statistical methods apply empirical formulas derived from basic principles ofradiative transfer
in the atmosphere but use ground measurement for calibration of the formulas. This is more locality
dependent and requires ground truth data. However, most researchers prefer this method, because it
does not require well calibrated satellite data and formulation is simple. This method is also called the
empirical method. Examples: Sorapipatana et al. (1988), Tarpley (1979) and Cano et ale (1986).

Physical methods require more detailed physical analysis of radiative processes in the atmos
phere in the passage of solar radiation from the source (the sun) to the target (the earth). Cloud
parameterization is done from satellite data. Atmospheric extinction parameters are sometimes taken
from other ancillary climatological data. This method requires well calibrated satellite data and also
the process should be monitored regularly. The accuracy of this model can be poor if ancillary
information is inaccurate or out ofdate. This method is also called the theoretical method. Examples:
Gautier et ale (1980) and Moser and Raschke (1983 and 1984).

CHRONOLOGICAL DEVELOPMENTS OF DIFFERENT METHODS

During the 1960's

Fritz et al. (1964) found good correlation between the ground measured transmissivity of the
atmosphere and the satellite derived reflectivity of the earth atmosphere. That was the first attempt of
an empirical method leading to the possibility ofestimating solar radiation reaching the earth's surface
from satellite data. Data from the polar orbiting satellite TIROS-II, the precursor of the NOAA series,
were used for that purpose.

Hanson et ale (1967) derived atmospheric transmittance functions when they were calculating the
planetary reflection and surface and atmospheric absorption from measurements at the ground by
pyranometers and space by flat plate radiometers of the TIROS-IV satellite. They used other
climatological data to calculate atmospheric properties.

During the 1970's

In 1971 Hanson formalized the atmospheric transmissivity as a function of satellite measured
planetary reflectivity, relative absorptivity of the earth atmospheric system and the surface albedo
using the principle of energy conservation for the solar energy band of the electro-magnetic spectrum
that he had used in 1967.

Vonder Haar et ale (1973) used data from NIMBUS-II, the second generation of operational
NOAA polar orbiting satellites, to calculate the net radiation budget of the earth atmosphere. The
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quantity reaching the surface was not calculated. From theenergy conservation principle, solarenergy
absorbed (G') in the earth atmosphere system is the difference between the solar energy which enters
into the system (G,) and the quantity of it reflected from the system (G).

G -G = G'0' •

Then the net radiation Gil is given by:

Gil = G'G -I,

(1)

(2)

Broad band visible radiance (0.3-3 JlIll) and cloud images data from the meteorological satellite
along with conventional climatological measurements were used by Yonder Haar and Ellis (1978) to
develop empirical relationships between satellite observations and surface insolation.

The basic energy conservation principle is again applied to calculate the surface albedo from
clear sky measurements of radiation by the satellite and at the ground The absorption was calculated
from the optical path length using empirical relation (Equation 3) from Hanson (1967 and 1971). The
errorofestimation was 10-15% for daily total global radiation. The method can becalled semi-physical
and semi-empirical.

G/G0 = 0.117 + 0.031*dl12 In d (Vonder Haar and Ellis, 1975) (3)

The use of geostationary satellite data for insolation estimation began in 1978 (Tarpley et al.).
Tarpley (1979) addressed the problem in two broad directions:

1. To determine how accurately daily total insolation can be inferred from satellite (polar or
geostationary) and supplementary surface data for agricultural needs, where expected
ground resolution would be 25-50 km and accuracy 10-15%.

2. To assess the possibility of an operational system for insolation estimation in real time.

Visible channel data (0.55-0.75 JlIll) of the GOES satellite ofabout 8km ground resolution in 64
grey levels were used without internal calibration from grey number to radiance. Surface pressure and
precipitable water contents in the atmosphere were used to calculate the transmission function of the
atmosphere in clear skies. Tarpley extracted cloud brightness, cloud cover and planetary brightness
from the visible channel ofsatellite data. Solar zenith angle data were combined with this information
to correlate with ground measured radiation data in different expressions for different cloudy
conditions.

Tarpley found that, the variation of solar zenith angle explains 85% of the variation of solar
radiation in clear sky conditions, and again it plays a significant role in cloudy skies, where target
brightness makes the dominantcontribution. Healso observed that, the ancillary information although
statistically significant, makes a smaller contribution to the accuracy of estimation than the satellite
data. The resulting accuracy was better than 10% ofthe measured mean ofdaily total insolation using
seven or more observations per day. According to Tarpley, averaging satellite data over a larger area
is equivalent to averaging point measurements (by pyranometer) over a longer time period.

During the 1980's

In the workshop "Satellite and Forecasting of Radiation", in 1981, by the Solar Radiation
Division of the American Section of ISES, a number of methodologies for estimating solar radiation
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from satellite images were assembled. The technology had seemed feasible and emerging for shortand
long term resource assessment of solar radiation (Bahm, 1981). For a number of applications, the
demand for an operational mesoscale mapping system was suggested to depict the mesoscale
variation.

Gautier (1980) presented a physical model considering in detail the radiative processes in the
atmosphere, in clear sky and cloudy sky separately. She also used geostationary satellite data in the
visiblechannel to calculate cloud and surface albedos. Otheratmospheric properties like, absorptance,
reflectance, (or scattering coefficient) were incorporated from surface climatological data. The cloudy
atmosphere was divided into two separate layers and atmospheric properties were used separately for
each layer. Scattering was assumed mostly above cloud. The accurate calibration ofsatellite data were
required. Using this sophisticated physical model, she obtained an accuracy within 9% for daily or
hourly total insolation. Scattering and reflections were assumed isotropic and absorption was assumed
to be only due to water vapor.

Hiser and Senn (1980) presented a different approach to produce mesoscale maps of available
solar energy at the earth's surface using GOES single band (visible) data. They were actually looking
for solarradiation data measured at theground for selecting solarpower stationsand for otherpurposes.
Geographical distribution of this data was also essential. They tried to use sunshine and cloud cover
data measured at climatological stations. They then switched to use satellite data for extracting cloud
cover or sunshine distribution over a bigger surface area. Surface measured data ofsolar radiatio~ and
sunshine or cloud cover were fitted into a relationship between these two parameters from distributed
ground stations overa long period of time. Knowing the cloud cover from satellite data, solar radiation
data were calculated using those relationships. This is obviously an empirical method.

Brakke and Kanemasu (1981) obtained standard errors of estimates of total radiation at the
ground within 11 % using single band (visible) data from GOES satellite applying an empirical method
similar to Tarpley (1979) but for a different geographical location.

Davis and Charters (1981) used TOVS low resolution data from NOAA polar orbiting satellite,
to estimate hourly and daily insolation using astatistical method. Ground measured radiation data were
correlated with two independent parameters, cloudy sky atmospheric transmittance Tel and total
precipitable water along the air mass U. Cloud cover N was estimated from satellite data which was
combined with a preclassified cloud transmittance function to obtain Tel after attenuation by clouds.
The U was calculated from existing empirical expressions using surface pressure and vapor pressure,
normalized by the cosine of the solar zenith angle. Then global solar radiation was determined by the
following relation:

GJGo = exp (- (a + b U + C In Tel» (4)

Coefficients a, b and c were obtained by least error fitting. The r.m.s differences were 3.26-4.67
MJ/m2d.

Geostationary satellite data from ME1EOSAT in two bands, visible and thermal infrared were
used by Moser and Raschke (1983 and 1984) to estimate daily or hourly solar radiation. The object
was to establish an operational mapping system. The radiative transfer calculations were employed to
determine the cloud and atmospheric transmittance of the solar radiation at different zenith angles.

The visible channel (004-1.1 JlII1) was used as an indicator ofcloudiness. Additional information
on cloud height and on the homogeneity ofcloud height was extracted from simultaneously measured
infrared radiance (10.5-12 Jlm). The two-stream approximation was applied where cloud and
atmospheric layers were assumed solid plane-parallel. No ancillary surface data were required but
boundary conditions on atmospheric parameters (water vapor content, turbidity, absorption, reflec-
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tion, etc.) were calculated from a number of statistics of satellite data which were then fed back to the
main radiative calculation. So the method can be classified as semi-physical and semi-statistical. The
mean ofthe standarderrorofthe estimateofdaily total insolation was 11.8% with arange of 10%-14%.
The mapping system needs a mini computer for all processing.

Nunez (1984) derived a very simple form ofempirical relation between ground data and satellite
measured reflectivity in the visible channel (0.55-0.73 J..lffi) of GMS geostationary satellite scanned
over Queensland, Australia, from a data set in the period August 1982 - January 1983, namely

T = a + b (G,IG) (5)

where a and b are constants. The standard error for estimating daily total global radiation from three
daily images was within 11 %.

Canoetal, (1986) estimated G/G0 as a linearfunction oftargetcloudcover indexNobtained from
satellite image in a statistical method using data from GOES:

T = a+bN (6)

The index N was derived from the scene albedos A for each pixel weighted by the boundary
albedos that would come from two conditions, fully clear sky and fully overcast cloudy sky, thus

(7)

for which A
C1

andAd werefound as the minimum albedo and maximum albedo respectively of the scene
from a time series of satellite images. The mean of r.m.s. errors from 27 stations was 422 kJ/m2h.

Nunez (1987) again used his simple statistical model for Tasmania, further south ofQueensland
from GMS visible data for a period of August-December 1983; he obtained errors around 13%. The
ground resolution of image over Tasmania was less than over Queensland. One of the reasons for
higher error may be due to the higher viewing angle over Tasmania compared with Queensland.

Sorapipatanaetal. (1988) developed anempirical bi-spectral method to estimate hourly and daily
total global radiation for the fIrst time in southeast Asia from two observations in a day from the GMS
satellite in two simultaneous bands, visible and infrared, ofHRFAX data. In his method a parameter
called cloud effectiveness is calculated from the satellite image which is statistically correlated with
the ground measured solar radiation data in the following relation:

(8)

where N is the fractional cloud cover of the sky and "a" and fIb'· are the regression coefficients of the
statistical model. The teon N (Ad/A" -1 ) is called the cloud effectiveness. If1

m
is the target mean

thennal radiance measured at the satellite sensor, N is calculated from the infrared data as:

(9)

Daily effective cloudiness was calculated by averaging two hourly cloud effectivenesses at 9:45
and 12:45 hrs. The r.m.s. errors ofestimates for daily global solar radiation using this method was 12
14% from only two images in a day. This bi-spectral model is unable to calculate the cloud
effectiveness where the clear sky albedo is very low or equals zero such as in the case of large water
bodies like lakes and oceans.
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Frulla et a1. (1988) used Tarpley's (1979) statistical method with further simplification for
estimating hourly and daily radiation from GOES single band (visible) data acquired over Argentina.
They obtained higher error (15-20% ofmean) than Tarpley (197.9) in daily total values. The error was
in order of 8% for clear sky but very high errors (14%-33%) were obtained in partly clear and cloudy
conditions. According to these authors, the mathematical formulation ofthe regression model perhaps
does not adequately describe the real physical process in cloudy conditions, or the independent
variables do not contain enough information to account for all processes depleting incoming radiation.

Diabate et ale (1989) present the first successful operational solar radiation mapping system
(hardware and software included) which is claimed to be inexpensive. It~ based on a micro computer.
This system is called "Heliosat Station". It uses the statistical method of Cano et ale (1980) with
modification. The analogue WEFAX data from ageostationary meteorological satellite is received by
an HF receiver through a parabolic antenna. After digitization the data are passed to an IBM-PC
compatible personal computer for processing and for color and monochrome outputs. The accuracy
ofestimation is claimed to bebetter than thatobtained using someoftheolder methods. The advantage
of this system is that, it produces maps of hourly radiation at the times of satellite observations and
cumulative maps ofdaily total values pixel by pixel from the original maps. Therefore. the radiation
map has a very high resolution in order of the resolution of the image. But the receiver system is still
costlier than asmall receiverofAPT images from polarorbiting satellitesand data volume is also high.
The system cannotbeused wheregeostationary satellitesdo notcoverwell, or where the low resolution
image is only in the infrared band.

During the 1990's

Ferreira et a1. (1991) used the model of Moser and Raschke (1983 and 1984) improved by
Stuhlmann et a1. (1991) using geostationary satellite (METEOSAT) data over Brazil. Even with the
improved model. they obtained higher error in estimation ofdaily total global solar radiation (7-14%
of mean) than the original. Two reasons were given by the authors:

1. The conflict in ground data and satellite data. There mightbe cloud during satellite scanning
and no cloud at other times.

2. Reduced number of satellite images available for the period of study to obtain the
representative boundary conditions (minimum and maximum radiances).

It was not known before 1990 that data from the Indian geostationary satellite (INSAT) could be
received outside India. Recently, Malik et a1. (1991) used INSAT VISSR visible data (0.55-0.75 Jlffi)
to produce maps of incident solar radiation (daily and monthly mean ofdaily) over Pakistan. A single
band physical model of Dedieu et ale (1987) was modified and used for this study. Standard
meteorological balloon sounding data of water vapor content was used to simulate the clear sky
transmission factor accounting for atmospheric absorption and scattering. Quantitative estimates of
error of the study were not given but it was explained that the estimation of solar energy correctly
followed the real climatological conditions.

Another low cost system was developed very recently by Islam Md. Rafiqul (1993) to produce
solar radiation maps on an operational basis using APT images transmitted from the NOAA satellites.
The system comprises a small image receiver attached to an IBM compatible PC, a monochrome TV
monitor, a monochrome computer monitor and a small dot matrix printer. The coverage of the map
with smallest target size of 111 km xlII km can be as big as 15° latitude and 200 longitude centered
on the receiver station. An improved bi-spectral statistical model is used. Three cloudiness factors are
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calculated from three images in a day (morning, afternoon and evening) which are combined using
variable weights to obtain the daily cloudiness factor. The weights are determined by multiple
regression between cloudiness and the atmospheric ttansmissivity of solar radiation measured at the
ground. The basic model is:

T = a + b C, where C=cloudiness factor =N (Ad - Ac,)

The fractional cloud cover N is obtained ftom IR data and the albedos are from VIS data
(conventional name, channel 2 ofAVHRR). The mean standard error ofestimate ofdaily global solar
radiation is 12.9% witharangeof6-19%ofthe measured mean.Totalcostofthe system isabout 11,000
US$. The APT image is receivable all over the globe free of charge.

The cloudiness at a time around noon is more important than at other times of the day when the
sun's angle is low. Unlike thebi-spectral method ofSorapipatanaetal. (1988) the allocation ofvariable
weights to different cloudinesses atdifferent times seems to give better results. Because the study area
is sufficiently large, the spatial variability was included. Whereas Sorapipatana (1988) pooled the
ground truth radiation data from four sites of the study area to determine the regression coefficients
for a particular time (one month) that give the global influence of the whole area, in Islam's method
(1993) the model coefficients are generated for each radiation station separately. Islam's method can
also be used to estimate radiation over the ocean surface.

SUMMARY

During more than three decades ofoperating meteorological satellites, the determination ofsolar
radiation reaching the ground using satellite data has been explored allover the globe. Researchers
have used a variety of methods depending upon the resources available to them. The types of source
data and desired application usually determines the methodology to be followed. The information
associated with such methodologies can be divided into seven categories:

1. Satellite: Polar orbiting or Geostationary
2. Imaging: Resolution (Low, Medium or High)

Spectral band (Single; VIS or Double; VIS and IR)
3. Formulation: Statistical or Physical
4. Coverage: Local, Regional or Global
5. Ancillary Data Requirement: None, Low, Medium or High
6. Product Accuracy: Acceptable or Unacceptable
7. Temporal Resolution of Product: Hourly, Daily, or Monthly mean.

Combinations of these seven factors were studied in many places. Results of individual studies
are unique. But factors like economical, technological and skill limitations as well as national
development policy of any country which also play a vital role in selecting a method were not
considered

Measurement of surface and atmospheric parameters like sea surface temperature, atmospheric
temperature profile, surface reflectivity, etc., from satellite data were the starting point in the 1960's.
Cloud parameterization evolved through the 1960's and continued up to the present by introducing
multispectral analysis of precision cloud properties at different spectral and geometric resolutions.

When clouds were assumed the main attenuator of incoming solar radiation towards the surface,
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the methodologies evolved into estimation ofsolar radiation reaching theground from satellite images
beginning in the 1970's. Experiments continued through the 1980's to obtain higher accuracy of
estimation using different methodologies and different data from different platforms. But improve
ment was irregular.

The development of operational solar radiation mapping systems was one of the objectives for
their usefulness in solar radiation data applications. However, from the end of the 1980's and through
the early 1990's, the cost optimization of such a system was chosen as the latest objective for any new
research in this field.

It now seems that, the accuracy ofestimates ofsolar radiation by satellite methods depends upon
so many factors that some of them still remain unknown. When the same methodology with the same
source data was used at different times for different geographic locations, the accuracy was different
(Frulla et al., 1988 and Ferreira et al., 1991). No standardization is possible that could make selection
criteria clear. So the best selection should be judged on the basis of:

a. Target application (importance of accuracy)
b. Target geographic location
c. Availability of source data
d. Availability or limitation of hardware and human resources
e. Affordability of the target user.

Normal accuracy was limited to 9-15% ofmean values. Accuracy does not improve significantly
(or optimally) using sophisticated models or adding ancillary information (Tarpley 1979 and Vonder
Haar and Ellis 1975 and 1978). The "Solar Energy Data Workshop Report and Recommendation",
November, 1973, Maryland, suggested that the systematic errorofsolar radiation measurementshould
be within ±5%, however, for most engineering purposes, 10-15% error is acceptable.

Statistical methods are much simpler than physical models but give equivalent results. The
number of daily measurements can vary from one to seven. Although diurnal variation of cloudiness
can be correctly obtained using a high frequency ofobservation, the netbenefit is not significantwhen
estimating daily totals from two or more measurements in a day (Tarpley, 1979).

Polar orbiting satellites offer global coverage but have lower frequency, whereas geostationary
satellite data are most suitable for the areas within the coverage at low latitudes but have high daily
frequency. Note that both geostationary satellite data and high resolution images are expensive.

CONCLUSIONS

When the highest emphasis is given to national activities which are directly related to or which
directly benefit the developing countries, enlarging old methods or cultivating new methods for
estimating solar radiation at the ground from satellite data is not important Instead, using established
methodologies for a low cost operational mapping system for the same purposes is desirable.

The presentmethodologies depending upon theexisting satellite imagedata quality are sufficient
for producing a solar radiation database on an operational basis. The database will be useful for
engineering applications involving the development of energy technologies and assessments of
environmental, climatological and agricultural parameters for the sustainable development of the
economically lagging countries. Some of the methods offer excellent accuracy but their instrumental
cost is high. Therefore, the need ofan economically viable methodology and technology which could
be most appropriate in the light of the present state of the target countries should be appreciated.
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LIST OF ABBREVIATIONS
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APT
AVHRR
GOES

GMS
HRFAX
INSAT
IR
ISES
METEOSAT
NOAA
TIROS
TOVS
VIS
VISSR
WEFAX

Automatic Picture Transmission
Advanced Very High Resolution Radiometers (NOAA instrument)
Geostationary Operational Environmental Satellites (the USA geostationary
satellites)
Geostationary Meteorological Satellite (the Japanese geostationary satellite)
High Resolution Facsimile from GMS
Indian Satellite
InfraRed (electromagnetic spectrum band name)
International Solar Energy Society
The European geostationary satellite
National Oceanic and Atmospheric Administration
Television Infra-Red Observation Satellite
TIROS Operational Vertical Sounder
VISible band of the electro-magnetic spectrum.
Visible and Infrared Spin-Scan Radiometer
Weather Facsimile

LIST OF SYMBOLS

Tenns in the parantheses are the units commonly used in this paper.

A Visible albedo (dimensionless)

A
el

Cloud albedo (dimensionless)

A
c
, Clear sky albedo (dimensionless)

A, Ground surface albedo (dimensionless)

9 The cloudiness factor of the sky (dimensionless)

Ga Radiation absorbed by the atmosphere (MJ/m1 per unit time)

G'a Total absorption into earth and atmosphere Ga+ (I-A,) G, (MJ/m2 per unit time)

Gil Net radiant energy into the planet from space (MJ/m2 per unit time)

Go Extraterrestrial solar radiation flux (MJ/m2 per unit time)

G, Reflected radiation towards the space from earth-atmosphere (MJ/m2 per unit time)

G, Downward solar radiation on the earth surface (MJ/m2 per unit time)

I Thennal infrared radiance (MJ/m2 per unit time) or equivalent temperature eK)

lei Planetary thennal radiation in cloudy sky (MJ/m2 per unit time)

I c, Planetary thennal radiation in clear sky (MJ/m2 per unit time)

I, Net planetary thennal radiation to the space (MJ/m2 per unit time)

N Fractional cloud cover (dimensionless)

T Atmospheric transmissivity of solar radiation (dimensionless)
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Tc,
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Clear sky transmissivity of solar radiation (dimensionless)

Cloudy sky transmissivity of solar radiation (dimensionless)

Optical path length (cm).
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ABSTRACT

115

Validation is an integral part ofany thermal model/design tool development. This study was
aimed at the validation ofthe thermal design tools, TEMPER. CHEETAH. ARCHIPAKand QUICK.
A high quality data set collectedfromPCL direct gain test cells at Peterborough has been used in this
validation exercise. Thermal responses simulated by these design tools have been compared with the
measuredthermal response. A goodagreement between thermal responseswasobservedforTEMPER
and CHEETAH. The ARCHIPAK-predictedhourly temperatures were higher than the measurements
for most of the day. QUICK underestimated temperatures by as much as 16.7°K at midday. The
differential sensitivityanalysis technique was used to explore thepossible causes ofthese divergences
from the measurements. It was concluded that in ARCHIPAK the handling ofsolar radiation had a
flaw. The underestimation by QUICK was attributed to extensive lumping of parameters. The
sensitivity analysesfor TEMPER and CHEETAH were left incomplete due to their rigid structures of
material data libraries.

INTRODUCTION

The development of computer programs for thermal and energy analysis of buildings started
nearly three decades ago. Over three hundred programs of various degree of sophistication have been
reported sofar (Burgess. 1979; Littler. 1982; Rittlemannand Ahmad. 1985).Theenormousdevelopment
in computer technology has reduced the computation time. thus enabling a user, e.g. a building
designer. to study in detail the thennal behaviour of a building, existing or on the drawing board.

Various international organisations have devoted significant funds and effort to the validation of
thennal and energy models for building design. This has helped to identify any errors/flaws and to
promote further development which in tum has increased the user confidence. Once a detailed model
has been validated, it can serve as reference or bench mark for the validation of other tools.

To accomplish a thorough validation of a model, the use of a high quality measured data set is
recommended for the comparison with the simulated results. The measurements can be carried out on
existing buildings or scaled buildings (test cells). There are a few high quality data sets available in
the fonn of handbooks and on floppy disks which can be used for the validation of ~ermalmodels.

This study is aimed at the validation of four thermal design tools available in Australia, i.e.
1EMPER. CHEETAH. ARCHIPAK and QUICK which are based on finite difference, response
factor, BRE 'admittance procedure' and semi-empirical methods, respectively, for the calculation of
heat transfer through buildings' elements.

John M
Previous Page Blank
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THE SELECTED VALIDATION METHODOLOGY

The selected validation methodology was developed by the Science and Engineering Research
Council (SERe) and the Building Research Establishment (BRE) in the UK. As discussed by Lomas
(1991), it consists of the following three distinct levels:

"Levell.

Level 2.

Level 3.

Abasecaseprediction is obtained without regard to the measured thermal performance.
These predictions, and the corresponding measurements, are then compared and if they
differ by less than the errors in the measurements alone, the model is deemed to be
satisfactory at Level 1 for the particular situation examined; if not, it is advisable to
progress to Level 2.

The total uncertainty in the prediction due to external errors in the model input data, is
quantified. If the base case prediction for the parameters of interest differ from the
measurements by less than the total uncertainty, the model is deemed to be satisfactory
at Level 2 for the particular situation studied; if not, it is useful to progress to Level 3.

The internal errors which cause the divergent predictions are detected, either by
comparing the predictionsofindividual algorithms with detailed mechanism level data,
or by using some other validation techniques."

Thealgorithmsofthreeoftheselectedprogramswere notavailable, therefore, the validation was
restricted to the first two levels of the above methodology.

DESCRIPTION OF TEST CELLS

Four cells were constructed on the PeL test site in Peterborough, UK (Lomas and Bowman,
1987a). These were monitored from late 1983 to July 1984. The data collected from the cells 1and 2
were considered useful for validation purposes.

Cells 1 and 2 shown in Fig. 1were direct gain cells with a thermal mass added. This consisted
ofa standard dense concrete storage wall for cellI and an air-permeable, no- [mes concrete block wall
(to allow free circulation of air through the open textured block) for cell 2. These were located just
inside of the north wall of each cell.

The entire south wall of both cells was glazed with 4 mm clear glass, supported by mullion and
a transom. The walls were of frame construction with stressed skin plywood facing. The roof was
covered with waterproofing felt. Thecommon attic for both cells was separatedby a hardboard ceiling
with insulation. Both cells had equal volume (l0.4 m3) separated by a well insulated party wall.

The floor and outside walls were insulated. The floors were supported on beams to have free
circulation of air below them. Both cells had 43 different envelope elements. The supporting data on
a floppy disk consisted of two 9-day periods: 25 Feb. to 4 March and 4 to 12 May 1984. The window
ofcellI had an insulatingblindfor the May period from 7pm to 7am. All the outside walls were painted
off-white yielding an absorptance of 0.5.
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Fig. 1. PCL test cellI and 2 (Lomas and Bowman, I987a).

MODELLING OF TEST CELLS
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The test cells were modelled in detail by each program. All possible precautions were taken to
eliminateany input dataerror. The selected thennal design tools simulate the thennal response on daily
basis. The test cells were simulated for five different days. The results here presented are for May 12,
1984. The climatic conditions on this day were sunny and representative of other days in the May
period.

The following modelling assumptions were made for the simulation:
1. in ARCHIPAK.theattic space was modelled as unventilatedair spacebetween ceilingand

roof layers; however, the slope of the roof section was taken into account;
2. in QUICK. theattic space was definedsimilarlybut theroofhad to taken as aflat horizontal

surface;
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3. lEMPER allowed a maximum of ten heat transfer paths per zone, therefore the areas of
small sections were merged into major sections;

4. the shading of west wall of cell 2 due to adjacent cell was not modelled as none of four
design tools has facility to model the shading due to surrounding buildings or objects;

5. the placementofa blind atnight time in cellI was notmodelled inany ofthe fourprograms
in May period;

6. in lEMPER and CHEETAR, thermal properties of materials were selected from their
material libraries, and it was not possible to modify their values to match those given in
the test cells handbook;

7. in lEMPER, the hourly ambient temperatures were generated on the basis of maximum
measured dry bulb temperature (DBn at 1400 hours and daily swing, as it does not accept
hourly values of measured temperature.

SIMULATION OF THE BASE CASE

The base case simulated thermal responses oflEMPER, CHEETAR, ARCHIPAK and QUICK
are compared with the hourly measured internal temperatures of cell 2 in Fig. 2. Figure 3 plots the
differences from the measured values. The predicted response of lEMPER matches the measurement
with an hour leading phase shift. CHEETAH- predicted thermal response is in good agreement with
measured thermal response. The ARCHIPAK predictions are higher than the measured temperatures
and show an hour delay. QUICK underestimates the thermal response during the day and a maximum
temperature difference is 16.7°K. Due to this conspicuous behaviourofQUICK, the simulated results
were sent to the developer of QUICK who confrrmed them (Buys 1993).

The figures ofmerits defined in Table 1were calculatedfor four design tools. On the basisofRoot
Mean Square (RMS) temperature difference, the performance of CHEETAH was best of all.
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Fig. 2. Comparison of predicted and measured internal temperature for cell 2 on May 12, 1984.
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Fig. 3. Comparison of temperature differences for cell 2 on May 12, 1984.

Table 1. Definitions or figures or merit for the four design tools shown in Table 2.

Temperature Difference
Maximum Temperature Difference
Minimum Temperature Difference
Mean Temperature Difference
Absolute Mean Temperature Difference
Root Mean Square (RMS) Temp. Difference

Where T = predicted temperature
T: = measured temperature
N = number of hours (24)

dT = T -T
dT m

D = max

d = dT.
mm

D = sum(dT)/N
, av

sum:dT:/N,Dl =
RMSdT = (sumdP/NYI2

Table 2. Statistical comparison or measured and predicted air temperature
Test Cell 2 ( May 12, 1984).

Design Max.T Time Min.T Time MeanT Abs.mean dT RMSdT
Tool (OC) (hr) (OC) (hr) (OC) (OC) eC)

D d D '0'av I I

lEMPER 1.9 10,11 -7.8 16 -0.6 2.0 2.7
CHEETAH 3.5 14 -1.4 7 0.9 1.2 1.8
ARCHIPAK 7.9 14 3.1 22 3.8 3.8 4.2
QUICK 2.5 1 -16.7 13 -5.0 5.1 7.6
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RESULTS

TEMPER

RERIC Internalional Energy Journal: Vol. 16. No.2. December 1994

The overall results are the second best of the four programs in the comparison of predicted
internal temperatures ofcells. Factors like deviation of thermal properties of materials from the actual
materials as defined in the site handbook, deviation of external and internal film coefficients,
approximation ofexternal temperature profile, and calculation ofsolarposition on the 22ndofa month,
should be taken into account. These may have produced an internal cancelling effect, resulting in good
agreement with the measurement.

CHEETAH

The predicted results ofCHEETAH were almost coincident with the measurements and the best
among the four programs. However, these should be interpreted with great care as internal and external
film coefficients and thennophysical properties of materials were different from those specified in the
site handbook. The possibility of a cancelling effect should not be ignored as the cause of good
correspondence of predicted results with the measurement.

ARCHIPAK

Actual values of all variable were input, but the predicted temperatures are higher than those
measured.

QUICK

Temperatures were consistently underestimated by this program during day time with a
maximum temperature difference of 16.7°K. At night the hourly predicted temperatures were in
reasonable good agreement with the measurement.

These conclusions make it necessary to explore all possible reasons, thus it is imperative to
proceed to level 2 of the validation methodology to conduct sensitivity analysis.

Sensitivity Analysis

The deviations may be due to two types of errors Le. internal and external. The external errors
are introduced due to uncertainty in weather variables, thermophysical properties of materials and
other design variables. Once the unce.rtainty in external errors is taken into account, then it is possible
to determine the internal errors. There are three sensitivity analysis techniques available Le.,
differential sensitivity analysis, Monte Carlo sensitivity analysis and Stochastic sensitivity analysis.

In the differential sensitivity analysis, one input parameter is varied before each simulation
whereas the others are held constant. Thus this techniques detennines the sensitivity of model for
individual variable. The other two techniques detennine the total sensitivity of a model only. In this
particular validation exercise, differential sensitivity analysis technique was employed to reveal
responses to individual variables.
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Uncertainty in Prediction due to External Error
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A range was specified of each input parameter, including the thennophysical properties of
materials and weather variables. The specified range had 1% chance of being exceeded by value of
each variable.

In the adopted procedure, two simulations were carried out: for maximum and minimurn values
of input variables. For TEMPER and CHEETAH, it was impossible to modify the thennophysical
properties ofmaterials due to their inaccessible material libraries. Therefore, sensitivity analyses were
not carried out for them. It was possible to conduct the sensitivity analysis for ARCHIPAK and
QUICK.

Uncertainty in Thermophysical Properties ofMaterials

ARCHIPAK showed a greater sensitivity in the thennophysical properties of materials than
QUICK. Acomparison ofsensitivity for wood chipboard indicatedan identical variationofARCHIPAK
with ESP and SERI-RES. The insensitivity ofQUICK was thought to be due to extensive lumping of
parameters (the basis of its mathematical model) and it has also been explained by Holm (1993) as:

"one ofsimplifying procedures ofQUICK is the fact that the building elements are lumped
in the calculations. The concomitant disadvantage to the designer is that he cannot identify
which building elements are the major players dominating the thermal perfonnance of a
building. The designer in a given situation does not know whether he should increase the
interior mass, the insulation or the window size."

Sensitivity to Uncertainty in Other Parameters

The sensitivity of the four design tools was also determined for the uncertainty in weather and
other variables such as absorptance of wall surfaces, ground reflectance, external and internal film
coefficients, window U-value, etc. The major results from this sensitivity analysis were:

i) QUICK showed a strong influence of variation in the external film coefficients. For its
minimum value, Le. 5.0 W/m2K, the peak temperature was increased by 18.1°K from the
basecase value whereas ARCHIPAK simulated an increase of8.2°K for the samevariation.

ii) For the uncertainty in global solar radiation values, ARCHIPAK simulated response was
not symmetrical, which indicated an imperfect coupling of the solar radiation subroutine
with the dynamic thermal model.

Total Uncertainty in Prediction

The total uncertainty in the prediction was calculated by the Method ofQuadrature Addition. In
this method, the total uncertainty is detennined by the following expression:

eT = (e1
2 + e./ + ej

2 +....+ e
n
2 )lf2

where: eT =
e. =I

i =
n =

total uncertainty in prediction due to all input uncertainties,
uncertainty in prediction due to input i only,
number 1 to n,
total number of inputs.
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The upper and lower one percentile bounds were determined by adding the total uncertainty in
the base case hourly values. The measurement uncertainty was also added to uncertainties in the other
inputs.

For the upper one percentile boundary, the difference for each input parameters was calculated
and squared at each hour. Finally, the square of total squared difference was added to the base case
value. The same steps were repeated for the calculation of the lower one percentile boundary.

Revealing Internal Errors

The calculated lower and upper one percentile bands for ARCIDPAK and QUICK are plotted
(Figs. 4 and 5) with the base case and measured values of internal temperature.

The measured temperature for cell 2 was below 1% curve of ARCIDPAK from 0100 to 0800
hours and 1200 to 2400 hours. This results had only 1% probability of occurrence. Since all possible
uncertainties in all input parameters were accounted for, this significant difference in results leads to
conclusion that there are internal errors in the model.
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Fig. 4. Comparison of measured air temperature in cell 2 with the base case values predicted by ARCHlPAK,
showing the upper and lower bound predictions to total uncertainty in all input parameters.
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Fig. 5. Comparison of measured air temperature in cell 2 with the base case values ppredicted by QUICK,
showing the upper and lower bound predictions to total uncertainty in all input parameters.

For QUICK, calculated lower and upper one percentile boundary surrounded the measurement
profile. None of three curves (upper & lower 1% and base case) was anywhere near to the
measurements. Therefore, it can be concluded that there are severe internal errors in the model.

Using the A-Class approach (in which the simulation is carried out in ignorance of real
measurements and no manipulation ofinput is allowed) and quadrature addition,boundaries were also
detennined. It can be observed that the width of band in the B-Class approach (in which a good
agreement between the measurement is obtained by massaging the inputs) is greater than with the A
Class approach.

If a conclusion is drawn on the basis of the B-Class approach then ARCHIPAK is capable of
making an accurate prediction of air temperature, because the measurements are placed between the
two extremes. The A-Class approach leads to the opposite conclusion. In subsequent work it has been
found that this error ofARCHIPAK occurred only in the 'research' version ( a modification to accept
hourly measuredradiation data). Theoriginal version (which accepts the input ofdaily total irradiation
from which it estimates hourly values) gave much better results. Considering both approaches, the
simulated results of design tool QUICK are invalid for these particular direct gain cells.
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Applicability of the Results
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The comparisons between measurements and predicted results are strictly limited and valid for
PCL direct gain test cells. The results may be extrapolated to single zone, lightweight, direct gain and
other similar structures.
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ABSTRACT
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A simple methodwhich can be used to evaluate the suitability ofthe performance characteristics
ofcommercialwind machinesforaparticularwindregime at aproposed installation site ispresented.

To illustrate an application ofthe method, two models ofa commercial wind machine, designed
to be operated in Northern Europe, were simulated to operate at a wind site, called "Ubon," in
Thailand. The results showed that theirperformances were not satisfactoryfor the wind regime there.
In fact, the wind machines were hardly operational. This is attributed to the fact that both wind
machines were designed to be operated at a high wind speed, whereas at Ubon wind speeds are
generally low.

Although a large wind machine is designed to deliver high rated power output, it also needs a
high cut-in wind speed. Hence, one has to properly match the ratedpower output ofthe windmachine
with the prevailing wind speeds at a proposed installation sitr. in order to optimally harness the
available wind energy.

INTRODUCTION

Many small commercial wind machines have been imported to developing countries to provide
an alternativeenergy source. In general, the energy generated is used to improve the standard ofliving
of people in rural areas.

However, the implementation of these imported commercial wind machines requires careful
planning since the wind machines are generally designed for a specific wind regime only. If they are
operated under different wind conditions from the specific wind regime for which the machines were
originally designed, their performances are much lower than one would expect

This paper presents a simple method which can be used to evaluate the performances of wind
machines to ascertain their suitability for a particular wind regime at any location.

WIND ENERGY RESOURCE EVALUATION

The fundamental problem in the utilization of wind power is to determine how much power is
available at a site, its frequency, and at what reliability the wind speeds are maintained at a particular
site.
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(1)
1-1 1

(klc) (vic) exp (- (vic) )=f(v)

Generally, an assessment of the availability of wind energy resources over a region is given by
two statistical parameters of the Weibull distribution, the shape parameter k (dimensionless) and the
scale parameter c (m/s). A wind regime of the wind speed frequency distribution functionf(v) is given
by

and its cumulative distribution function F(v) is given by

F(v) = 1
1 - exp (- (vic) ) (2)

The two Weibull parameters ofk and c can be obtained by analyzing wind speeds at the site or
by using the data recorded at a nearby meteorological station. A method to analyze wind speed records
to obtain k and c was given in reference [1].

Theavailable wind energy is converted to useful mechanical orelectrical energy by the extraction
ofa wind machine rotor. In order to gauge the performance ofa wind machine, it needs to be compared
with the performance of an ideal wind machine.

A theoretical calculation ofenergy availability from the ideal wind machine can be determined
over a time period such as one day, one month or one year. For convenience, in this study, the
calculation will be made for a one day time period.

Energy output available from the ideal wind machine is given by the following equation:

(3)

where, Er

Fc
T
Ply)
fry)
v

= the estimated maximum energy output available from the ideal wind machine in
a one day time period (J/day),

= the obse:fVed frequency fraction of calm period during a day,
= the duration of the wind machine's operation in a one day time period (s),
= the power output generated by the ideal wind machine (W),
= the wind speed frequency distribution function,
= wind speed (m/s).

The integral f: PI (v)f(v) dv is the averagepowergenerated by the ideal wind machine. F,.

the fraction ofcalm period during a day is included in the equation because the wind speed frequency
distribution function,f(v), represents only the condition when the wind is blowing (v> 0).

The power output, Plv), obtained from the ideal wind machine is given by

(4)

where, CB =
P =

=
A =

Betz limit =0.59
density of air at the site (kg/m2

)

1.16 kg/m2 in Thailand.
swept area of the ideal wind machine's rotor in m2 and is assumed to be equal to that
of the-commercial wind machine.
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Putting dF(v) =f(v) dv, equation (3) can be numerically solved to obtain an approximate solution
with the help of the equation (4) as

;=-

E[ == (1 - Fe) T L [0.5 (p[ (vj ) + PJ (v;+I»· (F(v j+1) - F(v;»]
; = 0

Similarly, energy output available from a commercial wind machine is given by

E = (I-F )TJY"P (v)f(v)dv
a e a

Yo

(5)

(6)

where Ea = the estimated total energy output available from the commercial wind machine in
a one day time period (J/day).

Piv) = the power output generated by the commercial wind machine (W).
Vo = cut-in speed of the commercial wind machine. At wind speed below Yo' the wind

machine generates zero output.
v" = cut-out speed of the commercial wind machine. At wind speed above v"' the wind

machine is shut down and generates zero output.
Equation (6) can be approximated as

; =11-1

E
a (1 - F ) T ~ [0.5 (P (v.) + P (v·+1»· (F(v.+1) - F(v.»]e £.J a, a, , ,

; =0
(7)

Piv) of the wind machine can be determined from its performance curve supplied by the
manufacturer. The poweroutput, Pa(v), is generally given as a curve versus wind speeds; its cut-in and
cut-out speeds are also given. Some wind machines might have no cut-out speed.

By comparing equation (5) with equation (7), one can evaluate how fit the wind machine is to
the wind regime at the site.

AN EVALUATION OF WIND MACHINES

To illustrate an application of equation (5) and (7), two models of commercial wind machines
[2] designed for use in Northern Europe were evaluated to ascertain their suitability for installation at
a site in Thailand.

The performance curves of the two models, Model A and Model B, are given in Fig. 1. The rated
electric power generation ofModel Ais 22 kW at a wind speed of 14 mIs, and the rated electric power
generation ofModel B is 108 kWata wind speed of17 mls. Model A has an swept area of 78 m2 (9.8
mdia.), whereas Model B's sweptarea is 284 m2 (19 mdia.). Both possess cut-in speeds at4 m/s; there
are no cut-out speeds.

Wind regimes at Ubon in Thailand were chosen to see whether they are suitable for the
deployment of these two wind machines or not. Ubon is located in the central land mass of the north
eastern plateau ofThailand. An assessment of wind resources at the site was previously conducted by
Exell [1.]. Weibull parameters ofthe wind speed frequency distribution at the site and its observedcalm
fraction were analyzed for four three month periods. The results were published in Reference [1] and
are reproduced here in Table 1.



128 RERIC11'lerMlional EMrgyJocuM1: Vol. 16. No. 2. Dece~r 1994

Table 1. Weibull parameters of wind speed frequency distribution, time fraction of calm
periods and mean wind speeds at Ubon, as reported by Exell [1].

Period k c Fraction of Calm Periods Calculated Mean Wind Speed
(mls) (%) (m/s)

Feb-Apr 1.2 2.82 29.4 1.87
May-Jul 1.2 2.47 23.5 1.77
Aug-Oct 1.2 2.67 33.8 1.66
Nov-Jan 1.2 4.20 25.5 2.94
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Fig. 1. The perfonnance characteristics of wind machines Model A and B.
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By using parameters c. k and Fe of the site and with the help of equation (5). one can obtain the
estimated maximum energy output available from the ideal wind machine. By using the power
distribution curves of each wind machine (presented in Fig. 1) corresponding to the wind speed
distribution of the wind regimes at the site. and with the help of equation (7). the estimated energy
output available from the wind machines can be obtained.

RESULTS AND DISCUSSION

The results are given in Table 2. For ease of comparison. the energy outputs of both wind
machines are normalized to a per unit square metre of their swept areas. The ratio of the estimated
energy output ofeach model to the output of the corresponding ideal wind machine with equal swept
area was also calculated to obtain their comparative efficiencies.

Figures 2 to 5 illustrate the distribution ofwind duration. and specific (nonnalized) wind energy
generated by each wind machine during a day as a function of wind speeds.

Although the average estimated energy outputs delivered by wind machines Model A and B are
about 85.4 MJ/day and 354.5 MJ/day. respectively. the nonnalized energy outputs show no significant
difference. The energy outputs delivered by both models are only about 50% of the ideal wind
machines. This is because both wind machines were designed to deliver energy at high rated power
outputs. which are only attainable by operating in a high wind speed environment Unfortunately. wind
speeds at lTbon are generally low with an average wind speed of about 2~3 m/s. whereas the cut-in
speeds of both wind machines are at 4 m/s. As a resul~ the wind machines are operational only for a
small fraction of the total duration of available wind energy input.

Although large wind machines generally generate more power at higher wind speeds. their
potential high power outputs are not realizable at a site which possesses a low mean wind speed. As
a result. there is a compromise between a high rated power output and its availability. As is evident
in Figs. 2 to 5. the peak power outputs occur at a wind speed of about 7 to 9 m/s. At this wind speed.
Model A and B generate about 10 kW and 40 kW ofpower. respectively. but this is only attainable for
a very small fraction of the day.

Table 2. The estimated energy output per square meter per day delivered by the wind
machines model A and B at Ubon, as compared to the ideal wind machine.

Period Model A Model B Ideal Wind Machine Eff. of A Eff. ofB
(MJ m-2/d) (MJ m-2/d) (MJ m-2/d) (%) (%)

Feb-Apr 0.85 0.92 2.02 42 46
May-luI 0.60 0.64 1.53 39 42
Aug-Oct 0.68 0.72 1.63 42 44
Nov-Jan 2.41 2.42 5.42 44 45
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Wind machines can deliver more energy if they are matched to a given wind regime. To present
this fact, we assumed that a wind machine, Model C, possesses an efficiency of 23% at its rated wind
speed, which is similar to thatofModel B. However, its cut-in speedand rated wind speed are assumed
to be 3 mls lower than Model B's, and its cut-out speed is assumed to be at 20 mls. In other words, the
cut-in speed and the rated wind speed ofModel C are at 1mls and 14 mis, respectively. Since the rated
wind speed of Model C is lower than that of Model B, this means that the maximum power output of
Model C is also lower than that of Model B.

Generally, the performancecurves ofelectric powergeneration wind machines can be simplified
and assumed to be linear [3]. For ease ofanalysis, the performance curve of the wind machine Model
C for this analysis is thus assumed to be linear, as shown in Fig. 6. By knowing the efficiency of the
power output of Model C at its rated wind speed and with the help of equation (4), its power output
per unit area at the rated wind speed can be calculated and was found to be 216 W/m2(the rated power
outputs per unit area of Model A and Model B are 282 W/m2 and 380 W/m2

, respectively).
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Fig. 6. The performance characteristics of wind machine Model C
(normalized to power per mit area).

By using equation (7) and the method mentioned above, the estimated energy output available
from the wind machine Model C can be obtained as given in Table 3. As can be seen, the efficiencies
of the estimated energy output available from the wind machine Model C are significantly better than
those ofthe wind machine Model B, ranging from 10% to 19% during the Feb-Apr to Aug-Oct period.
However, their efficiencies show no difference during the Nov-Jan period.
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Table 3. The estimated energy output per square meter per day delivered by the wind
machine model C at Ubon and increases in its energy output efficiencies, as

compared to the wind machines model A and model B.

Period Model C Ideal Wind Eff.ofC % Eff. Increased % Eff. Increased
Machine Compared to A Compared to B

(MJ m-2/d) (MJ m-2/d) (%)

Feb-Apr 1.13 2.02 56 14 10
May-Jul 0.93 1.53 61 22 19
Aug-Oct 0.95 1.63 58 16 14
Nov-Jan 2.47 5.42 46 2 1
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During the Feb-Apr to Aug-Oct period, the mean wind speeds are substantially low. As a result,
the wind machine Model C is operational for a much larger fraction of the total duration of available
wind energy input than is Model B since it possesses a lower cut-in speed. On the other hand, during
the Nov-Jan period, the mean wind speed considerably increases; it is almost twice the speeds during
the Feb-Apr to Aug-Oct period. This increase enables the wind machine Model B to be more
operational for a larger fraction of the total duration of available wind energy input compared to the
ftrst three periods. In addition, the higher rated power output of Model B also help~ it to deliver more
energy output, which resulted in an energy output delivery comparable to that of Model C.

Similarly, when we compare Model A to Model C, it can be seen that both models possess the
same rated wind speeds at 14 m/s; but the rated power output per unit area of Model A is higher than
that ofModel C. Nevertheless, the energy output delivered by Model A is considerably lower than that
of Model C. The same explanation as was given before can be given for the results of the comparison
between Model A and Model C.

Consequently, we might conclude that the small amount ofenergy generated is attributable to the
design characteristics of the wind machines Model A and B which are unsuitable for the wind regimes
at the site.

A large wind machine which generally possesses a high rated poweroutputalso needs ahigh cut
in speed because of its high rotor inertia, whereas a small machine, even though it possesses a lower
rated power output, requires a low cut-in speed. To achieve a large power output in low wind speed
areas, a group of small wind machines (wind farming) designed for a low cut-in speed might be much
more appropriate than a single, large stand-alone, high rated power output wind machine.

CONCLUSION

To evaluate the suitability ofa commercial wind machine, proper matching between its designed
operating wind condition and the frequency distribution of wind speeds at a site is the prime factor
which must be considered. Other factors e.g. the machine's endurance and price, etc. are ofsecondary
importance. A large wind machine with a high rated power generation may give a poor performance
if it is operated under a wind regime that possesses a mean wind speed much lower than that for which
itwas originally intended. A high rated powergeneration generally is attributable to a high, cut-in wind
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speed, but this is rarely available in a location with low wind velocities. In the matching process, one
has to compromisebetween the high poweroutputofthe wind machineand the low availabilityofhigh
wind speeds needed to drive it.

In the tropics, where mostdevelopingcountries are located, wind speeds are generally low. Wind
machines designed for operating in wind 'rich' locations in the temperate zone may not be appropriate
for these countries. A group of small wind machines, designed to be operated at low rated power
outputs and low cut-in speeds, might be more suitable than a single, large, stand-alone wind machine
with a high rated power output and a high cut-in speed.
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Daily global solar radiation on a horizontal surface has been measured with the help of a
pyranometer (National Instrument Ltd.• Calcutta)fromlanuary 1985 to December 1987 at Nainital
(29"24' N. 79D28' E) in the KumaunHills at an altitude of1938 metres. The monthly average values
ii,are listedin Table 1. The corresponding valuesofthe mean clearnessii I~.whereHois the monthly
mean extraterrestrial daily global solar radiation, are also listed in Table 1. These results have been
correlated versus SIS ,where Sis the monthly mean daily duration of sunshine measured with a

~ - -
Campbell Stokes sunshine recorder as listed in Table 1 and SIfttVC is the maximum possible value ofS.
The regression equation found was

ii Iii =0.22 + 0.76 SIS
, 0 ~

with a correlation coefficient r = 0.92. This relation will be usefulfor estimating solar radiationfrom
duration ofsunshine in locations similar to Nainital.

Table 1. Monthly mean daily global solar radiation, clearness
and duration of sunshine at Nainital.

Month H H/Ho S
8

(kWh/m2) (h)

Jan 4.481 0.753 7.1
Feb 5.339 0.746 6.9
Mar 5.893 0.675 6.9
Apr 6.470 0.638 8.5
May 7.034 0.640 7.4
Jun 7.637 0.677 6.7
Jul 3.790 0.341 2.7
Aug 3.054 0.293 2.7
Sep 4.177 0.455 2.9
Oct 5.171 0.679 6.5
Nov 4.603 0.739 8.2
Dec 4.364 0.785 6.2
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Impact of Thermal Energy Storage Application in the
Commercial Sector on Power Generation in Thailand:

A Scenario-Based Assessment

Surapong Chirarattananon and Bundit Limmeechokchai
Energy Technology Program
Asian Institute of Technology

P.O.Box 2754, Bangkok 10501
Thailand

ABSTRACT

Thermal energy storage (TES)for air conditioning has been included asa load management tool
in the fledgling Demand-Side-Management Plans ofthe utilities ofASEAN countries. With a number
ofassumed penetration rates ofTES application in commercial buildings in Thailand, we show that
there are quantitative benefits in the improvement ofthe Thai utility's system operation, although TES
is already attractive to the utility's customers under the present situation.

INTRODUCTION

Thailand has achieved sustained high economic growth for three decades and has experienced
a high growth in the rate of electricity consumption as a consequence. Traditionally, the economy has
been agriculture-based with the residential electric load dominating and causing a peak in the system
load in the evening. The country is served by a single generation utility. Though the (Electric) Power
Development Plan (PDP) puts an emphasis on system expansion to meet the load forecasted by the
Load Forecast Working Group (LFWG) [2], the electric utility has adopted a Demand-Side
Management (DSM) Plan [3] to improve the system's load factor and increase efficiency in the use of
electricity. The DSM Plan includes a program to encourage the use of thermal energy storage (TES)
for air conditioning in the commercial sector, with the aim to influence the system load shape and
increase the load factor. However, the DSM Plan has not been considered in the PDP. This paper
attempts to provide a preliminary assessment ofthe impact ofTES application in the commercial sector
on the forecasted system load, and the consequential improvements in the system parameters. The
assessment is based on three assumed penetration scenarios.

LOAD FORECAST AND THE POWER DEVELOPMENT PLAN

Load Forecast

The early electric load development was traditionally dominated by the increase in residential
consumption, particularly due to accelerated rural electrification programs. The resultant load shape
shown in Fig. 1, with a load factor ofaround 0.68, has not changed for two decades up to 1992, by which
year over 95% of the country was electrified. The rapid change in the economy in recent years has
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however seen rapid growth in electricity consumption in the industrial and commercial sectors. This
has lead to an increasingly significant second peak in the load shape in the afternoon, with an expected
slight improvement in the load factor. Table 1 shows some pertinent figures of the recent past and
forecasted system load. The shares of commercial customers, in the small and large commercial
categories are also shown in the table. Small commercial customers are those whose demands are
estimated to be below 30 kW, and not subject to demand charge, while large commercial customers
are those whose demands exceed 30 kW, and are subject to demand charge.
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Fig. 1. System load shape for a typical day (1992).

Table 1. Recent past and forecasted system load.

Peak Demand Energy (GWh)

Fiscal Year (MW) Commercial Total Load Factor

Small Large

Historical
1987 4,734 2,980 2,068 28,193 0.68
1992 8,877 5,552 5,942 56,006 0.72

Forecast
1996 13,103 8,150 10,339 83,896 0.73
2001 19,029 11,530 16,520 124,158 0.75
2006 25,371 15,381 22,887 169,545 0.76
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The Power Development Plan

3

This plan identified the required long-term investment in system generation capacity to meet the
demand load forecasted. The plan calls for a phasing in of facilities based on the use of imported coal
after 1996, and the use of nuclear facilities towards the end of 2006, as against facilities relying on
indigenous lignite and other sources, and imported oil in 1991. Table 2 provides details on the capacity
mix according to the PDP.

TES APPLICATION IN COMMERCIAL BUILDINGS AND THE DSM PLAN

TES Application in Commercial Buildings

In tropical Thailand, comfort air-conditioning has reached saturation point for large commercial
buildings, and almost reached saturation point for small commercial buildings. A thermal energy
storage (TES) system produces ice or chilled water during the off-peak period, and the ice or chilled
water is used as a supplement to air-conditioning during the peak period. Generally, TES costs more
than a conventional air-conditioning system, but can become viable for commercial buildings if the

Table 2. Power generation facilities according to the PDP.

Type Year

1991 1996 2001 2006

Lignite (MW) 2069 2626 3226 5776
(%) 21 18 14 19

Combined cycle (MW) 2036 4326 4325 3666
(%) 21 29 19 12

Gas/oil (MW) 2580 3760 3750 3780
(%) 27 25 16 12

Oil (MW) 267 267 237
(%) 3 2 1

Gas turbine & diesel (MW) 266 1140 1440 1300
(%) 3 8 6 4

Hydro (MW) 2428 2665 3631 4431
(%) 25 18 16 14

Coal/oil (MW) 4200 4200
(%) 18 13

Coal (MW) 2000 6000
(%) 9 19

Nuclear (MW) 2000
(%) 6
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electric tariff possesses a high charge for electric power demand, or a high differential tariffcharge for
the peak period. A number of studies [4, 5] have indicated that under the present tariff, TES is viable
for new buildings, and for those retrofitting air-conditioning systems. A few large commercial
buildings are already reported to have installed TES systems. The electric load shapes for a typical day
for large commercial buildings including offices, hospitals, and retail store buildings, appear in Fig.
2. Each of these already includes the electric load due to air-conditioning. The predominant types of
large commercial buildings are offices, hotels, department stores, and hospitals. For small commercial
buildings, the office type is predominant. Because of a large differential tariff charge on the peak
evening period, the TES application in the demand-limited mode, where the chiller operates to store
ice or chilled water during the non-peak period and stops operation entirely during the peak period,
is the most feasible mode assumed here. The resulting load shapes are shown in Fig. 3 and Fig. 4 for
the office and the hotel buildings, respectively.

The DSM Plan

A five-year Demand-Side-Management Plan with a total expenditure of US$ 180 millions has
been adopted by the utility since 1992. The plan contains several programs on load management,
including thermal energy storage application, which is expected to lead to the development of a new
tariff to support TES systems for load management. So far as known, no attempts have been made to
start the program.
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SCENARIOS OF TES IMPACT ON SYSTEM LOAD SHAPE

In this assessment study, three scenarios of final TES penetration in 2006 are assumed as shown
in Table 3. In each scenario, the penetration rates for the intermediate years are assumed to vary linearly
with zero penetration in 1992, the starting year, to the final values in Table 3. The shares of electricity
consumption for four types of large commercial buildings are obtained from the LFWG and MEA
report [6]. The LFWG and MEA group the customer types and report the number ofcustomers in each
type. These figures are used with the penetration rates assumed for TES application in the four
commercial buildings to reconstruct the TES-applied system load shapes. The load shape for the high
penetration case is shown in Fig. 5, in comparison with that for the base case.

Table 3. Final rate of TES penetration in 2006.

Scenario Final Rate of Penetration (%)

Large Buildings Small Buildings

High
Medium
Low
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RESULTS OF AN ANALYSIS BASED ON A POWER
PRODUCTION SIMULATION MODEL

7

This study uses the ELFIN (Electric Utility Financial and Production Simulation Model, version
1.97) to perform a comparative analysis of the power system production, using the system configu
ration reported in the PDP, for the system load requirements corresponding to the base-case load shape
of the LFWG, and for the load shapes corresponding to the 1ES scenarios.

The ELFIN's generation submodel is used to simulate the energy production to meet the loads,
under the given system configuration and generation costs of the different facilities, to arrive at the
overall economic optimum. The report includes annual generation summary, annual plant factors,
system reliability, and marginal cost of production for each specified period of the day.

Figures 6a and 6b show the relative marginal energy costs, for peak and off-peak periods,
respectively. The high-1ES penetration scenario features reduced peak-time cost and increased off
peak-time cost.

The significant benefits of1ES are obtained in terms of the decrease in loss-of-load probability,
decreased unserved energy, and an improved reserve margin shown in Figs. 7, 8 and 9, respectively.
First, the loss-of-load probability indicates the probability that some portion of the load will not be
satisfied by the available generating capacity. More specifically, it is defined as the proportion ofdays
per year or hours per year when insufficient generating capacity is available to serve all the daily or
hourly loads. The unserved energy measures the expected amount ofenergy which will notbe supplied
per year owing to generating capacity deficiencies and/or shortages in basic energy supplies, and
finally, the reserve margin is a measure of the generating capacity available over and above the amount
required to meet system load requirements. It is the excess ofinstalled generating capacity over annual
peak load expressed as a fraction or percentage of annual peak load.

ON-PEAK MARGINAL ENERGY COST (S/MWH)
24 -.----------------------------,

SCENARIOS

o BASE CASE _ HfGH CASE EJ MEDIUM CASE _ LOW CASE

23

22

21

20
1992 1995

YEARS

2000 2005

Fig. 6a. Changes in peak marginal generation cost.
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OFF-PEAK MARGINAL ENERGY COST (S/MWH)
23 ..,------------------------------,

SCENARIOS
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22+··················································· ···············1

21.2

21 + .----

20

19
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Fig. 6b. Changes in off-peak marginal generation cost.
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·.'HIi,iHCASi: ..

CZJ MEDIUM CASE

_ LOWCASE

0.4
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Fig. 7. Changes in annualloss-of-Ioad probability (LOLP).
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ANNUAL ENERGY NOT SERVED (GWH)
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Fig. 8. Changes in annual energy not served (ENS).
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Fig. 9. Changes in operating reserve margin (RM).
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CONCLUSION

RERIC International Energy Joumal: Vol. 16, No.1, June 1994

This paper illustrates how to assess the system-wide benefits, accruing to the utility, of the
application of lES (a load management program of the DSM plan) based on scenarios of TES
penetration and available system information including the PDP. But in a broader context, the system
configuration should be altered to reap the additional benefitofa change in load shape. The PDP should
also then be adjusted to reap such a benefit. Further research is needed to obtain a realistic estimate
of the extent of lES penetration.
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ABSTRACT

11

Comparative studies of two built-in-storage-type solar water heaters with different storage
configurations were conducted under identical operating conditions. One solar water heater is
rectangular and the other is triangular; each has one glass cover, 0.7 ni of absorbing area, and
approximately 75 litres ofwater storage capacity.

Results ofthe tests conducted between 9.00 a.m. and4.00p.m. with a mean global solar radiation
of550 Wlni (200 - 900 Wlm2

) showed that the average efficiencies of the rectangular and triangular
solar water heaters were 59% and 63%, respectively. The estimatedeffective heat transfer coefficients
for both types were in the range of80 -140 WlniK, depending on the tilt angle of the absorber and
the mean temperature difference between the absorber plate and water. Based on natural convective
theory, the empirical correlations between the effective heat transfer coefficients and these two
parameters were proposedfor both types ofsolar water heater.

Results ofthe tests conducted at night between 5.00 p.m. and 7.00 a.m. showed that heat loss at
night was less for the triangular solar water heater.

INTRODUCTION

In most solar water heaters, solar collectors are separated from hot water storages. The advantage
of this design is the high efficiency of the storage of hot water. The other type, which is much less
popular, is the built-in-storage solar water heater where the solar collector and the hot water storage
are integrated. As a result, the cost is much reduced, compared with the former type. However, the
storage efficiency is also much lower. The built-in-storage solar water heater was first developed by
Tanishita (1964). Later on, related research and development works were undertaken by numerous
researchers.

Garg (1975) studied the effect of the depth of storage water, from 5 to 20 em, on the thermal
efficiency. It was found that the optimum depth was 10em. At lower depth, the efficiency was low due
to the high water temperature. At higher depth, the efficiency was about the same as that at the depth
of 10cm but the water temperature was low. Chauhan and Kadambi (1976) investigated the operating
parameters on the efficiency of a built-in-storage solar water heater having the dimensions of 140 x
90 x 5.5 em. These parameters are: a) using a circulating pump, b) operating with natural convection,
c) draining out hot water when its temperature was about 50-60"C, and d) continuous flow of water
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through the storage with a flow rate of 39 and 76 kg/h. Experimental results indicated that the
efficiencies of the first two systems were not significantly different, varying from 58-65%. The
temperature of hot water was 60-7(}>C. The efficiency of the third system was 65%. Total quantity of
water was 203 litres, heated up from 39°C to 58°C. The last system yielded the efficiency of 72% at
the flow rate of 76 kg/h. Garg and Rani (1982) examined the effect of the following design parameters
on the thermal efficiency ofbuilt-in-storage solarwater heaters: a) one glass cover, b) two glass covers,
c) one glass cover insulated on the top at night, and d) one glass cover with a baffle-plate underneath
the solarabsorbing plate. Conclusions were drawn as follows: a) single glass cover was recommended
for moderate water temperature; b) double glass covers, or shallow depth of storage water, were
recommended for high water temperature; c) the optimum depth of storage water was 10 cm; and d)
insulation at the top ofthe glass cover at night improved the efficiency by reducing heat loss and yielded
less heat loss, compared with installation of the baffle-plate beneath the solar absorbing plate.

Sokolov and Vaxman (1983) as well as Vaxman and Sokolov (1985) conducted a comparative
study of two built-in-storage solar water heaters with different storage configurations, triangular and
rectangular. Mean depth of the storage water was 10 cm and the storage capacity was 100 litres. The
solar collecting area was 1 m2

• Results showed an efficiency of53% for the triangular system and 35%
for the rectangular one. Ecevit et al. (1989) also compared these two different types of solar water
heaters. Both had the solar collecting area of0.9 m2

, tiltedat45 degrees with a mean depth of the storage
water of 10 cm and the storage capacity of 90 litres. It was found that the efficiencies of the triangular
and rectangular systems were 63% and 57%, respectively. The heat transfer coefficient of the former
varied from 120-200 W/m2-K whilst forthe latter it was 108 W/m2-K. Ecevit etal. (1990) conducted
a comparative study of solar water heaters with three different configurations, i.e. triangular storage,
triangular storage with baffle-plate, and rectangular storage. Experimental results indicated that the
triangularstorageconfiguration yielded the highestefficiency while the rectangular storage configuration
provided the lowest.

Clearly information on the heat transfer coefficient between the solar absorbing plate and the
water in the storage, especially in terms ofequations is still lacking. With this in mind the objectives
of this paper are to conduct a comparative study of triangular and rectangular built in-storage solar
water heaters and to develop equations for predicting the heat transfer coefficient. The performance
of the systems at night is also investigated.

MATERIAL AND METHOD

The two hot water storages, triangular and rectangular, were made of stainless steel sheet, 3 mm
thick (Fig. 1). The storage capacities were 82.5 and 75 liters, respectively. These figures were a bit
higher than those obtained from Fig. 1 due to the storage expansion under operating pressure. Each
storage top was covered with a glass sheet, 3 mm thick, 50 mm apart from the solar absorbing plate
(Nahar and Gupta, 1989). The other sides were covered with glass wool of 100 mm thickness. The solar
absorbing area was 0.7 m2

, facing south.
Temperatures of the absorbing plate, the walls, the bottom, and the storage water were measured

each hour from 8.00 a.m. to 7.00 a.m. of the following day, by thermocouples, type K, which were
connected to a data logger. The accuracy was ±0.7°C. Details of points of measurement are shown in
Fig. 1. It should be noted that the temperature distributions on the absorbing plate and on a parallel
plane in the water were experimentally investigated, and results indicated that variation did not occur
along the east-west but along the north-south direction. Global and diffuse solar radiations were
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measured during the day time by pyranometers, Kipp & Zonen, and were integrated every hour. Tilt
angles of 15°,30° and 45° were studied. During each test, no water was extracted from both solar water
heaters.

Mean temperature of the storage water was verified by comparing the mean temperature of
drained hot water with the average value of water temperatures measured as shown in Fig. 1 (7 and
9 points for the triangular and rectangular solar water heaters, respectively). The result showed that
they were nearly the same.

Due to very good insulation, heat losses at the walls and at the bottom were relatively low,
compared with the heat loss at the top of the solar water heater. Experimentally, the top loss of the
rectangular solar water heater was higher than 95% of the total heat loss and a bit higher for the
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triangular one. Therefore, it may be assumed that there is only heat loss at the top. The equation based
on energy conservation at the solar absorbing plate can then be written as follows:

GA (ra) = UTA (T -T )+h (T -T )+m c dT/dr (1)p e p p a pw p w p

where A = absorbing area (m2
),

p

c = specific heat (J!kg-K),
p

G = total solar radiation incident on the absorbing plate (W/m2
),

h = effective heat transfer coefficient (W/m2-K),
pw

m = mass of the absorbing plate (kg),
T = ambient temperature (K),a

T absorbing plate temperature (K),
p

T water temperature (K),
w

r = time (s),
UT = top heat loss coefficient (W/m2-K),
(r a)e = effective transmittance-absorptance product.

UT can be calculated by using the equation developed by Klein (1973). When the experimental
data were inserted into equation (1), h can be determined.

pw

The performance of the solar water heater is defined as follows:

TJ = (2)

where TJ
Qu

= thermal efficiency (decimal),
= useful heat (W).

Heat loss at night is explained as the ratio of the accumulated heat loss to the maximum storage
ofheat each day or it can be imagined as the ratio of the accumulative heat loss to the initial internal
energy (To as the reference temperature). The equation is written as follows:

where
Q10ss =

Tr-r:) =
T

max
T =

0

T max. - T('r)

T -T
max. 0

heat loss fraction,
water temperature at time r (K),
maximum water temperature each day (K),
initial water temperature in the morning (K).

(3)

RESULT AND DISCUSSION

As explained earlier, there was no variation of the temperature of the absorbing plate along the
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east-west direction. However, temperature variation occurred along the north-south positions. The
temperature increased from the bottom (the south) to the top (the north). The variation increased during
the day time and dropped in the evening. It was less obvious in the triangular solar water heater (Figs.
2b-4b). Itappears that this was due to the better circulation of water in the triangular solar water heater,
which reduced the temperature variation. The distribution of water temperature in the storage was
similar to that of the solar absorbing plate (Figs. 5-7), which supports the hypothesis that water
circulation was better in the triangular solar water heater. During the tests, solar radiation varied from
200 to 900 W/m2 (a mean value of 550 W/m2

).

Evolutions of the mean temperatures at different parts of the solar water heater are shown in Fig.
8. The difference among them increased with solar intensity and was nil at night. Mean'temperatures
were obtained from the average values of those measured as shown in Fig. 1, e.g. (Tp4+Tp5+Tp6)/3 as
the mean absorbing plate temperature.

Figure 9 shows the relationship between the effective heat transfer coefficient, as determined
from equation (1), and the mean temperature difference between the absorbing plate and the water at
different tilt angles of the absorbing plate. It indicates that the effective heat transfer coefficient
increases with the temperature difference and the tilt angle. Imagining that a fluid element is flowing
along an inclined absorbing plate, there should be three forces namely, gravity force, buoyancy force
and drag force, acting on the element. The components parallel to the plate especially the first two
forces are written in terms of cos(90 - {J);in which f3 is the tilt angle and the difference of these two
parallel components depends on the temperature difference between the fluid element and the
surrounding. On this basis, the empirical correlations among the effective heat transfer coefficient, the
temperature difference and the tilt angle were proposed for each type of the solar water heater as
follows:

for the triangular storage,

hpw

and for the rectangular storage,

h
pw

0.153
121 [( T - T. ) cos ( 90 - f3) ]

p w

0.217= 99.6 [( T - T ) cos ( 90 - f3) ]
p w

(4)

(5)

where f3 is the tilt angle of the absorbing plate, varying from 15 to 45 degrees.

The close correlation shows that the scattering due to unexplained disturbances is the same in
both cases, but Fig. 10 shows that the difference between the two cases is significantly greater than the
scattering. That is to say the triangular design is in fact better than the rectangular design. This may
due to higher degree of water circulation in the former case. The effective heat transfer coefficient
varies from 80 to 140 W/m2K.

Comparatively, the accumulated average thermal efficiency of the triangular solar water heater
is higher as shown in Fig. 11. Accumulated average efficiency is defined as the efficiency in equation
(2) having the limit of integration from 9 o'clock in the morning to the time specified. Heat loss at night
is also less. It is believed that these results are due to better water circulation during the day time and,
on the contrary, worse circulation at night, respectively.
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Fig. 2. Plate temperature at different nodes observed in two built-in-storage solar water heaters,
tilt angle = 15° (03/12/91).
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Fig. 4. Plate temperature at different nodes observed in two built-in-storage solar water heaters,
tilt angle = 45D (03/02/92).
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Fig. 5. Water temperature at different nodes parallel to the absorbing plate, observed in
two built-in-storage solar water heaters, tilt angle = 15° (03/12/91).
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Fig. 6. Water temperature at different nodes parallel to the absorbing plate, observed in
two built-in-storage solar water heaters, tilt angle = 30° (21/12/91).
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two built-in-storage solar water heaters, tilt angle =45° (03/02/92).
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CONCLUSION

RERIC International Energy Journal: Vol. 16, No.1, June 1994

The following conclusions may be drawn from this comparative study on the triangular and
rectangular solar water heaters:

1. The performance of the triangular solar water heater is better. The thermal efficiency of the
former is higher than that of the latter, 63% vs 59%. Heat loss at night of the fonner is also
less.

2. The effective heat transfer coefficient of the triangular storage is significantly higher. Based
on natural convective theory, empirical equations are proposed.
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This paper presents a review of the research activities performed in the area ofsolar assisted
open-cycle absorption cooling (SAOCAC). This method ofcooling causes no environmentalproblems
and has shown good potentialfor use in space cooling applications. The important variables affecting
the performance ofSAOCAC have been identified. The heat and mass transfer correlationsfor glazed
and unglazed collectors/regenerators (C/Rs) have also been described. The performance of glazed
and unglazed C/Rs operating under different meteorological conditions has been investigated. An
unglazed C/R wasfound to perform better than a glazed C/R under arid weather conditions.

INTRODUCTION

Two issues, ozone depletion and the greenhouse effect, havecreated considerable public concern
in recent years. The fully halogenated chlorofluorocarbons (CFCs), which have provided much needed
refrigeration and air conditioning for about sixty years, are found to be among the gases responsible
for the depletion of the ozone layer, and for creating global warming. According to the Montreal
Protocol, these CFCs must be phased out by the year 2000. The search for new refrigerants and the
adaptation of the existing machinery to the alternative refrigerants have created considerable research
activities. Efforts have also been devoted to the development of alternative methods of refrigeration
and air conditioning.

Solar energy is free and it produces no environmental pollution. The availability of this energy
makes it, theoretically at least, highly attractive for use in space cooling applications. In an attempt to
find a suitable solar system to produce cooling economically, a number of different approaches have
been pursued by solar energy researchers. A great majority of these have dealt with the adaptation of
absorption cooling systems, heat engines and dehumiclification processes. Although technically these
approaches were found feasible, economically they were not viable due, mainly, to initial costs and
consumption of large quantities of electricity.

The open cycle absorption cooling system, where a liquid absorbent is exposed to the atmosphere
through a glazed/unglazed solar collector for regeneration, is another approach which has stimulated
considerable interest. This system uses solar energy to increase the concentration of a solution, acting
as the absorbent, by evaporating a portion of the refrigerant, which is water. The increased
concentration leads to a higher chemical potential, which enables it to drive a cooling process. The two
significant barriers to the application of solar.energy for cooling, i.e. high collector costs and large
power requirements, have been addressed by the open cycle absorption cooling in a significant way.

This paper presents a brief review of research activities in the area of open-cycle absorption
cooling using solar energy. The important variables, which affect the performance of the system, have
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been identified. Results of a parametric study of the important variables on a large prototype system
operating under the arid meteorological conditions of Arizona, USA have also been included.

DEVELOPMENT OF OPEN-CYCLE AlC SYSTEM

Beforea discussion ofthe open-cycle absorption cooling system, a briefdescription ofthe vapour
compression cycle and closed cycle absorption system is included to provide a basis of comparison.
Figure 1 shows the schematic diagram of a vapour compression cycle. The refrigerant vapour is
compressed by the compressor and delivered to the condenser for condensation. This liquid passes
from the high pressure side to the low pressure side through an expansion device. The evaporation of
refrigerant takes place in the evaporator producing a cooling effect. Figure 2 shows the schematic
diagram ofa closed cycle absorption cooling system. The compressorofthe vapour compression cycle
has been replaced by four components, as shown in Fig. 2. The refrigerant vapour is absorbed in the
absorber into a concentrated absorbent solution, commonly known as strong solution. This heat of
absorption is removed from the absorber by external means. The diluted absorbent solution, known
as weak solution, is pumped into the generator, where it is heated by means ofa high temperature heat
source. This heat in the generator evaporates the refrigerant in the weak solution producing a strong
solution of absorbent. The refrigerant vapour is condensed in the condenser, passes through an
expansion valve and evaporates in the evaporator, similar to the vapour compression cycle, creating
the cooling effect. A pump requires less energy input than a compressor, which is an advantage.

HOT AIR TO OUTSIDE

tH
CONDENSER

COMPRESSOR

WORK INPUT

HIGH-PRESSURE VAPOUR

LOW-PRESSURE VAPOUR
LOW-PRESSURE LIQUID
AND VAPOUR

HIGH-PRESSURE LIQUID

EXPANSION VALVE

EVAPORATOR

COOL AIR TO ROOM

Fig. 1. Schematic diagram of a vapour compression air conditioning system.
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Fig. 2. A closed-cycle absorption cooling system.
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Figure 3 shows the schematic diagram of an open-cycle absorption cooling system. The open
cycle absorption cooling system differs from the closed cycle system in that the weak absorbent
solution is regenerated by evaporating refrigerant into the earth's atmosphere instead of to a condenser.
Hence, the condenser is eliminated from the cycle. The collector becomes the regenerator and the
generator of the closed cycle is eliminated. Similar to the closed cycle, the open-cycle requires a
working fluid, which is a binary mixture of an absorbent and refrigerant. The refrigerant required for
the open cycle is always water, which is continually replaced from an external source. The composition
ofthe working fluid may vary from system to system. Lithium chloride-water, calcium chloride-water,
lithium bromide-water, zinc chloride-water and mixtures of these are the likely candidates for the
working fluid. Triethylene glycol-water and organic liquids may also be used as a working fluid.

SOLAil
IRRADIANCE

SOLAil COLLECTOR/REGENERATOR

WATER VAPOUR
EVAPORATES FROM STRONG SOLUTION
SOLUTION TO PURGE RESERVOIR
ATMOSPHERE

STRATIFIED ABSORBENT
STORAGE

Fig. 3. A solar assisted open-cycle absorption cooling system.

A flat, tilted surface, which is black or painted black, and open to the atmosphere may act as a
collector/regenerator (C/R). The working fluid flows as a thin film over the surface. The C/R may be
glazed or unglazed and the air movement over the surface may be either in forced or free convection.
The flow of the working fluid over the tilted C/R is caused by the gravitational forces and the water
is evaporated mainly due to the addition of solar energy into the film of liquid. The C/R may be much
simpler and cheaper than the conventional collector.

The regeneration of the solution takes place as a result of the evaporation and a strong solution
leaves the bottom of the collector/regenerator. This strong solution is delivered to the absorber to
absorb water vapour arriving from the evaporator. The evaporation of the refrigerant on the coils of
a chilled water loop passing through the evaporator provides the cooling effect.

The chemical dehumidification cycle works in a manner similar to that' of absorption air
conditioning, absorbing water vapour at a low temperature and releasing the water vapour at a higher
temperature. The working substance used for the drying of a gas is usually called desiccant or sorbent
and it can be either solid or liquid.
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Many organic and inorganic compounds with boiling points ranging between -50 and 100°C are
considered to be eligible for refrigerant in a solar assisted absorption cooling system [25]. However,
in the selection of a refrigerant, the criteria to be considered are toxicity, corrosivity and chemical
stability [22]. The availability and costshould also be taken into account. For toxicity, a threshold limit
value (TLV), which indicates the maximum amount of substance to which a healthy person can be
exposed for 8 hours a day, five days per week without any danger to health, can be used as a good
criterion.

For a measure of the corrosivity and chemical stability, the potential reactivity of these
substances under typical operating conditions in the cycle should be known. The refrigerant
considered unfavourable can be eliminated by following the criteria described here. For safety and
economy, the pressure level in the system should be maintained slightly above ambient. To reduce
pumping power, a refrigerant with high latent heat of vaporization per unit mass is normally chosen.
Among the compounds, which qualify as refrigerants for closed cycle absorption cooling system,
water and ammonia have high heats of evaporation and these two are most commonly used. For open
cycle absorption cooling, water is commonly used as a refrigerant.

In order to select absorbents for open-cycle solar absorption cooling, toxicity, corrosivity,
stability, boiling and melting points, and mutual solubility with the refrigerant should be considered
as criteria [22]. The maximum allowable melting point of the absorbent depends on the possibility of
the crystallization.

In the selection of a refrigerant-absorbent combination, the following characteristics should be
considered [22]:

a) At the required temperature and pressure in the absorber, the equilibrium solubility should
be high.

b) The absorption of refrigerant in the absorbent should be rapid.
c) The production of pure refrigerant vapour from the rich mixture of refrigerant-absorbent

should be as simple as possible.
d) The absorbent is required to be either non-volatile or very much less volatile than the

refrigerant.
e) Low viscosity of the solution.
f) Low freezing point of the liquid -lower than the lowest temperature in the system.
Ammonia-water and water-lithium bromide were preferred over other combinations for closed-

cycle absorption cooling, the latter showing better coefficientof perfonnance than the former [22,23].
However, for open-cycle solar absorption cooling, water-lithium bromide has been in common use.
The refrigerant-absorbent pairs, such as water-lithium chloride and water-calcium chloride have also
been used by many researchers [4, 17,24].

Comparative Description

The advantages and disadvantages of open-cycle absorption refrigeration systems are as follows
[17]:

Advantages

1. The use of roof surface as the collector/regenerator considerably reduces the costs of the
system.
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2. The ambient water vapour pressures are much lower than those experienced in the generator
and condenser of a closed-cycle absorption machine and, consequently, an efficient regen
eration of the absorbent by evaporating water into the atmosphere can be achieved.

3. Lower temperature requirements in the generator make it an ideal application ofsolar energy.
4. It has low parasitic power requirements.
5. The storage in the form of chemical energy at ambient temperature and pressure avoids

degradation in potential over long periods of time.
6. The open-cycle absorption refrigeration system shows the potential for application as a heat

pump for summer cooling as well as winter heating, providing a better utilization of the
system.

Disadvantages

1. The solution is susceptible to contamination by dust and airborne particles. It may also be
diluted by rain.

2. A vacuum pump is required for the absorber to remove non-condensable gases, which are
considered detrimental to the performance of the system.

3. The solution is considered corrosive in nature.
4. The losses of water at the C/R make the concept impracticable in areas where water is an

expensive resource.

REVIEW OF RESEARCH PERFORMED

A description of the research work performed by various investigators on the solar assisted open
cycle absorption cooling system is included here. The solar assisted open-cycle absorption cooling
system has two important components: the collector/regenerator and the absorber/evaporator. Some
of the investigators dealt with the system, while the others studied only the collector/regenerator for
the regeneration of absorbent solution.

Bjurstrom and Raldow [1] described the early history of the absorption process for heating,
cooling and energy storage. Auh [2] conducted a survey on absorption cooling technology in solar
applications and evaluated absorption refrigeration machines designed for use with solar energy.
Although ammonia-water absorption chillers have found wider applications, the use of lithium
bromide-water is gaining momentum due to the toxicity of ammonia. Lof [3] made an early proposal
to use solar energy to regenerate an absorbent solution for use as a desiccant. A dehumidifier was
proposed by Dunkle [29], and Close and Dunkle [30] to dry an air stream which was subsequently
cooled to attain comfort condition with the use ofevaporative cooling. Among the early investigators,
Hollands [4] used a solar still for the regeneration of the lithium chloride solution.

The use of an open-cycle absorption cooling system with the regeneration of an absorbent
solution on an inclined unglazed solar collector/regenerator was first proposed by Kakabaev and
Khandurdyev [5]. They built a laboratory-scale model to provide for the cooling needs of two rooms
in a laboratory and subsequently a large scale pilot plant was built to provide for the cooling needs of
a three storey, nine unit apartment building [6, 7]. The absorbent solution used with this plant was
lithium chloride. They monitored the plant for about four years and reported that it performed well.
In an attempt to find a less expensive absorbent material, they used a mixture of calcium chloride and
lithium chloride, which caused foaming. They studied the regeneration ofan absorbent solution on the
roof and the resultant reduction of heat flux through the roof [8]. Kakabaev et al. [9] investigated the
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use of a glazed collector/regenerator with forced convection between the glazing and collector/
regenerator surface. The performance of a glazed regenerator was found better than an unglazed one
undyr conditions of high humidity.

Collier [10] performed an investigation, which was similar to thatofKakabaev and Khandurdyev
[5], to determine the mass transfer from an absorbent solution in an open flow unglazed collector/
regenerator. The cooling capacity of the system was determined by the amount of water evaporated
from the absorbent solution. This analysis used meteorological data from five cities with the available
correlations for heat transfer coefficients for a horizontal flat plate. These results showed good
potential and subsequently further studies were initiated at the Arizona State University in Tempe,
Arizona [11], and Research and Engineering Center of Lockheed Missiles and Space Company,
Huntsville, Alabama [12]. Schlepp and Collier [13] studied the use ofcollector/regenerator for heating
as well as cooling purposes.

The contamination of the absorbent solution by rain water and pollen was experienced by the
Lockheed group and they glazed their collector/regenerator in a follow up study [14]. The top and
bottom of the collector/regenerator were open to facilitate the flow of ambient air and an air gap of 15
centimeters was provided between the liquid absorbent surface and the glazing.

Chen [15], and Chen and Wood [16] continued their work at the Arizona State University and
simulated the collector/regeneratorprocess in greaterdetail taking into account the local meteorological
conditions. Novak [17] carried out experiments on an unglazed collector/regenerator and derived
empirical correlations for heat and mass transfer coefficients. Nelson [18] made a comparative study
of the performance of an unglazed and glazed collector/regenerator. The glazed collector showed an
improved performance compared to an unglazed collector/regenerator when the ambient humidity
was higher. The experimental results on a glazed and an unglazed collector/regenerator, as reported
by Hawlader et al. [19], failed to achieve this improvedperformance, which perhaps could be attributed
to the design of the collector/regenerator.

Lenz et al. [20] studied an open-cycle absorber/evaporator and noticed a reduction of mass
transfer in the absorber due to the presence of non-condensable gases. Yang [21] also discovered
similar effects when performing experiments with an open-cycle absorber/evaporator.

One of the most important components of an open-cycle absorption cooling system is the
collector/regenerator(C/R). The performance of the system depends to a great extent on the perfonn
ance of the C/R. The regeneration of the absorbent solution by evaporating a portion of the refrigerant,
which is water mainly in this case, is an important aspect of the cycle. The amount of water removed
at the C/R from the refrigerant-absorbent solution determines the cooling capacity of the system. The
influence of different variables affecting the performance of the C/R is described in the next section.

COLLECTOR/REGENERATOR PERFORMANCE

The performance of the C/R has been studied by marty researchers [17-19, 26, 31]. In the
simulation of performance, Collier [26] used existing heat and mass transfer correlations, which were
found to describe actual conditions of the C/R inadequately. Mullick and Gupta [32] reported the
results of an early investigation on the efficiency of solar regeneration. These results, as shown in Fig.
4, were also compared with those reported by Hollands [4] and considerable improvements were
achieved by Mullick and Gupta [32]. An extensive experimental programme [17,27] was undertaken
at the Center for Energy Systems Research, Arizona State University. Table 1 shows the typical
meteorological conditions under which experiments were conducted. These studies led to the
formulation of the following correlations for heat and mass transfer, and the efficiency of the C/R for
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Table 1. Meteorological data of Arizona, USA for the year 1990 [28].

Latitude: 33°19.5' N, Longitude: 111° 38' W, Elevation: 425 m

Daily Av. Temp. Relative Humidity Wind Speed Radiation
Month °C Average % mls MJ/m2 day

Maximum Minimum

January 10.6 85 29 1.34 12.44
February 11.7 89 32 1.34 15.08
March 17.2 64 21 1.79 18.73
April 22.2 53 18 2.23 24.76
May 25.6 33 11 2.23 29.29
June 32.8 30 10 2.23 30.25
July 32.2 62 27 2.68 26.10
August 30.6 65 27 2.23 24.59
September 29.4 74 30 1.79 20.74
October 23.9 42 17 1.34 18.10
November 16.7 72 24 1.34 13.11
December 10.0 83 34 1.34 10.13
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both glazed and unglazed conditions [27]. These correlations are useful for the prediction of heat and
mass transfer from the regenerator.

For an unglazed C/R:
NUL = 10-27.32 Ret302 Gr

L
°1.611 N°-1.312

Sh
L

= 102254 ReLo.057 Gr
L

-1.616 N-O·799

11 = 10-2.347 ReL-O·057 GrLoO.255 N°1.027

For a glazed C/R:
NUb = 10-S502 ReLo.032 ZO-3152 R~00.224

Sh
b

= 10°·157 Re
L

-4·439E-3 Z-2.615 R~0.2S3

11 = 10S.203 Z030.27 R~0-1501E-3

The regeneration efficiency, 11 , is defined as the ratio of the energy required to evaporate water
from the absorbent solution to the solar energy incident on the C/R minus the sensible heat gain of the
solution. For the unglazed C/R, an average value of 0.466 was obtained for conditions described in
reference [19,27]. For the glazed C/R, operating under similar environmental conditions, an average
efficiency of0.39 was obtained [19,27]. Similar results were obtained by Mullick and Gupta [32] with
CaCl

2
solution. The efficiency values reported by Hollands [4] with LiCI solution in a solar still were

considerably lower.
Novak [17], Stack and Wood [27], and Hawlader et al. [19] reported the results of a simulation

study, which was conducted to identify the important variables affecting the rate of evaporation from
the C/R. The variables considered in these studies were as follows:

i) ambient temperature and humidity ratio;
ii) inlet solution temperature, concentration and flow rate;
iii) solar irradiance;
iv) wind velocity; and
v) collector geometry (length, width and glazing height).

The results presented here are based on those reported by Stack and Wood [27], where two
collectors/generators, one glazed and the other unglazed, were tested under identical environmental
conditions. The experiment was performed in Tempe, Arizona, where very low relative humidity and
high solar irradiation were considered to be the main features of the meteorological conditions, as
shown in Table 1. The working fluids were water (the refrigerant) and lithium chloride (the absorbent).

For the unglazed collector, Fig. 5(a) shows greater change in the evaporation rate with the
variation of ambient temperature. With the increase in ambient temperature, the evaporation rate for
the glazed collector went through a maximum and then declined. When the ambient temperature
increased, the driving potential for heat transfer decreased and the solution temperature rose since less
energy was lost to the surroundings. The warmer fluid had a higher driving potential for mass transfer,
leading to an increase in evaporation rate with the increase in ambient temperature. For the glazed C/
R, the buoyancy driven internal flow decreased due to a reduction in heat transfer from the solution
to the ambient air. As a result, evaporation rate increases with temperature, passes through a maximum
and then declines.

The evaporation rate was affected by the changes in humidity ratio, as shown in Fig. 5(b). The
unglazed and glazed collectors/regenerators responded similarly to increases in ambient humidity
ratio, the glazed CjR showing less sensitivity. The driving potential for mass transfer decreased with
the increase in humidity ratio and the solution left the C/R with greater amount of sensible heat due
to the available solar irradiation.
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Fig. 5. Variation of evaporation rate with (a) ambient temperature (b) ambient humidity.

A warmer solution at inlet to the C/R had greater driving potential for heat and mass transfer
producing an increased evaporation rate for glazed C/R and a mixed effect for unglazed C/R, as shown
in Fig. 6(a). The evaporation rate for the unglazed C/R went through a maximum and then declined
with the increase in solution temperature. The concentration of solution at inlet had a similar effect on
the evaporation rate as that of ambient humidity. As shown in Fig. 6(b), the evaporation rate for the
glazed C/R was much less sensitive to the concentration of solution at inlet. The vapour pressure
decreases with the increase ofconcentration of the solution of lithium chloride. This lead to a decrease
in driving potential and, consequently, a decrease in evaporation rate for the unglazed C/R. For glazed
and unglazed C/Rs, the mass flow rate affected the evaporation rate differently, as shown in Fig. 6(c).
The evaporation rate for the unglazed C/R increased with the increase in flow rate, whereas for the
glazed C/R, it decreased. The change in solution concentration decreased with the increase in flow rate
resulting in an overall increase in evaporation rate for the unglazed C/R. The changes in outlet
temperature and concentration were less dramatic than the unglazed C/R, and there was slow decline
in evaporation rate for the glazed C/R.
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Figure 7 shows the effects of solar irradiation on evaporation rate for glazed and unglazed
collectors/regenerators. For the glazed C/R, the evaporation rate increases almost linearly with the
increase in solar irradiance. The evaporation rate for the unglazed C/R went through a maximum and
then declined. Increased evaporation rate for the unglazed C/R led to a lower temperature and higher
concentration, which might have contributed to a decline in evaporation rate for further increase in
irradiation. For the meteorological conditions, the absorbent solution for the glazed C/R left the C/R
at higher temperature and at a lower concentration than the unglazed C/R. This could be attributed to
the nature of the design of the glazing, where air enters the C/R at the inlet and travels a long distance
before it reaches the outlet. The air becomes fully laden with water vapour within a short distance from
the inlet and, thereafter, it travels the remaining path without absorbing additional water vapour.
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Fig. 7. The influence of solar irradiation on evaporation ratc.

Figure 8 shows the effects of wind speed on the evaporation rate. The performance of the glazed
C/R was essentially unaffected by the wind speed. The evaporation rate for the unglazed C/R increased
slightly with the increase in wind speed. The heat and mass transfer coefficients increased due to a
thinner boundary layer at higher wind speed. Increase in heat transfer reduces solution temperature
causing a reduction in mass transfer and an increase in mass transfer also reduces solution temperature
causing a reduction in heat transfer. In these two opposing forces, the mass transfer effects dominate.

The effects of aspect ratio, the ratio of height to C/R length, on the performance of glazed C/R
are shown in Fig. 9. The evaporation rate for the unglazed C/R is included for comparison only. The
evaporation rate increased slightly with the increase in plate height. Nelson [18] predicted a better
performance ofglazed C/R than the unglazed one. However, this study indicates a better performance
for unglazed C/R than the glazed C/R under the meteorological conditions of Arizona, where the
relative humidity is very low.

CONCLUSIONS

The research and development activities in the area of SAOCAC have been reviewed showing
the current state-of-the-art. The open-cycle absorption cooling shows good potential and is considered
to be environment friendly.



RERIC International Energy Journal: Vol. 16, No. l,June 1994 39

----- Unglazed C/R

- - Glazed G/R

-----------------
3 I~ 5 6 8 9 10 11

Wind (m/s)

Fig. 8. The effect of wind on the rate of evaporation.

---------

Unglazed G/R

Glazed C/R

------

1.2
~

N 1.0 ~Ei

I-<
~:::.

bO 0.8 ~

.I<:

(l) 0.6 ~..,
eu ~
~

~

~
0.4 ~

eu
:>
~ .

0.2

0.005

• I

0.010

. I

0.015

I I

0.020

I .
0.025

Aspect Ratio

Fig. 9. Effects of glazing height on the rate of evaporation.

The performance of SAOCAC has been studied by many investigators and the important
variables that influence the performance ofregenerators have been identified. Although the simulation
study indicates a better performance for glazed regenerators, experimental results consistently show
a better performance for unglazed regenerators operating under arid weather conditions.

NOMENCLATURE

b
L
Gr
N
Nu
Ra
Sh
Z

*

Glazed C/R channel height (m)
Characteristic length of C/R (m)
Grashof number
Ratio of mass to heat transfer Grashof Nurnbers
Nusselt number
Rayleigh number
Sherwood number
Scaling factor
based on uniform heat and mass flux boundary condition
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ABSTRACT
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Waste disposal in a developing country such as India is a menace, due to the large quantity of
waste generated and the poor suitability ofmethods available. The anaerobic method ofdigestion is
one of the more viable modes of waste handling, although the efficiency is much lower than that
achievedin the aerobic mode, in termsofsuitabilityfor disposal. However, the impending energycrisis
coupled with ever increasing energy demands, seems to favour anaerobic methods ofwaste disposal,
primarily for their ability to produce methane, which can be used as a non-polluting fuel.

In this paper the viability ofusing High Density Polyethylene (HDPE) as abiodigester material
for anaerobic digestion of night-soil is discussed. Although the waste stabilisation is less, the
generation ofmethane is 0.6 trr per trr offed slurry per day (methane content 70%), which is higher
than that reported in conventionalbiodigesters. Taking into account several characteristics ofHDPE,
and its inertness to waste slurry or methane gas, it can be advocated for use as a material for
biodigesters.

INTRODUCTION

Although anaerobic decay is a common natural process, it has only recently attracted the attention
ofresearches. Oneofthe prime reasons for this situation is the slow reproducibility ofthe methanogenic
bacterial population, which is primarily responsible for the production of methane gas. From the
energy point ofview this process might not seem effective, but ifan overall view with regards to waste
disposal, hygiene and energy is considered, then anaerobic digestion is preferable to most other modes
of waste handling.

Several designs have been tried and many more have been experimented upon, but two models,
namely the floating dome and the fixed dome have been consistently propounded over the years.
Biogas plants are chiefly constructed out of masonry work although the floating dome may be either
of mild steel or of fibre glass. This paper presents the optimisation process of field scale biogas
digesters made of High Density Polyethylene (HDPE) and utilising night-soil as substrate, for biogas
production. By and large, in India, cattle dung is the only substrate used for biogas production.
However, the principles of anaerobic digestion also apply to the digestion (degradation) of human
night-soil (HNS). This application has a social relevance providing adequate sanitation and simul
taneously obtaining fuel gas for cooking. Hence, it was felt necessary to carry out experiments on the
use of HDPE to construct a biogas plant and to use HNS as the feed material. Moreover, within the city
limits, it makes more sense to treat night-soil rather than cow dung, as a method for waste reduction.
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MATERIALS AND METHODS

Biogas Plants: Design and Construction

RERIC International Energy Journal: Vol. 16, No.1, June 1994

Fourdigesters each ofcapacity 12 m3 and a floating dome capacity of4 m3 are connected in series.
Strips ofHDPE are spirally wound around a metallic drum (mandrel) of diameter 2.2 m. The strips are
welded with the help of an extruder machine [l]. The result is the formation of a cylindrical tank of
a specific height. In this case the height is 3.5 m. The strips of HDPE of width 120 mm are provided
with a central hollow protrusion of inner diameter 32 mm. This accommodates the polypropylene (PP)
tube to impart extra strength to the circular biodigesters. One end of the tank is sealed by using HDPE
sheets. The centre of this cylinder has an HDPE pipe of diameter 75 mm, which acts as a guide pipe
for the central partition wall, again an HDPE sheet. The guide pipe of the gas holder slides over the
guide pipe of the digester resulting in the smooth sliding of the gas dome when gas is produced or
utilised. The resulting biodigester is shown in Fig. 1.

75.0/00

4750 LONG

\

1200 -I

All dimensions are in mm.

Fig. 1. Schematic drawing of a field scale biogas plant made from HDPE.
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Running of the Plant on Human Night-Soil
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Night-soil is collected in a sump well and then pumped into the first digester, thereby it flows
through the four digesters by gravity affecting a retention time of six days in totality. The initial charge
was 10% cattle dung slurry and the plants were stabilised with respect to methanogenesis, on the same
type ofdaily feed at 30 days hydraulic retention time (HRT). After this, night-soil was fed in increasing
concentration. In four months time the plant received a daily feed exclusively of night-soil. Once the
plant was stabilised with HNS it was run with definite loading conditions (Table 1) for a period of six
months. The data presented in this paper was collected over a period of fifteen months during which
the plant received only night-soil as the daily feed.

Table 1. Operating conditions for anaerobic digestion of human night-soil.

Analysis

Hydraulic retention time (HRT)

Loading rate (total solids)
(volatile solids)

Percent TS in influent

pH of influent slurry

Biogas produced

Methane content

6 days

60 - 80 kg/day
40 - 50 kg/day

0.75 - 1.0 %

6.8 - 7.0

0.9 - 1.3m3/kg of fed COD

62 -72 %

1. Quantity of gas produced daily was determined by measuring the height of each gas holder
above the slurry level every day.

2. Percentage of methane in the biogas was determined by analysing the gas sample on a gas
chromatograph (Chemito 3800) [2].

3. pH of the slurry was measured by using a pH meter (Control Dynamics, Bombay).
4. Total solids, total volatile solids, BOD and COD of influent and effluent slurry were

measured by standard methods [3].
5. Volatile fatty acids were measured on a gas chromatograph (Chemito 3800) [4].
6. Temperature was measured by a thermocouple (Cr-AI).

RESULT AND DISCUSSION

A few relevant characteristics ofhigh density polyethylene are listed below (Table 2) [5]. These
reflect the viability of HDPE being used as a material for biodigesters.

The thermal conductivity of thermoplastics like HDPE is around 0.0019 W/mK as compared to
54 W/mK for mild steel [6]. This property effectively protects the slurry within the digester from
variations in external (atmospheric) temperature and thereby retaining the temperature of the digester.
This is not the case in conventional digesters with gas holders made from mild steel. Temperature was
found to be at one particular level, which facilitated faster hydrolysis of the long chain carbohydrates,
fatty acids and proteins.



0.95 to 0.96

Nil

202 to 376 kg/cm2

14 to 19 kg/cm2

12 Izod fUb/inch

78°C to 1200C
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Table 2. Characteristics of high density polyethylene (HDPE).

Specific gravity

Transparency

Tensile strength

Tensile modulus

Impact strength

Maximum use temperature
(no load)

HDPE is resistant to most acids and alkalis.

Since the strength of materials recorded in Table 2 is initial, no visible aberrations were observed
with respect to surface morphology or impact bearing strength on the walls of the HDPE biodigester,
after a period of twenty months.

The impact bearing capacity prevents the digesters (underground or partially overground) from
collapsing inwards due to ground movements. The tensile strength of the HDPE material used is 202
kg/cm2

• The physical quantity which decides the ability of the HDPE biodigester to remain in a circular
(cylindrical) shape is known as 'ring stiffness value'. This value in the case of the present digester is
0.6 kN/m2

• This determines the capacity of the HDPE wall to bear load or pressure from the external
peripheral surrounding. Nonnal pressure exerted by the topology of the ground is less than this almost
by the order of a magnitude. This reaffirms the potential of HDPE being used as a digester material.
No visible distortion was observed on the HDPE digester over a period of twenty months. Moreover,
the cylindrical shape and thickness ofHDPE sheets (6.0 mm) coupled with the polypropylene core as
support material makes the sheets resistant to mechanical loads. This is supported by the fact that no
obstruction resulted in the dome movement in the digester from the onset of plant commissioning.

Impregnation of carbon black within HDPE prevents harmful effects of ultra violet rays. These
rays are converted to less harmful infra red rays.

To increase the pressure on the gas produced for household distribution, gunny bags filled with
sand were placed on the domes so as to affect a pressure of 4 to 5 inches water column pressure.

The characteristics of the night-soil pumped into the digesters can be briefly summarised as
follows:

The total solids content in the input slurry was small, to the tune of 0.75 to 1.00%. The volatile
solid fraction comprised of 50% to 60% of dry matter. The pH of the input slurry was in the range of
6.8 to 7.0. The undigestible lignin content was 4.17% of the total solid fraction and all the important
volatile fatty acid fraction was 700 to 800 mg/1.

The effective retention time resulting due to pumping of the slurry through the four digesters was
6 days. During the first thirteen months there was a gradual increase in the degradation of organic
matter as reflected by reduction in BOD and COD of the intluent (Fig. 2). This process got well
established towards the end of the thirteenth month and remained so. The reduction in Biochemical
Oxygen Demand (BOD) of the influent was 75% and the reduction in Chemical Oxygen Demand
(COD) was 89% (Fig. 2). Total biogas production from the waste showed more or less a similar pattern
(Fig. 2). Biogas produced daily during the thirteenth to the fifteenth month was between 0.49 to 0.64
m3 per m3 of fed slurry per day, equivalent to 3.4 to 4.8 m3 per day. Methane content in the gas was
62 to 72%.
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The results of the degradation oforganic matter in terms of total volatile solids (TVS) and biogas
produced in each plant when the digestion was stabilised are shown in Fig. 3. It is also seen from Fig.
3 that the degradation oforganic matter was better in plants one and two. Conversion oforganic matter,
particularly ofintermediate organic compounds resulting during degradation, into methane and carbon
dioxide, i.e. biogas, was better in plants two and three.

Reduction in solid content was almost 50%. Gas production was 0.2 m3m·3slurry day·1 (Fig. 2),
once the optimisation was achieved. The methane content in the biogas also increased from 45% during
the stages of optimisation to 72% once the digester was optimised. There are reports describing gas
yield of about 0.07 to 0.14 m3m·3 of fed slurry per day [7] and 0.45 m3m·3 of fed slurry per day [8] for
human night-soil. These experiments were conducted on a fixed dome type biogas plant and a
completely stirred digester with separate gas holder, respectively. Similarly, methane yield obtained
in the present studies was also higher (72%) as against from city sewage (50%) [9].

The initial optimisation period was for about a period offour months. This required daily feeding
of cattle dung. But once the digester stabilised then cattle dung feeding was stopped and only night
soil was continuously fed. Tests conducted on HDPE after a period of twenty months showed no
changes on the same with respect to its original properties, namely those shown in Table 2. There was
no adverse effect on the anaerobic digestion within the HDPE digester also over the same period of
time.
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From the results depicted, it is evident that HDPE is a suitable material for biodigester
construction. The cost of construction of an HDPE biodigester (4 m3 capacity) is Rs.60,000 (US$
1,900) along with installation charges and including excavation charges. The corresponding conven
tional cement concrete and steel dome digester costs around Rs.65,000 (US$ 2,100) along with
excavation charges. HDPE digesters can be above ground also, but the cost of cement digester, if to
be constructed above ground, escalates the price due to extra reinforcement. However, considering the
other advantages, namely consistency in methane generation over any seasonal variations and no
corrosion effects on HDPE, these digesters seem to be definitely advantageous over conventional
KVle model biodigesters made from conventional material. Although the retention time is low, gas
production is quite high as compared to conventional digesters. However, weights need to be placed
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on the gas holders to bring about a proper flame in the burners. But charge stabilisation is not
satisfactory, due to the low retention time. Increasing the number of digesters or use of concentrated
slurry as substrate to achieve further charge stabilisation is envisaged in the next phase of the present
pilot plant.
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ABSTRACT

Properties of cocoa wood charcoal such as apparent density, friability, calorific value,
ignitability and time taken to burn to ashes were studied. The results were then compared to similar
studies done on some commercially available charcoal and barbecue fuels. It was found that the
density of cocoa wood charcoal is lower than most commercial charcoals while its friability and
calorific valuesare comparable to mangrove woodcharcoal, the most commonlyavailable commercial
charcoal in Southeast Asia. The low density ofcocoa wood charcoal enables it to be easily ignited but
it burns to ashes in a time that is comparable to some but shorter than other commercial charcoals.
Over all, it is concluded that cocoa wood charcoals are in no way inferior to other commercially
available charcoals.

INTRODUCTION

In Malaysia, serious cultivation of cocoa trees started some 35 years ago and today Malaysia is
the world's fourth largest producer of cocoa with about 400,000 ha planted [1]. In order to maintain
mature cocoa trees at a height of 3-4 m, to allow easy access for spraying and fruit harvesting,
periodically pruning has to be carried out. This practice generates about 25.2 tonnes of dry organic
matter per ha per year [2]. The energy content of this amount ofbiowastes is roughly equivalent to 70
barrels of oil per ha per year.

Cocoa trees in plantations are normally replanted after about 25 years. Lim [3] reported that fairl y
substantial quantities ofreplanting wood wastes will begin to become available in Malaysia at the tum
of the century.

The current practice in most cocoa plantations in Malaysia is to allow the prunings to rot in the
fields while wood wastes from replanting activities are simply burnt. In an effort to convert these
biowastes to value added products Lim and Malar Vizhi [4] and Lim [5] have shown that charcoal of
reasonably good quality can be produced from cocoa tree prunings. Their results are summarised and
reproduced in Table 1.

In .their laboratory scale carbonisation experiments, prunings ofa few cm in dimension were used
and the rate of heating was 5°C min·1

• Lim [5] also mentioned that the cocoa wood charcoal produced
appears to be more friable as the raw material is rather soft wood. This suspicion however has not been
examined experimentally. Other physical properties of the charcoal produced have also not been
studied.

In this paper we report on studies that were carried out to determine some physical properties
of cocoa wood charcoal as well as their burning characteristics. The properties and characteristics
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Table 1. Yield and proximate analysis of cocoa wood charcoal.

Terminal Yield Moisture Ash Volatile Fixed
Carbonisation (%) Content Content* Content* Carbon
Temperature (%) (%) (%) Content*

(OC) (%)

400 32.0 7.8 10.3 30.0 59.8
450 30.6 6.9 11.4 22.0 66.6
500 28.7 7.3 10.3 17.1 72.6
550 27.3 7.6 11.8 15.1 73.2
600 27.0 8.5 11.7 12.7 75.6
650 26.0 9.6 10.3 11.5 78.2
700 25.7 9.3 9.3 10.1 80.7
750 24.3 10.2 9.9 10.0 80.2
800 24.8 10.3 9.4 9.1 81.5

Raw wood 11.0 2.5 77.9 19.6

* Dry basis.

studied are those considered essential by prospective consumers for good results. The properties
studied were apparent density, friability, calorific value, ignitability, and time taken for a unit mass to
bum to ashes. Cocoa wood charcoal samples that were produced at 3 different carbonisation
temperatures of450,550 and 650°C and 1h holding time were studied. One hour ofholding time means
thar-the carbonisation is allowed to proceed for I h once the terminal carbonisation temperature is
attained.

METHOD

Apparent Density

Apparent density, defined as mass of a block of charcoal over volume enclosed within the
boundary of the charcoal block, was determined simply by cutting cocoa wood charcoal into cubes,
weighing the sampleand dividing the mass by thevolumeenclosedby its boundary. Fivedeterminations
were made for each of the 3 charcoal samples studied.

Friability

Shatter tests were performed on the cocoa wood charcoal as per ASTM D440 - 86 [6]. About 100
gm ofthe charcoalwere placed in a box whose underside could be opened. The box was held by a frame
so that its bottom surface was 6 ft from the base. When the underside of the box was opened, the
charcoal within dropped to the base. All the dropped charcoal pieces were gathered and returned to the
box for a second drop. After this second drop, the shattered pieces ofcharcoal were again gathered and
sieved. Square hole sieves of sizes 9.5 mm, 3.35 mm and 0.85 mm were used. From the amount of
material that passed through each sieve, the friability of the cocoa wood charcoal was determined.
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Experiments were done only on charcoal produced at the 650°C carbonisation temperature. A total of
5 runs were carried out.

Calorific Value

The calorific value of the cocoa wood charcoal was determined using an adiabatic bomb
calorimeter (parr, model 1241). Standard procedures were followed and 10 to 15 sets of data were
gathered for each sample analysed.

Ignitability and Time Taken to Burn to Ashes

The ignitability of cocoa wood charcoal was investigated by determining the time it took for the
charcoal to start catching fire when lighted.

A piece of charcoal was put over a wire gauze which sat on a stand that had air inlets. The
hexamine solid fuel tablet which was placed about 7.5 cm below the gauze at the base of the stand was
ignited. After some initial trials, a piece of charcoal was allowed to catch fire over the lighted fuel for
a fixed interval of time. Subsequent to that fixed time interval, the charcoal piece was removed
periodically to determine whether or not it had been ignited. This was done at intervals of 5 to 10
seconds. At each removal, the heated charcoal was placed over a piece of tissue paper (Scott-Purex).
The charcoal was deemed to have been ignited if it was able to bum through the tissue paper.

After ignition the charcoal piece was removed from the wire gauze and transferred to a holder
where it was allowed to bum to ashes. The time taken for this to occur was similarly determined.

All the above procedures were conducted in a fume cupboard with air blowing at 0.6 m S·l. For
each of the 3 charcoal samples studied 5 experiments were performed.

Commercial Charcoal and Barbecue Fuel

Some of the above properties were similarly determined for charcoals and a barbecue fuel that
are already available commercially in the market so that a comparison could be made with the cocoa
wood charcoal. Commercial charcoals studied included those produced from Malaysian mangrove (b.
carophylloides) and rubber woods, American mesquite wood and an Australian barbecue fuel. Again,
for each charcoal type, at least 5 runs were carried out for each of the properties studied.

RESULTS AND DISCUSSION

The resultsoftheexperiments for the determination ofapparentdensi ty, calorific value, igni tability
and time taken to bum to ashes are as shown in Table 2 while TaQle 3 shows the results of shatter tests
for friability studies.

Charcoal produced at a 450°C carbonisation temperature has an apparent density that is lower
than that produced at 550 and 650°C. Samples from the latter two carbonisation conditions have
apparent densities that are comparable to one another and also to that of rubber wood charcoal. The
apparent densities of the mangrove wood and mesquite wood charcoals and the Australian barbecue
fuel are however much higher. This can perhaps be attributed to the fact that the mangrove and
mesquite woods are harder woods, while the Australian barbecue fuel is a compacted pillow-shaped
fuel.



Table 2. Comparison of some properties of cocoa wood charcoal with some other commercially available
charcoal and barbecue fuel.

Cocoa Wood Cocoa Wood Cocoa Wood Malaysian Malaysian American Australian
Charcoal Charcoal Charcoal Mangrove Rubber Wood Mesquite Barbecue
(4500C)* (5500C)* (6500C)* Wood Charcoal Charcoal Wood Charcoal Fuel

Apparent
density 0.23 ± 0.01 0.34 ± 0.03 0.32± 0.03 1.01 ± 0.09 0.36 ± 0.03 1.22 ± 0.10 1.59 ± 0.09
(g/cm3)

Calorific
value 6428 ± 34 6880 ± 40 6609 ± 153 ~

~
(kcal/kg) r:;

~
Time taken ~....

to ignite 75± 12 90±9 84± 14 130±9 181 ± 9 297 ± 33 23~ ± 12 ~
5-

(seconds) ~

Time taken ~
for 1 gm to 663 ± 134 718 ± 48 932± 88 1806 ± 193 1198 ± 56 1347± 132 982 ± 31 ~

'<
......

bum to ashes ~

~
(seconds) ;:s

~

Notes: The errors shown are standard errors. ~
* indicates charcoal produced at the respective carbonisation temperature. ....

?o

~
:-
.....
;:

~....
'0

:f
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Table 3. Percentage of the original weight of dropped charcoal
that passed t~rough each sieve after the shatter tests.

55

Sieve Size
(mm)

9.50
3.35
0.85

Cocoa Wood Charcoal
(6500C)

3.68 ± 0.57
1.36 ± 0.19
0.84 ± 0.13

Mangrove Wood
Charcoal

3.52 ± 0.65
1.23 ± 0.24
0.63 ± 0.16

Notes: The errors shown are standard errors.
The cocoa wood charcoals studied are those produced at
a 650"C carbonisation temperature.

The calorific values of the 3 samples ofcocoa wood charcoal do not differ significantly from one
another though samplesproducedata550°Ccarbonisation temperature appeartohaveaslightlyhigher
calorific value. These calorific values are comparable, if not higher than the calorific value of
commercial mangrove wood charcoal, which has a reported value of about 6282 kcal/kg [7].

The times taken to ignite the 3 samples of cocoa wood charcoal also do not differ significantly
from one another but are substantially lower than the values of the other commercial charcoals studied.
This observation implies that cocoa wood charcoals are more easily ignited; a property that is
consistent with its low density.

The time taken for one gram of cocoa wood charcoal to burn to ashes appears to increase as the
carbonisation temperature for the production of the charcoals increases. The value for charcoal
produced at a carbonisation temperature of6500C is significantly different from the value of charcoal
produced at the other 2 carbonisation temperatures. This observation concurs with the results reported
previously that charcoals with higher fixed carbon and lower volatile contents are produced at higher
carbonisation temperatures [5]. In fact it was suggested that for industrial scale projects, a carboni
sation temperature of650° to 700°C suffices [5]. When compared to the time taken by 1gm of the other
commercial charcoals to burn to ashes, the value for the cocoa wood charcoal produced at 6500C
carbonisation temperature is not much less than the value for rubber wood charcoal or Australian
barbecue fuel. Mangrove wood and mesquite wood charcoals however burn for a significantly longer
time.

The data in Table 3 show the percentage of dropped charcoal that passed through each of the 3
sieve sizes after the shatter tests. The percentages shown are based on the original weight of the
charcoal dropped. Even though it was initially suspected that cocoa wood charcoal, produced from a
rather soft wood, would be more friable, the results in Table 3 do not indicate this to be so. When
compared to the friability of mangrove wood charcoal, the values obtained for cocoa wood charcoal
are not significantly different.

The above results, together with those reported earlier, indicate that, overall, cocoa wood
charcoal has properties that is no way inferior to other commercially available charcoals. Though it
burns off faster when compared to mangrove and mesquite wood charcoals, it is more easily ignited.
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ABSTRACT

1

The paper provides literature review on absorption refrigerators and heat pumps. Basic
background on single-effect absorption systems, double-effect absorption systems, absorption heat
transformer are discussed. The paper also provides discussion on advanced systems and working
fluids. It is hoped that this contribution will stimulate wider interest in the technology ofabsorption
refrigeration.

1. INTRODUCTION

The aim of this paper is to provide the basic background and review the existing literatures on
absorption refrigerators and heat pumps. A number ofabsorption cycles and working fluid options are
provided and discussed.

Development ofan absorption refrigeration cycle was motivated by experiments with solutions.
In the 1700's it was known that ice could be made by the evaporation of pure water from a vessel
contained within an evacuated container in the presence of sulphuric acid, [Herold & Radermacher
1989]. This process was improved in the 1800's, but the use of sulphuric acid and water has two
inherent design problems; these are corrosion and leakage of air into the vacuum vessels. A water/
ammonia machine was introduced in 1859 by Ferdinand Carre, who took out a US patent in 1860.
Machines based on this patent were used to make ice and store food. As the absorbent used (water) is
volatile, the system requires a rectifier to strip away the water normally evaporated with the ammonia.
To overcome this problem, a system using an aqueous lithium bromide solution was introduced in the
1950's for industrial applications.

The performance of a refrigeration cycle can be characterised in terms of the Coefficient of
Performance (COP), defined as the ratio of the cooling capacity to the total energy input to the system.
The Coefficient of Performance of a vapour-compression refrigerator (work operated cycle) is
normally greater than that of an absorption refrigerator. However, the former requires mechanical
work which, ifdelivered in the form ofelectrical energy, is more expensive to produce than heatenergy
used by the heatdriven systems. It is interesting to note that a vapour-compression refrigerator that has
a COPof2.5 has an equivalentCOP in terms ofprimary energy inputof0.88, ifthecompressor is driven
by a prime mover with thermal efficiency of 35%, whereas double-effect absorption refrigerators
typically have equivalent COP values ranging from 0.9 to 1.2. Thus, a heatoperated refrigeratorsystem
may be able to provide significant primary energy'saving. Moreover, an absorption refrigerator
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typically operates with relatively low quality heat sources (at 2500c or less). Therefore they can be
powered using heat that is rejected or wasted by many industrial processes. Thus the waste heatenergy
can be converted to useful refrigeration. The useofwaste heat can, therefore, cutglobal CO2 emissions
and reduce the global wanning problem.

Anotherdifference between vapour compression systems and absorption systems is the working
fluid they use. Todate mostvapour-compressioncyclescommonly use chlorofluorocarbonrefrigerants
(CFCs), because of their thennophysical properties. Other fluids may perfonn better in heat operated
cycles. It is through the restricted use ofCFCs, due to depletion of the ozone layer, that will make heat
operated cycles more prominent However, even though heat operated refrigerators seem to provide
many advantages, the vapour-compression system still dominates all market sectors.

2. SINGLE-EFFECT ABSORPTION REFRIGERATORS

Figure 1shows aschematic diagram ofa single-effectabsorption refrigeration cycle. Refrigerant
vapour flows from the evaporator to the absorber where it is taken into solution by the absorbent A
flow of refrigerant vapour is maintained by a boiling process within the evaporator, thus creating the
necessary refrigeration effect. The absorption process is usually exothennic and, therefore, the
absorber requires constant cooling to maintain its temperature. As the refrigerant enters the solution
with the absorbent, the ability of the latter to absorb decreases. To maintain the strength of the
absorbent, aquantity of the solution is continuously pumped, ata high pressure, to the generatorwhere
it is heated causing the refrigerant to be driven outofsolution, thus drying the absorbent which is then
returned to theabsorber viaapressureregulator valve. The highpressure refrigerantvapour flows from
the generator to the condenser where it is liquefied and returned, via an expansion valve, to the
evaporator, thus completing the cycle. Asolution heatexchangermay be added to preheat the solution
leaving the absorber using the hot solution returning from the generator. Thus the generator input and

generator

absorber

solution

heat exchanger

condenser

evaporator

Fig. 1. A single-effect absorption refrigeration cycle.
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the absorber output are reduced and system COP is improved. Similar to an ejector refrigerator, work
input required by the solution pump is negligible relative to the energy input at the generator and,
therefore, pump work is often neglected for the purposes ofanalysis. The Coefficient ofPerfonnance,
for the refrigeration cycle, is equal to the ratio of the heat absorbed at the evaporator to the heat input
at the generator, therefore:

COP = Qevap

Q
gell

Various researchers have studied thermodynamic performance of single-effect absorption
systems using various kinds ofworking fluids. The mostcommon working fluids are lithium bromide!
water (LiBr~O) and water/ammonia ~O/NH) where the components are given as absorbent/
refrigerant Studiesofsystems usingLiBr/waterareprovided theoretically [ASHRAE 1985,Kouremenos
& Rogdakis 1988 and Jeng etal. 1989] and experimentally [Eisaet al.1985, Landauro-Paredes 1982
and Eisa & Holland 1986]. For water!NH:J systems, papers are provided theoretically [Kaushik &
Bhardwaj 1982,Cerepnalkovski 1991] and experimentally [Butz & Stephan 1989, Best & Hernandez
1991].

Fluorocarbon refrigerants combined with organic solvents have been studied. Among these, R22
and R21 have been widely suggested because of their favourable solubility with a number of organic
solvents. The most suitable solvents reported are Dimethyl EtherofTetraethylene Glycol (DMElEG)
and Dimethyl Formamide (DMF). A comparative thermodynamic analysis ofsingle-effect absorption
cycles using R22 orR21 with DMElEGorD:MFwas provided by Dan & Murthy [1989] who suggest
that DMElEG/R21 stood out as the most suitable combination. Computer simulations of absorption
cycles using various kinds of working fluids are available; LiBr/water, water~,LiBr/water-~,
LiBr-ZnBr/C~OH and LiN03-KN0

3
-NaNO/water [Grossman & Gommed 1987], LiBr-ZnBr/

C~OH[ledema1984],GlyceroVwater [Bennani etal.1989],LiCVwater[Groveretal.1988],NH/LiN03

[Best et al.1991], E181/R22 [Varon et al.1983, Jelinek et a1.1984].

3. DOUBLE-EFFECT ABSORPTION REFRIGERATORS

Perfonnance of a single-effect absorption cycle can be further improved by accommodating a
second generator, as in the case of a double-effect absorption cycle. The earliest double-effect
absorption unit appears to have been developed between 1956 and 1958, [Vliet et al.1982]. Figure 2
shows that vapour refrigerant generated by the first-effect generator is condensed at high pressure in
the second-effect generator. The heat rejected is used to produce additional refrigerant vapour from
the solution coming from the first-effect generator. Kaushik & Chandra [1985] showed that if all the
refrigerant vapour from the frrst-effect generator was condensed in the second-effect generator, the
COP for the system should be twice that of the corresponding single-effect cycles. Theoretical studies
of a double-effect absorption system have been provided for various working fluid LiBr/water
[Kaushik & Chandra 1985],LiBr-ZnBr/CH

3
0H [Kaushik et al.1987], LiCVwater [Won & Lee 1991].

Higher-effect cycles with greater perfonnance potential are also possible. However, the complexity
of their designs combined with diminishing returns on perfonnance with each additional effect have
made double-effect cycles the practical limit thus far. However, recent research on triple-effect cycles
shows promise, [Herold & Radermacher 1989].



4 RERIC lnternalional Energy JOUTnal: Vol. 17, No.1, June 1995

first effect
generator

absorber

second effect

generator

evaporator

TB =

Fig. 2. A double-effect absorption refrigeration cycle.

4. ABSORPTION HEAT TRANSFORMERS

An absorption heat transformer is sometimes known as an absorption temperature booster or
a reverse absorption heat pump. This cycle includes the same components as a single-effect
absorption cycle, except that the expansion valve between the condenser and evaporator is replaced
by a pump. Figure 3shows a schematic diagram ofthe cycle, an amount ofwaste heat at relatively low
temperature is added at the generator to separate the refrigerant from the solution in the usual way. The
refrigerant vapour is liquefied at the condenser and then pumped to a high pressure prior to enter the
evaporator, where it is vaporised by means of the same low temperature waste heat used to drive the
generator (absorption heat transformers are usually operated so that the generator and evaporator
temperatures are equal). The vapour refrigerant is then absorbed in the absorber, where high
temperature heat is rejected to the cooling medium. Absorption heat transformers have the capability
of raising the temperature of fluid above that of the source of waste heat. The temperature boost
obtained with absorption heat transformers depends on the temperature of the low grade heat source
as well as that of the heat sink. For a single-stage cycle, the dimensionless temperature boost (TB),
defined below, is limited at 1 and the COP is limited at 0.5, [Grossman 1985].

T - Tabs g~n, ~lIap

T - T
g~1&, nap con
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absorber evaporator

5

generator condenser

Fig. 3. An absorption heat transformer.

COP =
Qabs

Q ge1l + Qevap

Two-stage absorption heat transformers can be divided into two groups; systems designed for a
greater COP but lower TB (TB~ 0.5, COP~ 2(3) and systems designed for greater TB but lower COP
(TB~ 2.0, COP~1(3). The thermodynamic performance ofabsorption heat transformers with various
kinds ofworking fluids have been studied theoretically, e.g., LiBr/water [Grossman & Perez-Blanco
1987,Grossman & Childs 1983,Pereira-Duarte& Bugarel1989,Siddig-Mohammed 1982],DMElEG/
R21 & DMF/R21 [George & Murthy 1989a,b,c], LiBr-ZnBr/C~OH [Antonopoulos & Rogdakis
1992]. Various kinds of low grade heat can be upgraded using absorption heat transformers, e.g., solar
pond [Grossman 1991, Antonopoulos & Rogdakis 1992], solar collector [Kiatsiriroat et al.1986],
industrial waste heat [Ikeuchi 1985, Nakanishi et al.1981].

5. ALTERNATIVE ABSORPTION REFRIGERATORS AND HEAT PUMPS

A periodically operating absorption heat pump (PAWP) designed and built for space-heating
applications is shown in Fig. 4, [Knoche & Grabenhenrich 1984, Seitz etal.I990]. The working fluid
in this case was a ternary mixture ofLiBr/water-C~OH. The system was designed to recover heat
from the ambient air and powered by a 10kW gas burner. There was no mechanical pump in this cycle,
making it more reliable and potentially less expensive than a continuously operating device. Although
the .cycle is operated periodically, heat is supplied continuously and alternately in each mode of
operation by the condenser, the absorber and flue gas. The cycle operates in three different modes. In
the boiler mode, valve 1 and 2 are closed, the 'burner is on, the solution is circulated between the
generator and the absorber by a bubble pump action. The refrigerant vapour from the generator is
passed to the condenser. The heat output is obtained at the condenser and the flue gas economiser. In
the generator mode, after sufficient liquid refrigerant has been condensed in the condenser, valve 1
is open and liquid refrigerant transfers to the evaporator and as the boiler mode, the heat output is
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cooling water inlet

condenser

valve 1

evaporator absorber

Fig. 4. A periodically operating absorption heat pwnp (PAWP).

obtainedat the condenserand flue gas economiser. In the absorption mode, after the liquid refrigerant
has completely transferred from the condenser to the evaporator, valve 1 is closed, valve 2 is opened
and the burner is turned off. Liquid refrigerant in the evaporator boils, absorbing heat from the
environment. The resulting vapour is transferred to the absorber producing a heating effect and
temperature lift Relatively low COPvalues were obtained. Forheat pump operation, values ofaround
1.2 (including all losses) were claimed when the cycle was operated with an ambient temperature of
OOC to produce hot water at between 30 and 6(}OC.

A combination of vapour-compression and absorption cycles can be achieved in a number of
ways, [Morawetz 1989]. This system is usually known as the sorption-compression system. Figure 5
Ashows a schematic diagram ofa typical combined sorption-compression cycle. The performance is
expected to be better than that of the conventional vapour-eompression cycle. The heat pump cycle
shown in Fig. 5-B was developed in the Netherlands [Machielsen 1990]. Coefficient of Performance
values for heat pump operation of4.3 were claimed with 25°C heat source and 55°C heat sink. Water/
Nl\ was used as a working fluid in the experimental stage. A screw compressor capable of pumping
liquid phase simultaneously with the vapour wasdesigned and tested. Thecycle shown in Fig. 5-C was
designed as a vapour-compression heat pump combined with a chemical heat storage device, [Wilson
et al.I984]. The working fluid used is Water~. Ammonia used in the absorption cycle is also
suitable for use with reciprocating compressor and, therefore, can be used in the vapour-compression
side of the cycle. The system was devised so that the compressor is operated only when off-peak
electricity is available. Theheat rejectedduring the condensingprocess of the high pressure refrigerant
is used to separate vapour refrigerant from the solution in the resorber. During the following day, liquid
refrigerant in the desorber boils, absorbing heat from the environment. The resulting vapour is
transferred to the resorber producing a heating effectand temperature lift. Even though these sorption
compression systems seem to provide very high COP, the system required work operated-mechanical
compressor and can no longer be operated with low grade heat energy.
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Fig. 5. Combined vapour compression-absorption heat pumps.

generator condenser

desorber

Fig. 6. An absorption heat pump by Cacciola.

Cacciola et a1. [1990] analysed the absorption heat pump using two combinations of working
fluids, water~ and KHO/water. Figure 6 shows a schematic diagram of the cycle. The cycle is a
compromise between the KHO/water and water~ systems. This cycle reduces the highest system
pressure and avoids the need for a rectifier in thewater~ system. Itcan operate with environmental
temperature below O°C without problems of freezing and crystallisation. The disadvantages of this
system are its complexity and mechanical work is required to drive the compressor.
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The diffusion absorption cycle, commonly known as an Electrolux system, has been used for
more than 60 years mainly for domestic refrigerators. Unlike conventional absorption systems, this
cycle does not require a circulation pump, [Herold & Radermacher 1989]. Instead, a bubble pump
circulates the solution ofwater~.The pressure levels in a conventional water~ cycle are much
too high· for a bubble pump to overcome. To surmount this difficulty, an inert gas is added to the
evaporator and absorber so that the total pressure in all components are equal. The bubble pump must
then overcome only the hydrostatic head results from the position of the components. The inert gas,
typically hydrogen degrades the mass transfer performance of the cycle, but this is usually tolerable.
However, the performance of the cycle is relatively poor (COP for refrigerator is less than 0.2). The
design ofthe generatorand bubble pump was studied by Stierlin & Ferguson [1991], who reported that
50% improvement in COP was possible. For safety reason, helium replaced the hydrogen in their
system.

A dual cycle absorption refrigerator and heat pump was developed in the U.S.A. for space
cooling and heating, [Hanna et al.1984]. The cycle consists oftwo separated single-effect absorption
cycles using different working fluids; water~ and LiBr/water. The condensers and the generators
ofboth cycles are integrated in a single module component in which the LiRr/water solution is heated
by flue gas and the vapour refrigerant generated (steam) is condensed in the generator section of the
water~ cycle. This heat is used to generate vapour refrigerant (NHJ which is similar to a second
effect generator in a double-effect absorption cycle. The vapour~ rejects heat to the cooling water
and condenses to liquidas usual. The operating temperature oftheevaporatorand absorber ofthe LiBr/
water cycle are respectively higher and lower than those of the waterlNI\ system and this prevents
crystallisation of the LiBr/water solution. Coefficient of Perfonnance values of 0.94 were reported
when operating as a refrigerator and 1.8 when in heat pump mode. Theoretical studies ofa similarcycle
are provided by Rogdakis & Antonopoulos [1991].

The absorption process in the absorber releases a large amount of heat, which results in major
irreversible loss to the system, [Kandlikar 1982, Kaushik & Kumar 1987]. The heat rejected during
the absorption process may be used to preheat the solution coming out of the absorber (as shown in
Fig. 7) thereby reducing generator heat input and hence improving the cycle performance. In the fust
paper, systems using water~ as a working fluid were compared. The cycle with an absorber heat
recovery was found to have 10% improvement in COP. In the second paper, a comparative study of
a system using water~ andLiNO~ as working fluids, similar improvement was found. The
LiNO~ cycle yielded better performance than the water/N~ cycle over a wide range ofoperating
temperatures. However, the machine based on this absorber design has not yet been built

The sizeandcostofthe absorption system canbe reducedby increasing the heatand mass transfer
performance of the system components. The Rotex system was developed in the U.K., [Ramshaw &
Winnington 1988]. In this system the transfer of heat and mass takes place on rotating discs; the fluid
flows outwards from the centre of the spinning discs. Shear rates higher than those found in
conventional falling-film devices are experienced. These produce large increases in heat and mass
transfer which lead to a reduction in the size and cost of the system. The proposed Rotex system
comprises several rotating discs contained within a hermetic shell and the discs are rotated at 500 rpm.
KOH-NaOH/water is used as the working fluid. The solution pump is eliminated, as the centrifugal
pressure from the rotating disc is ~ufficient to overcome the low pressure difference of the water
refrigerant-based system. The system is designed to produce hot water at 70°C and recover heat from
the ambient air at 2°C. A Coefficient ofPerformance of 1.4 for heat pump operation was claimed.

Kuhlenschmidt [1973] used an ejector to improve the performance ofan absorption refrigerator.
The aim was to develop an absorption cycle (Fig. 8) using a working fluid based on salt absorbent,
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Fig. 7. An absorption refrigeration cycle with an absorber heat recovery.

capable of operating at low evaporator temperatures and employing an air-cooled absorber, without
the problem of crystallisation. This cycle used double-effect generators. However, in contrast to a
conventional double-effect absorption system, the low pressure vapour refrigerant from the second
effect generator was used as the motive fluid for the ejector that entrains refrigerant vapour from the
evaporator. The ejector exhaust is discharged to the absorber to maintain the pressure differential
between the evaporator and the abS9rber. There is no condenser in this cycle, as the high-pressure
refrigerant vapour is condensed in the second-effect generator and the low-pressure refrigerant vapour
is used as the primary fluid for the ejector. Neither theoretical nor experimental results of this system
are yet available. However, one can expect that the COP of this system will not be higher than a
conventional absorption system as some of the refrigerant vapour generated by the generator is
discharged directly to the absorber (the cooling capacity is reduced). Moreover, the absorber needs to
have a far greater absorption capacity because both primary and secondary flow need to be absorbed.

Chung et al.[1984] and Chen [1988] studied an absorption system using DMETEG/R21 and
DMETEG/R22 respectively as working fluids. Their proposed system operated with an ejector using
high temperature concentrated solution returning from the generator as a primary fluid and a
refrigerant vapour from the evaporator as a secondary fluid. The ejector exhaust was discharged to the
absorber as shown in Fig. 9. Between the absorber and the evaporator, pressure ratios of 1.2 were
expected. The increase in absorber pressure results in the circulation rate of the solution being reduced
lower than that for a conventional cycle operated at the same conditions. Thus an improvement of the
system performance was expected. However, this system can only be operated using high density
refrigerant vapour, because a liquid driven ejector is not suitable to operate with low density vapour
such as water vapour, as in the case for systems using aqueous lithium bromide solutions.
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Fig. 8. An absorption refrigeration cycle by Kuhlenschmidt.

generator condenser

absorber evaporator

Fig. 9. An absorption refrigeration cycle with an ejector absorber.
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Fig. 10. A combined ejector-absorption refrigeration cycle.

Acombined ejector-absorption refrigerator (Fig. 10) was developed to operate with heat source
temperature between 190 to 2100C [Aphomratana 1994, Aphomratana & Eames 1994]. An ejector is
installed between the generator and the condenser of a single-effect absorption refrigerator using
lithium bromide/water. The ejector allows the generator to be operated at a pressure higher than that
of the condenser and so allows the temperature of the solution to be increased without danger of
crystallisation. Therefore, the heat input to the generator is only slightly increased while its
temperature and pressure are increased simultaneously (maintaining a constant solution concentra
tion). As the ejector entrains an extra amount of low pressure refrigerant from the evaporator and
discharge its exhaust to the condenser, the mass flow ofthe refrigerantcondensed in the condenserand
evaporated in the evaporator is greater than that generated by the generator and absorbed by the
absorber. Thus the performance of this system is increased significantly over a conventional single
effect absorption system, since the cooling capacity can be increased with slightly increase in the
generator input The COP values between 0.86 to 1.04 were found.

6. WORKING FLUIDS FOR ABSORPTION SYSTEMS

The operating performance ofan absorption system is critically dependent on the chemical and
thermodynamic properties of the working fluids, [perez-Blanco 1984, Eisa & Holland 1987,
Narodoslawsky et al.1988]. A fundamental requirement of the absorbent/refrigerant combination is
that, in a liquid phase, they must have a margin of miscibility within the operating temperature range
of the cycle. The mixture should also be chemically stable, non-toxic and non-explosive. In addition
to these requirements, the following are desirable, [Holmberg & Bemtsson 1990].

* Theelevation ofboilingpoint(thedifference in boilingpointbetween the pure refrigerantand
the mixture at the same pressure) should be as large as possible.

* Concentration of refrigerant should be as large as possible, to avoid circulation losses. The
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specific heat of the mixture should be as low as possible, for the same reason.
• The heat of vaporisation for the refrigerant should be high.
• Transport properties that influence heat and mass transfer, e.g., viscosity, thermal conduc

tivity and diffusion coefficient, should be favourable.
• The mixture should be non-corrosive and low cost.

Many working fluids are suggested in the literature. A survey of absorption working fluids
yielded some 40 refrigerant compounds and 200 absorbent compounds, [Macriss et al.1988]. Despite
this, the most common working fluid for absorption cycles are LiBr/water and water~.

Since the invention of the absorption cycle, thewater~ system has been widely used for both
cooling and heating purposes. Both~ (refrigerant) and water (absorbent) are highly stable and~
has a high latent heat of vaporisation which is necessary for efficient performance of the system. As
the freezing pointof~ is -77OC, the system can be used for low temperature applications. However,
the water/Nl\ cycle requires a rectifier to strip away the water that nonnally evaporates with the
ammonia Without a rectifier the water would accumulate in the evaporator and offset the system
performance. There are other disadvantages such as its high condensing pressure, toxicity and
corrosive action to copper and copper alloy.

The use of LiBr/water for absorption systems began about 1930 [Berestneff 1949]. Two
outstanding features of LiBr/water are the non-volatility of LiBr (thus eliminating the need for a
rectifier) and the high latent heat of vaporisation of water. However, using water as the refrigerant
limits the low temperature applications to those above DOC. Furthermore the system is operated under
vacuWD conditions. Another drawback is, at high concentrations, the solution is prone to crystallise.
It is also corrosive to some metals.

Although LiBr/water and water!Nl\ have been widely used for many years and their properties
are wellknown, much extensiveresearch hasbeen carried out to investigatenew working fluids. Table
1 lists some of the research into working fluids.

7. CONCLUSIONS

In order to achieve an improvement in performance of absorption refrigerators, generally two
approaches havebeen followed. Theseare to develop new advanced cycles orworking fluids. Systems
with different cycle configuration have been developed, however, the system complexities were
increased over a conventional single-effect absorption system.

This paperdescribesa numberofabsorption refrigerationcycleandprovidesareviewofresearch
in this area. It is hoped that this will simulate wider interest in the technology of absorption systems.
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Table 1. Properties, correlations and investigations relating to
working fluids for absorption cycles

T solution temperature COc)
X mass concentration (%)

Investigator Year Fluid Source of Data Range Form of Results

Park & Sonntag 1990 water!HN3 theoretical T<30 enthalpy, entropy

EI-Sayed & 1985 water/NH3 theoretical -62<T<500 enthalpy, entropy,
Tribus density

Ziegler & Trepp 1984 water/HN3 theoretical -45<T<230 density, enthalpy,
vapour pressure,
entropy

McNeely 1979 LiBr/water experimental 45<X<70 vapour pressure,
16<T<165 enthalpy

Patterson & 1988 LiBr/water experimental O<X<70 vapour pressure,
Perez-Blanco O<T<180 enthalpy, density,

thermal conductivity,
surface tension,
viscosity

Gupta & Sharma 1976 LiBr/water theoretical O<X<70 entropy
O<X<200

Herold 1985 LiBr/water theoretical O<T<180 enthalpy
Herold & Moran 1987 O<T<I00 density

0<'f<250 vapour pressure
O<T<130 specific heat capacity
O<T<200 entropy
1<X<70

Koehler et al. 1987 LiBr/water theoretical 0<'f<100 entropy
O<X<70

Anand & Kumar 1987 LiBr/water theoretical O<T<130 entropy
O<X<70

Modahl & Lynch 1971 LiBr/water experimental corrosion inhibitors

Wen & Lin 1992 LiBr/water experimental corrosion inhibitors

Iyoki & Uemura 1978 LiBr/water experimental corrosion inhibitors

Albertson & 1971 LiBr/water experimental heat transfer additives
Krueger

Chang et al. 1968 LiBr/water experimental alcohol additives

Iyoki & Demura 1989' LiBr/water experimental 40<T<160 specific heat capacity
10.2<X<62.5

Iyoki & Uemura 1989b LiBr/water experimental 94<T<182 vapour pressure
38.9<X<70.3

Hou&Tan 1992 LiBr/water experimental O<X<55 boiling heat transfer
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Table 1. Properties, correlations and investigations relating to
working fluids for absorption cycles

T solution temperature (DC)
X mass concentration (%)

Investigator Year Fluid Source of Data Range Form of Results

Jeter et al. 1992 LiBr/water experimental 100<1'<200 specific heat capacity
45<X<65

Lenard et al. 1992 LiBr/water experimental 12O<T<210 vapour pressure
43.7<X<65.2

Zaltash et al. 1991 LiBr/water experimental 80<1'<135 heat and mass transfer
coefficient

Iyoki & Uemura 1989- LiBr-ZnBr
2
-LiCV experimental 100<1'<160 specific heat capacity

water 48.8<X<74.0

Iyoki & Uemura 1989b LiBr-ZnBr
2
-LiCV experimental 100<1'<150 vapour pressure

water 50.8<X<63.6

Iyoki & Uemura 1990 LiBr-ZnBr
2
-LiCV experimental 1<'f<I60 vapour pressure,

water surface tension,
density, viscosity,
specific heat capacity

Herold et al. 1991 NaOH-KOH-CsOHI experimental heat and mass transfer
water

Krueger 1977 LiBr-ZnBr:lCH3OH experimental corrosion inhibitors

Bhaduri & 1988 5 different experimental T=O heat of mixing
Verma adsorbents/R22

Bhaduri&
1986 5 different experimental 0<T<100

Verma
vapour pressure

adsorbents/R22

Ando &Taeshita 1984 DEGDME/R22 experimental -20<1'<190 vapour pressure,
specific heat capacity,
heat of mixing, enthalpy

Agarwal&Bapat 1985 DMF/R22 experimental -25<'f<120 solubility data
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ABSTRACT
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An operational low cost systemfor mapping daily and monthly global solar radiation reaching
the ground over ageographical area of13° latitude by8' longitude usingNOAA APTimages has been
developedfor use in south and southeastAsia. An improved statistical bi-spectral model is used with
visibleandfar infraredAPTimages to calculate the cloudinessoftargets ofsize111Ian by1111an. One
to three measurements in a day by NOAA satellites are combined with variable weights to calculate
the effective cloudiness for the whole day. Ground measured radiation data from selected stations
within the area covered are then correlated with the calculated cloudiness. Solar radiation can be
estimatedover the land and over the ocean equally well using the improvedmodel. The standarderror
ofestimation ofdaily global radiation is in the range 6-19% ofthe measured mean.

1. INTRODUCTION

There is no routine solar radiation mapping system for the developing and underdeveloped
countries in south and southeast Asia to support the radiation database useful for solar energy,
agricultural, meteorological, environmental and other applications. Widely spread networks of
pyranometers for mapping solar radiation over large areas are still rare even in developed countries
because of the very high cost. Use of meteorological satellite data for estimating solar radiation at the
ground developed after the inclusion of radiometers in the payload of TIROS satellites in 1960.
Different methodologies were developed for this purpose using different types of images from
different satellites. Recently operational and real-time mapping of solar radiation using geostationary
satellites has been successfully demonstrated [1,2]. However, the cost of these techniques is still high
so they are not affordable by the developing and underdeveloped countries. The development ofa low
cost system for the operational mapping ofsolar radiation using low cost images and small computers
was, consequently, the prime objective ~f this study as proposed by Exell and Islam [3].

PREVIOUS PAGE BLANK
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The system we developed and installed at the Asian Institute of Technology (Arn, Bangkok,
uses low resolution APT images transmitted from NOAA polar orbiting satellites. The hardware
system comprisesa low cost NOAA APT image receiver WSR524 with a small non-b'acking antenna
manufactured by Feedback Instruments, England, connected through an interface card to a general
purpose personal computer with monochrome monitors. The system requires a40 Mbyte hard disk in
the computer,and the outputcan be storedon ordinary diskettes. The costofthis system did notexceed
US$ 11,000 in 1990.

The image produced by the receiver has only sixteen grey levels (0-15) and its ground resolution
is 6.6kIn by 10.8kIn. The effective mapping coverage can be as large as 15° latitude and 200 longitude
near the equator. Three image acquisitions are taken from the morning, afternoon and evening passes
(nominally 07:30h, 14:30h and 19:30h) of two NOAA satellites. The infrared data (channel-4 of
AVHRR, 1O.5-11.5J.U11) from all these passes are used to obtain cloud cover, and the so-called visible
data (actually the nearinfrared bandO.725-1.1J.U11,channel-2ofAVHRR) from only theafternoon pass
are used to calculate cloud optical thickness. One to three measurements in a day are combined with
variable weights to calculatedailyeffectivecloudiness. Solarradiation can beestimatedover theocean
and over the land equally well using our model.

An operational software package, RADMAP, has been developed to perfonn all tasks in simple
interactive modesstarting from imagerecording through subsequentprocessingofsatelliteand ground
data to produce the final output in·different media.

1.1 Study Area, Study Period and Radiation Measuring Stations

The experiment takes a mapping area covering most of Thailand and some parts of the
neighboring countries, with the image receiving station nearly at the center. The areal coverage and
solar radiation measuring stations are shown in Fig. 1. The map size was 1,443 kIn by 888 kIn
consisting of 104 targets ofsize 111 km by 111 kIn. The one year study period extends from October
1991 to September 1992. It was notpossible to gather solar radiation data from Cambodiaor Vietttam,
or from the southwest part of Thailand
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Fig. 1. Geographical coverage and radiation measuring stations of the study area.
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2. THE IMPROVED BI-SPECTRAL METHOD
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The bi-spectral method developed by Sorapipatana [1] gave good results using high resolution
GMS HRFAXimagesbutcouldnotestimatesolarradiationovertheocean.Thefollowing improvements
and modifications were required to achieve the present objectives with our low cost system.

1. The concepts of the model were reformulated in such a way that solar radiation could be
estimated over the ocean as well as over the land.

2. The algorithms were modified so that cloud cover and cloud optical thickness could be
extracted independently from the infrared and visible images respectively. These algorithms
are insensitive to noise, including the noise at the time of image reception with the low cost
receiver.

3. Aseparatealgorithm rejectsextremely noisy data. Thisalgorithm is notdescribed in thispaper
but can be seen in [4].

4. Daily effective cloudiness is estimated from a varying number of satellite passes (1 to 3)
depending on the available data.

2.1 Cloudiness Factor

Because this work is done for solar energy applications cloudiness is defined here as the amount
of solar energy that cannot reach the ground surface due to the presence of cloud. IfN is the fraction
of sky covered with cloud the solar radiation reaching the ground G, is a mixture of the quantities
coming through the clear part Gel and the cloudy part Gel as given by the following equation (1).

The definition of cloudiness is expressed by equation (2).

Cloudiness = Gel - G
"

or Cloudiness =N (G
CI

- Gel).

(1)

(2)

IfGo is the extraterrestrial solar radiation incidentat the top ofthe atmosphere andAI is the ground
albedo, the energy conservation equation can be written:

G = G + G + G (1 - A ), or G = (G ~ G - G) I (1 - A ), (3)o /I r I I '.0/1 r I

where G/I is the solar radiation absorbed by the atmosphere, and Gr is the reflected solar radiation seen
by the satellite (see Fig.2).

We now have the following energy conservation equations (4) and (5) for clear and overcast
cloudy skies, respectively:

G = (G - G - G ) 1(1 - A)el 0 GClI rei ' (4)

(5)

In a shortperiod of time the variation ofA, is neglected.Cloud is the fITSt orderattenuatorofsolar
radiation and the attenuation by atmospheric constituents (aerosols, water vapour and other gas
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Fig. 2. Passage of solar radiation flux densities in shortwave range from the Sun to satellite through the Earth
atmosphere.

molecules) are of second order [5, 6 and 7]. The absorption in the atmosphere is assumed to be mainly
due to water vapor. Absorption in the cloud is very low.

The water vapor content of the atmosphere when the sky is cloudy is expected to be greater than
the water vapour content when the sky is clear. However, in a cloudy sky the water vapour content
above the cloud is negligible compared with the amount below the cloud [8], but the intensity of solar
radiation interacting with the water vapour below the cloud is less than that ofsolar radiation in a clear
sky. Consequently, we assume there is negligible difference in total atmospheric absorption between
cloudy and clear sky conditions, i.e. GIJ = Gae, = Gael" This assumption is consistent with Dedieu [9],
who also assumed no molecular scattering and absorption under a cloudy sky.

With above assumptions, and using equations (4) and (5) to substitute for Gc, and Gcl in equation
(2), we obtain equation (6) for the cloudiness:

Cloudiness = N (Gn;l - Gn;,) I (1 - A,).

Finally, we define a dimensionless cloudinessfactor C:

(6)

whereA
cl

is the albedo of the overcastcloud top including the atmosphere above the cloud, defmed by
A

cl
= Gn;,1Go,andAc, is the albedo of the clear sky planet (atmosphere & surface), defined by Ac, = Gn;,

IGo•

The cloudiness factor C can also be interpreted as the "lost transmittance" of the clear sky at-
mosphere due to the presence of cloud.
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2.2 Atmospheric Transmissivity for Solar Radiation
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The transmissivity Tofan atmospheric column is dermed as the ratio ofthesolarenergy reaching
the ground through the column to the extraterrestrial solar radiation incident at the top of the column:

T=G,/Go

2.3 Cloudiness Factor Correlated with Atmospheric Transmissivity

(8)

Replacing Gel and G
e
, in equation (1) using equations (4) and (5) and the assumptions made in

Section 2.1 we obtain

G = (G - G - G ) / (1 - A) + N (G - G ,) / (1 - A)
, 0 dC' re , re, re

Dividing both sides of the above equation by Go' assuming GdC' equals Gil' and inserting T from
equation (8), we obtain

T =a+bC, (9)

where a = (1- G) Go -A) / (1-A,L and b = -1/(1 -A,).
Now, ifthe quantities aand b are assumed constantoveraperiod ofabout one month, the present

model is a simple linear expression correlating the cloudiness factor from satellite images with
atmospheric transmissivity from measurements of solar radiation at the ground. The following
expression can then be used for estimating solar radiation reaching the ground at desired targets from
satellite images:

(10)

2.4 Justification of the Assumption that a and b are Constant

The surface albedo A, is a function of surface properties which may remain stable for a short
period of time (eg. one month). However, it varies more over green vegetation and ordinary land than
over oceans and desert areas when measured in the visible channel. For a fixed geographical location
and a sufficiently large target (10 x 1°) this variation is not noticeable over short periods in the APT
images.

Nunez [10] found that variations of water vaporand aerosol absorption are more important in the
depletion of solar radiation in a clear sky than other processes, but still he assumed absorption and
scattering to be constant over time. In physical models ([8] and [9]) or in some empirical models ([11]
and [12]) the absorption and scattering properties are obtained indirectly from measurable quantities
like surface pressure, vapor pressure, thickness ofprecipitable water vaPor (cm), depth ofaerosols or
mixed gases, etc, [13]. According to Vonder Haar and Ellis [12], empirical relations which express
absorption (or scattering) as a function of these measurable quantities may still show notable scatter.
An r.m.s. scattering of about 9% (or 1.76 MJ/m2d) in calculating absorbed energy from water vapor
optical depth (cm) was mentionedby VonderHaarand Ellis [12]. Thus, attempts to improve the model
in this way are not worthwhile.

Furthermore, if calculated valueS of absorptivities and reflectivities are to be introduced in the
formulation, the system will depend on the ancillary climatological data. In this region, such data are
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scarce and timely availability on a continuous basis cannot be ensured. Moser and Raschke [S and 6]
avoided the use of these quantities to make the physical model simple. Tarpley [14] concluded that
ancillary data do not have any effective and economic contribution to the accuracy of estimation of
atmospheric transmissivity obtainable from satellite data.

If in clear skies there are any changes in the absorption during the downward or upward passage
of solar radiation, the planetary reflectivity also changes in the opposite direction. Therefore, the
coefficient a is stabilized by counterbalancing these two components of a. This is also evident in the
results ofSorapipatana [1], who found a more stable than the second coefficient ofhis model, which
contains no term that counterbalances the variation of clear sky planetary albedo in it's numerator.

Therefore, the coefficients a and b are assumed constant over one month periods to make the
operational system easy, simple and economic without losing a significant amount of accuracy of
estimation.

2.5 The Fractional Cloud Cover, N

Consider the thermal radiation in a vertical column of the atmosphere at a pixel i of the image.
The walls of this column are in equilibrium with the surrounding atmosphere. Thennal radiation from
the ground, the atmosphere and cloud is emitted from the column through the top and is measured by
the satellite sensor.

Suppose the pixel contains some cloud, whose thermal infrared radiance including the emission
from the atmosphereabove the cloud islet' covering a fraction Ni ofthe pixel area. The thermal infrared
radiance of the clear partof the sky also including all the atmosphere above the ground isle,. Now, the
radiance measured at the sensor for the pixel is the equivalent radiance emitted from the whole pixel
Ii' which can be written as:

which gives
(11)

When a target area consists of m pixels, the target cloud cover fraction can be expressed as:
m

N = (11m) L N; or N = (I". -lei) / (Icl-I),
;=m

(12)

where I". is the target mean radiance.
Even though different types ofcloud may occur, or one cloud type may not fully fill one pixel,

equation (12) assumes that one type of cloud is present in the target whose radiance is equivalent to
the effective radiance from different types of cloud, and the clear sky radiance is the equivalent
radiance from different types ofsurface coverage. That is, the clear sky radiance Ie' and the cloudy sky
radiancelcl are assumed to be same in all the pixels in the target. In practice Ii is the only measurement,
and to find Icl and Ie' the pixels in the whole target have to be examined.

2.6 Cloudy Sky Parameters

The emissivity, absorptance and reflectance of the air and gas molecules, and the temperature
profile of the atmosphere above the cloud, can be considered very stable when compared with the
variation of these properties due to the enormous variety of clouds that may occur. Thus, the cloudy
sky parameters are assumed to be mainly dominated by cloud properties.
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Apixel containing broken cloud patches at any level may emit the same radiance as a pixel fully
covered with low level warm clouds. In general, the sameradiance may beobtained from varyingcloud
fractions and clouds of varying emissivity and temperature (height). So the parameters AeI, lei and N
become interdependent, especially in a low resolution image.

Ifa pixel has radiance smaller than the target mean radiance, Smith [15] identified the pixel as
a cloud contaminated pixel. He calculated lei as the mean radiance of these cloud contaminated pixels.
Sorapipatana [1] simplified Smith's algorithm by calculating cloud radiance as one standard deviation
less than the target mean radiance after assuming pixels are normally distributed about the mean and
the maximum error would be 6.12% for real situations. But it is shown by one of us (Islam [4]) that
the cloud radiance should be the mean radiance minus 4/5th of one standard deviation. The standard
deviation serves as an indicator of the presence of cloud in Sorapipatana's method. This approach is
inapplicable for images having unusual noise as in our low cost system.

Inour method, which is described in the following sections,we assume three main types ofcloud:
low, middle and high clouds, and the frequency histogram of grey levels in the whole target is used
to give an idea of the distribution of possible cluster centers in each band.

2.6.1 Pseudo Cloud and Cloudy Sky Radiance, ld

Given a multi-modal histogram, each class center can be located at respective modes from the
histogram. We calculate cloud radiance lei as the mode at the cold side of the thermal infrared
histogram. This mode is chosen as the apparent cloud radiance ofthe target. But, to make statistically
accurate calculations and to fit the actual situation, we merge possible cloud types into one type by
calling it a "pseudo cloud".

The pseudo cloud radiance is calculated as the weighted mean of the three coldest modes (for
three cloud types, if they exist) whose radiance is less than the target mean radiance.

In nearly clear sky situations there may not be any peaks on the cold sideofthe histogram. In such
cases we assume as pseudo clouds the most recent cloud type (not older than one month) for the
particulargeographic location. Thisassumption isjustified by theknown seasonal persistence ofcloud
types. During winter in this region cirro-stratus clouds are the most common. Alto-cumulus clouds are
often seen, and nimbus or strato-cumulus clouds are rare. During summer, low clouds, middle clouds
and cumulo-nimbus clouds are most likely.

2.6.2 Cloudy Sky Albedo, Ad

The pseudo cloud concept is also applied in calculating the cloud albedo from the visible channel.
To overcome the difficulties in calculating the cloudiness factor due to the effects of different types
of cloud in the target, the cloud albedo A

el
is simply assumed to be the mean albedo of all the pixels

having brightness greater than the clear sky albedo of the target:

m

Ael = (11k) L Ai
i = 1

where, Ai = Ai for Ai > ACt' and the pixel is considered to be cloud contaminated,
Ai = 0 for Ai ~ Au, and the pixel is considered to be cloud free,
k = number of cloud contaminated pixels,
m = number of pixels in the target.

(13)
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Sorapipatana [1] selected as clear sky infrared radiance the modal peakon the high radiance side
of the infrared grey level histogram over the target from a set of images whose standard deviation over
the target was lower than a certain threshold. The visible grey level histogram of the pixels in these
targets has a low brightness peak which was taken to be the clearsky brightness (oralbedo), anda high
brightness peak, which was taken to be caused by low cloud.

Becauseclouds are non-stationary, D. Cano et al., [16] used the minimum albedo ofa pixel from
a number of images taken over a period of time as the clear sky visible albedo.

In our system, targets are large and may contain different surface features, so the clear sky
parameters for a target are the mean values for all types of surface in the target The principle types
of surface are land surfaces and ocean surfaces, but many of the targets contain both types.

The following subsections state how the clear sky parameters are found in our method.

2.7.1 Clear Sky Infrared Radiance, 1"

The infrared image histogram of the target is plotted and modes are identified. The modes with
the highest radiance are obviously from clear sky or from very low level warm clouds. The weighted
mean of the two modes (for two surface classes, if they exist) which are greater than the target mean
radiance is stored as theprovisional clear sky radiance of the target for the time ofmeasurement in the
day. The minimum from these provisional clear sky radiances for a period ofone month is considered
to be the true clear sky radiance of the target Ie,.

2.7.2 Clear Sky Planetary Albedo, A
c
,

We first calculate the weighted mean of the lowest two modes which are on the low brightness
side of the visible histogram for the target and which are lower than the target mean brightness. These
values are stored for one month periods and the minimum of these data sets is taken as the clear sky
planetary albedo over the target. The reason for taking two low brightness modes is that there may be
both land and ocean surfaces in the target area. Difficulties caused by snow or white sandy desserts
do not occur in the study area.

2.8 Daily Effective Cloudiness from Multiple Measurements in a Day

Sorapipatana [1], Nunez [10] and Tarpley [14] took simple arithmetic averages ofall cloudiness
measurements in a day at asymmetric hours from noon to obtain daily effective cloudiness.

At any particular location the same level ofcloudiness will obstruct more solar energy at noon
than atother times. So when two ormore satellite measurements atdifferent timesare used to calculate
daily effective cloudiness different weights should be given to these measurements. Fixed weights
cannot be used when satell~te acquisition times vary due to orbital perturbations. Therefore variable
weights are used in multivariable linear correlations between daily mean values ofT and values of C
at different times of the day as explained in the following sections.

2.8.1 General Model Expression

LetCm' CaandC,be thecloudinessestimates in the morning, afternoonandevening, respectively.
Then:
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C = N (A ,- A), C = N (A ,- A ), and C = N (A ,- A ),
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where theN's are the ~ractional cloud covers obtained from infrared images. The quantitiesA
c1

andAcl

are obtained only from the afternoon visible image. Let Will' Wa and W. be the respective weights for
each cloudiness. Then the daily effective cloudiness factor C is written in the form

C=WC +WC +WC
III III a II ••

where, WIll + Wa + W. =1.

2.8.2 Fitting Data to the Model Expressions

(14)

The model actually used is based on equation (9), Section 2.3, and (14) above. According to the
availability of cloudiness data, four possible types of model are generated:

Type (1): only afternoon: T = a + b Ca

Type (3): afternoon and evening: T = a + ba Ca + b. C.
Type (5): afternoon and morning: T = a + ba Ca + bIll C'"
Type (7): afternoon, morning and evening: T = a + bIll C'" + ba Ca + b. C.'

(These types are labeled by odd numbers in accordance with the coding used in the computer
software.)

Now, the weights can be calculated from the coefficients as follows:

Type (3): b = b + b , and W = bjb and W = b)b
Type (5): b = b

a

+ b·, and W = bjb and W = b 'b
a '" a ",,,/'

Type (7): b = bIll + ba + b., and WIll = bjb, Wa = bjb and W. = bib.

3. OPERATIONAL METHODOLOGY

3.1 Navigation

The geographical target points are located on the image using a procedure called navigation. The
procedure follows three steps (1) NOAA-AVHRR coordinates are generated using orbital models
similar to Brush [17] with some simplification, (2) NOAA-AVHRR coordinates are mapped to
NOAA-APT coordinates, and (3) NOAA-APT coordinates are mapped to WSR524 image coordi
nates.

The concepts ofa Keplerian orbit were assumed, and the published nominal satellite attitude and
sensor parameters were used. The ellipsoidal shape of the earth was considered but the nutation of the
earth's axis and the movement of the equinoxes were omitted. Brouwer mean orbital parameters from
Part IV of the teletype bulletin US (TBUS) were taken. The r.m.s. error of navigation was 1.06 pixels
along, and 2.24 pixels across, the satellite nadir track. This was reduced to within one pixel by manual
correction using ground control points.
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3.2 Calibration
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The calibration published by NOAA for converting visible imagedata from grey levels to albedo
was not used since our images have passed through a contrast enhancement procedure in the receiver.
However, the visible data were normalized by dividing by the cosine of the solar zenith angle. The
calibration of infrared data was not required for the equation (12) since linear conversion functions are
assumed to calculate radiance from grey values [18].

3.3 Updating of the Model

The frrst set ofmodel coefficients was obtained from the data period October to December 1991.
The next update ofthe model coefficients was performed in February 1992by replacing the oldest data
with the newest data. This was followed by updating at one month intervals.

3.4 Radiation Mapping

Cloudiness factors for the morning, afternoon and evening were calculated according to the
availability ofsatellite data for all targets of the map. The model coefficients of the model type having
the least standard error between the atmospheric transmissivity T as determined by measurement on
the ground and the values estimated by the model from satellite data at a station nearest to the target
were used to calculate the daily effective cloudiness factor by equation (14) at all targets of the map.
This was then used to calculate the daily total global solar radiation using equation (10) at all targets
of the map.

4. RESULT AND DISCUSSIONS

Table 1 summarizes, as an example, the model coefficients updated in February 1992. Figures
3and 4 give regression plots for the model type 1from Chiang Mai and AIT, respectively, for the same
month. Tables 2and3 givestandarderrors ofestimateofdaily radiation for the wholeperiod. The mean
standard error ofestimation was 12.9% with a range of6%-19% of the measured mean for daily total
global solar radiation at the ground. Table 4 gives the bias errors and the r.m.s. errors ofestimation in
monthly mean radiation, which were 1.29 MJ/m2d at Chiang Mai and 1.46 MJ/m2d at AlT. Figure 5
presents the grey scale maps of monthly mean radiation and monthly natural variability (coefficient
of variation) of radiation in February 1992.

To find the actual error of estimation of daily global solar radiation two tests have been
performed. Model coefficients for Chiang Mai were used to estimate the radiation at AIT in the fust
test for the period January to April 1992. In the second test, the models for AlT were used to estimate
the radiation at Chiang Mai for the same period. When estimated daily global solar radiation values
are compared with ground measured values, the mean r.m.s. error of estimation from these two tests
was 14.45% of the measured mean. Figure 6 shows the comparison between estimated and measured
radiation values.

Among the sources of inaccuracy in estimating solar radiation using the present system the
following may be mentioned: the use of a large target area, imperfection in detecting and removing
reception-time interference from the image, inability of the bi-spectral method to incorporate all
possible real atmospheric effects perfectly, defects in the ground measured radiation data used for
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Table 1. Model coefficients for February 1992.

type

IGeneral ExpreSSIOn: T = a +Dalla +Delle +DmCm H=Correlation coefficient
Yerr = standard error 100 = Insufficient data Of = Degree of Freedom
Month of Update: Feb '92 Data Period: 9112-9202

Model Identity a ba be bm R Yerr YErr% Of
....................... ,~

::.,~ 'm~.~••_=j
0.688649 -1.34627 0 0 0.819332 0.070545 12.32 32Type 1

Ws 1 0 0 b= -1.34627
t-ratio 36.703 -8.084

Type 3 0.749363 -1.32158 -1.51593 0 0.910922 0.063246 11.5 12
Ws 0.465754 0.534245 0 b= -2.83751

t-ratlo 20.963 -1.807 -1.617
Type 5 0.670744 -0.36716 0 -0.90229 0.766442 0.060074 10.2 14 I

Ws 0.289232 0 0.710767 b= -1.26945
t-ratlo 21.169 -0.717 -2.379

Type 7 0.717045 -0.36468 -1.64761 -0.26693 0.872693 0.076217 13.39 4
W's 0.160002 0.722883 0.117114 b= -2.27922

t-ratio 10.76 -0.235 -0.696 -0.317
}IMiAlmUilIim
Type 1 0.575467 -0.75427 0 0 0.706432 0.069518 13.32 65

Ws 1 0 0 b= -0.75427
t-ratio 53.318 -8.047

Type 3 0.595231 -0.58087 -0.20086 0 0.897553 0.057127 11.74 7
W's 0.743053 0.256946 0 b= -0.78174

t-ratio 21.899 -0.539 -0.194
Type 5 0.573071 -0.59320 0 -0.06177 0.778972 0.059758 11.69 29

W's 0.905691 0 0.094308 b= -0.65497
t-ratio 39.218 -3.685 -0.289

Type 7 0.622781 -0.28644 -0.09323 -0.71326 0.962466 0.040881 8.79 4
Ws 0.262083 0.085303 0.652612 b= -1.09294

t-ratlo 20.142 -0.488 -0.156 -1.998
Note: Model definitions are given in the text
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Fig. 3. Regression plot for model type 1 at Chiang Mai in February 1992.
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Fig. 4. Regression plot for model type 1 at AIT in February 1992.

Table 2. Standard errors or estimate or daily global solar radiation (%) according to station.

Period ChiangMai AIT All Stations
Max Mean Min Max Mean Min Max Mean Min

9112 13.17 13.17 13.17 10.74 9.82 7.21 13.17 11.49 7.21
9202 12.32 11.34 10.20 13.32 11.39 8.79 13.32 11.36 8.79
9203 14.00 12.54. 11.08 13.48 12.22 10.31 14.00 12.38 10.31
9204 10.99 8.52 6.05 12.69 11.13 10.21 12.69 9.83 6.05
9205 11.26 10.49 9.72 11.13 11.05 10.96 11.26 10.77 9.72
9206 13.65 13.65 13.65 12.37 12.21 12.04 13.65 12.93 12.04
9207 17.17 15.41 13.65 17.55 16.12 14.69 17.55 15.77 13.65
9208 17.28 15.55 13.81 18.33 16.02 14.36 18.33 15.78 13.81
9209 18.61 15.19 13.34 19.05 16.30 14.47 19.05 15.75 13.34
All Period 18.61 12.87 6.05 19.05_).?92 7.21 19.05 12.89 6.05

Table 3. Standard errors ofestimate ordaily global solar radiation (%) according to model type.

Model ChiangMai AIT All Stations
Type Max Mean Min Max Mean Min Max Mean Min
1 (A) 18.61 14.27 10.99 19.05 14.22 10.75 19.05 14.25 10.75
3 (AE) 18.52 13.86 6.05 23.85 17.06 11.74 23.85 15.46 6.05
5 (AM) 18.20 12.76 9.72 14.69 12.13 10.22 18.20 12.45 9.72
7 (AEM) 13.39 13.39 13.39 15.38 10.47 7.22 15.38 11.93 7.22
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Table 4. Estimated and measured monthly mean or daily global solar radiations (MJ/m1).

ChiangMai AIT
Month Estimated Measured Bias Estimated Measured Bias
Oct 91 16.11 - - 13.3 14.77 -1.47
Nov 91 17.1 - - 16.7 16.69 0.01
Dec 91 16.02 14.16 1.86 15.4 15.47 -0.07
Jan 92 15.13 16.53 -1.4 14.9 15.7 -0.8
Feb 92 19.75 17.7 2.05 17.2 17.92 -0.72
Mar 92 21.67 19.93 1.74 19.6 20.49 -0.89
Apr 92 19.6 19.13 0.47 24.4 20.89 3.51
May 92 19.37 21.1 -1.73 18.71 20.23 -1.52
Jun 92 18.63 18.27 0.36 19.02 17.8 1.22
Jul92 15.27 14.92 0.35 18.72 17.25 1.47
Aug 92 17.32 17.79 . -0.47 18.63 17.12 1.51
Sep92 17.86 17.35 0.51 18.5 17.5 1

R.m.s. Biases (MJ/m2l = 1.29 1.46

IInUI, Iote..l UarhU lit, "a': TH 9212
10..... 32.S1 "1.1...= 2.77 "a' "-0.= 11.69

Fig. 5. Estimated radiation map (top) and the radiation variability map (bottom) for February 1992.
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Fig. 6. Comparison between estimated and measured values of daily gloval solar radiation at the ground

correlations, the unpredictable error in estimating radiation at one geographical target using model
coefficients obtained from a distant location with differentgeographical terrain and surface coverage,
and finally seasonal biasing induced by continuous updating of the model coefficients with past data.

However, through an analysis of the model coefficients for one year for the two radiation
measuring stations it has been found that changes in the model coefficients seem to represent real
climatological and geographical influences. The parameter a is much more stable than b. This ob
servation is consistent with the result of Sorapipatana [1] and with the physical assumptions in our
improved bi-spectral model, as discussed earlier in Section 2.

The t-ratios from the student's t-distribution and the corresponding number of degrees of
freedom, and the values of Wat different times of the day in different model types for one year show
that the contribution of the evening cloudiness to the daily effective cloudiness is smallest among the
three measurements. The morning cloudiness measurement has a significant contribution but the
afternoon cloudiness is the most important.

The correlation coefficient· R between the cloudiness factor and the daily atmospheric
b'ansmissivity was always greater than 0.7.

5. CONCLUSIONS

Ournew bi-spectral method gives acceptable accuracy in estimating daily global solar radiation
from APT images of polar orbiting weather satellites. The method is successful with a low cost
operational system to produce solar radiation maps covering a large geographical area including both
land and ocean surfaces.
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Clear Skies at Sebele, Botswana
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ABSTRACT

37

The distribution ofthe clearness index at Sebele, Botswana, is presentedfor the period 1977 to
1992. Botswana lies in the mid-latitudes, between the tropical and temperate zones. Additionally the
country has a semi-arid savannah-like climate. The monthly means ofthe daily clearness index KAVG
are between 44% and 75%. When the averages ofthe monthly means ofKAVG (KtzYg) are takenfor each
month, it is noted that these clearness indices range from 57% to 68%. During the rainy season,
relatively low values ofthe clearness index KAVG are experienced.1n the winterperiod, the cumulative
frequency distribution ofthe clearness index is relatively highfor the months ofMay, June, July and
August.

The maximum value of the monthly average clearness index K
max

has been calculated by many
. researchers using expressions based on KAVGonly. In this paper it is shown that the method used by
Hollands and Huget produces results that show a better correspondence to the observed data for
Botswana than the method ofSaunier.

1. INTRODUCTION

Solar radiation data are essential in design purposes for solar energy and are used in the fields
. ofagriculture and architecture, in solar chemical and solar thennal conversions. Oneof the parameters

that indicate the availability of sunshine is the clearness index K. The clearness index gives the ratio
of the incoming global radiation G, to the extraterrestrial global radiation Go'

(1)

The advantages of using the clearness index instead of the global radiation is that the ratio GIGo
is dimensionless and therefore cloudy or clear conditions of the sky can be noted immediately. The
daily values of the cleamess index,KT' are averaged for each month to getKAVG, and these KAVG are used
to detennine monthly trends and other features.

The values ofK
T

vary considerably from very low for overcast conditions, to very high for clear
skies. KmiJl is the minimum value and K

max
the highest value of K

T
in a particular month.

Researchers and designers would like to find a model of the probability distribution of the
clearness index in order to predict monthly trends and other features of the pattern of the global
radiation. Several attempts have been made to arrive at such a probability function and cumulative
frequency distribution of the clearness index. In most fonns the boundary conditions on K

T
need to be

* ISES member.
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known; for which valueofK
T
theprobability function is zero. Ifthere would bea day with no incoming

radiation, the value ofK"'II would be zero. Even on a very dark and cloudy day there is always some
light and K"'II = 0.05 has been proposed by Bendt et al. [1]. The highest value ofK T would beK~=
1, but this would be realized only outside the abllosphere. Two proposals for the maximum value of
KT will be investigated, both depend upon the value of KAvo• Hollands and Huget [2] suggest the
relationship:

K~ = 0.6313 + 0.267 KAvo - 11.9 (KAvo - 0.75)8 (2)

Since theseauthors useddatafrom only the northernpartofAmerica, it isdebatable iftheirresults
can be generalised outside this region, especially for tropical areas with very different climatic
conditions; these could well need a different approach. Saunier et al [3] observed that there exists an
approximately linearrelationship between KAVO andK~ for several Asian locations, and proposed the
following relationship:

K~ = 0.362 + 0.597 KAVO (3)

to be used in a generalised probability density function of the clearness index as described by Bendt
et al. [1].

In this paper the clearness index is fIrst used to indicate the climatic conditions of Botswana,
showing possible annual trends. Secondly, values ofK~ are calculated from the monthly values of
KAVG' using the two relationships of Hollands and Huget [2] and Saunier [3], and these are then
compared with the actually observed values ofK~ for Botswana.

2. CLIMATE OF BOTSWANA

Botswana in Southern Africa lies between 18°S and 27°S at an elevation of about 1 kIn. The
Kalahari, a semi-desert, covers most of its area. The climate is characterised by erratic rainfall during
the summer period and clear skies during winter. The monthly mean of the bright sunshine hours is
above 8 hours per day throughout the year. The average annual global irradiation is quite high with
values of20 to 22 MJ m-1 perday throughout the country [4]. Lower values occur in winter and higher
values in summer, but the latter fluctuate from day to day due to occasional spells ofcloudy weather.
The temperatures vary from sometimesjustbelow zero on a winter night to over400c in the afternoon
in summer. The air is normally quite dry. The annual rainfall ranges from 290 mm in the South West
to 680 mm in the North Eastof the country. The rainfall occurs often in thunderstorms in summer. The
eastern part of Botswana sometimes receives enough rainfall to sustain crop farming. Large areas of
the country are used for cattle farming and substantial areas are dedicated to wildlife. Most of the 1.3
million people live in rural areas in the east of the country.

Weatherparameters are measuredata dozen synoptic stations spread over the whole country and
processed in the capital, Gaborone. The Agricultural Research Station (ARS) at Sebele is located 10
kIn north of Gaborone, in the South East of the country. The station monitors weather parameters
including global radiation [5].

A few characteristicsof the weatherparameters for Gaborone are as follows [6,7,8]. The average
annual rainfall for Gaborone is 530 mm, annual totals range from a low 240 mm to a high 930 mm.
The mean evaporation (class A pan) is 2.6 m per year, with monthly values varying from 110 mm to
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300 mm. The average sunshine duration is 8.8 h/day; monthly values range from 8.3 to 9.6 h/day. The
annual average of the daily insolation is 20 MJ m-2

; the monthly mean ranges from 15 MJ m-2 to 25
MJ m-2• The average wind speed at 2 m is 1.2 mis, (range of the monthly average: 0.9 - 1.6 m/s). The
mean minimum air temperature is 130C (range: 4 - 200c), the maximum 280C (range: 22 - 33°C). The
relative humidity in the morning at 08:00 has a mean value of 65% (the monthly values range from
50 -75%); in the afternoon at 14:00 the values average 35% (range: 26 - 43%). The average number
of cloudy days, with cloud cover at least half the daylength, is 61 in one year; and there are 304 days
with cloud cover of less than 50% of the daylength.

3. DATA PROCESSING

In Botswana the daily global irradiation has been measured with a pyranometer since 1975 at the
ARS at Sebele near Gaborone. There are a few more stations with global irradiation records but their
measurementsare infrequentandofshortduration, with onlya few months ora few years ofcontinuous
data. Daily sunshine duration S has been recorded at all synoptic stations in the country. These data
have been the background used to arrive at a picture of the solar radiation for Botswana [4,6]. The
relationship:

(4)

relates the daily global radiation G with the calculated values of the extraterrestrial radiation Go and
the daylength So to the measured daily sunshine duration S. A similar expression is valid for the
monthly averages of the quantities and this has been used to determine the long term values for the
constants a and b. Based upon the screened measured monthly average values ofSand G for Sebele,
it was found [4] that a =0.25 and b =0.50.

For the present study on the clearness index, the measurements for the period 1977 to 1992 were
extensively checked for data reliability. Sometimes problems occurred with the measurements of G
and therefore data were not always available [9]. The process ofrecognizing invalid data is a difficult
one and data might have been recorded without realizing that they were invalid, therefore a check is
essential. The following rejection criteria are somewhat arbitrary and are based upon guidance from
similar work [l0,11] .

There are often some months in Botswana for which all days have a sunshine duration of more
than half the daylength. For such months the correlation coefficient will beJow compared to months
in which there is a larger range for values of SISo' that is for months in which there were cloudy days
(SISo<0.5) as well as sunny days (SISo>0.5). Foreach month the regression coefficients alland bII were
calculated, and so was the correlation coefficient Til. In this investigation, (i) data were rejected for
months for which all+bII wereeitherbelow0.6orabove 0.9; (ii) data were rejected for months for which
the correlation coefficient between SISoand GIGo was below 0.8, when there were both cloudy and
sunnydays in that month; (iii) data were also rejected for months where the correlation coefficient was
exactly equal to 1, since obviously either the Sor the G values had been calculated instead of having
been measured. A lucky circumstance is that Gaborone and Sebele are quite close and that the daily
values of S could be verified and some data could be salvaged. Using the above criteria, about 20%
of the data had to be rejected.
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4. SOME OBSERVATIONS AND RESULTS

The clearness index Kr was calculated for each day. The extraterrestrial radiation Go depends on
the declination of the sun and the latitude of the location and on the solar constant. The value for the
solar constant was taken as 1.37 kW m-2 [12]. For each month the average value ofKr was calculated
(KAvd. The minimum and maximum values ofKT' K",;" and K

mtU
, were determined for each month. Then

the I5-year mean values of KAVG' KaY,' for every calendar month were established, see Table 1. The
extreme values of K",;" for each month were checked and recorded. For each month, the two lowest
values appear in the table. Similarly, the two highest values of K

mtU
represent the monthly maxima

values of the clearness index observed for each month. The calculated values ofK
max

using equations
(2) and (3) have also been included in the table for each month, for comparison.

Table 1. The monthly clearness indices (in %) for Sebele.

Month Observed Observed Observed Calculated
K KIfttVC K","all'

AVa (1) (2) Ava (1) (2) Kmazl KmtUJ

Jan 58 72 78 77 25 14 17 79 70
Feb 57 73 79 79 25 8 10 78 70
Mar 58 75 82 81 25 6 12 79 70
Apr 60 76 80 79 25 12 13 79 72
May 67 76 84 82 39 12 14 81 76
Jun 68 77 84 83 47 18 24 81 76
Ju1 67 77 85 81 47 23 28 81 76
Aug 64 74 81 80 39 14 18 80 74
Sep 60 76 80 79 27 7 . 12 79 72
Oct 59 77 82 82 24 8 9 79 71
Nov 57 75 82 78 22 10 13 78 70
Dec 58 74 80 80 27 12 12 79 70

~olumn: 1 2 3 4 5 6 7 8 9 10

Column 1:
Column 2:
Column 3:
Column 4 and 5:
Column 6:
Column 7 and 8:
Column 9 and 10:

month
the observed monthly values of KaY,
the average of the monthly K

max

the two highest values of K
max

for the month
the average of the monthly K"u"
the two lowest values of K . for the monthmJ"
the calculated values of K

max
using equations (2) and (3)
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Fig. 1. Monthly values of the clearness index (K.... K..,. and KAVG) for Sebele in Botswana, K.-2 and K-J
are the values as calculated using two different equations. (2) and (3).

During the winter months (May - August) the values of KAVG are slightly higher than during the
other months. The values of the observed K

rwu
are in close agreement with those calculated using

equation (2) although slightly higher. Equation (3), on the other hand, gives values which are much
lower than theobserved values ofK

rwu
• The monthlyaverages ofthe daily valuesofKT' KAVO' vary from

a low of44% to a high of75%. The daily values ofKr have a much wider range ofcourse, the extreme
values being6% and 85% (Table 1).Figure2shows the frequency distribution ofthe all monthIyvalues
ofKAvo (44%-75%). In Fig. 1 it can be seen that for all monthsK

avl
is much closertoK~ than toKIffita,

suggesting a skewed distribution (shown in Fig. 2).
Figure 3 shows the daily clearness index values presented in a frequency distribution. The

skewed distribution of Kr is obvious. The mean value of the daily clearness index is 61%, the mode
68% and the median is 64%. These values are also presented in a cumulative frequency distribution
in Fig. 4. It is obvious that there are not many cloudy days in Sebele.

Let us now consider months with different degrees ofovercast conditions. For this purpose the
months are grouped into three classes with relative low, moderate and high values of KAVO• For Bot
swana a representative choice for the class values was made with KAVO about 50% (Kclass = 50), about
60% (Kclass =60) and about 70% (Kclass =70). In Table 2 the various characteristics of these classes
are given. The Kclass =50 contain values for KAVO from 47.5% to 52.5%, these ranges are shown in
Table 2. As there were no months with observed K

AVO
below 45% or above 75% there are no classes

for about 40% nor for about 80%. This stresses the sunny conditions of Botswana but hinders
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Table 2. Characteristics of three classes of the monthly clearness indices for Sebele.

K n Range of class Kclass Observed Calculated

Class (%) Avg. (%) S1. dev. (%) K~(%) K.. (%) ~. (%)maxJ (%)

50 14 47.5-52.5 50.7 15.4 77 7 77 66
60 47 57.5-62.5 60.2 12.4 82 12 79 72
70 17 67.5-72.5 69.3 7.1 85 28 82 77

tolumn: 1 2 3 4 5 6 7 8 9

Column 1:
Column 2:
Column 3:
Column 4 and 5:
Column 6 and 7:
Column 8 and 9:

name of the class
frequency of months in the class
the range of the class
the average and standard deviation ofK of the class
the observed values ofK~ and K.. ofK; in the class
the calculated values ofK~ using equations (2) and (3)

comparison with many other stations. For example, Akuffo [13] could make use ofclasses about 30,
40 and 50% for Kumasi in Ghana. For each class the average and the standard deviation of the KAVO

in thatclass was determined. The highest and the lowestvalue oftheobservedKTin each class is given.
K

mtU
has been calculated from equation (2) and (3), using the class values. The cumulative frequency

distributions of these classes are shown in Fig. 5. All three curves show a pronounced S-shape which
is reflected in the high probability of the clearness index between 50% and 70% as shown in Fig. 3.

5. CONCLUSIONS

The line of thought is that a generalised cumulative frequency distribution could be developed
so that suitable formulae can replace the observations, thereby easing the job for designers. On the
other hand existing proposals to the same effect might be checked. Because ofthe few data presented
here it is not the purpose of the authors to do so. It is only indicated that with the clear conditions of
the sky in Botswana the distribution of the clearness index is markedly different from those in other
zones. Data from many more stations in the area between 200 and 300 latitude (North and South) need
to be looked at together to make sensible statements or formulae.

Theobservedmaximum andminimum clearness index for Sebelewas 85% and6%,respectively.
The average value of the monthly clearness index was found to be 61%, with higher values during the
winter months. The monthly clearness index for Sebele ranged from 44% to 75%.

The observed monthly values for K
mtU

do not correspond very well with these calculated ones
using the relationship proposed by Saunier [3], butcorrespond better with those calculatedemploying
the approach offered by Hollands and Huget [2]. This was confIrmed for the case when the monthly
averages were grouped in classes with low, moderate and high values ofKAVO'

The frequency of very cloudy days is very low in Sebele and the value of K".,. for each month
varies considerably. The approach to use K".,.~ 5% as suggested by Bendt et al. [1] does seem to be
acceptable.
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In the southern Mrican region the climate varies from tropical to temperate conditions with a vast
proportion of the subcontinent being semi arid and often experiencing thunderstonns with erratic
rainfall. The present study emphasizes the point that generalisation of probability curves with their
bounds neglects individual effects. Therefore it might be advantageous for designers to use various
approaches for the probability of the clearness index in which anumber of climatic parameters are
recognised.

LIST OF ABBREVIATIONS I PARAMETERS

KT clearness index (daily), KT = GIGo
KAVG monthly average of the daily clearness index
K

av
, 15-year average of the clearness index for each month

Kmill minimu:m value of KT in a particular month
K

trttIX
maximum value of KT in a particular month

KmaXl is KJfttU calculated using equation (2):
(KJfttU = 0.6313 + 0.267 KAVG - 11.9 (KAVG - 0.75)8)

KrrttBJ is KJfttU calculated using equation (3):
(KJfttU = 0.362 + 0.597 KAvJ

c solar constant, taken here as 1.37 kW m-2
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Pakistan is heavily dependent on the importoffossilfuel to meet herenergy demand. Every year.
a good part ofthe country'sforeign exchange earnings is spent on the import ofoil. The majority of
the population hasaccess to conventionalenergysupplies. Eighty-fivepercentofthe urbanpopulation
has access to electricity. while people in rural areas consume wood. and animal and crop wastesfor
their domestic energy needs. The projected energy demand for the future shows that the energy
shortage problem will become more serious by 2000 and thereafter. Renewable energy resources
especially hydro. biogas and solar energy offer good resource potential. The renewables could meet
a significantproportion ofthe country's energy demand if their potential is developed and exploited.

1. INTRODUCTION

The per capita consumption of commercial energy in Pakistan is around 0.25 TOE, and that of
electricity 350 kWh (Table 1). This level ofcommercial energy consumption is quite low: Inth of the
world's average and 1/20th of the average for industrialized countries. The country is unable to meet
the present level of energy demand from domestic resources and has to rely on imports.

Pakistan's energy supplies consist of petroleum and diesel oil, hydro-power, coal, gas and fuel
wood. About33 percentof total energy demand is metfrom non-commercial sources [7]. Thedomestic
energy supplies are poorandcannotmeet total energy demand. Rural peoplewho constitute70 percent
of the total population mostly have access to wood and kerosene oil only. Only 16 percent of the rural
population has access to grid-connected electricity compared with 85 percent of the urban population
[3].

People in hilly areas face a serious energy shortage and much of their time is spent collecting
wood and animal wastes to meet their domestic energy needs. One study [8] shows that in hilly areas,
on average, a woman spends 300 woman-days/year in collecting wood and crop residues.

Oil contributes a large share in commercial energy consumption. Its share has increased steadily
since 1947. About 75 percent of total oil demand is met from imported oil at a cost of 20% of total
export-eamings[5] every year. Coal was a major source of energy during the 1950's but its share
dropped rapidly after the discovery of gas in 1955. The share of gas reached 39% in 1989. The share
of electricity has reached 16% over the past two decades after the construction of the "Tarbela" and
"Mangla" dams. The share ofnuclear power and renewabIes is negligible in the overall energy supply
mix.



48 RERIC llfJerNJIioMl EMrgyJollTnaJ: Vol. 17, No.1, Jwne 1995

The industrial sector is a major user ofcommercial energy, and it accounts for 32 percent of the
total. The domestic, transport and power sectors consume 18%, 19%, and 20% of the commercial
energy, respectively. The agricultural sector consumes only 6% and lags behind due to poor
postharvest technology and fanning practices. The growth rate of energy consumption over the last
ten years has been recorded around 10% per annum. With this growth rate, in 2000 Pakistan would be
consuming around 3 times as much energy as in 1988.

Table 1. Pakistan per capita consumption of primary commercial energy and electricity [4,5].

Year Per Capita Consumption.
Commercial Energy Electricity

(TOE) (kWh)

1950-51 0.04 7

1960-61 0.07 28

1970-71 0.12 117

1989-90 0.25 350

Table 2.Primary commercial energy consumption and share ofenergy sources in Pakistan [5].

1950-51 1960-61 1970-71 1980-81 1989-90

Primary Energy
(MTOE) 1.41 3.09 7.52 15.19 28.80

Share of Energy Sources:
Coal
(MTOE) 0.61 0.76 0.61 0.912 1.98
(%) 43.50 24.60 8.10 6.00 6.90

(28.3) (11.9) (0.5) (1.4) (2.2)

Oil

(MTOE) 0.76 1.55 3.42 5.55 11.28
(%) 54.30 . 50.20 45.40 36.50 39.20

(47.1) (40.9) (39.3) (33.3) (29.4)

Gas

(MTOE) 0.00 0.63 2.68 6.56 11.28
(%) 0.00 20.30 35.60 43.20 39.10

Hydro

(MTOE) 0.031 0.16 0.83 2.152 4.24
(%) 2.20 5.00 10.90 14.20 14.70

(1.3)*

Nuclear

(MTOE) 0.00 0.00 0.00 0.045 0.086
(%) 0.00 0.00 0.00 0.30 0.30

Note: Figures in parentheses represent share of imported fuels in total commercial energy.
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In the past, efforts have been made to increase domestic energy supplies through exploration and
developmentofoil and gas reserves, and throughexploitation ofhydro resources. But it has been found
that the country cannot meet total energy demand from domestic energy resources alone. The present
reserves ofoil and gas (560 MTOE) would not last for more than three years [4] without any import
of oil.

This paperaims at highlighting thepotential ofhydro, biogasand solarenergy and discusses their
possible role in meeting the energy demand in the country with particular focus on the rural sector.

2. THE POTENTIAL OF RENEWABLE ENERGY RESOURCES IN PAKISTAN

The major renewable energy resources in Pakistan are hydro, biomass and solar energy. Wind
energy offers poorpotential because ofvery low wind speed and abrupt variations in peak wind speed

_conditions in Pakistan [9]. The annual mean wind velocities over a major part of the country are 2-3
mls. Only the coastal areas and part of Pakistan towards Karachi, have wind velocities which could
just meet the minimum desired limit of 5 mls [10]. The unit cost of electricity generated from wind
energy is higher than from diesel powered stations. Theefficiency and technical problems for running
a wind electric generating system make it unattractive for investment

No research has been conducted on geothermal and ocean energy resources in Pakistan. Also
there is a scarcity ofreliable data on fuel-wood and crop waste. Therefore, only the potential ofhydro,
biogas and solar energy will be discussed here.

2.1. Hydro-power

Pakistan is rich in water supplies and receives water from various sources: surface-water, rainfall
and ground-water aquifers. It has been estimated that every year, more than 125.6 million acre feet
(MAP) of water is received within Pakistan from these sources. There are five major rivers (Sindh,
Chenab, Ravi, Sutluj and Jehlum) which carry water from Kashmir. This offers significant water
resource-potential to generate hydro-electricity.

Hydro-power supplies more than 50% of total electricity demand in Pakistan [7]. In 1989,
around 3000 MW ofelectricity was generated from hydro-power. Had this electricity been generated
from oil-powered thermal stations, oil worth 600 million US$, would have to have been imported from
abroad [5].

The development of hydro-power in Pakistan started during the 1960's with the construction of
two large dams: Tarbela and Mangla. Both dams are multipurpose projects designed to store water
during moonsoons, when there is plenty ofwater flowing through the rivers, and to generate electricity
using this stored water. The Tarbela dam has been in operation since 1974-75. Ithas a storage capacity

Table 3. Major hydro-power stations in Pakistan and their power generating capacities.

Name Storage Water
(MAP)

Power
(MW)

*Benefits Derived
(million rupees)

1. Mangla
2. Tarbela
3. Others

(small dams)

1,006
1,464

1,000
3,500

568

47,206.20
52,900.21

* denotes revenue earned
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of 11.3 MAP and generates about 3,500 MW (1993). The Mangla dam was constructed during the
1960s and has a total electricity-generating capacity of 1,000 MW (1993). A number of small dams
were also constructed with power generating capacities between 13-240 MW.

The construction of large and low-head dams is also planned. Among them, important micro
hydel dams are Chashma (270 MW), Taunsa(l08 MW), Jinnah (144 MW). The planning and
construction work for large dams such as Kalabagh (3,600 MW), is at the final stage and its technical
and economical studies have been completed. But because of some disputes regarding water
distribution among the provinces, its construction has been delayed. Feasibility studies have also been
initiated for two more dams: Basha (3,600 MW), and Gazi Gariala (1,000 MW). These large dams are
multipurpose projects and their water release patterns are governed by the irrigation department. This
very factor coupled with changes in the seasonal inflows cause variations in the electricity generation
capabilities of the hydro plants. This has led to the introduction ofa load-shedding programme in the
country. Sedimentation is a major problem occurring in the large dams. The siltation rate at Tarbela
dam is 197 million tonnes per year, which had depleted about 10-15%oftotal storagecapacity by 1989
[5,6]. Similarly, Mangla dam has lost 50% of its storage capacity as a result of silt deposition.

Table 4 shows Pakistan's identified potential of hydro-power and also its present power
generating capacity. It is believed that the actual potential still not identified is quite large in view of
the water resources of Pakistan. The identified hydro potential is around 27,000 MW. If all this
potential is exploited, Pakistan can supply electricity to all the rural population. There are, however,
some obstacles. For example, huge investments are required for exploitation of these resources, and
it will take about 8 years to conduct a feasibility study for a large dam. Therefore, not all the identified
potential can be utilized within a short period.

We examine how far hydro power can contribute to meeting total electricity demand in the
country. At present, 55%of villages have no electricity supply. The growth in demand for electricity
has been 10% per annum over the past decade. There were interruptions in power supply because of
power shortages at the rate of 15-20% per year. Pakistan will require 20,000 MW power capacity in
2000, and 40,000 MW in 2010. If all the planned hydro projects (both micro and large dams) are
constructed in time, the total electricity generating capacity will reach 15,000 MW in 2000[5]. There
will still be a shortage of 5,000 MW in power supply and this has to be supplied from other sources.
But it seems unlikely that all the dams will be constructed in time due to lack of funds and political
matters. For example, the construction ofKalabagh dam has already been delayed by several years as
a result of heated debates among politicians concerning non-technical issues. It is also worth
mentioning that Pakistan is indebted by 20 billion US$ (1993).

Table 4. Identified potential sites for hydro-power development in Pakistan [4, 5].

Projects Ultimate Potential
(MW)

Elect. Generation
(GWhtyr)

1. Indus River (Kalabagh,
Basha, Gazi Garlia, Dasu,
Bunji, Thakot, Rakhiot, Yulbo)

2. Swat River .
(Kalangi, Munda)

3. Jhelum River
(Kohala, Karot)

Total

25,500

1,200

300

27,000

7,524,000

2,500

800

7,527,300
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2.2. Biogas
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Pakistan, being an agricultural country, has a large potential for biomass energy. People in rural
areas are already benefiting from biomass-energy in various forms such as wood, crop residues and
biogas. Every year, around 7 million cubic metres ofwood is consumed for domestic and commercial
purposes [2]. Non-commercial energy resources supply 32% of total energy demand in Pakistan [7].

Because of the lack ofdata, it is difficult to assess the potential of biomass energy in each of its
forms. However, it is possible from the experimental data to assess the potential of biogas generated
from animal waste [12,13]. Here the potential ofbiogas energy from animal waste has been estimated
and its contribution towards meeting the domestic energy demand for lighting and cooking will be
discussed.

Assumption

Several parameters are required to estimate the potential of biogas such as amount of animal
waste and population growth rate. In this respect, the following assumptions have been made:

1. According to the Agriculture Statistics of Pakistan [2], there are 94 million animals (cows,
buffalo, goats and sheep) in Pakistan, apart from other animals in small numbers. On average,
4.86% per annum growth rate in the animal population was observed over the period 1981
89. The total amount ofanimal wastes produced during 1988 was 285 million tonnes, which
was either disposed of in the fields or used for domestic energy requirements.

2. The total population ofPakistan was estimated to be 102 million in 1987-88, with an annual
growth rateof3%. This growth rate is expected to reduce to 2.5% during 1993-2001,because
ofpopulation welfare programmes[3]. The total number ofvillages in Pakistan is 45,100, and
70% of the total population lives in villages.

3. One kilogram of animal dung (dry mass) produces 0.19 m3 ofbiogas at 150C and the rate of
gas production becomes double at 270C [12]. The ratio of wet to dry mass ofanimal waste is
assumed to be 5: 1.

4. 25% of total animal waste is lost during collection, and 50% of total is used for fertilizer
applications in the field.

Potential ofBiogas as an Energy Source

1. The total estimated potential ofbiogas as primary energy is 143 MTOE per year (one tonne
of biomass = 0.5021 TOE [5]). The 285 million tonnes of net animal waste could generate 10830
21660 million m3 of biogas which is equivalent to 53,457-106,914 mill. kWh. In per capita terms,
biogas in Pakistan, could supply 522.5 kWh of energy which is 1.5 times the current electricity
consumption.

2. Table 5 shows the estimated potential of biogas for various applications. The expected
extractableenergy pervillageper year, wouldbe0.24-0.48 million m3

, equivalent to 1.185-2.37million
kWh. On average, each person in a rural area could have 787.4-1,575 kWh ofenergy during 1992-93
and (with annual population ofanimals projected to grow faster than the human population) 884-1,768
kWh in 2000-01. From only 5% of total potential, a substantial proportion ofdomestic energy can be
supplied from biogas.

3. From the Indian experience [13], on average 0.227 m3/person/day, ofbiogas is required for
cooking, 0.127 m3 for a 100 candle-power lamp (per day) for lighting, and 0.57 m3/hour for running
a generator of one kilo-Watt capacity. Assuming the same level of consumption in Pakistan, biogas
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Table S. Estimated potential of biogas energy for a village population in Pakistan.

1987-88 1992-93 2000-01

·a. Energy potential for different years.
1. Population 1,591 1,831 2,231

per village.
2. Energy (kWh) 745-1,490 787-1,575 844-1,768

per person/year.

b. Energy potential in terms of TOFJvillage/year.

3. at 100% potential 320-640 428-857
at 5% potential 16-32 22-44

*70% of total population was assumed to be living in villages.
Units: 1,000 kWh=O.222 TOE, 1 m3 biogas=4.936 kWh.

could meet energy needs (cooking) for millions of people, and millions of 100 candle power lamps
could be lit. If25% of animal waste is lost during collection, about 172 million people (in 1992-93)
could benefit from biogas for cooking.

2.3. Solar Energy

Pakistan receives an abundant supply of solar energy. In order to assess solar energy potential
for various applications measured long-tenn average data (1975-1989) was available [10]. Contour
maps were developed [10] for each month and also averaged over the whole year, both for sunshine
hours and for daily global insolation on a horizontal surface as shown in Appendix A-I.

The annual mean values of sunshine duration per day lie between 8 and 10 hours all over the
country except in thenorthern'parts. During winter (December toFebruary), 7-8 hours/day ofsunshine
duration prevails over most parts of the country, and specifically in Punjab and Sindh, the most fertile
areas in Pakistan. The major parts ofPunjab and Sindh enjoy 8-9 hours/day ofsunshine (on average)
over the whole year. During the summer (May, June, July and August), a bright sunshine period
prevails all over the country and sunshine hours reach 9-10 hours/day. In OctoberandNovember, with
the start of winter, duration drops to 8 hours/day over most parts ofPunjab and Sindh, and 6-7 hours/
day in the northern belt The contour maps show that the arid and semi-arid regions, especially Sindh
and Punjab, receive clear sky radiation and enjoy long sunshine duration over the whole year.

Pakistan receives 16-21 MJ/m2 day of solar radiation on average over the year, with 19 MJ/m2

per day over most areas of the country. This minimum levelofsolar radiation (16 MJ /m2 day) is higher
than the world's average (13 MJ/m2day) [3], which shows that Pakistan lies in an excellent solar belt
range. The total available solar energy potential over the total geographical area Le. 796095 square
kilometres, is 5.23 PJ/m2 yr.

The contour maps [see Appendix A-I] for solar radiation for each month show that January
represents the typical winterdistribution pattern with astrong northern gradient. The values ofaverage
solar radiation lie between 9-15 MJ/m2 day. February receives slightly more solarenergy than January,
while in April 20-24 MJ/m2 day of energy is received marking the start of summer which is fully
established in May. During May-August, maximum solar radiation is evidentall over the country with
Quetta receiving the highest energy (20-26 MJ/m2/day). The pattern of solar radiation remains more
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or less unifonn during these months. AfterAugust thepatternofsolar radiation is slightly changed with
increased values in coastlineregions and less in otherparts especially the northern parts ofthe country.
In October, the intensity of global radiation is reduced to 14 MJ/m2 day and it is further decreased in
December to 11-16 MJ/m2 day on average. The longer sunshine duration and high solar radiation,
along with favourable climatic parameters, offer a significant potential for utilization of solar energy
in the agricultural and industrial sectors.

Average Annual Extractable Solar Energy Using Flat Plate Collectors and PV Cells

The average annual extractable energy that can be derived from solar energy collectors and PV
cells has been estimated. The researchers have used different methods, such as Rabl's and collector
utilizability methods [15] for estimating annual average collectable energy for a given location. Rabl's
method has been widely used because it is simple and applicable to any location in the world [15], and
has been found to be in close agreement with the other methods. The same method has been used here
for calculating the annu3I average extractable energy for four locations: Lahore, Multan, Islamabad
and Hyderabad. The detail of Rabl's method may be seen in ref.[l5].

The calculated annual average extractable energy for different collector output air temperatures
is shown in Table [6]. It was assumed that the collector is of the flat plate type and is tilted at an angle
equal to the latitude. As shown in Table 6, Hyderabad offers more energy potential than other stations.
The energy obtainable is increased at a lower collector output air temperature (6O'>C) which makes it
more attractive for waterand air heating. AtLahore, around2,560MJ/m2 yr ofenergy may beobtained.
This suggests that by constructing a number of flat plate collectors over an area of a few square
kilometres, an equivalent amount of energy to the demand of the agricultural sector (1.35 MTOE in
1989) can be supplied from solar energy.

Table 6. Estimated annual average extractable energy (Q)
using flat plate collectors over selected cities in Pakistan.

Q in GJ/m2 yr at Assumed
City Collector Outlet Temperature eC)

60 80 100

Lahore 2.56 2.15 1.70

Multan 2.71 2.24 1.82

Islamabad 2.64 2.17 1.76

Hyderabad 2.87 2.35 1.89

Figure 1shows average annual collectable energy at various threshold levels (Ie). The curves are
useful in making assessments as long as the collector is used all the year round and no energy is
discarded. This makes it more useful for various domestic applications.

The annual average extractable energy from a PV cells array of known efficiency was also
estimated. The PV array efficiency was assumed to be 12%. The results are shown in Table 7. A
substantial amount ofelectrical energy could be collected annually at each station ifPV cells are used
all the year round. Indeed a PV array with tilt equal to the latitude facing due south could extract 0.6
GJ/m2 yr annually at Lahore. This simple set up of cells on flat plate means that cells cover 100% of
roof surface and there will be no overshading of cells, thus generating more energy.
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Fig. 1. Average annual extractable energy over selected cities in Pakistan.

Table 7. Estimated annual average extractable energy (Q)
using PV cells array over selected cities in Pakistan.

Name

Lahore

Multan

Islamabad

Hyderabad

Q in GJ/m2 yr

0.59
0.60

0.58
0.62

3. DISCUSSION AND CONCLUSIONS

The energy demand pressure in Pakistan can be reduced by introducing renewables. Hydro
power is already being used but its full potential has not yet been exploited. So far, only 10% of total
potential has been developed[7]. If all the identified hydro-potential i.e 27,000 MW, were to be
developed and utilized, the whole rural population can be supplied with electricity[5]. It is also true
that, because of limited invesunent resources, the full hydro-potential cannot be exploited within a
short period. Pakistan does not have the technical capacity· for making the equipment and proper
industrial infra-structure. This lack is an obstacle to developing hydro-power.
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Solar and biogas energy can be used in various applications. In general, solar equipment is
favourable for all low-density energy applications. The market for solar products (pV and Thermal)
is well established now and is growing at a rate of 20 percent per annum [11]. The industralized
countries have demonstrated successfully the use of both solar thermal and PV systems over the past
decade.

The question is how hydro, solarand biogas should be integerated in ruralenergy system keeping
in view present energy supplies in Pakistan. There are several areas where solar and biogas can be
utilized at low cost. Table 8 shows different applications where each form of 'Renewable Energy' can
be integrated and utilized.

The farmers usually require energy for two major applications: lighting and cooking. Solar
energyandbiogas arebest suited to all low energy loads. However, for larger loads hydro-power would
be moreeffective on technical andcostgrounds. Thebiogascan supply energy for cooking and heating.
This has been successfully demonstrated in China and India. Solar cookers were also developed for
cooking of food but did not prove successful. But farmers can use bio-gas for cooking purposes.

PV systems can be used for lighting both in houses and in streets. During the summer, farmers
need air ventilation and PV fans could do this job. Water pumping for drinking and irrigation purposes
is an important application. At present, electric-tubewells are preferred to diesel water sets in Pakistan
because of their low running costs. The PV water pumps proved economical only when operated for
more than 2,000 m4 (volume *head)/day, i.e. water pumping capacity [11]. This means that hydro
power is acheap sourceofenergy in this application. Similarly,heavy agricultural machinery and rural
industries should be operated by hydro-power.

Solar dryers can be used for drying of food products at farms. Heating of farm-sheds could be

Table 8. Integrating renewable energy resources in different energy applications.

Sector

1. Domestic
sector

2. Agriculture
(at farms)

3. Services
(shops)

4. Rural
Industries

Application

Cooking
Lighting
Space heating
Water heating
Drinking water

Lighting
Space heating
Water heating
Water pumping
Heavy Machinery

Lighting
Space heating
Water heating

Lighting
Space heating
Water heating
Plant operations

and others

Recommended
Energy Source

Biogas
SolarPV
Solar Thermal
Solar Thermal
SolarPV

SolarPV
Solar Thermal
Solar Thermal
Hydro-power
Hydro-power

SolarPV
Solar Thermal
Solar Thermal

SolarPV
Solar Thermal
Solar Thermal
Hydro-power
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carried out with solar air collectors. It would be interesting to note that in most parts of Pakistan t

temperatures do not fall below zero DC even during winter t so there is no need for air or water heating.
However t the solar air collectors can be used in areas where the temperature falls to lower levels and
space heating is needed.
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Appendix A-1.1
Contour maps of average sunshine duration over Pakistan (hours/day)
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Appendix A-1.2
Contour maps of global insolation over Pakistan (MJ m-2 d-1)
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Appendix A·2
Rabl's Method

The instantaneous efficiency ofa solarcollector is relatively easily measured but calculations of
the long term average energy delivered by a collector usually requires detailed data on an hourly basis
of better on a yearly average basis, and extensive computer simulations. For assessing solar power
potential all that is desired is a single number giving the average annual energy output that can be
extracted from an individual collector. Rabl's method provides a simple way ofobtaining this number
with only general data and very little computing power.

Rabl used the data of the typical meteorological year (TMY) for the 26 stations comprising the
SOLMET network, in the USA. With the aid ofcomputer simulations and parameters, he calculated
on an hour basis the extractable energy from each collector for various values of the threshold level
of insolation (Ie). The threshold level of radiation is the below which the losses in the collector system
are greater than the gains. It is defined by;

(1)

Where UL is overall heat loss coefficient (kWm-2 K-I), Tfrrt is the mean temperature out of the
collector, Ta is the ambient temperature and n

e
is the collector efficiency.

Summing over the year he obtained the annual extractable energy for each station as a function
of the threshold. He then fitted the results with a polynomial with independent variables of threshold
(I), latitude (t/J) and annual average beam radiation (IJ, and developed the following relationship.

QI(F'n) = (ao+boIJ + (a1+b1IJt/J + (a2 +b2 IJf

+ [(aJ+ bJIJ + (a4 + b4 1J t/J + (aj + bj/J qr] Ie

+ [(a6 + b6 1J + (a7 + b7 1J t/J + (aa + balJ qr] 1/ (2)

Q is the average annual extractable energy (GJm-2 yrt). F' is the collector efficiency factor and
its value varies with each type ofcollector and is given by Rabl [1981]. The coefficients (a

o
- a,) and

(b0 - b) depend on the type of collector and may be positive, negative or zero. Providing the annual
average normal beam insolation (IJ is known for agiven place, these polynomials define curves ofthe
annual extractable energy against threshold insolation. It is convenient to plot Q I F' n) against
threshold (/J

The seven types of collectors studied by Rabl are;
1. Flat-Plate collectors: with tilt equal to latitude facing due south.
2. Compound-Parabolic Collectors (CPC): with tilt equal to latitude facing due south.
3. North-South Collectors: tracking about a horizontal north south axis.
4. East-West Collectors: tracking about a horizontal east west axis.
5. Polar-Collectors: with tracking about north south axis with tilt equal to latitude.
6. Two-Axis Collector: whose axis is always towards the sun.
7. Tower: Power tower or central receiver (design described by Rabl).
The assumptions inherent in Rabl's results must bealways borne in mind and these automatically

qualify any results presented here. There are four basic assumptions:
1. Only radiation above a specific limit/threshold is used but all radiation which is used is

converted with a constant efficiency. The rationale for this is that any thennal collector has
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inherent heat losses and there will also be losses due to imperfect optical transmissionstetc.
As a resulttuseful energy can only be extracted when insolation is above the threshold limit
necessary to overcome these losses.

2. Transient effects are neglected. This is reasonable since the time constant of any single
collector is much less than one hOUft the time scale of calculations and data used. Howevert
the large scale arrays of collectors with joining pipes may have longer time constants which
would have to be accounted for in separate calculations.

3. To account for shading at certain times of the daYt standard spacing between concentrators
was assumed. For single axis tracking systems a ground cover ratio of0.5 was used while for
two axis systems 0.25 was used.

4. A standard incidence angle modifier to account for non-normal incidence of solar radiation
was incorporated in calculations except for the central receiver. The method can be used
where the collector is to be operated all the year round with no discarding ofcollected energy.
The polynomial form requires data for average annual normal beam insolation. Unfortunately
this data is not always available and Rabl provided a simpler method with a correlation
between the annual average normal beam radiation and the annual average clearness indexKr

(3)

Rabl's method can also be applied to estimate extractable energy from a photovoltaic array of
cells with known efficiency. This is simply done by multiplying the yearly available insolation at a
threshold level (I) with the efficiency of PV cells.

In the present casetdata for normal beam radiation for each station was obtained using equation
3. The data was averaged for each month over the whole year. This gave a yearly average beam
radiation foreach station under study: LahoretMultantIslamabadand Hyderabadtfor which the annual
average extractable energy was estimated using equation 2. Only the flat plate air collector was
considered in the calculations. The values ofconstants were obtained from Rabl [1981]. Calculations
were also made for estimating the energy output of an array of PV cells.
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Energy issuesin rzualareas have been tackledusing two different classesofmodels: rural energy
planningmodelsfor the optimalallocation ofenergyresourcesfordifferent end-uses.andrural energy
systems models for estimating the share of the energy sector in getting rural resources which are
needed by end-uses in the energy and agricultzual sectors. In this paper, an integration ofboth these
classes ofmodels is proposedfor more efficient energy planning. An application of the integrated
model is illustrated using datafor a typical village.

1. INTRODUCTION

Rural areas in many developing countries essentially depend upon traditional fuels for virtually
all theirenergy requirements (UN, 1989). Many ofthe rural resources have multiple uses. Forexample,
the crop residues can be used as fuel, or as feed for livestock, or as fertilizer. Similarly, dung can either
be used as fuel or as fertilizer. Thus, there is competition between the rural energy sector and the
agricultural sector in using such rural resources. Efficient rural energy planning should explicitly
account for such interactions between the energy and agricultural sectors.

These interactions have been studied by many researchers. Parikh (1985) was perhaps the frrst
to incorporate them into a comprehensive Rural Energy System (RES) model. Parikh and Kromer
(1985) employed this model for the rural areas of Bangladesh (parikh, 1988). A revised fonn of the
model, called INGRAM (the Indira Gandhi Institute of Development Research Rural Energy and
Agriculture Model), has been applied to many states in India: Panesar et al. (1989) employed
INGRAM for the stateofPunjab; acase study ofGujarathave been carried out by Painuly etal. (1992);
the rural energy and agriculture interactions in UttarPradeshhavebeen analyzedby Singh etal. (1992);
and, recently, a study on the Kamataka state was reported by Painuly et al. (1995).

Similarly, there is a voluminous body of literature on Rural Energy Planning (REP) models to
provide optimal allocation of resources to various energy end-uses. Joshi et al. (1991) applied such a
model for the rural areas of Nepal. Sinha and Kandpal (1991a,b,c;1992) applied a similar model for
estimating the optimal number ofend-use technologies for rural regions. Other similarstudies include
Ramakumar et al. (1986), Ashenayi and Ramakumar (1990), Subash and Satsangi (1990), Joshi et al.
(1992) and Ramakumar etal. (1992). Though these models are highly useful for rural energy planning,
they ignore the existence of the interactions between the energy and agricultural sectors. Clearly, the
methodology of these models would improve if a rational mechanism is built into REP models to
account for the energy- agricultural interactions. In this paper, the integration of the REP models with
the RES models is proposed for the purpose.

PREVIOUS PAGE BLANK
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The next two sections describe briefly the concepts behind the RES and REP models. The
integrated model will be described in Section 4. Its utility will be illustrated with a case study, and will
be compared with the results of the application of the REP model alone. The last section provides a
summary of the paper.

2. THE RURAL ENERGY SYSTEM MODEL FOR CONSIDERING THE
ENERGY AND AGRICULTURAL INTERACTIONS

The Rural Energy System model developed by Parikh (1986) provides a systematic framework
to analyze the linkages between the agricultural and energy sectors in rural areas. The model has been
used for exploring a number of policy implications related to rural energy systems.

Figure 1provides a sketch of the interactions considered in a simplifiedRES model (Singh et al.,
1992). The objective function and other constraints of the model are briefly described below.

Objective Function:

The objective function 'is maximization of the net revenue generated in the system. The net
revenue is the sum of the revenue from crops and milk minus the cost of purchased items, viz., feed,
fertilizers andenergy. Severalotherobjective functions, suchas minimisation oftotal costs, couldhave
been employed instead of the maximization of net revenue. However, this objective function (net
revenue) has received a widerapplication in the literature (see section 1). In fact, all the models which..
employ this objective function have been validated using past data, which shows that the rural energy
and agricultural systems indeed aim at maximizing net revenue.

Mi1k&om
Uvcstock

Crop
Yield

Crop
Residuts

DungJ
Biogas

Fuelwood

Feed for
Uvestock

Fuel

Bought
Feed

Bought
Ferti1i.zer

Bought
Fuel

(Kerosene,
LPG, etc.)

Fig. 1. Interactions in a simplified rural energy system model.
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It is assumed that the locally available non-commercial fuels (such as fuelwood, dung, crop
residues and biogas) will not be sold outside the rural system. Hence, their costs are not incorporated
into the objective function, as any cost associated with these fuels involves transfer ofrevenue within
the system only, and does not change the net revenue of the system.

Constraints:

The constraints pertain to the availability of different rural resources and the demands of the
energy end-uses.

Crop Residue Balance:

The availability ofcrop residues is estimated on the basis ofyield ofcrops, land availability, and
crop-residue coefficients. They are allocated for alternative uses, namely, feed for livestock, fuel for
households, fertilizer for farms, and others such as construction, handicrafts, etc. depending on
requirem~nts and other opportunities.

Animal Feed Balance:

Cattle and buffaloes are considered. They are divided into four categories: working, milk, not
working, and young. Their feed is obtained from pastures, crop residues, and/or using bought feeds.
The feed requirements of animals in terms of their Total Digestible Nutrients (TON) and Digestible
Crude Protein (DCP) intake is estimated, and is balanced with the TDN and DCP contents of crop
residues, bought feed and the feed from pastures.

Animal Dung Balance:

The availability of dung from the livestock is estimated using suitable dung coefficients, after
accounting for the loss of dung in the form of collection coefficients. It is allocated to the alternative
uses of dung, viz., manure for farm, biogas production, and energy.

Fertilizer-nutrients Balance:

The amount of fertilizer required based upon the level of fertilizer application in terms of kg!
hectare. It is exogeneously given. Four ways of obtaining fertilizers are considered: using crop
residues, using dung, using biogas sludge, and purchasing chemical fertilizers.

Household Cooking Energy Balance:

The minimum amount of energy required for cooking-isexogeneously given. The total energy
ofall the resources (allocated for cooking) such as crop residues, dung, biogas, fuelwood, and bought
fuels such as kerosene and LPG should at least be equal to the cooking energy requirements.

Wood Balance:

There are three ways of obtaining fuelwood: from homesteads, forests and plantations. This
supply should be greater than or equal to the allocation of fuelwood for cooking.
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The total quantity ofbiogas produced (which is specified exogeneously) should be greater than
or equal to the allocation of biogas for cooking.

Kerosene Balance:

The totalquantityofboughtkerosene should beat leastequal to its allocation for cooking. Similar
equations can be written for other bought fuels, such as LPG or electricity. The requirements of LPG
andelectricityareexogeneously specifiedwhile thedemandfor keroseneisdetenninedendogeneously
by the model.

This model has been extensively applied to various locations with a view to understanding their
characteristics and to predicting the impact ofdifferent policy alternatives that may be considered for
their development.

Thus, RES models estimate the share of the energy sector in receiving different allocations of
various rural resources. However, the RES models have not considered the distribution of these
resources to various energy end-uses. Such distributionsare usuallycarried outusing the REP models,
which are described next

3. THE RURAL ENERGY PLANNING MODEL FOR OPTIMUM ENERGY
RESOURCES ALLOCATION

The REP models examine the locally available energy resources along with the traditional fuels
for providing optimum energy resourceallocation (Codonietal., 1985). REP models are usually linear
programming (LP) models ofenergy supply with cost minimization as the objective. They take into
account the resource constraints with respect to supply, efficiency and cost

The fonnat of a representative REP model is shown in Fig. 2 (Joshi et aI., 1991). The following
are the salient features of this model.

The Objective Function:

The objective function usually involves the minimization of the total economic cost ofmeeting
the demands of the energy end-uses in different end-use devices of the energy resources for a given
year.

Constraints:
There are two types of constraints.

Demand Constraints:

These constraints require that the amount ofenergy released in different end-use devices should
meet the energy demand of the individual end-uses.

Supply Constraints:

The total usage of energy resources is constrained by their individual availability.
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Fig. 2. A rural energy planning model.

On the basis ofthe objective function and otherconstraints, theREP model distributes theenergy
resources to different end-uses.

Thesemodels ignore theexistenceofthe interactionsbetween theenergy and agricultural sectors.
They usually assume aspecific percentage ofthe individual resources as the share ofthe energy sector,
and then carry out the optimal energy resource allocation. For example, Joshi et al. (1991) have
assumed that55%ofthe availablecrop residues would be used for meetingenergyneeds. Clearly, such
assumptions may not be correct, and incorporation of a rational mechanism for estimating the shares
of various rural resouces for the competing sectors will improve the quality of the models for rural
energy planning. As the RES models do exactly the same, this paper proposes the integration of the
RES and REP models for providing efficient energy planning for rural areas. The integrated model is
described in the next section.

4. THE INTERGRATED RES-REP MODEL

The integrated RES-REP model uses the RES model for estimating the proportion of individual
rural resources available for the energy sector, and then employs the REP model for providing the
optimal energy resource allocation. Figure 3 explains the integrated model. The salient features of the
model are discussed below.

The Objective Function:

The objective function of the integrated model is obtained by combining the objective functions
of the individual models. Thus the new objective function involves maximization of the net revenue
(the objective function of the RES model) minus the total economic cost of allocating the energy
resources to the end-uses (the objective function of the REP model).
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The integrated model employs the constraints of both the RES and REP models. Thus it has
equations representing the necessary resource balances (such as the crop-residue balance) and the
demand constraintS of the energy end-uses. The supply constraints of the resources will be taken into
account in the fonn of the respective balances.

Though the integrated model is applicable to any region, it is especially suited for rural areas
where the interactionsbetween the energy and agricultural sectors is more pronounced. The following
section illustrates the application of the integrated model to a typical village in Nepal.

4.1 Application or the Integrated Model- An Illustration

The integratedmodel hasbeen run using dataobtained from Joshietal. (1991) (denotedas "Joshi"
for the remainderofthis section) on the Baijnathpurvillage in the Terai region ofNepal. These choices
have been madejust for facilitating the comparison of the results of the integrated model with the REP
model.
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Relevant data representing the village for the integrated model have been directly taken from
Joshi. These include the crop area, household expenditure, primary energy requirements, and the
availability of various resources. However, the integrated model required several more parameters
which could not be directly obtained from Joshi. Hence the parameters of the model were adjusted so
that it provides output comparable to the relevant data for the Baijnathpur village. Several repeated
runs of the model were required. For example, after the trial runs, the model provided outputs such as
livestock unit, agricultural production, agricultural land, forest area, etc. which were approximately
equal to the values shown in Joshi. This exercise is needed to ensure the correctness of the allocations
of the rural resources to meet the fuel, fodder and fertilizer needs as provided by the model, and is a
usual procedure in validating RES models. In addition, some more data, such as the prices of crops,
milk, and energy resources, have been assumed based upon the.average figures for a normal Indian
village. Mter all the adjustments are made, the model was run and the results are shown in Table 1.
The results obtained by applying the REP model (as given in Joshi) are also shown in the same table
for comparison.

It is clear that the integrated model has allocated only about 37% of the crop residues for energy
purposes, in contrast to the 55% as assumed in Joshi. Similarly, only 16% of the crop residues have
been used as fodder, against the 45% as assumed in Joshi. Thecorresponding percentages for fertilizer
are 44% and 0% respectively. Similarly, while Joshi assumed that all the dung will be available for
energy purposes, the integrated model has allocated most of it for use as fertilizers as this happens to
be a more beneficial use of dung. Because of the reduced allocation of crop residues and dung for
energy purposes, the share of kerosene in the total energy demand has increased (to 68% in the
integrated model, against only 5% in Joshi). Due to the same reason, fuelwood has also been similarly
allocated in the integrated model.

As several data have been assumed, the results presented here may not be accurate. However,
these results have successfully illustrated the utility of the integrated model for energy planning.

Table 1. Results of the integrated model. .

Integrated Model
%

REP Model
%

Crop Residue Balance
Fuel
Feed
Fertilizer
Others

Dung/biogas Balance
Fuel
Fertilizer

Fuel Balance
Crop Residue
Dung/biogas
Fuelwood
Kerosene
Electricity

37
16
44
3

0.37
99.63

25.00
0.15
3.85
68.00
3.00

55
45

100

66.00
25.00

5.00
3.00
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In this paper, an integrated model has been developed for providing efficient rural energy
planning after considering the interactions between the energy and agricultural sectors. It has been
pointed out that the previous rural energy planning models did not possess a rational mechanism for
the allocation of rural resources for the various end-uses in the energy and agricultural sectors. The
integrated model has overcome this problem by using the rural energy system models developed for
accounting the rural energy and agricultural interactions. The integrated model has been applied using
data for a typical village as an illustration. It is hoped that the integrated model enables more efficient
planning for rural areas.
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Energy Analysis in White Rice and Par-Boiled Rice Mills
for Cogeneration in Thailand

Wannee Ekasilp, Somchart SoPOnronnarit and Apichit Therdyothin
School of Energy and Materials

King Mongkut's Institute ofTechnology Thonburi
Sukswad 48 Road, Bangkok lOl40,Thailand.

ABSTRACT

This research is a part ofa study entitled "Cogeneration Potential ofRice Mills in Thailand".
Three types ofrice mills are studied: the white rice mills that use only electricity, the white rice mills
that use electricity and steam engines, and the par-boiled rice mills that use electricity and steam in
the par-boiledprocess. The white rice mills andpar- boiled rice mills use steam in the heatingprocess
for paddy drying. Electrical energy consumption in the milling process ofwhite rice mill and par-
boiled rice mill are approximately 110 MIlton paddy and 134 MIlton paddy, respectively. Electrical
energy consumption of white rice mill spent in whitening and polishing process is 43%, 26% in
screening and blowing process, 23% in bucket and conveyor process, and 8% in husking process.
Similarly, 43% ofelectrical energy consumption in the milling process ofpar-boiled rice mill is spent
in whitening andpolishingprocess, 30% in screening, bucketand conveyorprocess, 23% in blowing
process,and 4% in husking process. The thermal energy consumptionfor par-boiled rice process is
2410 MIlton paddy, of which 8% isforsoakingprocess, 6 % for cooking process and 86%for paddy
drying process.

The results ofthe analysis show that the total electrical energy consumption -- milling process,
drying process, improving and packing process, office and boiler in the white rice mill -- is
approximately 190 MJlton paddy and for par-boiled rice mill it is 234 MJlton paddy. Assuming that
steam turbine cogeneration is used, the electrical power generatedfrom 312 rice mills is therefore
217 MW, ofwhich 123 MW is used within the rice mills and 94 MW is surplus. The thermal energy
generatedfrom the rice mills is 3.16 x 1rY° MIlyear, ofwhich 17% is used within the rice mills and
83% issurplus. However, optimization ofcogeneration system may help reduce the amount of surplus
steam.

1. INTRODUCTION

In 1994, there were approximately 40 000 rice mills in Thailand, of which 260 white rice mills
and 52 par-boiled rice mills have production capacities over 100 ton paddy/day. Generally, there are
two types ofenergy consumption in rice mills i.e. electricity and thennaI. Usually the energy used for
white rice mills is electricity or electricity and steam engine, where as for the par-boiled rice mills it
is electricity and steam from steam boiler.

The paddy milling process produces either white rice or par-boiled rice. Par-boiled rice, mainly
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produced in Thailand, is defmed as "pre-cooked rice". Rice husk which is easily available at the mill
site can be used as an energy source for both white rice and par-boiled rice processes. Fig. 1 illustrates
the rice milling and residues production processes. The thermal energy consumption in steam
produced from boiler is usually used in the processes ofsoaking, cooking and paddy drying in the par
boiled rice mills. The fuel used for the boiler is mainly from the rice husk found within the mill. The
heating value of rice husk is approximately 15.7 MJ/kg of which 18.8% is carbon, 62.8% is volatile
matters and 9.3% is moisture content.

The objective of this paper is to analyze the electrical and thermal energy in par-boiling
process, drying process and milling process of white rice mill and par-boiled rice mill since the
comparison of electrical and thermal energy in each process ofwhite rice and par-boiled rice mills has
not been studied in the past. The results of this analysis will be used to find out the potential of
cogeneration system for rice mills in Thailand.

2. MATERIALS AND METHODS

The rice mill uses the electrical and thermal energy. Clip on is used for measuring power (kW),
current (Amp), voltage (V) and power factor (cos G). Thermal energy available from the drying
process is estimated from the amount ofcondensate coming out from the equipment. Thermal energy
available from the soaking process is estimated from the volume of hot water. A static-pitot tube is
employed to measure the air velocity of the flue gas. The temperature of hot water and fuel gas are
measured by a digital thermometer. The mass flow rate of rice husk fuel is measured by volume of
container and time used. Time spent for the energy audit is approximately 4-5 days for each mill.

3. RESULTS AND DISCUSSION

3.1 Pattern of Energy Consumption in White Rice Mills

The study concerned two types of white rice mills. The big one with a capacity of 1000 ton
paddy/day uses steam for drying paddy and electricity for milling. The small one,120 ton paddy/day,
uses electricity and steam engines for milling without paddy drying process.

The first rice mill can produce approximately 320,000 tons paddy/year, working 24 hours/day.
The electrical energy consumption is 110 MJ/ton paddy for milling process excluding that for the
paddy drying process. The pattern of energy consumption for various processes is shown in Fig. 2.
However, the actual amount of electrical energy consumption varies according to the type of paddy
and quality ofrice beingproduced. Forexample,producing rice for export consumes more energy than
producing rice for domestic use since the quality of rice exported needs to be better than that of the
domestic one.

There are two boil~rs in this big rice mill. The fIrst boiler has a maximum production capacity
of 35 tons/hour with an actual production ofabout 20-30 tons /hour at a pressure of 18-20 bars and
a temperature of 3600C. The second boiler has a maximum production capacity of 20 tons/hour with
an actual production ofabout 12-15 tons/hour at a pressure of 18-20 bars and a temperature of 36()OC.
The efficiencies of these two boilers according to the first law of thermodynamics is about 69%. The
steam produced, about 90%, passes through the back pressure turbine to produce 1450kW electricity
from two generators.The 10% of the steam produced or about 4 ton steam/hour is used for distillation
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process for producing extracted oil.
There are three dryers with total capacity of 100 tons/hour.The dryer is used when the moisture

content of the paddy is over 14%.Usually, in each pass of the drying process, the moisture content can
be reduced by 2%and it requires one day of tempering to reduce the stress of the paddy. For example,
if the moisture content of the paddy is 24%, it requires 5 passes for the drying process to reduce the
moisture content to 14%. In the past, the drying Processes were done for two periods in each year, Le.
during December to March and during June to July. In 1993,43% of the total paddy that had been
bought needed to be dried in this rice mill.

For the drying process, it requires about 18 ton steam/hour to generate heat in the process. For
this rice mill, 18 ton steam/hour is received from stearn turbine for the drying process. Thermal energy
used to evaporate water from the paddy is about 2000 MJ/ton paddy. This amount of heat being used
is rather high compared to the average use of440 MJ/ton paddy [1,5] because of improper design of
the systems. Electrical energy used for the drying process is about 25 MJ/ton paddy.

The electrical power needed for this rice mill is about 2 MW. The details are given in Fig. 3.The
total electricalenergyconsumption for the wholerice mill (millinganddrying,oil extraction,improving
and packing, office, boiler and warehouse) is 220 MJ/ton paddy or about 62 kWh/ton paddy. The total
thennal energyconsumption for thewhole rice mill is 2000 MJ/ton paddy orabout556kWh/ton paddy.
The heat to power ratio is 9 which is rather high because of the heat used for drying processes and for
producing extracted oil. If the oil extraction processes and warehouse are excluded, the electrical
energy needed for this rice mill would be 190 MJ/ton paddy or 53 kWh/ton paddy. Therefore, the
analysis is done based on this value.

The second rice mill has a production capacity of 120 tons/day, working 24 hours/day. The
energy used is electrical energy and energy from the steam engine. Electrical energy is used for the
bucket process, screening process, whitening and polishing process and the blower. Energy from
steam engine is used to drive the conveyor belt. If the efficiency of the steam engine is 15%, energy
from steam engine would be equal to 103 kWh ofelectrical energy [l ,2]. The details are given in FigA.

3.2 Pattern or Energy Consumption in Par-boiled Rice Mills.

The third and fourth are par-boiled rice mills with maximum capacity of 500 tons/day but work
at an average capacity of 250 tons/day, operating for 24 hours daily, using electrical energy of
129 MJ/ton paddy and 138 MJ/ton paddy (as shown in Figs. 5 and 6. ).The mills in this study have
5 boilers using rice husk as fuel at 54 % efficiency, producing 10-12 ton steam/hour at 10 bars and
1800C. The stearn is used in the process of soaking, cooking and drying.

The steps of Producing par-boiled rice are to soak paddy in the soaking unit, using hot water at
temperature of 600C - 650C for 4-6 hours. The thermal energy used in soaking is approximately
196 MJ/ton paddy. Soaked paddy is then cooked by steam at a temperature of l000c - 1200c for 30
minutes. The thermal energy used in cooking is 150 MJ/ton paddy. Part of the cooked paddy rice is
to bedried in the sun. Drying by machine reduces moisture from 34% to 14% w.b. The thermal energy
used to dry the paddy is produced by steam and flue gas from the boiler. The total energy used for
drying is approximately 2062 MJ/ton paddy which consists of steam 1512 MJ/ton paddy and flue gas
550 MJ/ton paddy. The total thennal energy is 2412 MJ/ton paddy which is approximately the same
for both par-boiled rice mills as shown in Fig. 7.

The electrical energy used in milling, soaking, cooking and drying processes of rice mills
nos. 3 and 4 are about 238 MJ/ton paddy ( 66 kWh/ton paddy) and 230 MJ/ton paddy ( 64 kWh/ton
paddy) resPectively.The overall electrical power used in these two rice mills are 656 kW and 641 kW
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Fig. 2. Percentage of electrical energy consumption in white rice milling process
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Fig. 3. Percentage of electrical power consumption in white rice mill no. 1.
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Fig. 4. Percentage of electrical energy consumption in white rice milling process
of white rice mill no. 2.
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Fig. 5. Percentage of electrical energy consumption in par-boiled rice milling process
of par-boiled rice mill no. 3.
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Fig. 7. Percentage of thermal energy consumption in par-boiled rice milling process
of par-boiled rice mill no. 3 and no. 4.
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Fig. 8. Comparison of electrical energy consumption in rice milling process.

(including that used in office operation), respectively, or on an average 234 MJ/ton paddy (65 kWh/
ton paddy). For these rice mills, the heat to power ratio is 10 which is rather high due to the low
efficiency of the drying machine.

3.3 Comparative Energy Consumption

From this study, it is found that electrical energy used for dehusking process of the par-boiled
rice mill is less than that being used for the white rice mill, as shown in Fig. 8. The reason is that the
paddy which has been soaked and cooked is much easier to mill. The energy used in all the processes
are 5 MJ/ton paddy - 7 MJ/ton paddy for the par-boiled rice mills where as for the white rice mills the
energy used are 9 MJ/ton paddy and 12 MJ/ton paddy, respectively. It is also found that electrical
energy used for polishing in the par-boiled rice mill is more than that used in the white rice mill. The
reason is that the rice from par-boiled rice mill is harder than that from the white rice mill.The amounts
of electrical energy used for other processes such as bucket, belt, screen and blower depends on the
design of the mill.

The thennal energy used in the rice mills in this study is too high in the drying process. The rice
mill no. 1 uses about 2000 MJ/ton paddy. The rice mills nos. 3 and 4 use about 2412 MJ/ton paddy.

3.4 Energy Conservation for the Rice Mill

From the study, it is found that the highest electrical energy is used for the polishing process, the
amount of electrical energy used depends on the percentage of the whiteness. The energy saving for
this part can be achieved by choosing an equipment which is suitable for the quality of rice. Apart
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from this, the bucket, belt and blower have to be properly designed.
The thermal energy used for the par-boiled rice mill such as soaking and boiling processes can

also be saved by using an insulator. The thermal energy used for drying process for both the par-boiled
rice mill and the white rice mill can be saved by proper design and operation of the equipment

For the white rice mill and the par-boiled rice mill, ifenergy saving is done in the drying process,
the thermal energy used will be only 240 MJ/ton paddy and 673 MJ/ton paddy [5], respectively. The
heat to power ratio is found to be 1.3 and 4.4, respectively.

3.5 Analysis of Potential of Using Steam Turbine Cogeneration for the Rice Mills in
Thailand

From this study, it can be concluded that electrical energy used are 190 MJ/ton paddy or 53 kWh!
ton paddy and 234 MJ/ton paddy or 65 kWh/ton paddy for the white rice mill and the par-boiled rice
mill, respectively.

From these data an assumption can be made that all the rice husk obtained from the rice mill is
used as fuel for cogeneration system. The electricity generating process uses back pressure steam
turbine-generator type with 65% efficiency at 50 bars and 4500C and 10.3 bars [3,4] and the steam
boiler of 70% efficiency [3,4].

The electrical and thermal energy produced, used and unused were analyzed for 260 white rice
mills as follows (assuming that annual production is 11.7 x 1()6 ton paddy or 293 x lQ4ton husk and
270 days of operation):

• The electrical energy consumption of the white rice mills, 53 kWh/ton paddy, is used to analyze
the necessary electrical energy required .Theelectricalpowergenerated from 260white rice mills
by using stearn turbines and rice husk as fuel is 177 MW, of which 54% is used within the rice
mills and 46% is surplus.

• The energy conservation of thermal energy consumption for the white rice mills is 242 MJ/ton
paddy. The thermal energy generated from 260 white rice mills by using steam after it leaves the
steam turbine at 10.3 bars [4] is 2.58 x 1010 MJ/year, of which 11% is used within the rice mills
and 89% is surplus.

• The analysis ofelectrical energy and thermal energy produced, used and unused for 52 par-boiled
rice mill are analyzed as follows (assuming that annual production is 2.63 x lQ6 ton paddy or
66 x lQ4 ton husk and 270 days of operation).

• The electrical energy consumption for the par-boiled rice mills, 65 kWh/ton paddy, is used to
analyze the necessary electrical energy required.The electrical power generated from 52 par
boiled rice mills by using stearn turbines and rice husk as fuel is 40 MW, of which 68% is used
within the rice mills and 32% is surplus.

• The energy conservation for thermal energy consumption of the par-boiled rice mills is
1019 MJ/ton paddy. The thermal energy generated from 52 par-boiled rice mills by using steam
after it leaves the steam turbine at 10.3 bars [4] is 5.78 x 1()9 MJ /year of which 46% is used
within the rice mills and 54% is surplus.

4. CONCLUSION

The study proves that the total electrical energy consumptions are 190 MJ/ton paddy
(53 kWh/ton paddy) and 234 MJ/ton paddy (65 kWh/ton paddy) for the white rice mills and the par-
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boiled rice millst respectively. The thermal energy consumptions in the par-boiled rice mill are
196 MJ/ton paddy for the soaking processt 150 MJ/ ton paddy for the cooking process and 2062 MJ/
ton paddy for the drying process of paddy from 34% moisture content to 14 %w.b. The total thermal
energy consumption is 2412 MJ/ton paddy.

The electrical power generated from 260 white rice mills is calculated to be 177 MW of which
54% is used within the rice mills and 46% is surplus. The electrical power consumption from 52 par
boiled rice mills is 40 MW of which 68% is used within the rice mills and 32% is surplus.

The thermal energy generated from the white rice mills is calculated to be 2.58 X 1010 MJ/ year
of which 11% is used for the drying process of paddy which is reduced from 24% moisture content
to 14% w.b. (assuming 240 MJ/ton paddy). The heat to power ratio is 1.3.

The thermal energy generated from the par-boiled rice mills is 5.78 X 109 MJ/year of which 46%
is used for the thermal process including soakingt cooking and drying processes of paddy which is
reduced from 34% moisture content to 14% w.b. (assuming 673 MJ/ton paddy). The heat to power
ratio is 4.4.

This study found that the design ofcogeneration system still has high thermal energy available.
Howevert optimization of cogeneration system may help reduce the amount of surplus steam.
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The main objectives of this paper are (1) to review the various photovoltaic water pwnping
systems to be used at low to mediwn pumping head and (2) to present the characteristics of their
principal components such as photovoltaic generator, the electrical motor (d.c.la.c.), the inverter,
maximum powerpoint tracker, the pump (centrifugal/volumetric), energy storage, water storage and
its distribution.

1. INTRODUCTION

Adequate quality and reliability ofpotable water supply are required not only for human life but
also for industries and agriculture. A variety of pumping techniques are available to meet the water
demand. In tenns ofmechanical pumps (i.e. non-hand operated pumps) the most common type of the
pump is either the A.C. pump (run by using main electricity) or the diesel pump. It is true that such
pumps are technologically well understood, able to be transported at modest cost, relatively easy to
install, etc., but the mainproblem associated with such units is their use in the far remote villages where
there is little surface water and no electricity or fuel available for pumping water from boreholes. It
is therefore in this context that to meet the growing world-wide water supply demand, especially in
the remote areas, efforts should be made to design pumping systems run by power, available locally,
such as solar energy, wind energy, biogas, etc.

In developing areas ofthe world, renewable energies have been used for many centuries, and are
still being used in the production and preservation of food, and, the supply of water for human
consumption and irrigation of crops, etc. However, amongst potential new energy sources, solar
energy, especially the direct photovoltaic (PV) conversion of sunlight into electricity, is extremely
promising. Photovoltaic powerhas found applications in all comersofthe earth. PV technology is used
in consumer electronics, refrigeration in the third world village pharmacies, utility scale projects,
spaceapplications, lightingandwaterpumping. Amongstdifferent terrestrial applicationsofphotovoltaic
technology, PV water pumping is particularly important.

The basic characteristics of a PV water pumping system which make it an attractive choice are:
(1) direct conversion process; (2) availability ofabundant solar energy; (3) pollution free system; (4)
applicability in remote and isolated areas, etc. Presently, PV is mainly used for potable waterpumping
from wells, but the delivery of water from superficial sources to elevated settlements is also an issue
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Fig. 1. Applications of photovoltaic pumping systems.
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for PV pumping. Irrigation is feasible, where shallow water pumpi~g is applicable. Fig. I depicts
typical examples of a photovoltaic water pumping system. :

Studies on solar photovoltaic pumps have continued for a long time. Indeed, thousands of
systems are currently being used for water pumping around the world [1-10]. Despite the relative
maturity of this technology and its cost competitiveness, especially for low power applications « 5
kW) in the remote and isolated areas, the photovoltaic power operated water pumping system is a very
under-utilized resource. While this mainly stems from a lack ofawareness of the cost competitiveness
of this technology, there are many other factors that must be considered [1].

No doubt, PV water pumping systems are now technically viable allover the world but the fact
remains that there is generally a gap between the conception ofa technological or scientific innovation
and its actual implementation in the field. Therefore, it is felt that there is a need to further understand
the characteristics of various types of PV water pumping systems, i.e. the selection of efficient,
technically reliable, and appropriate system components.

This paper presents the characteristics of various photovoltaic water pumping systems and their
components such as the photovoltaic array, the electrical motor, the pump and the water storage and
distribution system. Once this job is completed successfully, the next important step is to provide
necessary guidelines concerning system sizing to be discussed in the second part of this communica
tion.

2. PHOTOVOLTAlC WATER PUMPING SYSTEM

A photovoltaic water pumping system (Fig. 2) is an assembly of different components such as
PV modules, the electrical motor, the inverter, the pump, storage and distribution of water, etc. The
basic system can be varied to suit particular requirements. For example, a storage battery with charge
regulator may be used to provide overnight load or to carry the load during periods of low irradiance.

However, considering the facts that batteries inherently (1) mean energy losses; (2) are very
sensitive to maintenance and operation (load and recharge) and (3) are comparable in annual costs to
those of the PV array itself, there are good reasons to leave the battery out of the system. Also, an
inverter, besides being an expensive piece ofequipment, is based on high technology and introduces
power losses [11].

For reasons mentioned above, in the author's opinion, it is worthwhile to avoid complexity and
so a simple system could be designed as shown in Fig. 3.

However, because of the importance of these configurations, each and every component of
photovoltaic water pumping system has been discussed, separatelY, in the following sections.

2.1 Photovoltaic Power Generator

A photovoltaic power generator is an integrated assembly of modules and other ("balance of
system" (BOS» components, designed to convert solar energy into electricity to provide a particular
service, either alone or in conjunction with a back- up supply (Figs. 4 and 5). A module is the basic
building block of a photovoltaic generator. It is defined as the smallest complete environmentally
protected assembly of interconnected solar cells. For the purpose of having a reliable photovoltaic
generator, it is essential that the module must be capable of a reliable, low maintenance operation for
many years in the environment for which it is intended [12].
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Although PV modules have been manufactured in different configurations, for most of the
applications, modules with 36 series connected monocrystalline silicon cells measuring 982 mm x
436 mm x 38.5 mm, are used to meet the electricity requirements of a direct coupled photovoltaic
system. The solar cell module:with its rated power as 45 "Peak" watts (Wp) at 16.5 V, is suitable for
charging a 12 V battery.

After the module selection, it is necessary that the modules intended for the PV generator should
be subjected to performance measurement, before assembly. As shown in Fig. 6, the photovoltaic
performance of a module is measured by exposing it at a known temperature to simulated or natural
sunlight and tracing its current-voltage (I-V) characteristics while at the same time measuring the
irradiance. The irradiance is to be monitored, not with a Pyranometer, but with a specially calibrated
reference cell or a module. This automatically relates the measurement to a reference solar spectral
irradiance distribution. For rating purposes, the I-V characteristics is transposed to standard test
conditions (STC), which are

Irradiance= 1000 W/m2
, with the reference sPectral irradiance distribution

Cell junction temperatt;ire= 25 ± 2°C

The rated power is defin¢ as the power output at STC when the module is loaded at voltage at
or near the maximum power point (the "rated voltage"). This can be read off from the transposed

Tl
+ :

Photovoltaic
Generator

Shunt

1
Current

measurement
Voltage

measurement

Data
Acquisition

Fig. 6. Measurement of I-V characteristics using capacitive load (Source: G. Noviello, 1993).
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characteristics. It is commonly expressed in terms of "Peak" watts (Wp).
In its simplest form, a photovoltaic system consists ofan array ofone or more modules supplying

the load directly. Such a system can be used for battery charging (with a simple charge regulator) or
for water pumping where the storage medium is water. The modules in a photovoltaic array are
connected in series strings to provide the required voltage. Ifone string is not enough to provide the
required power, two or more strings are connected in parallel.

As with series-connected cells in a module, the modules in a series string must all pass the same
current. It is therefore important to match them in terms of their current at the maximum power point.
Otherwise the modules with the poorestperfonnance wi11limit the outputof the whole string and may,
under certain load conditions, be forced into reverse bias.

To protect the array from hot spots in the event of shadowing or damage, a by-pass diode is
usually connected across each module. Adiode is also inserted between each series string and the DC
bus toprevent leaking from thebatteryduring the hours ofdarkness. Theseblocking diodes alsoprotect
the battery, should one of the module strings develop a short-circuit. Furthennore, they prevent the
reverse currents which might otherwise flow under some load conditions in strings which are not well
matched in tenns of voltage.

Some PV generators may consist of more than one array, in which case the installation is called
an "array field". An array field may be divided into sub-fields and arrays into subarrays. In most flat
plate arrays, the modules are supported at a fixed tilt facing the equator.

In an ideal situation, with prevailing clear, sunny weather, fiXed tilt modules will produce the
highest annual output at an inclination equal to the angle of latitude. But a smaller inclination will be
better for sites with a high proportion of diffuse radiation and a steeper angle will increase output on
sunny winter days and thus helps to reduce storage requirements.

Bymounting arrays on 2-axis trackers, upto40% more energy can be collectedover the year [13].
Single-axis tracking is less complex but yields a smaller gain. As a general rule, the complication of
automatic sun tracking can only be justified for large (MW) installation. But with small, manually
adjustable arrays, useful gains can be obtained by changing the tilt every three months and moving the
array in azimuth to face the sun twice a day (mid morning and mid afternoon).

The area occupied by an array field can be minimized by mounting all the modules in one plane.
This is a common practice with arrays mounted on the roofs or walls of a building. For other
installations, however, it 'can increase the cost of the supporting structure and can make access to the
modules difficult.

The more usual approach is to arrange the arrays in easily accessible rows, spaced so as to prevent
too much shadowing of one row by its neighbor at the beginning and end of the day. The land area
required for array fields of this type can be from 1.5 to 4 times the total module area depending on the
tilt angle. For array fields with 2-axis tracking, even more land is required, typically 8 times the total
module area [13].

Finally, the array must be well earthed and surge protectors fitted to conduct any lightning - or
fault - induced current surges to ground.

2.2 Pump Technology

In order to understand the problems encountered in powering a water pumping system by using
a PV generator, it is instructive to first compare the differences between different kinds of pumps
available in the market, which differ in several different ways. There are two main types ofpumps used
in solar pumping system:
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1. Centrifugal pump, and
2. Volumetric pump.

RERIC International Energy JournaJ: Vol. 17, No. 2, Dece~r 1995

Both types of pumps are characterized in terms of water head, water flow rate, speed etc. These
pumps can be operated using both DC and AC electric power. In the following, analyses ofboth kinds
of pumps is covered so that the characteristics of each pump are easily understood.

2.2.1 Centrifugal Pump

Centrifugal pumps are reliable, have no dynamic loading, and are easily obtainable. Such pumps
are ideally suited for conditions of high flow in tube wells, cisterns, or other reservoirs. These pumps
are designed for a fixed head (viz. the distance from the top of the water to the surface) and their water
output increases with rated speed. Such pumps have been installed with capacities as high as 1200 m3

/

day and can be used for flow rates as low as 10 m3/day - 15 m3/day.
The most important operating characteristics of a regular centrifugal pump are the pump

capacity, 'Q' (m3/s), the pumping head, 'H' (m) and the shaft power,'T (watt), which are the function
of the impeller speed, In' (rev/s). Acentrifugal pump has an impeller which consists ofa large number
ofvanes where the water flows almost parallel to such vane surfaces. When the impeller is rotated by
a motor at a certain speed, a displacement,'D'(m3

), of the water occurs in every single rotation of the
pump. Therefore, the amount ofwaterdisplaced by the pump at a certain impeller, or so - called pump
capacity, is defined as the volume of water displaced per unit time [14], and is formulated as

Q=Dn (1)

The secondparameter is the head of the pumping system (H) which represents the net work done
on a unit ofwater in passing from the inlet to thedischarge flange. Referring to Euler's pump equation,
as the impeller rotates, and so do the particles of water, the head is proportional to the square of the
speed. Consequently,the shaft power of the pump, which is defmed as the required work to move a
certain pump capacity at a certain pumping head (QH), is directly proportional to the third power of
the speed.

The characteristics of centrifugal pump when operating at a constant head (H) are shown in
Fig. 7. That means that for a given head there is only one operating point at which the pump operates
at maximum efficiency and these maximum efficiencies of small centrifugal pumps vary from 40%
to 60%, depending on size, pumping head, etc. To this maximum efficiency operating point of the
pump corresponds to one value ofpower input of the pump. This means that, whether a MPPT is used
or not, there is only one value of solar radiation where the total system operates at maximum
efficiency[II].

In fact, ifthepumpisconnectedviaa DC motor to thephotovoltaic array, thepump torque -speed
requirement can be transformed into I-V loads on the array by considering that in frrst approximation
the motorcharacteristicsaresuch thatcurrent,I,is proportional to torque,T,and voltage is proportional
to pump speed, n.

Considering the fact that DC motordirectly connected to a photovoltaic generator is cheaperand
moreover, it simplifies the system design as compared to the use of an AC motor, it is generally
preferred to have a direct coupling between a photovoltaic array and the motor using DC-motor
centrifugal pump [15 - 20].

Combination of a centrifugal pump and an electric motor yields a load line. Fig. 8 shows the
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Fig. 7. Characteristics of centrifugal pump when operating at constant head, 'H'
(Source: Smulders and Burton, 1993).
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I-V plane in which the characteristics of the PV array, including the optimum power point line and
the load line corresponding to the DC-motor /centrifugal pump, are represented.

Comparing the load line ofsuch a centrifugal pump/motor combination with the optimum power
point line shows that the curve yields a much better matching. However, maximum efficiency is only
found for a well defined rotation speed and decreases rather sharply if the speed deviates from its
optimum value. That means that at best there is only one point at which all components operate at
maximum efficiency, if the point coincides with that of maximum pump efficiency.

So it is in this reference that due consideration should be given to this concept while selecting
an operating point for the system.

Pump performance is based on the water flow Q(m3/hr) that an electric pump can deliver at a
given pumping head H(m). Manufacturers provide pump performance data in graphical or tabular
form. From these H-Q curves suitable pump size able to deliver water at a desired flow rate from a
specified pumping head can be selected.

Fig. 9 represents the hydraulic performance curves for a centrifugal pump of type KSB UPA
100/10, tested experimentally by Dr. W. Bucher from DLR Germany.

2.2.2 Volumetric Pump

As mentioned above, low power threshold and an insufficient partial load efficiency affect the
energetic performances in many PV pumping systems. In order to solve these problems, the idea of
using volumetric pump has been investigated by a number of researchers [21 - 27]. From the test data,
it has been confirmed that rotating displacement pumps present a viable solution, performing
efficiently in a wide range, starting pumping water at nearly zero speed, and last but not least - fitting
into the frequently used tlsubmerged" configurations. The essential advantage of displacement pump
lies in a better partial load performance.

Positive displacement pumps come in many different types and styles. They fall into two main
categories: reciprocating (plunger, piston, and diaphragm) and rotary (gear, screw, etc.).

A piston pump can in principle be matched to a solar cell, as the power demand is proportional
to the piston rotational speed, which could in principle be varied in accordance with the incoming
radiation. But the torque characteristics as shown in Fig. 10 being flat in nature, does not match to the
characteristics of the cell. In a piston pump with a normal valve, the piston motion is generated by a
crank mechanism. If the pump rod is sufficiently large, the piston motion is sinusoidal and likewise
is the torque in the upstroke. In the down stroke the torque is zero i.e. if friction forces are neglected
[11].

In the case ofthe matching valve, the situation depends on the pump speed. At stand still and very
low pump speeds the valve remains open in the upstroke due to the buoyancy of the valve. In moving
upwards through the stagnant water, the hydrodynamic drag forces on the valve are directed
downwards. At a certain critical piston speed, V .. I the hydrodynamic forces (proportional to \12. )

cnllea 1''''0''
become equal to the buoyancy force and the valve closes. For detail information, readers are advised
to go through the final research report prepared by Douve and Smulders [11].

In rotary category, a single screw pump is a special type of rotary positive displacement pump
in which the water flow through the pumping element is truly axial [24]. The water is carried between
screw threads on a rotor and displaced axially as the screw rotates.

The rotor thread is eccentric to the axis of rotation and meshes with internal threads of the state
(rotor housing or body). The rotary action and the positive - displacement characteristics makes this
pump operate very differently from the centrifugal units.
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A single screw pump operates in a relatively simple manner. The intermeshing of the threads on
the rotor and the close fit of the surrounding housing creates a set of moving seals in series between
pump inlet and outlet This setofseals acts as a labyrinth and provides the screw pump with its positive
pressure capability. The successive set ofseals from fully enclosed cavities moves continuously from
inlet to outlet. These cavities trap the liquid at the inlet and carry it along to the outlet, providing a
smooth flow.

Similar to the centrifugal pump, the screw pump will deliver a quantity of water with every
revolution of the rotor, so that its theoretical capacity, '"Q/ (m3/s) can be defined in the same way as
for the centrifugal pump [23].

The internal clearances, however, do exist, with the result that whenever a differential pressure
occurs, there will always be internal leakage from outlet to inlet, called slip (S). This leakage, for any
condition, is unaffected by the pump speed. Therefore, the actual delivery, '" Qt (m3/s) of this pump is
defined as

Q =Q,-S (2)

The typical characteristicsofavolumetric pumpare shown inFig. 11. When the power is directly
supplied by a photovoltaic system i.e. a DC power source, the volumetric pump is driven by a DC
motor. The current drawn by such a motor is directly proportional to the output shaft demand, while
the motor speed is directly proportional to the input voltage.

As a volumetric pump has relatively low inertiaof its rotating parts, it will draw less current from
the photovoltaic power supply, and consequently, the system voltage is higher and so is the motor
speed. As the pump is coupled to the motor through a lengthy breakable flexi-shaft, the maximum
motor speed needs to be set As a result, however high the level of insolation, the pump never rotates
beyond its maximum set speed.

Fig. 12 presents the performance curves for DC - motor/progressive cavity pump system. The
experimental curves presented above were observed experimentally by Dr. W. Bucher from DLR
Germany [11]. The rotary displacement pump used for testing was of type Netzsch NQ 14.

The other problem on this kind of the pump is its stall speed For a given head condition and
differential pressure, the motor must draw at least a minimum amount of cun:.ent from photovoltaic
power supply in order to operate. Iness current is available to the motor, as the insolation level is lower
than the minimum required level, the pump will stall. Thus, motor stalling under degraded solar
conditions is a real problem with a directly coupled photovoltaic rotary volumetric pumping system.

So from the above discussion it is clear that in the case of a volumetric pump, the efficiency is
roughly constant over a wide range ofrotation speeds. The volumetric pumps have a water output that
is almost independent ofhead butdirectlY proportional to speed. Therefore in many cases, volumetric
pumps are preferred.

The poor matching efficiency, however, eliminates a direct connection and it is generally
necessary to inserta DC -DCconverterormaximum powerpoint tracker (MPP1) between the modules
and the motor. Thereare many different types ofvolumetric pumps available in the marketbut the most
interesting for inclusion in thePV -powered systemsare theJackpumps andprogressive cavity pumps.
These pumps, and in particular the Jack pump, are ideally suited to conditions of low flow and high
heads.
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Fig. 11. Characteristics of the rotary volumetric pump [14]
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2.2.3 Pump Selection

Comparing the perfonnance curves for both types of pumps available in the market and
commonly used in most pumping applications, it can be stated that for favorable sunshine conditions,
the difference is negligible. But at unfavorable days, the system's perfonnance are remarkably
different Threshold limits do not allow the centrifugal pump to start Therefore, the energy delivered
from the photovoltaic panels is not used.

Standard pumping equipment for photovoltaic applications uses multistage centrifugal pumps.
In the wide field ofapplications, where low pressure levels prevail, multistage centrifugal pumps are
the best choice, if some disadvantages can be overcome.

There is a reliable and efficient technique for low head pumping, but when used in deep well
applications, impeller pumps with submerged AC motors do not perfectly match the needs for PV
pumping. Centrifugal pumps show best perfonnance at (or near to) rated power. However. the
multistage technology has disadvantages at partial load, which is the most probable operation
condition for any solar system. The decrease in power conversion factors at partial load can
significantly reduce daily output values at low insolation levels/day.

Considering the perfonnance data for such pumps, it can be stated that higher speeds could
increase pump efficiency. Frequencies going beyond 50 (60) HZ yield higher water heads per impeller
stage, and thus a higher power density of the system. Furthennore, redesigning hydraulic properties
seems to be promising. A design with an optimal efficiency at partial load conditions could influence
the utilization by augmenting the energy output at low insolation levels.

Displacement concepts offer an alternative. Displacement pumps are best suited for high water
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Fig. 13. DC input vs hydraulic power output for different well pumps [11].
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heads and low flow regimes. Thus piston pump, which could easily be powered by DC- motors, seems
to be a promising alternative too. Due to good partial load efficiency of the pump. the hydraulic energy
output is quite good even at very bad weather conditions.

As mentioned above. there is no doubt that the technique is well established and efficiency is
excellent but there are some difficulties as well. The problems of non-steady operation. severe start
up conditions. and torque shouldbe treated carefully, ifphotovoltaic operation is envisaged. It is hoped
that by combining a rotating displacement pump with a conventional submerged AC - motor. the
system perfonnailce at medium water head can be increased.

A comparative plot (hydraulic output) ofsystems with centrifugal and progressive cavity pumps
is presented in Fig. 13. A 20% - 25% better partial load perfonnance of the displacement concept
compared to the submerged centrifugal pump has already been reported experimentally. The daily
yield could be increased between 15% and 25% [20].

2.2.4 Solar Pumps Developed Recently

• SHURflo Submersible Solar Pump

New solar submersible pump (Volumetric type; model 9325) for operation in standard 100 mm
diameter boreholes over a wide range of depths down to 70 m has been developed by SHURflo Ltd.
U.K. The pump is run by thennally protected pennanent magnet motor (model PIN 11-126-10) and
is best suited for the potable water well pump. Powered by two 48 watt solar panels. the pump produces
a flow of 220liters/hr - 320 liters/hr.

The pump has an internal bypass which prevents hydraulic overload if the pump is too deeply
submerged or the output line is blocked. The unit has an impact - resistant outer case molded in high
strength engineering plastics for corrosion resistance and protection against mechanical damage.

• Suntron Submersible Solar Pump

Suntron power products, Melbourne based company. has despatched the first of its new
generation ofsubmersible solar water pumping systems known as the Suntron SunpumpTM. According
to Suntron. tests before despatch revealed an instantaneous system efficiency of 7.1 % which is well
in excess of that achieved by any other commercial solar water pumping system in the world.

The system has been tested under four standard Solarex 58 Wp solar modules; the new high
efficiency Suntron submersible motor and Suntron Solar Motor Controller (SMC). and a standard
exstoek Mono SM041 submersible pump. The new motor and the controller utilize the latest
technologies in both the motor design and electronics. resulting in a brushless motor whose efficiency
is in the order of 90% over a wide load range. All the systems from the first pilot production run are
being tested under field conditions by selected Suntron distributors.

3. DC ELECTRIC MOTOR

As mentioned earlier. a photovoltaic water pumping system can be operated using either an AC
motor or a DC motor. For operation directly supplied by a photovoltaic power system. which is a DC
power source. the pump is driven by a DC motor. The 'current drawn by such a motor is directly
proportional to the output shaft demand while the motor speed is proportional to the input voltage.
Looking at the typical characteristics curves for a DC motor. it can be stated that the efficiency does
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not vary a lot for the direct current motor at least when the value is not too far away from the design
point. The maximum power point of the PV system (power =current(1) multiplied by voltage (V)) at
standard conditions determines the normalization of motor speed and torque.

There are three main types of OC motors:
1. series type
2. shunt~,and

3. separately excited motor.
If the current is proportional to the armaturecurrent, the winding is referred to as a series winding

or series field. So in a series motor, the magnetic flux is generated by a series connected winding.
If the current is proportional to the voltage of supply, the field winding is said to be a shunt field.

So for a shunt motor, the magnetic flux is generated by a parallel connected winding.
The typical characteristics ofan electromotorare shown in Fig. 14. From the preliminaryanalysis

of the characteristics of the three types ofmotors for photovoltaic applications, it has been shown that
due to good reliability and ability to operate over a wide range of input voltage, separately excited or
permanent OC motors are generally regarded as the most suitable motors for use in photovoltaic
systems without power conditioners [28 - 30].

From the results of the different studies undertaken by various researchers [31 - 32], it can be
concluded that OC shunt motors are not suitable for the photovoltaic pumping systems.

Detailed analyses of different aspects of matching on different pumps driven by separately
excited motors have been carried out by various researchers [33 - 38]. The relative position of the load
line to the maximum output line of the photovoltaic generator indicates its utility in pumping.

The analysis ofpumping utility under variation of the pump speed showed that the characteristic
performance variations of a directly coupled system with a separately excited motor and a centrifugal
pump were within reasonable limits during a standard day [33].

The results obtained by Hsiao [36] from the analysis of a pumping system with basic units of a
centrifugal pump and a permanent magnetDC motor with selected characteristics, showed that motor/
pump speed -ratio matching can greatly improve the average daily efficiency of a pump. It was also
shown that the most suitable choice of photovoltaic water pumping system will not be affected by
variation of rated torque and that the temperature has linle effect on the matching factor.

A centrifugal pump connected OC series motor is a very close competitor to the same pump
connected to a separately excited motor with regards to the matching performance in the direct coupled
photovoltaic applications [28-30,39,40,41]. Most of the matching studies between the photovoltaic
generator and DC motors, for a given input characteristics of mechanical load, have been done by
considering both analytical and graphical methods to handle a large number of interdependent
variables.

From the above analysis, it can be concluded that a separately excited motor connected with a
centrifugal pump is the best choice for the photovoltaic water pumping system. The series- motor
connected to a centrifugal pump is close to the first choice in matching the performance of direct
coupled photovoltaic pumping systems. However, shunt motor and displacement pump are not
recommended for direct coupled photovoltaic applications [42].

Reliability problems of DC - brush motors make the development ofbrushless motors (for their
possible use with submersible pump) an attractive choice. The design ofsuch a motor is based on rare
earth magnets. The high efficiency brushless motor has already been tested by a few researchers [43
- 44]. The field performance of these motors are quite promising.
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4. AC ELECTRIC MOTOR

The fIrst alternating - current (AC) generator was built by Warner Siemens in Berlin in 1856.
Because there was no demand for AC at that time, no further work was done on it until 10 years later,
when Henry Wilde of Birmingham, built a similar machine, fIrst with pennanent magnets and then
with an electromagnet. Although it was known quite early that DC machines could be used either as
motors or as generators, the fact that alternators couldbe used as motors was not pointedout until 1884,
and the fIrst recorded installation was not made in US until 1890.

All the early machines were single-phase machines. The advantages of more than one phase
machines become apparent with the disclosure ofTesla's and Ferrari's work on induction motors, both
ofthem having based their original designs on two phases. Within a few years, however, the economic
advantages of three -phase distribution became obvious, and both alternators and synchronous motors
were then designed and built for three phase service.

Single phase induction motors are simple machines except for the additional components
required for the second winding to provide a revolving field in one direction larger than in the other,
at least for starting. They have the advantage ofrequiring only a single phase supply, and therefore are
commonly used in domestic and many commercial applications.

They suffer from the disadvantages of having lower effIciencies than three-phase motor ofequal
output power rating and from the fact that pulsating torque are inherent in the mode of operation. A
further disadvantage is that the starting torque is usually not very high.

Despite the disadvantages, their fundamental simplicity and low cost of construction, together
with nearly constant speed in the running range, made them very popular for many domestic
applications. As with three - phase induction motor, the speed is not readily adjustable.

The three phase induction motor is the most elegant of AC machines. It has the characteristics
ofbeing self-starting with high butacceptable line currents at start, and with torque above rated values,
and of running at nearly constant speed in its normal running range.

Efficiencies are high if the load is greater than 50% of the full load. Construction is the simplest
of any machine, resulting in lower cost. The characteristics are under the control of the designer and
not of the user, and hence it has the disadvantage ofbeing incapable ofhaving its major characteristics
changed in the field.

Multiple induction motors, especially those with squirrel cage rotors, are the simplest and least
expensive electrical motors. The fundamental principle on which induction motor is based is the
revolving fIeld concept.

Synchronous motors are sometimes used because of their constant speed characteristics, but
more generally because they can be forced to draw leading current and therefore to offset highly
inductive loads elsewhere in the installation. They are not inherently self-starting, but depend on the
induction motor action of their damper winding to provide starting torque.

Under a given load, there is a minimum value of fIeld current necessary to cause the motor to
remain synchronized; for that field current, the motor has its most lagging power factor. As fIeld
current is increased, armature currents fall and power factor becomes progressively less lagging until
minimum annature current is reached at unity power factor. Further increase in field current causes
armature current to increase and to lead the applied voltage.

As stated earlier, in a direct coupled AC water pumping system, the main components are 1)
photovoltaic generator: 2) inverter: 3) pump and 4) AC motor.

The ideaofrunning photovoltaic waterpumping systems in the AC mode was considered in order
to overcome the different problems faced during the experimentation with DC pumping systems.

Just to mention, DC system requires more maintenance, since the reliability of the DC motor is
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not as high as expected. This type of motor is more difficult to obtain and more expensive compared
to an AC induction motor. On the other hand, the good reliability, less maintenance problems,
availability of AC system spare parts in the open market, etc. make it convenient in supplying the
system spare parts for the maintenance and repair schedules for the AC motor system. Also, due to its
speed limitation, DC motor system efficiency is lower than that of the AC motor.

However, an AC system needs an inverter, an additional cost, and overall system losses. It is
therefore essential that this should be considered in the design of a directcoupled AC pumping system.

While conducting a market survey, it has been observed that there is absolutely no problem in
selecting and having a suitable AC motor from the market best suited to one's own requirements.

5. INVERTER

The inverters is necessary to transform the DC power, from photovoltaic power source or a
battery, into single- or three-phase AC power to suit load requirements. In grid interactive systems,
the output must meet the often stringent requirements of the electricity authority in terms of voltage,
frequency and the harmonic purity of the waveform.

The utility grid normally provides a pure sine wave. Not all inverter do; their output wave form
can be a square wave, a step wave or, ofcourse, a sine wave, depending on the type of the inverter, the
load and the load condition. If the waveform is not a sine wave, many key AC devices such as the motor
for example, will work at lower efficiency and hence dissipate more heat. This increased heat
dissipation could destroy the apparatus if no precautions are taken.

Considering the fact that the overall efficiency of commercially available photovoltaic cell is as
low as 12% to 14 %, itisessential to use the auxiliary equipment such as a charger, DC to AC inverter,
etc., with highest possible efficiency. In the case of an inverter system, the amount of DC power
required per day to supply an AC load is determined by the efficiency of the inverter as

DC (Whlday) = AC load (Wh) I Invertor Efficiency (3)

Hence, if a system is operating with a low efficiency inverter, then the amount of DC (Wh)
required will be quite high as compared to a system using high efficiency inverter. It is therefore
necessary that to improve the overall efficiency ofa photovoltaic system for AC load as well as to bring
down the overall system cost (due to reduced battery storage/PV module requirement), the inverter
should not only be reliable but also highly efficient, with minimum THD [45].

Fig. 15, presents the typical efficiency curves for an inverter that can be used in photovoltaic
applications.

The most straightforward approach to achieve DC to AC conversion is simply to mechanically
couple a DC motor to an AC alternator. The combined efficiency of such a motor/generator group is
generally low, especially at low power levels. Therefore, this technique is not very suitable for
photovoltaic applications, where the power requirements are of the order of a few kW. Modem solid
-state inverters usually employ one of the following two techniques to construct a sinusoidal output:

1. Waveform Synthesis
2. Pulse Width Modulation (pWM)\
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5.1 Waveform Syntbesis

113

The phased outputs ofseveral inverter stages, each producing a square wave by chopping the DC
input, are combined by switching at the fundamental frequency ~ constructa steppedoutput waveform
approximating a sinewave. The more inverter stagesare used, the better is the approximation and lower
is the harmonic distortion.

5.2 Pulse Widtb Modulation:

Another new technique to generate a sine wave from a DC source is Pulse Width Modulation
(PWM), Fig. 16 [45]. An approximate sine wave, free from the main hannonics is generated by
switching square- wave inverter stages at a rate higher than the fundamental frequency. The output
voltage at any instant is controlled by varying the conduction time of the power switches, i.e. the pulse
width. The total hannonic distortion is inversely proportional to the switching rate.

The process by which the forward current is interrupted or transferred from one switching device
to another is called "commutation". A "self commuted" inverter, the type commonly used in stand
alone AC systems, is one in which the switching is performed wholly within the unit, using power from
DC input. A "linecommuted" inverter, as used in grid interactive systems, is one in which the switching
is triggered by the AC system to which the power is being supplied or by reactive elements connected
to the output side of the unit.

The efficiency of a solid-state inverter on full load is usually better than 95% but it falls when
the load is reduced beyond a certain point As the inverter in a photovoltaic system will be operating
for most of the time at load which is less than the full load, it is very important to choose an inverter
of appropriate size with a good partial load efficiency.

In some large systems, the DCIAC conversion efficiency is improved by using multiple inverters,
which are automatically switched 'ON' and 'OFF, to suit the load demand.

Japan Storage Battery Co., Ltd. has developed and started marketing a three - phase Lineback
Series ofnewly developed three phase (200 V) network inverters available in 7 modes (rated capacities
of lOkW - 60 kW) for use in photovoltaic power generation by electronic utilities.

These inverters convert the DC electricity generatedby solar cells into three phase AC electricity.
When the electricity generated by solar cells is inadequate, the shortage is supplemented with
commercial power, and when there is surplus electricity, it is fed to the commercial power generation
network.

This has been made possible by introducing the high frequency switching technique and micro
computed technology developed through the UPS system, such as the capacity enlargement and three
phase conversion techniques, as well as the introduction of a linkage protection system.

The photovoltaic power generation system incorporates linkage protection systems such as
voltage and frequency protection relays, and a function for terminating PV power generation and
preventing independent plant operation to achieve safety whenever the commercial power system is
interrupted.

In general, while selecting an inverter for a photovoltaic system for AC load, it is very important
to consider the following points

1. Automatic switch-off if the DC input voltage is too high or too low.
2. Automatic re-start when the DC input voltage rises above a set minimum.
3. Protection against short circuits and overloading.
4. Appropriate size with a good partial load efficiency.
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6. MAXIMUM POWER POINT TRACKER (MPPT)

The matchingof the load to the photovoltaic array is accomplished by incorporatingan electronic
control device; a MPPT for maximum utilization of photovoltaic energy into the system [45]. MPP
Tracking, common with AC applications, is essential also, if DC systems are applied. Fig. 17
highlights the effects of voltage tracking in a DC pump, for example.

The maximum power point trackermay beviewed asa time variable transformer (TVn, in which
the transformation ratio is changedelectronically, corresponding to the variations ofthe loadoperating
point due to the variations of the solar insolation. The basic principle of a MPPT is that it forces the
pump to track electronically the maximum power of a photovoltaic array at the given load.

It is reported that a single stage centrifugal pump, for an application ofa static water head of less
than 10 m, connected with a DC motor, can be designed in such. a way that it can track near the
maximum power point of the photovoltaic array output from morning to evening without an MPPT.
However, a multistage centrifugal pump orapiston displacement pump, for a static water head ofmore
than 10 m, connected to a DC motor cannot track the maximum power of a photovoltaic array for a
whole day without a maximum power point tracker [20].

7. STORAGE SYSTEMS FOR PV WATER PUMPING SYSTEMS

Better designed storage systems for photovoltaic pumping applications are very important. In
general, there are two types of conventional storage systems in this application:

1. Electrochemical storage (battery)
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2. Hydraulic storage (in the fonn of mechanical energy of water in a waler reservoir)

7.1 Electrochemical Storage

Electro-chemical storage technique is based on an electrochemical cell which enables the direct
conversion ofchemical energy into electricity. The topic ofelectro-chemical storage is not a new one.
There is a large volumeofliteratureavailable on thesubject Theauthor summarizes the most relevant
aspects involved in such operation. Also the main idea is to facilitate the discussion about the main
principal concepts that characterize the improvement in the efficiency of battery storage systems.

The batteries in most photovoltaic systems are of lead-acid type. The life, cost and perfonnance
ofstorage battery in photovoltaic applications is affecled by the Depth ofDischarge (DOD) i.e. inverse
ofstate ofcharge. Depth ofdischarge and the period afterdischarge before charge commencement are
critical in photovoltaic applications for system reliability. The battery life is severely affected by the
depth of discharge.

The energy efficiency is dependent upon the rale of discharge charge and depth of discharge of
the battery. Values are on a decline mode with the increase of depth of discharge at a particular
temperature and rate ofdischarge/charge. The results have been confmned experimentally by Sayigh
et al. [46] for three types ofbatteries acquired from different manufacturers Le. 12V, 85 Ah BP Lucas;
6V, 75 Ah Varta; and 2V, 75 Ah chloride battery.

Keeping the depth of discharge and environment temperature constant, the rate of discharge!
charge is varied. In this particular case as the rate ofdischarge/charge is decreased, the efficiencies are
increased. The experiments were conducted at three different temperatures i.e. 25°C, 35 ac and 55 OC.
It has been observed that batteries should be recharged as quick as possible after the discharge and in
case of problem, it should be rectified, immediately [47].

It is therefore very important that the depth ofdischarge should in no circumstance exceed 80%,
and the battery should never be left uncharged in this state for a long period. Overcharging, also results
in corrosion, plate growth and loss of active material from the plates, leading to reduced life.

Another important factor conceming cycle life and battery operating efficiency is the tempera
ture. It has been demonstrated, experimentally, by Sayigh et at [47] that the cycle life and battery
operating efficiencies significantly reduces at higher lemperatures (> 35°C). Also, the processes
contributing to battery degradation are greatly enhanced at these temperatures. So providing cooling
system to battery room to bring down the temperatures within the optimum, can improve the battery
efficiency significantly. It has been reported that an improvement of 23.4% in energy efficiency is
possible while lowering the temperature from 55°C down to 25 DC. The tests results correspond to an
12 V, 85 Ah battery manufactured by BP Lucas company, for photovoltaic applications.

It has recently been seen that nickel-cadmium pocketplate batteriesare in many ways more suited
to operation in photovoltaic systems than the lead-acid types. Such batteries do not suffer from the
problem ofelectrolyte depletion and stratification which afflict lead-acid batteries. Also, the capacity
of the battery is not influenced much by the rate of discharge and temperature rise. The batteries can
be fully discharged and are not damaged by a long period in this condition.

As seen above, nickel-cadmium batteries are more suited to operation in photovoltaic applica
tions as compared to the lead - acid types but so far these are not diffused into the market. Apart from
the high cost involved, the growing concern on the cadmium toxicity raises some questions on the
opportunity of keeping the produ'ction at the actual levels.

To conclude, it can be stated that electrochemical storage technique is used in most photovoltaic
systems but its disadvantages are: 1) shorter life; 2) heavy maintenance; 3) poor recovery energy and
costly etc.
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Water pumps with high efficiency such as piston pump or progressive cavity pump.
Motor with high efficiency (upto 90%), and
A pulse-width-modulated controller with an efficiency of 95%.

On the other hand, hydrostorage is a well known example of a mechanical technique. In large
photovoltaic systems, water is pumped from a low level to a reservoir at higher level during the periods
ofhigh solar insolation and low energy demand. During ~eperiod ofhigh energy demand, the energy
can be recovered using turbines. However, for the systems such as photovoltaic water pumping, the
energy is stored as mechanical ~tentialenergy in a water reservoir and is used without reconverting
into electricity. The idea, no doubt, has been put into practice by some research group but it has its
own disadvantages.

However, recently a new short term electro-mechanical storage concept has been suggested by
Landau et ale [48]. This storage system consists of a flywheel and a sturdy permanently excited
synchronous machine. The basic principle of this storage system is that the energy is stored in the
electro-mechanical device when the pump is not working due to poor insolation levels. This energy
is released to the pump when the pump begins to operate as its optimum level. The advantages of this
system are 1) low maintenance; 2)increased system performance; and 3) overload protection.

8. CONCLUSION

From the discussions made so far concerning a photovoltaic water pumping system, it can be
concluded that to lift a specified quantity ofwater through a given water head, at a given site, the overall
sizing of the system depends upon a number of important considerations such as:

• Type of the solar cell panel (in terms of their efficiency and performance).
• Efficiency of the rest of the system i.e. the pump - motor- controller system.
Taking into consideration the recent developments, it can be stated that the electrical demand can

be reduced significantly by making use of different components with high efficiency and durability
such as:

1.
2.
3.
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Photovoltaic Water Pumping System: Part II 
Design Methodology and Experimental Evaluation of Some

Photovoltaic Water Pumping Systems

V.K. Sharma, A. Colangelo, G. Spagna and G. Cornacchia
Ente Per Le Nuove Technologie L'Energia E L'Ambiente (ENEA)

Centro Ricerche Energia (CRE) Trisaia
75025 Policoro (MT), Italy

ABSTRACT

The main objective of this paper is to provide necessary guidelines concerning photovoltaic
pumping system sizing. To establish a design methodology, a logical step-by-step procedure was
undertaken/or sizing aphotovoltaic waterpumping system at the ENEA research center, Trisaia, and
the results obtained are discussed in this paper.

1. INTRODUCTION

The Basilicata region in southern Italy enjoys significant number of sunshine hours, annually,
which is among the highest in Italy. The monthly daily averages vary from about 2.8 kWh/m2 in July
corresponding to a tilt angle of30° due facing south. So, it can be stated that solar energy at acceptable
level is available for long hours in this region for its serious utilization.

In fact, the interest of this particular region in solar energy covers a number of research and
application areas. The characteristics ofsolarradiation and its prediction have been studied thoroughly
since 1980. The developmen~of innovative collectors for different thermal applications such as solar
water heating, solar air heating, solar refrigeration, solar active and passive heating and cooling etc.
have been considered. However, the use of solar energy for photovoltaic water pumping systems,
particularly in reference to the areas in question, is in its initial phases of study and implementation.

Most system designers have their own methods and computer software for sizing, the details of
which are often kept confidential. To establish a design methodology, a logical step-by-step procedure
for sizing a photovoltaic water pumping system has been set out. Finally, experimental evaluation of
a few PV water pumping systems installed at ENEA research center, Trisaia, was undertaken and the
results obtained are discussed in this paper.

2. PHOTOVOLTAlC WATER PUMPING SYSTEM SIZING

The sizing of a photovoltaic water pUllJping system is not very straightforward. It strongly

PREViOUS PAGE BLANK
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depends on a numberofparameters; site selection, type ofapplications and many otherconsiderations.
The major field variables in the photovoltaic water pumping system's design are:

1. The daily average solar radiation and other weather parameters, such as the ambient tempera
ture, wind velocity, dust accumulation, etc. Solar radiation is the energy input of the system
while the other parameters affects the conversion efficiency of the photovoltaic panels.

2. The required daily load of a pumping system. It is the electric power needed to run the electric
prime mover of the pump directly. Usually, as the pumping equipment and photovoltaic
modules are connected directly, no storage batteries are used in this type of application.

3. The power rating of the available photovoltaic panels and the temperature at which the rating
is stated. Also, the electric characteristics of the designed electric circuit.

4. The efficiencies of the various components of the system. As mentioned above, the input solar
energy to the photovoltaic array undergoes several conversions before it is actually made
available as mechanical energy for pumping water. Each conversion is associated with a certain
amount of energy loss which ultimately influences the system overall efficiency.

It is in this context that the efficiencies of energy conversion, in other words, the efficiencies of
the various components involved, in each of these stages are of critical importance.

For designing photovoltaic water pumping systems, some sophisticated concepts have already
been applied by a few researchers. Detailed models have been developed. However. it is to be noted·
that more sophisticated these concepts are, the less they reflect the decision making process of an
actual user. Moreover, the models available are sometimes too complex to be understood and
consequently their use remains limited to a group of highly qualified personnel. It can, therefore, be
concluded that there is an urgent need to establish a simple methodology to deal with the problem.

3. SIMPLE METHODOLOGY PROPOSED

After getting acquainted with the various components needed to install a photovoltaic water
pumping system, the next important step is to determine the size of all such components for a given
power load. So the system sizing is the process of determining the cheapest combination of various
components that will meet the load requirement with an acceptable level ofsecurity over the expected
life time of the installation.

Because the solar radiation varies, and in many cases the load demand cannot be predicted
accurately, sizing is necessarily an approximate calculation, based on probabilities. A simple
methodology of sizing calculation is proposed and is discussed in the following text.

The load of a pumping system is computed on the basis of the desired daily pumped volume of
water, 'V', in cubic meters, and the total pumping head, 'If, in meters through which it is pumped. Thus,
the daily energy input Ell to the water (in the form of potential energy) is given by the following
equation, provided that both the well and the storage tank are open to the atmosphere as well as the
tubes carrying water are of the same diameter:

(1)

where'p' is the density of the pumped water and'g' is the local acceleration due to gravity. The
density and acceleration are taken as 1000 kg/m3 and 9.81 m/sec2, respectively.

Thus, the daily energy, in 'kWh' is given by the following expression:
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Eh = 0.002725 V H (2)

Here,
H=Hg+ (P"-P}/pg}+P (3)

where

=

=
=

P

Hg
(P" - P')

geodetical height (m)
pressure difference existing actually at the open space just above
the suction and discharge head (N/m2

)

pressure loss due to friction; as in the pipes, valves, bends,
etc. (depending on d, L and number and type)

Now provided that both the well and the storage tank are open to the atmosphere, i.e. P" =p',
the Eq. (2) can be modified as:

E
h

= (Hg+P) pgV (4)

The pressure loss due to friction, as mentioned above in Eq. (3) can be calculated using different
formula available in the literature such as one discussed by Dott. Ing. Carlo Alberto Cavalli.

For example, to have an idea about the loss of pressure due to water in the tubes, the formula
mentioned below, given by Darcy, can be used,

where
(5)

L
D
B

=

=

length of the tube (m)
diameter of the tube (mm)
coefficient dependent upon the characteristics of the tube
(on average B = 0.0-0.25)

Similarly, other local pressure losses due to valves, bends, etc., are calculated as below. In the
mathematical expression listed below, 'v'is the velocity of water in the tube measured in m/sec.

1. Sudden Expansion:

2. Sudden Squeeze:
(6)

3. Elbow:
P, == O.s';/2g

P, = a';/2g

(7)

(8)

Where a being the function of angle is given by :

Angle
a =

40°
0.14

6QO
0.36

80°
0.74

90°
0.98

4. Pipe Fitting

(9)
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1
0.28

SOt considering all the losses togethert the net pressure loss due to friction is:

P =Pc + Pa+ P, + P, + Pr (10)

nowtassuming that the system (electric motorand pump) operates at an average efficiency of 11
pp

t

thus the daily energy input to the above system (to be generated by photovoltaic generator) becomes:

E ,_ ={O.00272 (Hg + P) V} I n (kWh)_c .~
(11)

Once the above calculations are completed and the daily demand to be generated by photovoltaic
array is knownt the next step on how to achieve this load using photovoltaic technology is discussed
in the following sections.

3.1 PV· Generator Sizing

To make available the electrical energy needed E
ttkc

to supply V (m3) ofwater per day with a total
head of h (m) and with 11 as the motor-pump efficiencyt the design ofphotovoltaic array is discussed

pp

below.
The design ofphotovoltaic generator is possible only ifdata on the solar radiation at the location

of the system are available. Moreovert since in photovoltaic systemt away from the equator, one
normally inclines the modules, the knowledge of the global radiation on an inclined plane is necessary
to size the system. The solar radiation on the array surface must be evaluated on a monthly basis.

The second important factor concerning photovoltaic generator sizing is the type of solar cell
module selected and its performance at the working temperature under real operating conditions. A
simple method, discussed here, can be used for the purpose of photovoltaic array sizing.

From meteorological data for the site, take the monthly mean daily irradiation figures, in
kWh/m2, per day at three different tilt angles. Determine the tilt angle corresponding to the highest
value of the solar radiation. However, for the system to be used throughout the year, it is advisable
to have a tilt angle corresponding to the latitude of that place.

Determine the highest ambient temperaturet the array is likely to experiencet on a probability
based on the required level of security. Then add the estimated temperature rise in the selected type
of module to give the estimated maximum operating temperature.

From the I-V characteristics of the selected modules at the maximum operating temperature (as
discussed above) and an irradiance of 1000 W/m\ determine the voltage at which maximum power
is delivered. Bearing in mind the manufacturer's tolerance of about 10%t calculate the working
voltage, to allow for variation from the nominal performance.

Calculate the number of series - connected modules required to generate the chosen DC bus
voltage. Using the efficiency of selected module (measured experimentally or provided by the
manufacturer)t the area of the photovoltaic array needed to supply required electric power can be
determined. This is illustrated as below:

To design a photovoltaic system with DC bus voltage of 24 volts, the following are computed:
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24+1 (allowance for blocking diode)

• Number of modules per string = ----------------------------------------------------=- = 'T1W1Dd.

working voltage (Vworall8)

• Mean daily output available from PV modules = G * 11mod.

(kWh/day /m2 photovoltaic solar cell surface area of 1 m2
)

where:

125

'T1W1Dd. =efficiency of the solar module
G, kWh/m2 = Mean daily solar radiation available on the tilted photovoltaic array

• Gross mean daily output available from = O.98*G *'T1mod.

(kWh/day/m2 photo voltaic module area of 1 m2
)

Assuming array losses due to module mismatch, blocking diodes, dirt and degradation is 2%

E.kc

• Area of PV modules required = ------------ (m2
) = A (m2

)

O.98*G *71W1Dd.

where:
E

elcc
' (kWh/day) = mean daily load required

• Therefore, number ofPV modules required =Ala = N (should be a round figure)

where:
a (m2

) =area of standard PV module selected

• So, to have a minimum bus voltage of 24 volts :

Minimum number of modules strings = N I 'T1
W1Dd

. = Ns1rittg

After the above exercise, the next step is to select a most suitable 'motor-pump' system that can
provide the required amount of water from a specified pumping head while working for a specified
number of hours in a day (depending upon the prevailing meteorological conditions at the site).

In general, there are two main types ofpumps used in solar pumping systems: 1) centrifugal pump
and 2) volumetric pump. The pumps are available both in submersible as well as non-submersible
configuration. Comparing the performance for both types of pumps available in the market and
commonly used in most pumping applications, it can be stated that for favourable sunshine conditions,
the difference is negligible. But at unfavorable days, the system's performance are remarkably
different. Threshold limits do not allow the centrifugal pump to start. Therefore, the energy delivered
from the photovoltaic panels is not used.

Standard pumping equipment for photovoltaic applications uses multistage centrifugal pumps.
In the wide field of applications, where low pressure levels prevail, multistage centrifugal pumps are
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the best choice, if some disadvantages can be overcome.
This is a reliable and efficient technique for low head pumping. But when used in deep well

applications, impeller pumps with submerged AC motors do not perfectly match the needs for PV
pumping. Centrifugal pumps show best performance at (or near to) rated power. However, the
multistage technology has disadvantages at partial load, which is the most probable operation
condition for any solar system. The decrease in power conversion factors at partial load can
significantly reduce daily output values at low insolation levels/days.

Considering the performance data for such pumps, it can be stated that higher speeds could
increase pump efficiency. A design with an optimal efficiency at partial load conditions could
influence the utilization by augmenting the energy output at low insolation levels.

Displacementpumps on the other handare best suited for high water heads and low flow regimes.
Thus piston pump, which could easily be powered by DC- motor, seems to be a promising alternative.
Due to good partial load efficiency ofthe pump, the hydraulic energy output is quite good even at very
bad weather conditions.

As mentioned above, the technique is well established and efficiency is excellent but there are
some difficulties as well. The problem of non-steady operation, severe start-up conditions, and torque
should be treated carefully, if photovoltaic operation is envisaged. It is hoped that by combining a
rotating displacement pump with a conventional submerged AC-motor, the system performance at
medium water head can be increased.

A comparative plot (hydraulic output) of systems with centrifugal and progressive cavity pumps
has demonstrated about 20% - 25% better partial load performance of the displacement concept
compared to the submerged centrifugal pump.

Keeping in view the facts mentioned above along with other parameters such as, the maximum
pumping head values from which the water is to be pumped, the range of water flow values to be
encountered during real operating conditions, and the calculated power load required to pump given
amount of water, etc., suitable selection can be made.

Pump performance is based on the water flow, Q (m3 fhr), an electric pump delivers at a given
pumping head. The manufacturer provides pump performance data in graphical or tabular form. So
from these technical performance data, as presented in Tables 1a,b, c, suitable pump size able to deliver
water at a desired flow rate from a given pumping head value can be selected.

In general, while selecting a suitable electro-pump unit, the following points must be taken into
consideration.

• The pump size is normally designated by the horsepower (Hp) ofthepump motor, but the pump
unit should never be selected barely on the basis of horsepower alone because (1) water flow
for pumps of the same horsepower varies, (2) horsepower alone gives little indication of the
water flow rate at a given pumping head, and (3) rated power is also not a good indicator of the
power required to operate the pump motor.

• It is also advisable to compare the electric-pumps for their water flow rate per watt value. This
parameter is important as it is a measure of the pump's electrical efficiency.

• While selecting the horsepower (Hp) of the motor, it should always be kept in mind that this
should never be less than the Pc' peak (peak power generated by the photovoltaic array).

• There exist an average value for the water flow rate, i. e. Qav~' during the day, but keeping in
mind that the centrifugal pump is not having a constant torque as well as the power generated
by the photovoltaic array is little low in the early morning and late evening hours, it is always
desirable to select a pump with little higher Q value than the one averaged over the day Le. QCIY••

SO from the discussion made so far concerning the sizing of a photovoltaic water pumping



Capacity Q (m 3jh) OJ 0.6 0.9 1.5 204 3.6 4.8 6.0 7.5

Type h kW h kW h kW h kW h kW h kW h kW h kW h kW

B
20 0040BT201 R 25 0048 23 0045 15 0.35 08 0.25

BT202 A 50 0.90 46 0.80 40 0.75 30 0.60 15 0045

BT203
N

74 1.30 70 1.20 60 1.10 45 0.90 21 0.60
C

BT204 H 98 1.65 92 1.55 80 lAO 60 1.20 28 0.80

BT205 E 123 2.10 114 1.90 100 1.75 75 1.50 35 0.90
S

BT206 0=20 148 2.50 139 2.30 120 2.05 90 1.70 40 1.10

NPSHm 2 2 2 2.2 3.1

B
BT291 R 34 0.65 31.5 0.60 28 0.55 20 0045 10 0.35

BT292 A 68 1.25 63 1.20 56 1.15 40 1.00 20 0.80

BT293
N

102 2.00 94.5 1.90 82 1.75 60 1045 30 1.20
C

BT294 H 136 2.65 126 2.60 109 2.35 80 2.00 40 1.55

BT295 E 170 3040 157 3.25 137 2.95 98 2.50 50 1.90
S

BT296 0=32 204 4.10 190 4.00 137 3.50 119 3.10 60 2.35

NPSHm 1 1 1.1 1..2 1.5

Table la. Technical data for centrifugal pumps manufactured by Garbarino Electro Pump Ltd.



Capacity Q (m 3jh) 0.3 0.6 0.9 1.5 2.4 3.6 4.8 6.0 7.5

Type h kW h kW h kW h kW h kW h kW h kW h kW h kW

BT301
B

40 1.00 35 0.90 25 0.75 16 0.55 8 0.35
R

BT302 A 80 2.95 70 1.85 55 1.50 35 1.10 16 0.75

BT303 N 120 2.95 105 2.50 80 2.20 50 1.60 21 1.10
C

BT304 H 159 4.05 140 3.70 108 3.00 70 2.80 30 1.60

BT305 E 198 5.00 170 4.55 130 3.85 85 3.30 39 1.85

BT306
S

235 5.90 205 5.30 160 4.40 101 3.35 2.200=32 45

NPSHm 1.1 1.1 1..2 1.5 2.2

BT 311 B 25 0.95 20 0.75 12 0.55 6 0.35

BT312 R 50 1.85 40 1.55 25 1.20 12 0.75
A

BT313 N 78 2.85 60 2.35 40 1.75 18 1.10

BT314 C 104 3.85 80 3.15 54 2.35 24 1.50

BT 315
H

129 4.80 98 4.05 69 2.95 30 1.85E
BT316 S 153 5.65 117 4.80 80 3.45 36 2.20

BT 317 0=32 180 6.60 135 5.50 92 4.05 40 2.50

NPSHm 1.6 1.7 2.2 3

Table lb. Technical data for centrifugal pumps manufactured by Garbarino Electro Pump Ltd.
(contd.)



Capacity Q (m 3jh) 6 7.5 9 10.5 12 15 18 21 24 30 36

Type h kW h kW h kW h kW h kW h kW h kW h kW h kW h kW h kW
BT401 B 32 1.7 28 1.50 20 1.35 12 1.35 7 0.9

R
BT402 A 63 4.25 50 2.85 40 2.30 27 2.00 14 1.50

BT403
N

95 4.95 78 4.25 60 3.55 40 2.85 21 2.15c
BT404 H 125 6.55 100 5.75 78 4.70 52 3.70 29 2.95

E
BT405 s 155 8.10 125 7.00 95 5.90 66 4.80 35 3.60

BT406 0=40 185 9.55 130 8.10 115 6.90 80 5.50 42 4.25

NPSHm 2 2.1 2.5 3 3.7

BT501 B 35 3.85 32 3.70 26 2.95 20 2.60 11 2.15
R

BT502 A 75 7.95 68 7.35 53 6.25 40 5.15 26 4.05

BT503 N 110 11.5 100 10.7 80 9.20 59 7.50 39 6.0c
BT504 H 150 15.1 135 14.0 105 12.1 80 9.90 50 8.0

E
BT505 s 185 19.0 169 17.6 132 15.1 100 12.5 64 9.85

BT506 0=50 220 22.1 200 20.6 159 17.6 119 14.7 78 11.80

NPSHm 2.4 2.5 2.7 3 3.5

BT651 B 37 6.40 31 5.60 27 5.50 17 4.4 7 3.5
R

BT652 A 74 12.5 65 11.0 53 9.90 33 8.1 13 5.5

BT653 N 110 18.0 95 16.2 80 14.7 48 11 18 8.1c
BT654 H 145 23.5 127 21.0 106 19.1 63 14.7 23 9.9

E
BT655 s 185 28.7 160 26.5 132 17.5 78 17.5 28 12.5

12'=60

NPSHm 4 4 4.5 4.5 5

Table Ie. Technical data for centrifugal pumps manufactured by Garbarino Electro Pump Ltd.
(contd)
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system, it can be concluded that to lift a specified quantity of water through a given water head, at a
given site, the overall sizing of the system depends upon a number of important considerations such
as:

• Type of the solar cell panel (in terms of their efficiency and performance).
• Efficiency of the rest of the system i.e. the pump-motor- controller system.

Taking into consideration the recent developments, it can be stated that the electrical demand can
be reduced significantly by making use of different components with high efficiency and durability
such as:

1. Water pumps with high efficiency such as piston pump or progressive cavity pump.
2. DC brushless motor with high efficiency (upto 90%), and
3. A pulse - width - modulated controller with an efficiency of 95%.

It is true that a directly coupled DC motor photovoltaic water pumping system is easy to design
and easy to operate. But as they are more expensive, difficult to obtain, and not as reliable as expected,
it is also advisable to make use of AC motor.

The AC system performs bettercompared to DC ones but such a system needs an Inverter. which
may require additional cost. It is therefore very important that due consideration be given to all such
points while designing a PV water pumping system.

4. DEMONSTRATION OF THE METHODOLOGY PROPOSED

The use of the methodology has been demonstrated while designing a photovoltaic water
pumping system to supply 40 m3 ofwater a day from a total pumping head of 10 m, required by a fann
house situated in Basilicata region of southern Italy. It is assumed that the daily operation of the
pumping system is to last for 8 hours a day.

The electrical energy needed to·supply 40 m3 water in a day (flow rate varying from 3m3/hr
- 8 m3/hr) from a total pumping head of 10 m is given by

E like = pgVH/11pp

=2,725 kWh/day

(12)

Where 11 =0040, average motor-pump yield. To design DC bus voltage of 24 volts using the
equations pre~rously established, compute the following:

• Number of modules per-string
24+1(allowance for blocking diode)

=
13 (working voltage)

= 25/13 = 2

(for photovoltaic generator, commercial 18 volts, 34 Wp crystalline silicon type PV modules
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manufactured by ANSALDO are considered in the present exercise).

131

Mean daily solar radiation available on
the inclined plane (average in the month
of December)

Efficiency of the photovoltaic module

=

= 10%

• Mean daily output available from the PV module surface area of 1 m2

= 3.10 * 0.10

= 0.310 kWh/m2-day

Array losses due to module· mismatch, blocking diodes, dirt and degradation
= 2%

• Gross mean daily output availablefrom module surface area of 1 m2

= O~310 * 0.98

= 0.304 kWh/m2
- day

=Mean daily load required

• Total area of PV modules required =

2.725 kWh/day

(2.725/0.304)m2

=

Area of standard PV module used in the exercise =

8.96 m2

=• Therefore, number of PV modules required (8.96/0.42)

= 21.33 (22)

• So, minimum number of module strings =
=

22(l
11

Now, once the sizingofthephotovoltaic generator is finalized, the next step is to choose a suitable
motor-pump unit that can deliver the water in the flow range 3m3jhr - 8 m3jhr from a pumping head
of 10m - 15 m.

Considering the centrifugal pumps available in different configurations and after careful
assessment of the technical data provided by the manufacturer (following the procedure discussed
earlier), it has been observed that both the models BT 312 as well as BT 313, with pump output of
32 mm, manufacturedby Garbarino ElectricPump CompanyLtd. can be used to meet the demand. The
pumps can berun by an electric motorofpower750watts. However, for security reasons, it is advisable
to use a motor with electrical power equal to 1.1 kW capable oflifting water from a total pumping head
of more than 20 m or so.



132 RERlC International Energy JOUTnal: Vol. 17, No. 2, December 1995

5. DESCRIPTION OF THE PV WATER PUMPING SYSTEMS

The photovoltaic water pumping systems under investigations are shown in Figs. 1-2. The
differences between both the systems are the static head, type of the pump, size of the motor and
capacity of the photovoltaic generator.

The ftrst of these two systems (Fig. 1) is a low capacity pumping system designed to pump water
from a total pumping head of approximately 5m - 10 m. The pumped water from the well is taken to
a storage tank of capacity 2 m3 which in turn is connected to the well through a piping system.

The solar generator is formed of solar cell modules of polycrystalline silicon cell. Each solar
module consists of 36 solar cells connected in series with peak power of 34 Wp. Hence, the generator
peak power is 340 Wp. Each solar module produces an open circuit voltage of 18 volts when it is not
connected to the electrical system.

The speciftcation of the solar cell module as provided by the manufacturer are presented in
Table 2. The modules are connected in series of 2 modules to form 5 strings. The photovoltaic array
thus comprises of 5 strings connected in parallel.

The pump is a submersible electric pump, Model EPS 005 CC, manufactured by Tamagnini
Electropumps Industries Ltd. The said pump is run by DC brush motor of 0.5 Hp at 24 volts. The
technical data for the said pump is presented in Fig. 3.

The second system (Fig. 2) was designed for pumping water from the horizontal base ofa water
distillation plant (installed during the period 1989-90) in a 20 m3 capacity storage tank through a
pumping head of approximately 5 m-15 m.

The photovoltaic generator comprises of 9 solar modules of monocrystalline silicon solar cell

Plastic pipe

340Wp
PV-generator

Electrical
alimentation

Storage tank r----~

Plastic pipe

Well water
Pump

Fig. l.General sketch of 340 Wp PV- water puinping system.



RERIC International Energy JOUTnal: Vol.l7. No.2. December 1995

88
Time

Water flow meter

; PV- generator
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Fig. 2. General sketch of photovoltaic water pump system with non-submersible vertical centrifu
gal pump.

Technical data:
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. .
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. . .

8 ; : : : ~ ;. : .

7

5 : ; ; ; : : : .

3 : : ; : : .

2 : ; : ; .

Pump type:

Volt:
Rating:
Poles:
Revolutions:

·EPS005CC

12 or 24 CC
HPO.5
2
2800 fmin

o 30 60 110 180

Water flow (It x minute)

Fig. 3. Performance curve as well as technical data of submersible pump type EPS 005 CC.



134 RERlC International Energy Journal: Vol. 17, No.2, December 1995

manufactured by ltalsolar. Each solar module consists of 12 circuhir shaped solar cell connected
electrically in series and parallel. The overall dimensions of each module are 130 x 68 cm2, with net
solar cell area for each module equal to 0.56 m2• Open circuit voltage is of 6.785 volts.

Each module has a peak power of 58.5 Wp and hence the peak power of the photovoltaic
generator is approximately 528 Wp. The three modules are connected in series to fonn a string. So the
PV generator comprises of three strings connected in parallel. The specification of the solar cell
module provided by the manufacturer are presented in Table 2.

The pump used in the system is a multistage vertical centrifugal pump, Model 50 CV 7,
manufactured by LOWARA Electropumps Industries. The pump is run by one horsepower DC brush
motor at 18 volts.

The main characteristics of the vertical multistage pump is the plurality of the stages which,
arranged in series, assure constant rates of flow with varying heads depending on the number of the
stages involved. The suction and discharge connections may be oriented with respect to each other to
different positions by upto 900, by simply unscrewing the tilt rod bolts. The typical characteristics of
the pump used i.e. non -submersible multistage vertical centrifugal pump, are presented in Fig. 4.

Table 2. Specification of the solar cell modules provided by the manufacturer (measured at 1 sun
and 25 °C)

Irype of Module No. of solar cells used in a Area of each Voc Isc Vpm Ipm Pmax
module solar cell (Volts (Amp)~Volts) (Amp) (Watt)

cm2

~SALOO 36 (square shaped 100 18 3.116 12.68 2.70 34.20
polycrystalline silicon solar
cell)

TALSOLAR 72 (circular shaped 78.57 6.78 13.82 4.78 11.82 58.53
monocrystalline silicon
solar cell) .

6. INSTRUMENTATION

Instrumentation was used to measure solar radiation, ambient temperature, water flow rate,
current and voltage characteristics of photovoltaic generator, etc. The solar radiation was measured
by means of a pyranometer placed at the plane of the photovoltaic array i.e. at an inclination of 450

facing due south.
Ambient temperature was recorded using PT - 100 sensors at regular interval of 10 minutes or

so. An 4 m3/hr water flow- meter (model PI3 31(0) was used to detennine the water flow rate. The
pressure observations were recorded using a pressure sensor. The daily yield ofthe water pumped by
the system under investigation was also recorded. A direct read-out ofthe voltage and current intensity
generated by photovoltaic array was possible from the main switchboard of the plants.

7. EXPERIMENTS

The main idea of this exercise was to establish the overall efficiency ofthe system by measuring
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Fig. 4. Technical perfonnance curves of multi stages centrifugal pump Lowara Model 5OCV7.
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both the solar global radiation, the pumping output and electricalvoltages and currents. To measure
module temperature PT-100 sensor wasattached to the solarcell module. Aseries ofexperiments were
conducted during the months of November and December, 1994 at ENEA Research Centre Trisaia.
The experiments were conducted on clear su~ny days and observations such as global solar radiation,
water flow rate, voltage and current intensity, etc. were recorded at a regular interval from 8 am till
4 pm in the evening. However, because of the shadow problem caused by the office building as well
as some trees nearby, it was not possible to record the experimental observation before 8.50 in the
morning and after 3.20 in the evening.

8. PERFORMANCE EQUATIONS

In order to evaluate theperformanceofphotovoltaic waterpumping systems under investigation,
the data collected experimentally was used to calculate the following quantities:

The Solar Power, PpIloIO' is given by

P =A Ipllolo IN II
(13)

Where A =net cell area of the photovoltaic array in m2 and Igt is the global solar radiation
IN

incident of tilted plane of PV array measured in W1m2•

P . =V I
.Mclnc °

Where Vo =measured voltage in volts arid I is the current in amperes.

(14)

The mechanical power delivered by the motorcan be taken to be the same as the hydraulic power
delivered by the pump of mechanical efficiency 1] ,i.e.pp

P hydraMJic =P g V H
=2725 V H (watts)

(15)

Here 'If is the water head in meters and 'V' is the volume of water pumped/day (m3
), calculated

using the water flow rate, Q, measured in m3/hr.
The photovoltaic conversion efficiency, 11 ,is given by

IN

11 =[P . / P ] 100
IN .Mclnc pllolO

The total daily average efficiency of motor - pump unit, 1] ,is given by
"",

1]"", = (Pump Hydraulic energy output per day ,Wh) I Photovoltaic energy output per
day, (Wh) x 100

(16)

The total daily efficiency of the photovoltaic water pump system, 1](loltJllYllmt)av•. is given by
11(lotal IY"_) av. = Pump hydraulic energyoutput perday (Wh)ISolarpower incidenton the system

per day (wh)
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Where, pump hydraulic energy output per day = 2.725 V H (Wh)
V = Volume of water pumped/day (m3

)

H =Total water head (m)

I
'I

and, Solar energy incident on the system per day = I ,(t) A dlg pv

'i

9. PRELIMINARY RESULTS AND DISCUSSION
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The experimental data for both the systems have been analyzed and the results obtained are
discussed below.

9.1 PV· Water Pump System (with submersible centrifugal pumps)

The power intake ofmotor pump in terms ofoperating voltage and current, power available from
PV generator, water flow rate, etc. have been collected while operating the system under real field
conditions. The significant curves and the essential physical values have been plotted in Figs. 5-8.
Fig. 5 presents the solar insolation data on the day of experimentation i.e. December 13, 1994.

To start operation, the motor/pump unit requires a certain amount of power to overcome the
starting torque. A centrifugal pump has a relatively low starting torque and will readily start to rotate
slowly even ifthe solar irradiance is low. There will not beany significant wateroutput, however, until
the irradiance increases to a level where array power is sufficient to develop the rotational speed
required for pumping water through certain height. Typically, a photovoltaic water pumping system
starts pumping water when the irradiance rises above th~s threshold level. Experimentally, it has been
observed that in thepresentcase this threshold value correspond toa powerofapproximately 60Watts.

From Fig. 6, we can see that the array efficiency varies with solar insolation level. This may be
because ofthe fact that series resistance ofthe solarcell varies with the insolation. The series resistance
of the solar cell decreases with the increase ofsolar insolation. However, it is to be noted that at higher
solar insolation levels, the array efficiency may be reduced. This is especial]y true in summer seasons
with higher temperature values. In thepresent experimental setup, PV array has a maximum efficiency
of approximately 6.4 %.

The system has a maximum flow rate of 2.06 m3/hr at an operating head of 6.8 m and at an
insolation level of 902 W1m2

• The instantaneous performance of the motor pump unit is presented in
Fig. 7. The maximum motor-pump unitefficiency of the system under investigation has been recorded
to be 18.89%.

The daily average efficiency of the system (Fig. 8) is 0.9% with maximum instantaneous
efficiency value of 1.2% recorded at an insolation level of 839 W1m2•

The average daily water production in the month of October, November and December is 12.5,
12.0 and 11 m3/day, respectively. The decreasing trend is because of the shadow problems from the
nearby trees. This was the reason that the system could not be operated before 9 a.m. and has to be
switched off at nearly 3 p.m.

A summary of the results obtained from the system under investigation is presented in Table 3.
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Table 3. Field performance of photovoltaic water pump system
(submersible pump Type EPS 005 CC)

(Motor pump efficiency)peak 18.89% at water head = 6.8 m

Maximum water flow rate on the day of 2.06 m3 at water head = 6.8 m

experimentation
(Dec. 13. 1994)

Threshold conditions at water head of 3.5 m Voltage = above 18 volts
Current = above 3.5 amps

Maximum instantaneous efficiency Photovoltaic array = 6.4%
Motor pump unit = 18.89%

Average efficiency of PV water pump system
=1.2%

* It is to be noted that because of shading problems at 2.45 pm. the system was switched off

9.2. PV-Water Pump System with Non-submersible Multistage Centrifugal Pump.

The daily performance of non-submersible multi-stage centrifugal photovoltaic water pumping
system is characterized by a typical time delay in the morning. The results obtained after analyzing the
experimental data are presented in Figs. 9-12.

Fig. 9 represents the solar insolation incident on PV plane at an inclination of 450 and measured
experimentally on the day of experimentation i.e. December 6. 1994.

From the experimental observations it has been observed that the pump in question starts
pumping water even at a low solar insolation but typically it start its function when the solar insolation
levels reaches nearly 400 W/m2

• Fig. 10 presents the daily performance of the photovoltaic generator.
The experimental data for the instantaneous power available from the photovoltaic generator along
with the instantaneous efficiency has been plotted in the above figure. Both the terms. as expected.
increases with increased level of insolation. as the day progresses.

The array efficiency as seen from Fig. 10. varies with solar insolation. The maximum instanta
neous array efficiency recorded from the experimental data at the existing system working conditions.
was of the order of 6.4% (solar irradiance of 848 W/m2 ~nd ambient temperature of 21 °C).

The instantaneous motor pump efficiency varies with the solar insolation level. The combined
highest efficiency of the motor-pump unit as measured in the field is approximately 20 % (Fig. 11 ).
However. according to the pump characteristics supplied by the manufacturer. the highest efficiency
of the pump is 41 % obtainable at a flow rate between 1.30 m3/hr and 1.78 m3/hr. The flow rate cor
responds to a total pumping head of 12 m to 18 m. Assuming the efficiency of the motor to be 80%
and of the pump 41 % (at the design head). the combined efficiency ofthe motor-pump unit is expected
to be 32 %.

As shown in Fig. 12. the overall system efficiency under field conditions (848 W/m2 irradiance
and 21 DC ambient temperature) at actual working head of 10.5 m have been calculated to be 22%.

A summary of the results obtained from the experimental observations recorded on December
6. 1994. are presented in Table 4.
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Table 4. Field performance of photovoltaic water pump system
(non-submersible multistage centrifugal pump)
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(Motor-pump efficiency)peak 19.27% at water head =10.5 m

Maximum water flow rate on the day of 1.85 m3 at water head =10.5 m
experimetation
(Dec. 6, 1994)

Threshold conditions at water head of 4.2 m Voltage =12 volts
Current =8 amps

Solar insolation above 400 W1m2

Maximim instantaneous efficency Photovoltaic array =6.39%
Motor pump unit =19.27%

Average efficiency of PV water pump
system =1.22%

• It is to be noted that because of shading problems at 3.40 pm. the syatern was switched off.

10. CONCLUDING REMARKS FROM THE LIMITED EXPERIMENTAL
EXPERIENCE

Theabove studies, conductedatapreliminary level, could notcorrect]ypredict the degree ofsub
optimal performance of all the sub-systems due to technical limitations, it however, significantly
highlights the critical need to operate the photovoltaic system at its design parameters.

Detailed and long duration experiments are essential to optimize the performance of the systems
discussed above, installed at off-design pumping head.
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ABSTRACT
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The state-of-the-art ofbrick making in Asia was studied and it was found that in many countries
the industry is using energy inefficiently. Experiments determining the effects of firing temperature
and firing time on the mechanical properties of the brick were carried out. The firing time does not
affect the compressive strength and water absorption properties. Higher firing temperature increases
the compressive strength but has no affect on the water absorption. It was found that the minimum
firing temperature for clay-brick transformation is 600 DC. The specific energy is in the range of 569
966 kJ/kg brick for the firing temperature between 600 and 900"C. The mechanical properties of four
hole hollow bricks with 7 different hole sizes were studied. The production of light brick (high area
to mass ratio) is suggested in order to reduce the energy consumption without significant loss of
mechanical properties.

1. INTRODUCTION

Brick is a common construction material used everywhere. As urbanization is expanding in
developing countries, more bricks are needed for the infrastructure development. Attempts to improve
the brick firing technique in developing countries were carried out by adopting western initiatives.
However, there are certain factors such as scale of industry, labor and local attitudes that limit the
success of western technology implementation. Moreover, the brick used in Asia is fired at lower
temperature compared to the brick produced in developed countries. Firewood and rice husk are the
main fuel sources for brick firing because they are abundant in the developing countries. The use of
fuel oil was encouraged to slow down the use of wood from the forest [1], but this was limited to some
oil-rich countries. Expansion of local industries creates an increasing need of firewood for energy
supply. As a less value-added commodity, brick production cannot compete with the others in the
firewood price war. It is a pressing need, therefore, to reduce the firewood used in brick firing.
Fundamental knowledge on brick making is needed to enhance the understanding and pave the way
to the reduction offirewood consumption. The essential knowledge reported in this paper concerns the
current technology and the role of fIring time and tempemture on the properties of brick. It also
suggests a basic design, operation of the kiln, and the dimension of the brick that could reduce the
frrewood consumption.
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2. OVERVIEW OF BRICK MAKING TECHNOLOGY IN ASIA

Brick making in developing countries is traditionally a small and family-based industry. The
brick kilns can be seen scattered in the rural areas wherever the raw materials (clay and sand) and fuel
(biomass) are available. Technologically, the change for improvement received very little attention.
The kilns are divided into three major types namely, updraft kiln, downdraft kiln, and continuous kiln
(Figs. 1 - 3). A study in Indonesia suggested that the fuelwood fired updraft kilns should be changed
to fuel oil-fired downdraft kilns in order to reserve the forest of the country [1]. Fuel and kiln were
developed independently in the Philippines. Rice husk gasification systems were coupled to small
shuttle kilns [2] while the moving-fire kiln were introduced in large factories [3]. In Thailand, and
believed to be applicable to other countries, various forms of kilns are found ranging from updraft
scotch kiln to the energy-efficient continuous (moving ware) kiln. A literature survey which traced
back to the study in 1966 by the Institute for Applied Science Research [4] revealed that no R&D on
energy saving in brick production was carried out in Thailand. The survey in 1993-1994 showed that
the specific energy consumption inbrick firing is 2-3 MJ/kg brick which accounts for 25%-35% of the
total cost [4]. Perhaps, the kiln that achieves the highest thermal efficiency is the vertical shaft kiln
developed in China. This vertical shaft kiln functions exactly the same as the horizontal tunnel kiln but
the bricks move vertically downward. The natural draft obtained by this setting eliminates the power
required by the exhaust blower. The vertical shaftkiln is suitable only for that country which has ample
supply of labor. Nepal and Pakistan are now adopting the vertical shaft kiln [5].

fire tunnels

loading

unloading door

Fig. 1. Updraft kiln.
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water smoking holes

loading-unloading door

and fIreplace

Fig. 2. Dowmward kiln.

3. EFFECTS OF FIRING TIME AND TEMPERATURE ON BRICK PROPERTIES
AND ENERGY CONSUMPTION

3.1 The Experiment

147

Firing timeand temperatureare the twokey factors attributing to the energy usage. Unnecessarily
prolonged fIring time and too high temperature will eventually consume moreenergy. Minimum fIring
temperature and shortest firing time do not only reduce energy but also increase the productivity of
the factory. In this experiment, the effects of fIring time and temperature on the brick properties and
energyconsumption were investigated.Thepropertiesunder investigation are weight loss, compression
strength and water absorption.

Ready mixed clay was obtained from a brick factory in Hat Yai, Southern Thailand. The test
specimens were 220 cubes of 32 x 32 x 32 mm3 formed from a single lot ofclay to assure the identical
composition throughout the experiments. The cubes were exposed to lOOac for 48 hours to remove
the free water in the clay. Each cube was marked and weighted (Shimudzu electronic balance, Model
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Fig. 3 Continuous kiln.
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Libror EB-3200H, resolution 0.01 g.) before firing in an electric furnace (Neyo Model 2-1350A).
Thirty five (35) specimens were fired at 600°C, 700 °C and 8000c of which 5 specimens were drawn
from the furnace every 60 minutes for its property examination. Only 20 specimens were fired at9000C
where the sampling interval was 120 minutes. The firing time of every temperature was, therefore,
7 hours. The effects of the firing time and temperature were determined from the weight loss,
compressive strength and water absorption. The specific energy required in the clay-to-brick (CB)
transformation was calculated based on an energy balance basis.

Preliminary examinations found that the brick fired at 5500C, although turning reddish because
of the oxidation of ferrous silicate [6], was swollen and decomposed when soaked in water. At this
temperature, dehydroxylation takes place and carbonaceous organic matter starts to burn off [7].
However, the firing temperature of 5500C is lower than the quartz inversion temperature of silica.
Silica, which is a common constituent of the quartz component of the clay used for making bricks,
changes its crystal form at 573 DC [7]. Therefore, the minimum temperature for brick firing in this study
is 6QO'>C. The effects of firing time and temperature on the mechanical properties of brick are given
in Table 1.

Table 1. Effects of firing time and temperature on mechanical properties.

Mechanical Firing Firing time Average

Properties temp. Hr. 1 Hr. 2 Hr. 3 Hr. 4 Hr. 5 Hr. 6 Hr. 7

600 4.19 4.11 4.38 4.44 4.42 4.32 4.22 4.30

Weight 700 4.67 4.59 4.73 4.62 4.61 4.78 4.68 4.66

Loss (%) 800 4.89 4.89 4.93 4.81 4.79 4.88 4.89 4.87

900 4.92 - 4.95 - 4.94 - 4.94 4.94

600 92.8 92.3 93.6 90.2 90.3 98.4 99.0 93.8

Compressive 700 103.4 105.7 110.4 111.2 109.6 109.8 112.0 108.96

strength'" 800 143.3 140.5 147.4 146.1 141.5 142.5 142.1 143.34

(kg/cm2
) 900 181.2 - 178.1 - 182.6 - 185.4 181.82

600 17.21 16.91 17.20 17.41 17.14 17.08 16.50 17.06
Water

700 17.34 17.30 17.37 17.45 17.41 17.32 17.40 17.37
absorption

800 17.54 17.48 17.77 17.87 17.98 18.01 17.94 17.81
(%)

900 17.56 - 17.61 - 17.64 - 17.49 17.57

• 1 kg/an2 = 42.74 Pa
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3.2 Weight Loss
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Firing time (1-7 hours) is the time after the furnace temperature reached the set values (6{)()OC
9000C). It became obvious that weight loss, which is caused by dehydroxylation and carbonaceous
matter burnt off, is not time dependent. Weight loss increases as the frring temperature increases.
Weight losses of bricks rrred at 6()(}OC and 9000C were 4.30% and 4.94 %, respectively.

3.3 Compressive Strength

Compressive strength was determined by a conventional compression rig. The cross head speed
was set in accordance with the ASTM C67-73 guidelines. The compression load was determined by
a standard ring. Like the weight loss, the fuing time plays no role in the compressive strength
(Table 1). The variations at different firing times were patternless and might be the result of inclusions
in the clay, such as sand and organic matter. The strength of the brick is remarkably improved by frring
at high temperature. Bricks fired at 700'C, 8000C and 9000c had strengths of 116%, 153% and 194%
of those frred at 60()0C, respectively. It must be borne in mind that figures in Table 1 are the property
of a solid-cubical brick and cannot be compared with the strength of an ordinary 'brick.

3.4 Water Absorption

Thepercentageofwaterabsorption was determinedby submersing the brick in water for 24 hours
(Thai Industrial Standard. (TIS) 153-2533). The results expressed in percent ofdry basis are included
in Table 1 and demonstrate that the frring time does not affect the water absorption property. It is of
interest to note that there appears to be no effect of firing temperature (in the range of 600'C-900OC)
on the water absorption property.

Since the brick in this study is a non-load-bearing brick, water absorption is the only mechanical
property specified by the TIS 153-2533. It is believed that this applies to many developing countries
where surface finishing by mortar is a common practice. Water absorption ability of the brick affects
the surface finishing of the brick-laid wall. Excessive water absorption causes the finishing mortar to
lose its water rapidly (to the brick) and hinders the proper chemical reaction of the cement Too low
water absorption, which normally is due to vitrification at temperature over 9000C, introduces diffi
culties in holding mortar to the brick. TIS 153-2533 sets three classes ofnon-load-bearing brick based
on water absorption. Brick classes A, Band C should have a maximal (average from 5 samples) water
absorption of 10%, 14% and 20%, respectively. As it is shown in Table 1, both frring time and
temperature have no effect on the water absorption property, water absorption will depend solely on
the raw material preparation.

Since mechanical properties do not depend on the frring time, it is possible to conclude that the
clay transforms to brick at the moment its temperature reaches the frring temperature.

3.5 Clay-to-Brick (CB) Transformation Energy

Any study aiming to reduce energy consumption has to begin with realizing a knowledge of the
minimum energy required by the process. The minimum energy can be determined either by a
theoretical approach of energy require for the chemical structure and phase transformations or an
experimental approach. The theoretical approach involves detailed chemical analyses and assump
tions which may not lead to the correct figure. Experiments based on energy balance which directly
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gives the answer was carried out in this study.
Thin sheets of clay, the moisture of which was removed at 1000C, were fIred in an electric

furnace. Furnace temperature and energy (calibrated SEIMENS kWh meter) were recorded continu
ously until it reached the set fIring temperature (6OQ<>C, 7000c, 8000c or 9000C). Since the sheets of
clay were only 10 mm thick, it was assumed that the temperature difference between the furnace and
the innermost part of the clay sheets is negligible. In other words, the clay completely transformed to
brick at the moment the temperature of the furnace reached the set value. Total energy, which is the
sum of CB transformation energy and energy lost to surroundings, was obtained from kWh meter
readings. The energy lost to the surroundings was determined by running the brick-fIlled furnace at
various temperatures ranging from 1000c to 9000C in increments of25°C. After the steady state (ateach
temperature) was reached, the energy consumed within sixty minutes was recorded and regarded as
an one-hour energy loss (to surroundings) at that particular furnace temperature. The rate of energy
loss at every temperature expressed in terms ofkJjs was subsequently calculated. Knowing the time
temperature profile recorded previously in the brick fIring experiment, the associated energy loss
profIle could be evaluated. The energy required in CB transformation is the difference between the
total energy consumed and total energy lost.

The specifIc energy of bricks fired at 6Q{)OC, 7000c, 8000C and 9OO'C are 569 kJ/kg, 706 kJ/kg,
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843 kJ/kg and 966 kJ/kg, respectively. These figures are well below those obtained from the actual
firing in industrialkiln, which is generally quoted at 3000kJ/kg [5,7]. Fig.2, which is the average result
of two experiments, gives the relation of the specific energy (based on mass of fired brick) and fIring
temperature. The two experiments were undertaken with different masses of brick and it was found
that their results deviated from the average value by less than 10%. Abrick frred at higher temperature
requires higher energy. This can be explained by the heat capacity of the brick and extra energy is
needed for removing the volatile matter (a brick frred at higher temperature has a higher weight loss)
and the decomposition ofcarbonates and sulfides [6]. The specific heat of a brick at 6{)()OC-9OQ<>C can
be derived from Fig. 4 as 1.34 kJ/kg °C. This figure is relative high compared to the value of
0.92 kJ/kg °C - 1.0kJ/kg °C generally quoted in some references [8,9]. The difference may be caused
by the inaccuracy in this experiment which is not the standard method for determining the specific heat
of substance. Furthermore, the calculation was based on energy measured during the firing process
which involves other processes (e.g., removing volatile matter) apart from heating.

The structure ofthe chemical compounds of the clay and the bricks fired at 550°C, 600"C, 7000C,
8000C and 9000C was studied by an X-ray diffractometer [4]. The results show no discrepancy if the
firing temperature is 6O()<'C and above which confirms that the minimum CB transformation tempera
ture is 6{)()OC (or specifically 573°C). However, in practice the kiln temperature must be well above
600"C to create a sufficient temperature gradient in the clay so that heat can transfer into the inner part
of the clay. Furthermore, energy is both time and temperature dependent. Firing bricks at low
temperature does notnecessarily consume less energy since the firing time is longer (in order to obtain
at least 600°C in any part of the brick). Therefore, the minimum energy in practice must be a
compromise of time and temperature.

4. AREA TO MASS RATIO EFFECTS

It is concluded that the minimum energy required in brick firing is obtained by optimizing the
firing time and temperature. Kiln temperature plays an important role in the rate of heat transfer into
the clay. High kiln temperature, although fuel consumption rate is high, eventually shortens the fIring
timeand may consume less energy. The firing time also depends on the thickness and surfaceallowable
for the heat to transfer. Therefore, hollow bricks with different hole dimensions should require
different energy and time. A brick with bigger holes is lighter, hence consumes less energy per brick.
The firing time will also be shorter because the large surface area enhances the heat transfer. The
hollow brick in this study was a four-rectangular-hole brick typically produced in Southern Thailand.
The holes are formed in axial directions in an array of 2x2. The external dimension of the brick is
69x86x195 mm3• The hole dimension was varied and the variable parameter in the study was defined
as "area to mass"(AM) ratio. Seven sizesofholeswithdimensionsofllx18 mm2

, 12.5xI9.5 mm2
, 14x21

mm2, 15.5x22.5 mm2
, 17x24 mm2

, 18.5x25.5 mm2
, and 20x27 mm2 were used in this experiment. The

corresponding AM ratios are 75.0 mm2/g, 80.3 mm2/g, 86.5 mm2/g, 92.8 mm2/g, 97.3 mm2/g, 105.2
mm2/g and 109.8 mm2/g. Bricks of every AM ratio were produced from the same batch of clay and
placed together in the kiln to ensure the identical raw material and firing conditions.

The bricks were tested for compressive strength, water absorption and three- point bending. The
compression test was performed on an area of69x195 mm2

, at the direction that the bricks are laid on
each other in the wall construction. The bricks were faced with mortar to compensate distortion, ifany,
and hence eliminated the bending load. Water absorption was tested in accordance with the TIS 152
2533. Ten and five samples were used in the compression and waterabsorption tests, respectively. The
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Table 2. Effect of area-to-mass ratio
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Brick AM ratio l Mass Compressive Water Bending Allowable

designation (mm2/g) (kg/brick) strength2 absorption3 load4 stack height

(kg/cm2
) (%) (kg) (m)

A 75.0 1.51 34.93 20.00 490(12) 267

B 80.3 1.49 33.98 21.23 486(12) 264

C 86.5 1.39 26.53 20.42 462(13) 221

D 92.8 1.33 21.18 20.08 na 193

E 97.3 1.30 20.33 20.09 na 181

F 105.2 1.27 16.57 20.06 364(16) 151

G 109.8 1.20 15.01 19.95 na 145

I Average of 3 samples

2 Average of 10 samples

3 Average of 5 samples

4 Figures in brackects are number of samples

three-point bending experiment was performed on the weakestdirection (minimum momentofinertia
of area, breadth=86 mm) which is also the direction the bricks are stacked together during handling.
The span ofthe roller supports was 175 mm. Thebreaking loadof the three-pointbending test indicates
the susceptibility to breakage during handling. The effects of the AM ratios on the brick properties are
shown in Table 2.

As expected, the water absorption capability does not depend on the AM ratio. The percentage
of absorption, which was about 20%, was slightly higher than those in Table 1. This discrepancy is a
result of different raw material preparation. The cube samples in Table 1 were manually formed and
believed to be less porous than those machine formed bricks in Table 2. Furthermore, a different
moisturecontentofclay during the forming results in a different green brick density which, at acertain
degree, reflects the porosity of the fired brick. Water absorption capability of the brick is partly
attributed to the porosity of the brick.

Bricks with higher AM ratio (lighter) undoubtedly withstand a lower compressive load.
Compressive strengths of the lowest and the highest AM ratio bricks are 34.93 kg/cm2

( 0.82 Pa) and
15.01 kg/cm2 (0.35 Pa), respectively. The corresponding masses are 1.51 kg/brick and 1.20 kg/brick.

The lightest brick, although it weighs almost 80% of the heaviest one, can carry a load of only 43%
ofthe heaviest brick. As the loadbearing capacity varies non linearly with the mass of the hollow brick,
the allowable heights of walls constructed from the different AM ratio bricks are not in the same
magnitude as shown in Table 2. However, the wall constructed from the weakest brick can be as high
as 140 mbefore thebottommostbrickcollapses due to the weight of the wall. Generally, the wall height
is less than 5 m otherwise a supporting beam is needed.

Results of the three-point bending test were obtained for four AM ratios only because of
insufficient samples of the other AM ratios. A light brick is prone to handling damage as indicated by
low failure load in the three-point bending test. However, the failure load was not sensitive to the hole
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area. Brick F had a hole area 2.1 times of that for brick A while the failure load of A was 1.3 times of
that for brick F. It must be noted that the handling damage ofbrick is mainly caused by impactand most
of the cases are associated with precracks in the brick. Precracks are induced by many factors such as
thermal stress, expansion during quartz inversion, excessive drying rate during water smoking and
unequal expansion ofinclusion and clay. Cracks can bedeveloped even during the green brickforming
(because of insufficient moisture in the clay) as was observed in some factory visits. Observations at
some construction sites in Hat Yai revealed that the amount of handling damage did not relate to the
hole size. In some cases, cracks were easily seen in bricks that have four small round holes (about
8 mm diameter) and consequently a high portion of handling damage was also observed. The main
functions of the holes in the brick are to ease the moisture to escape, reduce the level of moisture
gradient, hence the internal stress and crack formation and prevent distortion during drying. All these
functions are enhanced by the big holes. In other words, a lower AM ratio brick (small hole) is not
always better in tenns ofstrength and handling damage. It is likely that the preparation ofraw material
plays an important part in the mechanical properties of the brick. In one case of factory visits in
Northern Thailand, 20% of green bricks were split into two halves during sun drying simply because
the clay was too fat (high proportion of the clay particle). Another 30% were broken after firing and
unloading from the kiln. Adding a few percent of non-shrinking materials such as fine sand, grog or
rice husk ash reduced the shrinkage and has solved the problem.

Because the failure load in the three-point bending test is not so sensitive to the hole dimension,
brick can be produced with a high AM ratio (less raw material and energy) and still maintains strength
by improving the raw material preparation, e.g., proper moisture during fonning, reduce shrinkage,
proper water soaking and kneading. These simple techniques are already well known among
experienced brickmakers.

5. GENERAL DISCUSSION

The brick firing technique in developing countries was passed from generation to generation.
Because brick making is traditionally a small industry in rural area where biomass fuel is plentiful, the
struggle for improvement is not realized. Many questions have never been asked. These include the
questions for the optimum capacity of the kiln, the proper setting pattern of the bricks in the kiln, the
brick dimension and the firing temperature and time. Big updraft kilns which inefficiently consume
firewood for a 7 day operation are commonly seen in these countries.

As the wood must be either conserved or converted to value-added products, the brick industry
is now facing an energy crisis. Although otheragricultural residues such as saw dust and oil palm shell
areavailable (inThailand) atno orvery lowcost, they cannotbeasubstitutefor wood unless the furnace
is modified to cope with the small size fuels [10]. Asophisticated furnace such as the fluidized bed may
not be appropriate for this kind of small family-based industry. However, the lack of energy-related
basic knowledge has hindered the improvement of the brick making process in all aspects. Perhaps,
the only development in order to efficiently use the energy is the implementation of the tunnel kiln
(continuous process). However, as the scale of the brick making industry in developing countries is
very small, the tunnel kiln is not appropriate. Findings from this study should be used to lay a
foundation for the design and operation of an energy-efficient batch-type brick kiln suitable for the
rural area. Because the minimum temperature for brick fonnation is 6Q(}OC and the firing time has no
effect on the mechanical properties, the kiln and the brick setting should be designed so that the
temperature is not necessarily too high but uniformly distributed. This will save energy and shorten
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fIring time. Waste heat must be recovered but batch operation must be maintained. Machine-formed
hollow brick should replace the manually-formed solid brick. Results from this study have generated
an innovative concept of design and operation of the brick kiln. The concept was tested by computer
simulation and presented in Part 2. The kiln is being constructed and experiments to verify the
simulation will be carried out and reported in due course.

6. CONCLUSION

A study aiming to gain a basic knowledge for energy saving in brick fIring was carried out It
was found that the weight loss and compressive strength ofbrick fIred at 6000C - 9000C increased with
the fIring temperature. Firing time showed unnoticeable effects on these two properties. Water
absorption, which is the only property specified by TIS, is independent on both firing time and
temperature. Specific energy for brick formation is in the range of 570 kJ/kg -1000 kJ/kg brick
depending on the firing temperature. This finding implies that the present practice in brick firing,
which takes 5-7 days and consumes 3000 kJ/kg brick, can be improved to save energy by reducing the
firing time. That is, the kiln should be small and the bricks are set in a way to facilitate the uniform
temperature distribution. Waste heat recovery or usage should also be incorporated in the process. The
hollow brick is recommended, because higher surface area will enhance heat to transfer into the
innermost part of the brick and, consequently, shorten the firing time.
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A Study Toward Energy Saving in Brick Making: Part 2 
Simulation Of Processes in Brick Kiln
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Hat Yai, Thailand 90110

ABSTRACT

Brick making in developing countries is a major firewood consumer. In the light offirewood
shortage, there is a pressing need to develop an energy-efficient brick kiln suitable for rural
production. Afour-chamber batch-type downdraft kiln possessing heat recoveryfeature is proposed
to substitute the conventional updraft kiln. In order to warrant the success of the proposed kiln, the
whole system is studiedby computer simulation. The system consists ofcooling,firing, preheating and
drying processes which simultaneously occur in the four chambers. The simulaiion covers the four
processes in series and involves heat transfer, mass transfer and combustion offirewood. It wasfound
that brickproducedby this system consumes about 1200 kJlkg brick which is substantially lower than
that produced by the conventional updraft kiln while the production rate is increased 2.5 times

1. INTRODUCTION

In part 1 of this study, a general guideline for the reduction of fuel consumption in brick firing
was given [1]. The study suggested that the energy requirement can be minimized by manipulating the
fIring temperature and time. It also recommended that the kiln should be small and the brick should
be set in the manner to attain uniform temperature distribution in the kiln. Waste heat recovery should
be incorporated in the kiln oPeration. All these suggestions are, in fact, the principle of the tunnel kilns
which are widely used in large brick making factories. The operation of the tunnel kiln is a continuous
process consisting of four simultaneous activities namely; drying, preheating, fIring and cooling.
However, the tunnel kiln is not suitable for the rural areas of developing countries because the capital
cost is very high and the production rate is too high for local consumption. In developing countries,
brick is produced and consumed locally because brick is a relatively cheap commodity which cannot
afford high transportation cost In addition, there is a seasonal variation in the demand of bricks.
Construction works drastically increase in the dry season when labor forces from the agricultural
sector are available. The kiln must also be designed to accommodate the fluctuation of demand. The
batch fIring kiln seems to be an appropriate technology. A moderate energy-efficient process is found
in.the snake kiln. The snake kiln is a moving fire tunnel kiln normally found in the earthen ware
production. It is a batch type operation with partial heat recovery features. However, the loading and
unloading of the ware is rather diffIcult and the batch cycle is long.
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Because the energy-efficient batch operation is the basic requirement of the brick making
industry in developing countries, the kiln should incorporate the continuous process and heat recovery
feature of the tunnel kiln to the batch-typekiln. This results in the kiln as proposed in Fig.l. The·system
consists of four downdraft kilns. Each kiln takes its tum to serve the four functions of the continuous
kiln (drying, preheating, firing andcooling). Thefour kilns are connected by ducts which convey fresh
air for cooling and hot gas for preheating and drying of the brick. This system can be the stand-alone
(four) downdraft batch-type kilns or cooperative continuous kiln to serve the fluctuation of the brick
market. The system is not wholely continuous and the batch characteristic ofeach chamber introduces
the transient behavior to the process. Additional difficulties resulting from the requirement of time
matching of the four different processes in the four chambers are expected. Therefore, the success of
this system is still doubtful unlessextensive analysis and verifying experiment are thoroughly studied.
It is essential, therefore, to present the analysis ofthe system operation by computer simulation, which
is the content of this paper. Verifying experiments are in progress and will be reported in due course.
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J

Fig. 2. Element of fIxed bed model.

2. SIMULATION EQUATIONS

x

x+~

159

Heat transfer and mass transfer in each chamber are determined from the fIxed-bed model. The
brickpile is divided horizontally into elements ofL\x thickness (Fig. 2). In each element, four equations
are established based on heat and mass balance to determine the air temperature (D, brick temperature

(6), humidity of the air (m) and average moisture content in brick (M).

2.1 Air Temperature

Air temperature is examined from the changeofenthalpies ofthe air flowing through the element
and of the air in the void within the control volume Sdx. In the time interval dt, the change ofenthalpy
of the flowing air is,

(1)

where P
a

is air density, Va is air velocity, Caand Cyare heat capacity of air and water vapor,
respectively. Sensible heat of air in the void is given by,

(p C + P mC) aT S edxdl
a a . a v at

where E refers to the void ratio of the bed.

(2)
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Convective heat transfer to the brick is,

q= ha (T-O) Sdxdt (3)

where h is the convective heat transfer coefficient anda is the surface to volume ratio ofthe brick.
The convective heat transfer coefficient is detennined by

k
h=~u

D
p

where k is the conduction heat transfer coefficientof the air, D is the characteristic length of the
o p

brick and Nu is the Nusselt number.

Nu =c(Re)f1

For 2500<Re<8000; c=O.l60, n=O.699
8000<Re<100 000 ; c=O.092, n=O.675

where Re is Reynold's number.
Equate equations (1), (2) and (3) and rearrange to obtain,

(4)

2.2 Brick Temperature

Heat transferred to the brick causes the evaporation of moisture (sensible and latent heat) and
sensibly heats up the brick. The change of enthalpy of the brick in the time interval dt is,

(~ C +p C ~ao('dxdt
p p p W1r.l1ra;o

where Cw is the heat capacity of water.
Moisture removed from the brick is given by,

where Go represents the mass flux velocity and given by,

(5)

(6)
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Thus, enthalpy associated with the moisture removal is,

hI: G ~dxdt + C G (T-~~dxdt
Jg a ax v a ax

where hi' is the latent heat of water.
Equate equations (3), (5) and (7) to get,

_~ha~.JT-~ _ hfg+ c,(T-~ G.aw
p C +p C M P C +p C M ax
pp pw pp pw

2.3 Humidity of Air

161

(7)

(8)

Humidity of the air flowing through the bed is determined from the mass of moisture removed
from the brick. The change of air humidity in the interval dt is,

G ~dxdt + ep ~dxdt
a ax a at

Meanwhile, the change of moisture in the brick is given by,

(9)

(10)

The conservation- of mass, Eq. 11, is obtained by equating expressions (9) and (10) and by

neglecting the term amfat because it is very small compared to am fax ,

am =Pp aM
ax Ga at

2.4 Moisture of Brick

(11)

The brick moisture is obtained from the thin-layer drying equations. The empirical equations for
drying clay product are [2],
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For Va<l00 cm/s,

- -10

aM =4.3 x 10 L 0.73 BO.8{P -p)(I + 0.121VO.85 )
at m

b
oS v a

For 1OO<Va<300 cm/s,

- -10

aM =2.12 x 10 L o:n B {p _P )(1 + 0.121 VO.85 )
at m

b
oS v a

(12)

(13)

where m
b

is the mass of brick, L is the length of the brick in the direction parallel to the flow, B
is the breadth of brick while P, and P

y
are the saturated pressure and vapor pressure, respectively.

Equations (4), (8), (11) and (12) or (13) are used in the simulation to determine the temperatures
of the air and the brick and the associated humidity or moisture. In the simulation, the pile ofbrick has
a dimension of 2.1x2.1x1.6 m3 and is divided into 24 sections. The simulation requires the conditions
(T, ro) of the hot gas which have to be computed from the combustion equation of the frrewood.

2.5 Combustion of Firewood

Firewoodin this study is rubber wood. Ultimate analysis ofrubber wood found that the wood can
be represented chemically by C3.84/Jobm#s.6s02.80S and 4% ash [3].

The combustion equation is, therefore, written as,

C3.841 NO.0136 H5.62 02.805 + 3.8435 (Y) (02+3.76N21) + (nHzd)H20 ~

3.841C02 + (2.81 + nHzd) H20 + 3.8435 (Y -1)02 + (14.452Y + 0.0068)N2 (14)

where Yis the fraction of theoretical air.
The number of mole of water in the combustion air, nmo ' is obtained from

n =[ma(3.8435Y(I+3.76))M a j (15)
HzO M

HzO

where Maand Mmo are the molecular weight of air and water, respectively.
Firewood consumption rate is derived from equation (14) as,

~

. m
m = a (16)

f [3.8435Yh+3.76)::~
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whereM,is the molecular weightoffuel whileni,andma are mass flow rate offuel and air, respectively.
Taking the combustion chamber as the controlled volume, the reactants entering the controlled

volume are air and ftrewood. The combustion product leaving the controlled volume is treated as
mixture of ideal gases which the specific heat at a particular temperature is determined from the mole
fractions of the product components. Mole fractions of product components are obtained from
equation (14). The combustion temperature is determined from the enthalpy of the product assuming
an adiabatic controlled volume.

where HV is the heating value of fuel. Alternatively he can be represented by,

h =CTe e e

(17)

(18)

where Cc is a function of temperature and the mole fraction of product components and

m =(l+m)m + 0.96 m,. Enthalpies in equations (17) and (18) are referenced at OaC. The com-e a a
bustion temperature and the associated air flow rate for one firewood consumption rate are derived
from equations (14)-(18).

In the actual operation the combustion air is the air preheated by the (brick) cooling process when
its temperature decreases with time. That is, h

a
in equation (17) steadily decreases during the firing.

Thus, if the frring temperature is keptconstant, the air flow rate and/or firewood consumption rate must
be altered. If the air flow rate is not changed, more wood is required. Alternatively, if wood
consumption rate is not altered, less air must be allowed. It is likely that the latter is preferable since
wood can be saved. However, the decreasing air flow rate will affect the upstream processes
(preheating and drying). In conclusion,the nature ofbatch operation introduces the transient behavior
in the simulation.

3. SIMULAnON OF THE PROCESSES

In the simulation ofthe cooling, firing and preheating chambers, where only heat transferoccurs,
the air and brick temperatures at each layer are detennined by equations (4) and (8). The moisture
content in the brick in the preheating chamber is very low and is assumed of having no effect on the
simulation. Heat and mass transfer characteristics in the drying chamber are obtained by solving
equations (4), (8), (11) and (12) or (13). The sequence of simulation is illustrated in Fig.3. Fresh air
is drawn into the cooling chamberat a constant mass flow rate. The air flow rates used in the simulation
are 600 kg/h, 800 kg/h, 1000 kg/h, 1200 kg/h, 1400 kg/h and 1600 kg/h. The working air in the firing
chamber and beyond takes into account the mass of the burnt firewood. Additional fresh air is
introduced into the drying chamber to adjust theair temperature constantat IS00C, which is considered
suitable for the process. The kiln capacity in the simulation is about 4,700 bricks per chamber. Each
brick has the dimension of 19.0x8.0x6.S cm3 and four rectangular holes in axis direction. The hole
dimension is 1.5x1.5 cm2• Unit weight is 1.5 kg/brick. The initial moisture content in the green brick
in the drying chamber is 12% dry basis. The end of each cycle is defined by the condition that the
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temperature ofthe brickat the bottommost layer ofthe fIring chamberreaches 650°C. Theclay-to-brick
transformation temperature is 600°C [1]. Three fmng temperatures 7000c, 8000C and 9000C are
simulated.

The simulation starts by setting initial temperatures ofthe brickat the uppermost and bottommost
layers. Forexample, in the cooling chamber the corresponding temperatures ofthe two layers areequal
to the firing temperature and 6500C. A similar temperature distribution profde is initially assumed for
the fmng and preheating chambers. The initial temperature of the drying chamber is 300C. Iteration
procedure of the simulation keep checking the convergence and the continuity of the temperature of
all chambers. The convergence tolerance of the iteration is 5°C.

4. RESULTS AND DISCUSSION

Fig. 4 gives the (preheated) combustion air temperature and wood consumption rate during the
fIring process. The conditions for the simulation are; fixed air flow rate of 1000 kg/h and flame
temperature of800°C. The combustion air is heated up in the brick cooling chamber. Because the brick
temperaturedecreases with time, thecombustion air temperature decreases from 165°C to 133"Cduring
the firing time of 522 minutes. As the combustion air temperature is decreasing, the firewood
consumption rate gradually increases from 52.5 kg/h to 57.1 kg/h in order to maintain the flame
temperature at 8()()'>C. Alternatively, the flame temperature and wood consumption rate can be kept
constant by reducing the air flow rate during the course of firing. However, in actual practice, the kiln
operatorprefers to control the firing temperature by controlling the wood consumption rate rather than
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the air flow rate. Because the wood consumption rate increases only 4.6 kglh for the whole course of
fIring (about 8.5 hours), it is more practical to say that the furnace attendant should be instructed to
bum the wood at the constant rate of55 kg/h. Total wood consumption is 480 kg. Similar to the fIring
chamber, the air temperature in the drying chamber is constant, but at 150°C. Because the air leaving
the preheating chamber (entering the drying chamber) increases its temperature with time, more fresh
air must be drawn into the drying chamberas the timeelapses,Fig.5. In the operation, the fresh air flow
rate of 3,200 kglh at the beginning of the cycle must be adjusted to 3,850 kglh at the end of the cycle.

Temperatures of the bricks at the bottommost layers of the four chambers and the corresponding
air temperatures, which vary with time, are shown in Fig.6. The temperatureof the bricks (bottommost
layer) in the cooling chamber which is 650°C at the beginning of the cycle is cooled down to 4200C.
The working air leaving the cooling chamber has a temperature of 180°C and 105°C at the beginning
and the end of the cycle, respectively. This air temperature is relatively low in comparison to the brick
because of its high mass flow rate (1000 kg/h). The fInal temperature of the brick (420°C) is also very
high. Alower temperature is achievable byextending theprocessing time. However, the cycleduration
is determined by the fIring process and lengthening the fIring time is undesirable in terms of energy.
Alternatively, the end of the process can be defIned by the brick temperature at the bottom of the
cooling chamber. After the bottommost bricks in the fIring chamber reach 6500C, the fIring process
is ceased but the cooling process is still going on until its temperature reaches, say, 800C. This will
inevitably extend the cycle time but, consequently, will shorten the successive cycle time because the
initial temperature in the cooling chamber (in the next cycle) will be less. The cycle time will be
alternately long and short.
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The temperature of the bottommost bricks in the fIring chamber increases from 475°C to 650°C
during the course of the fIring, an increase of 175°C. Although the flame temperature is constant at
8000C, the temperature of the gas leaving the fIring chamber is 725°C at the start of the cycle and
increases to 775°C at the end. In the preheating chamber, the brick is heated up from the initial
temperature of l000C to 4750C while the corresponding temperatures of the working air are 5800C and
7000C. The temperature of the air entering the drying chamber is constant at 1500C which results in
a brick temperature of l000C in the drying chamber.

The above discussion is limited to the states of air and brick at the bottom of the four chambers
only. In the downdraft process one can expect higher temperature at the top layer. The temperature
distribution along the depth of the brick pile at the end of the cycle is shown in Fig.7. It is clear that
the temperature differences of the top and the bottom bricks in all chambers are less than l000C and
no signifIcant temperature difference occurred in the drying chamber. The change of brick moisture
with respect to time and depth ofbed is presented in Fig.8. The moisture content of the brickdecreases
linearly with time. At the end of the cycle, the moisture contentof the top layer and bottom layer bricks
are 7.6% and 8.7%, respectively.

The discussion so far is based on one operating condition only (flame temperature 8000c and
cooling air flow rate 1000 kglh). However, similarbehavior can be envisaged for other conditions with
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a certain degree of (quantitatively) different results. For example, the trends of brick moisture in the
drying chamber for 7000C and 900 DC flame temperatures are similar to that of 800 OC. That is, the
difference in moisture content of the top and bottom layers is approximately 1%. However, the
operations with 7000C and 9000C flame temperatures give the final moisture contents of the top layer
bricks of 5.2% and 8.5%, respectively, because the brick fired at 700°C flame temperature needs 852
minutes to finish which is 467 minutes longer than that fired at 9OOOC. Since drying temperature is
I500C for every firing temperature, the operation with longer cycle time (7000C) will result in a lower
moisture content.

Wood consumption varies with the flame temperature and combustion air flow rate as presented
in Fig.9. In order to maintain aconstant flame temperature, the higher air flow raterequires more wood,
although the firing time is shorter. Brick fired at lower temperature takes a longer firing time; which
results in a higher wood consumption. The roles of the firing temperature and cooling air flow rate on
the energy and firing time are shown in Table 1. It is obvious that for a particular firing temperature,
the operation for minimum energy is achieved at the expense ofa longer firing time (lower production
rate). At every firing temperature, firing with an air flow rate of 1600 kg/h consumes 35% more wood
(and specific energy) than that of600 kg/h flow rate while the firing time is halved. Furthermore, firing
at lower temperature consumes more wood and takes a longer time. It is, therefore, recommended that
the brick should be fired at high temperature if energy cost is critical.

The specific energy consumption in this simulation is different from those reported in Prasertsan
and Theppaya [1] because the figures are referenced to different temperatures. ForexampIe, brick fired
at 800°C in this simulation leaves the system at a temperature ofabout400DC but the experiment in [1]

800 ------_._--_._-------------_.._---------_._--

700

~-=.s 600-~e=a 500
=CJ

"CI

=
~ 400
";=E--l

Flame temp.=800 C

Flame temp.=900 C

300
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200 ---t-------j----t----+--------i----+--------I

500

Mass flow rate of combustion air (kg/h)

Fig. 9. Total wood consumption of different operating conditions.
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Table 1. Simulation results.

Flame Mass flow Total Average Specific Firing Rate of

temperature rate of wood wood energy time energy

(C) combustion consumption consumption (kJ/kg (min.) input

air (kg/h) (kg) rate (kg/h) brick) (kW)

700 600 564.4 26.9 1379.8 1260 129

800 614.5 36.3 1502.3 1015 174

1000 651.2 45.9 1592.0 852 220

1200 689.6 55.4 1685.8 747 265

1400 734.0 66.0 1794.4 667 316

1600 768.4 74.7 1878.4 617 358

800 600 415.8 32.2 1016.5 774 154

800 450.2 43.6 1100.6 620 209
1000 478.9 55.0 1170.8 522 264
1200 495.7 66.5 1211.7 447 319
1400 533.6 78.1 1304.3 410 374
1600 563.3 89.6 1377.1 377 429

900 600 361.8 38.4 884.4 566 184
800 395.9 51.9 967.8 458 248
1000 419.6 65.4 1025.7 385 313
1200 454.7 79.1 1111.5 345 379
1400 466.3 92.6 1139.0 302 443
1600 491.2 106.4 1200.7 277 509

gave the specific energy at the frring temperature, Le., 8000c. If the heat capacity of the brick is taken
into account, the specific energy of the two studied are in the same range. However, it should be noted
that in the simulation there aremany assumptions which may, to acertain extent, differ the results from
the actual practice. As the firing time is inversely proportional to the specific energy, it is, perhaps,
appropriate to take the input power (leW) as an operating criterion. If this is the case, it is likely that
the firing temperature and air flow rate should be low (Tablel).

The rate of fIrewood consumption depends on the temperature of the combustion air and
percentage of theoretical air. The two parameters give the flame temperature in the firing chamber.
Therefore, ifthe temperature in the firing chamberis fIXed, the firewood consumption rate is controlled
by the flow rate of the combustion air. In this simulation, the firing process ends only when the
temperature of every brick reaches at least 6500C. Furthermore, if the air flow rate is very low (due
to a low wood consumption rate), the cooling and drying of brick may not be effectively achievable.
If the air flow rate is high, the processing time is shortened but the specific energy could be high due
to a high brick outlet temperature. The appropriate operation is, therefore, a matter of time and energy
matching management of the four chambers.
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In an attempt to understand the batch-type brick kiln with heat recovery features, the four
processes namely; cooling, firing, preheating and drying were studied by computer simulation. The
role ofcombustion air flow rate and firing temperature were thoroughly studied. Itwas concluded that
the brick should be frred at a high temperature so that less energy is required and a high production rate
is obtained, unless the input power is the operating criterion. The designed kiln and process result in
an energy-efficient brick fuing method. The kiln can serve as four stand-alone downdraft kilns or
cooperative continuous kiln to meet the market demand. It is believed that the system is suitable for
the brick industry in most developing countries.
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7. NOMENCLATURES

a surface to volume ratio of brick p density (kglm3
)

(m-1) OJ = air humidity ratio (decimal)
B = breadth of brick (cm) () average brick temperature (OC)=C = heat capacity (kJ/kg °C)

void ratio (decimal)
D characteristic length (m)

E ==
G = mass flux velocity (kglm2 s) M= brick moisture (decimal)

h = convective heat transfer coefficient
(W1m °C), specific enthalpy (kJjkg) Subscripts

k conduction heat transfer coefficient
(W/m °C) a = air

L = length of brick in the direction b,p =brick
parallel to the flow (cm) c = combustion product

m = mass (g) f = fuel

M= molecular weight s = saturation condition

Nu= Nusselt number v = water vapor
p = pressure (mm. Hg) w= water
q = heat (kJ)
Re= Reynold's number
S = bed crossectional area (m2

)

t = time (s)
T = air temperature eC orK)
V = velocity (mis, otherwise stated)
x = bed thickness (m)
y = fraction of theoretical air (decimal)



172 RERIC International Energy Journal: Vol. 17, No.2, December 1995

8. REFERENCES

1. Prasertsant S. and Theppayat T. (1995)t A study toward energy saving in brick making:
Part 1- Key parmeters for energy savingtRERICInternational EnergyJournalt 17(2): 143-154.

2. Singer F. t and Singert S.S. (1963) Industrial Ceramicst Chapman & London.
3. PrasertsantS. (1993)tEnergy ValueofRubber Plantation ResiduestR&DJ. Eng. Inst. Thailandt

4(2): 13-22.



RERIC International Energy Journal
NOTES FOR AUTHORS

Editorial Policy

In a rapidly changing world, energy has become one of the most important factors. Energy
research, applications and policies are affecting research and innovative activities in science and
technology, business competitiveness, growing internationalization of companies, the rise in unem
ployment, the increasing importance ofsocial factors such as environmental concerns and others. This
is a universal trend affecting every country. The RERIC International Energy Journal is dedicated
to advance knowledge in energy by the vigorous examination and analysis of theories and good
practices, and to encourage innovations needed to establish a successful approach to solve an
identified problem.

The RERIC International Energy Journal is a biannual journal published by RERIC in June
and December of each year. Papers on technological, socio-economic and environmental aspects of
energy planning, energy conservation and renewable energy resources (biomass, solar, wind, small
scale hydro power etc.) are published. The papers are reviewed by world renowned referees.

Preparation Guidelines

1. The manuscript should be written in English and the desired order of contents is: Title;
Author's name, affiliation, and address; Abstract, complete in itself and not exceeding 200
words; Text, divided into sections, each with a separate heading; Acknowledgements;
References; and Appendices. The Standard International System of Units (51) should be
used.

2. Graphs, charts, drawings, sketches, and diagrams should be submitted on separate sheets
ready for direct reproduction. All illustrations should be numbered consecutively and given
proper legends, a list of illustrations should be included in the manuscript. Photographs
should be black and white glossy prints but good colored photographs are acceptable.

3. Each reference should be numbered sequentially and these numbers should appear in
brackets in the text. Typical examples:

• Journal references should contain: name ofauthor(s); year; article title; journal name;
volume; issue number; and page number(s).
Meyer, B.A., J.W. Mitchell, and M.M. EI-Wakil (1982), Convective heat transfer in
veetrough linear concentrators, Solar Energy, 28 (1): 33-40.

• Book references should contain: name of author(s); year of publication; title; edition;
location and publisher:
Baker, P.R. (1978), Biogasjor Cooking Stoves, London: Chapman & Hall.

• Proceeding reference example:
Mayer, A. amd S. Biscaglia (1989), Modelling and Analysis of Lead Acid Battery
Operation, Proceedings ofthe 9th EC PV Solar Conference, Reiburg, Germany, 25-29
September, London: Kluwer Academic Publishers.

One copy of the manuscript and illustrations (original) should be submitted with the diskette.
Name of the software and version used, file names and extension should be specified. Word
processing software most suited are Word Perfect 5.1 and Microsoft Word 6.0.



Published by the Regional Energy Resources Information Center (RERIC)
Asian Institute of Technology, G.P.O. Box 2754,
Bangkok 10501, Thailand.
Tel: 524-5866, Fax: (66-2) 524-5870, (66-2) 516-2126



ISSN 0857· 6173

RERIC
I TERNATIONAL
ENERGY JOURNAL
Vol. 18 No.2
December 1996

••

•



RERIC INTERNATIONAL
ENERGY JOURNAL

Indexed in: Abstracts ofSelected SolarEnergy Technology (ASSEn; Environmental Periodicals
Bibliograph; Renewable Energy Alerting Data Service (Reads); Wind Energy
Abstracts.

EDITORIAL STAFF

Executive Editor: Robert D. Stueart
Executive Director
Center for Library and
Information Resources, AIT

Scientific Editor: Robert H. B. Exell
Professor Emeritus
Energy Program, AIT

Managing Editor: Lilia R. Austriaco
Manager and Information Specialist II
Regional Energy Resources
Information Center, AIT

Assistant Editor: Divas B. Basnyat
Senior Information Scientist
Regional Energy Resources
Information Center, AIT

ADVISORY & EDITORIAL BOARD

Dr. Aroon Chomcharn

Prof. S.C. Bhattacharya

Prof. Piyawat Boon-Long

Dr. Donald G.S. Chuah
Dr. Harry Clarke
Dr. P.I. Cooper

Professor, Energy Technology Program, School of Environment, Resources and
Development, Asian Institute of Technology, Bangkok, THAILAND.
Professor, Dept. of Mechanical Engineering, Chiang Mai Univ., Chiang Mai,
THAILAND.

Prof. William 1. Chancellor Professor of Agricultural Engineering, Univ. of California, Davis, U.S.A.
Mr. W.W.S. Charters Dean, Faculty of Engineering, Univ. of Melbourne, Parkville, AUSTRALIA.
Dr. Surapong Chirarattananon Associate Professor, Energy Technology Program, School of Environment,

Resources' and Development, Asian Institute of Technology, Bangkok,
THAILAND.
Regional Wood Energy Development Program in Asia, c/o FAD, Maliwan
Mansion, Phra Atit Rd., Bangkok 10200, THAILAND.
123-D, Western Road, 10450 Penang, MALAYSIA.
c/o Dept. ofEconomics, LaTrobe Univ., Bundoora, Victoria 3083, AUSTRALIA.
Principal Research Scientist, CSIRD, Div. of Energy Technology, Victoria 3190,
AUSTRALIA.



Prof. N.J. Lucas

Dr. John 1. Todd

Prof. J. W. Twidell

Dr. Mark Diesendorf

Prof. Gajendra Singh

Prof. J.F. Ward
Prof. Prida Wibulswas

Dr. N.R. Sheridan
Dr. Ram M. Shrestha'

Dr. S.V. Szokolay

Prof. Somsak Panyakeow

Prof. J.C. Mora
Dr. Ralph P. Overend

Principal Research Scientist, Science in the Public Interest, O'Connor Act 2601,
AUSTRAliA.
Professor & Head, Dept of Engineering, Univ. of Reading, Reading, ENGLAND.
Emeritus Professor, Asian Institute of Technology, Bangkok, THAILAND.
81 Grange Street, Christchurch 2, NEW ZEALAND.
Professor, School of Electrical Engineering, University of N.S.W., Kensington,
NSW 2033, AUSTRAUA.
Hall Technical Services Pty Ltd, Albert House, 34 Albert Street, Goodwood, SA
5034, AUSTRALIA.
Chairman, Solar Energy Laboratory, Department of Mechanical Engineering,
Institute of Technology of Bandung, Jalan Ganesya 10, Bandung 40132,
INDONESIA.
Micro-Hydropower Engineer, NRECA International Foundation, 1800
Massachusetts Ave. N.W., Washington, D.C. 20036, U.S.A.

Dr. Krissanapong Kirtikara King Mongkut's InstituteofTechnology,Thonburi, 48 Sukswasdi Rd., Rasburana.
Bangkok 10140, THAILAND.
3-36-3 Okusawa. Setagaya-Ku. Tokyo, JAPAN.
PrincipalResearchScientist,CSIRO, Div. ofFood Research, North Ryde, N.S.W.,
AUSTRAUA.
Brace Research Institute, Faculty of Engineering, MacDonald College of McGill
University, P.O. Box 900, Quebec, CANADA H9X 3V9.
22 Park Rd., Abingdon-on-Thames, Oxfordshire, OX14 IDS, UNITED
KINGDOM.
NOVEM, P.O. Box 8242, 3503 Re Utrecht, THE NETHERLANDS.
International Development Technologies Centre, Univ. of Melbourne, Parkville,
Victoria 3052, AUSTRALIA.
Professor, 12, rue du Soleilha. F 31320 Vieille Toulouse, FRANCE.
Solar Energy Research Institute, 1617 Cole Boulevard, Golden, CO 80401-3393,
U.S.A.
Dept. of Electrical Engineering, Faculty of Engineering, Chulalongkorn
University, Phya Thai Rd., Bangkok 10500, THAILAND.
ISES, P.O. Box 124, Caulfield East, Victoria 3145, AUSTRALIA.
Cultural and Scientific Services, General Consulate of France, 2727 Allen Park
Way, Suite 951, Houston, Texas 77019-2187, U.S.A.
57 Castile Street, Indooroopilly, Queensland 4068, AUSTRALIA.
Associate Professor, Energy Technology Program, School of Environment,
Resources and Development, Asian Institute of Technology, Bangkok,
THAILAND.
Professor, Agricultural & Food Engineering Program, School of Environment,
Resources and Development, Asian Institute of Technology, Bangkok,
THAILAND.

Prof. Somchart Soponronnarit Professor, School of Energy and Materials, King Mongkut's Institute of
Technology, Thonburi, Bangkok, THAILAND.
Honorary Reader, The University of Queensland, P.O. Box 851, Kenmore,
Brisbane, Queensland 4069, AUSTRAUA.
Associate Professor, Acting Head of Department, Centre for Environmental
Studies, Dept. ofGeography & Environmental Studies, Univ. ofTasmania. Hobart,
Tasmania. AUSTRALIA.
Director, The AMSET Centre, De Montfort University at Leicester, Leicester LE1
9BH, UNITED KINGDOM.

Prof..Suphat Vongvisessomjai Professor, Water Resources Engineering Program, School of Civil Engineering,
Asian Institute of Technology, Bangkok, THAILAND.
Retired Professor, 74 Eyre Street, Townsville, Queensland 4810, AUSTRALIA.
Direct(,~, International Institute of Technology, Thammasart University, Rangsh
Campus, Klong Luang, Pathumtani 12121, THAILAND. .

Dr. S. Koide
Dr. A.G. Lane

Dr. Thomas A. Lawand

Dr. Erik H. Lysen
Dr. D.S. Mansell

Dr. Filino Harahap

Mr. W.R. Read
Prof. G.Y. Saunier

Mr. Allen R. Inversin

Mr. Christopher T. Hall

Prof. P.D~ Dunn
Prof. R.H.B. Exell
Mr. E.P. Giddens
Prof. Martin A. Green



RERIC INTERNATIONAL
ENERGY JOURNAL

REGIONAL ENERGY RESOURCES
INFORMATION CENTER

The Regional Energy Resources Information Center (RERIC), formerly Renewable Energy
Resources Information Center, a non-profit organization, was founded in May 1978 at the Asian
Institute of Technology (Aln in Bangkok under the joint sponsorship of the Institute's Agricultural
and Food Engineering Division and the Library and Regional Documentation Center (LRDC). It is
now affiliated with the Center for Library and Information' Resources (CLAIR) and the Energy
Program of the School of Environment, Resources and Development, AlT.

Itwas established as a result ofrecommendations made at various meetings held in Asia, and
particularly as an answer to a meeting ofexperts in the field of solar and wind energy utilization held
in Bangkok in 1976 under the energy program oftheUnited Nations Economic and Social Commission
for Asia and the Pacific (ESCAP).

RERIC has grown fast since 1978 and at present it is a full member of the Regional Steering
Committee of the UNESCO Sub-Regional Information Network on New and Renewable Sources of
Energy. The center is also one of the special sectoral sources of the UNEP's INFOTERRA
environmental information network and the primary contact point for the Energy and Environment
Information System (EElS) in Thailand. The main geographical areas it serves are the tropical
countries in Asia and the Pacific and other tropical developing regions in Africa and Central and South
America.

An All-Inclusive Service for RERIC Members

RERIC members receive one copy of each regular RERIC publication: RERIC NEWS
(4 issues per year) andRERIC International Energy Journal (2 issues per year). All publications are
sent by air-mail.

RERIC members can access the RERIC bibliographic database and CLAIR database in the
Internet, receive printout of up to 250 records per year on selected topics and receive discount on
publications and services. RERIC annual membership fees are: USA, Canada, Europe, Australia,
New Zealand, Japan and Middle East - Individual: US$75; Institutions: US$120. All other
countries - Individual: US$45; Institutions: US$70; and Supporting members: US$160.

Cheques or money orders should be made payable to the Regional Energy Resources
Information Center, Asian Institute ofTechnology,and sent to The Director, RERIC/AIT, G.P.O. Box
4, Klongluang, Pathumthani 12120, Thailand.

Please note that on-going publications are circulated to RERIC members on a total-package
basis. There is no subscriptionfacility for ordering individual publications.



RERIC International Energy Journal
Volume 18, Number 2, December 1996

CON1ENTS

Estimation of Solar Radiation in Brunei Darussalam . 75
A. Q. Malik and R. Hj. Abdullah

Experimental Investigation of a Small Capacity Steam-Ejector Refrigerator 83
S. Aphornratana

Parametric Studies of Thennal Efficiency in a Proposed Porous Radiant Recirculated
Burner (PRRB): A Design Concept for the Future Burner 97
S. Jugjai and S. Sanitjai

A Study Towards Energy Saving in Brick Making Part 3: Experiment Verification
and Operation Strategy 113
S. Prasertsan, T. Theppaya, G. Prateepchaikul and P. Kirirat

Discussion of the technical papers published in this issue is open until 1 May 1997 for publication in the Journal. The Editors
and the Publisher are not responsible for any statement made or opinion expressed by the authors in the Journal. No part of the
publication maybe reproduced in any form without written permission from RERIC. All correspondences related to manuscript
submission, discussions, permission to reprint, advertising or change ofaddress should be sent to: The Managing Editor, RERIC
International Energy Joumal,G. P. O. Box 4, Klongluang, Pathumthani 12120,Thailand. FAX: (66-2)5162126, (66-2)5245870;
Email: enreriC@ait.ac.th



RERIC Inltrnalional EntrgyJournal: Vol. lB. No.2. Dtcember 1996

Estimation of Solar Radiation in Brunei Darussalam

A. Q. Malik* and Roslan Hj. Abdullah**
• Deparbnent of Physics, Universiti Brunei Darussalam,

Bandar Seri Begawan 2028,
•• Sekolah Menengah Jerudong, Kampung Jerudong,

NEGARA BRUNEI DARUSSALAM.

ABSTRACT

75

Solar irradiance data obtainedfrom the Meteorological Services of Civil Aviation ofBrunei
Darussalamduring partsormostoftheperiodsjromJanuary1987through December1992 have been
analyzed and utilized using the empirical model developed by Angstrom [1-2J to predict the
availability of solar radiation at the four districts ofBrunei Darussalam which are BruneilMuara,
Belait, Temburong and Tutong. It is noted that the theoretical model of Angstrom is suitable for
estimating solar irradiancefor any location in Brunei Darussalam.

1. INTRODUCTION

Brunei Darussalam, located between 4° OO~ and 5° 02 ~ of latitude North, enjoys a tropical humid
climate, with warm temperatures all year long and a well-defined rainy season. Because of high
humidity, air conditioning is really a requirement. For domestic hot water needs, solar water heaters
are actually a competitive alternative for the hot water production.

Development ofsolar research program must always start with a study of solar radiation data at
a site of the region of interest. Long-term measurements of solar radiation of a horizontal surface,
however, exists for only relatively few meteorological stations. For places where it is not directly
measured, solar radiation can be estimated using models and empirical correlations. One such method
is thecorrelationdeveloped by Angstrom [1-2], Backet. al. [3] and others [4-5] between solarradiation
and the duration ofsunshine, which is measured at many meteorological stations. This correlation has
been used by many researchers [6-10] to draw solar radiation maps with better details than would be
possible using only directly measured data.

The present study stems from the need for knowledge of solar radiation data in Brunei
Darussalam and to fill the gap of the radiation data for places lacking direct radiation measurements.
In this paper the available data in relation to recordings of sunshine duration for Brunei Darussalam
are examined. .

2. SOLAR DATA MEASUREMENTS

Brunei Darussalam has· four districts: Belait, Brunei/Muara, Temburong, and Tutong. The
geographical locations of these districts is given in Table 1.

There are three meteorological stations in Brunei Darussalam. Only the station located at Brunei
International Airponrecords solarradiation and bright sunshine hours. It is equippedwith Epply black
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Table 1. Geographical locations of the four districts of Brunei Darussalam.

District Latitude Longitude
(North) (East)

Brunei/Muara 4° 54' 114° 57'
Belait 4° 18' 114° 41'
Temburong 4° 47' 114° 30'
Tutong 4° 37' 115° 11'

and white pyranometer and Campbell-Stokes recorder and is fully automatic. Data are recorded on
hourly basis. In the present study the measured values of solar radiation and bright sunshine hours,
recorded in Brunei/Muara district, are taken 'as the same for Belait, Temburong, Tutong districts. The
data used in this project covers a period from 1987 to 1993.

3. METHODOLOGY

Many models have been devised for the prediction of the amount of solar radiation incident on
a horizontal surface at the earth's surface. One of these methods, developed by Angstrl>m [1-2]and
later modified by Page [8], is used in the present study. The monthly mean daily solar radiation on a
horizontal surface,iica1• for four districts ofBrunei Darussalam, was calculated using the well-known
Angstrom correlation [1-3]:

where

Ho

H -
cal =a + b ~

H So 0

is the monthly mean extraterrestrial radiation on the horizontal surface

is the monthly average daily sunshine duration

(1)

Ho

is the maximum possible monthly average daily sunshine duration Le. length ofthe day

is called monthly average clearness index (KT)

is the fraction of maximum possible number of bright sunshine hours.L
So

a and b are regression coefficients.

Values of So were calculated from Cooper's formula [11]:
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s =.2- COS· 1 (- tan l/J tan 0)
o 15

77

(2)

In this equation ep and 8 denote latitude of the location and declination angle respectively.
Declination angle was evaluated using the equation obtained by Cooper [11]:

0= 23.45 sin [360 (284 + D)]
365

(3)

D is the day of the year (1::; D ::; 365) starting with 1 January. The extraterrestrial radiation
on a horizontal surface was computed using the relation [11]:

24x3600G [ (~o]H = sc 1 + 0.033 cos 3 D
o 1r 365

x [cOSI/l coso cos roJ + (2 :6~s) sin I/l sin ;)

(4)

where G1.)s the solar constant (1373 Wm-2
), and ro. represents the sunset hour angle given by

[11]:

{Os = cos -1 (- tan ¢ tan 8) (5)

Computer programs were developed to calculateHoand So' The computed values ofi( and So
for four districts of Brunei Darussalam, namely, Brunei/Maura, Belait, Temburong and Tutong are
given in Table 2. _ _

The values ofH
eal

/ Hoand S/ So were computed for each month. Accordingly, 12 equations (one
foreach month) for each district were developed. The regression coefficientsaand b for different locations
were calculated using Eqs. (6) and (7) as developed by Reitveld [12]:

b = 0.38 + 0.08 (f)
The regression coefficients are given in Table 3.

4. RESULTS AND DISCUSSION

(6)

(7)

The results indicate that the regression coefficients, a and b for the four districts of Brunei
Darussalam are mostly identical. This is because of the fact that the variation of latitude between these
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-
Table 2. Monthly average daily hours of bright sunshine. S (hrs). monthly mean extraterrestrial

radiation on Jhorizontal surface. H (MJm-2). and the average daylength of the month. S (hrs). ofo 0

Brunei Darussalam.

Month S Brunei/Muara Belait Tutong Temburong

H So H So H So H So0 0 0 0

Jan. 7.34 34.41 11.75 34.66 11.78 34.46 11.76 34.53 11.76
Feb. 7.35 36.23 11.84 36.41 11.86 36.26 11.85 36.31 11.85
Mar. 7.93 37.64 11.97 37.70 11.98 37.65 11.97 37.67 11.97
Apr. 8.47 37.59 12.11 37.52 12.10 37.57 12.11 37.56 12.10
May 7.60 36.39 12.22 36.22 12.20 36.36 12.22 36.31 12.21
Jun. 7.46 35.47 12.28 35.26 12.25 35.43 12.27 35.37 12.26
Jut 7.47 35.76 12.25 35.57 12.22 35.73 12.25 35.67 12.24

Aug. 7.24 36.87 12.16 36.76 12.14 36.84 12.15 36.81 12.15
Sep. 6.89 37.39 12.02 37.40 12.02 37.39 12.02 37.39 12.02
Oct 7.33 36.45 11.89 36.59 11.90 36.48 11.89 36.51 11.89
Nov. 6.97 34.69 11.77 34.92 11.80 34.73 11.78 34.79 11.79
Dec. 7.45 33.67 11.72 33.95 11.75 33.73 11.73 33.80 11.74

Table 3. Regression coefficients of the four districts of Brunei Darussalam.

Month Brunei/Muara Belait Temburong Tutong

a b a+b a b a+b a b a+b a b a+b

Jan. .247 .511 .758 .247 .511 .758 .247 .511 .758 .247 .511 .758
Feb. .244 .514 .758 .244 .514 .758 .244 .514 .758 .244 .514 .758
Mar. .267 .495 .762 .267 .495 .762 .267 .495 .762 .267 .495 .762
Apr. .267 .495 .762 .267 .495 .762 .267 .495 .762 .267 .495 .762
May .244 .513 .757 .245 .513 .758 .244 .513 .757 .244 .513 .757
Jun. .238 .519 .757 .238 .519 .757 .238 .519 .757 .238 .519 .757
Jut .240 .517 .757 .241 .517 .758 .240 .517 .757 .240 .517 .757
Aug. .239 .519 .758 .239 .518 .757 .239 .519 .758 .239 .519 .758
Sep. .230 .527 .757 .230 .527 .757 .230 .527 .757 .230 .527 .757
Oct .243 .515 .758 .243 .515 .758 .243 .515 .758 .243 .515 .758
Nov. .237 .520 .757 .237 .520 .757 .237 .520 .757 .237 .520 .757
Dec. .243 .515 .758 .243 .515 .758 .243 .515 .758 .243 .515 .758
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districts is less than one degree.
The percentage errors between the theoretically'calculated, Hcal and measured values ofmonthly

mean daily solar radiation on a horizontal surface, H, for four districts of Brunei Darussalam for the
12 months of the year were determined using Eq. 8 and are given in Table 4.

[
H -H Je = H cal 100 (8)

A comparison of the predicted and measured values of monthly m~n daily solar radiation was
made and is shown i!! Fig. 1. It demonstrates that the measured values ofH are in agreement with the
predicted values of Heal. Except for the month of March and April, the percentage errors between the
estimated and measured values for the four districts were below 7 %. Percentage errors for the month
of March and April were around 9 %.

It is noted that the calculated values of Heal are always higher than the measured values. This is
due to the fact that the equations used to evaluate the regression coefficients were developed for
differentclimateorological conditions. This indicates that the method proposed by Rietveld [12] does
not show universal applicability in the present form for any location around the world.

The maximum solar radiation in Brunei Darussalam is in the month of March and April. This is
in accordance with the measured values of bright sunshine. The measured data on bright sunshine
hours (Table 2) for March and April were more than 8 hours, more than any other months. The high
solar radiation flux received during these months is due to the relative decrease in the mean cloud cover
at low and medium levels of the atmosphere, and hence the decrease in the rainfall compared to that
of other months.

Ithas been observed that during the month of March and April, warm wind blows from Australia
towards Brunei Darussalam. Due to this wind, the water vapor in the earth's atmosphere over the
country is substantially reduced. Hence, very low absorption of sun's rays occurs. Even in this period,
clouds in the sky are of high altitude, and do not affect much the intensity of the solar radiation. This
is why Brunei Darussalam receives maximum amount of solar radiation in the months of March and
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Table 4.:..Monthly measured average solar irradiance, H (MJm-2), computed average solar irradi
ance, Hw (MJm-2

) and percentage difference netween measured and estimated values, e, of the
four districts of Brunei Darussalam.

Month Brunei/Muara Belait Temburong Tutong

- - - -
H Hr-.I e H H,.nl e H Hrnl e H Hrn1 e

Jan. 18.10 19.35 6.46 18.10 19.26 6.02 18.10 19.29 6.17 18.10 19.24 5.93
Feb. 19.08 20.04 4.79 19.08 19.98 4.50 19.08 20.01 4.65 19.08 19.97 4.46
Mar. 20.88 23.01 9.26 20.88 22.99 9.18 20.88 22.99 9.18 20.88 22.98 9.14
Apr. 20.87 22.95 9.06 20.87 22.97 9.14 20.87 22.96 910 20.87 22.97 9.14
May 18.79 20.05 6.28 18.79 20.10 6.52 18.79 20.09 6.47 18.79 20.11 6.56
Jun. 18.58 18.95 1.95 18.58 19.01 2.26 18.58 18.99 2.16 18.58 19.03 2.36
Jul. 18.89 19.31 2.18 18.89 19.37 2.48 18.89 19.35 2.38 18.89 19.38 2.53
Aug. 18.89 19.79 4.55 18.89 19.82 4.69 18.89 19.81 4.64 18.89 19.83 4.74
Sep. 18.94 19.32 1.97 18.94 19.31 1.92 18.94 19.32 1.97 18.94 19.31 1.92
Oct 18.87 20.05 5.89 18.87 20.00 5.65 18.87 20.02 5.74 18.87 19.99 5.60
Nov. 17.50 18.62 6.02 17.50 18.54 5.61 17.50 18.57 5.76 17.50 18.52 5.51
Dec. 17.46 18.57 5.98 17.46 18.47 5.47 17.46 18.51 5.67 17.46 18.45 5.37

Annual
Average 18.90 20.00 5.36 18.90 19.99 5.92 18.90 19.99 5.32 18.90 19.98 5.27

April.
The low values of insolation have been observed for the months of November, December and

January. These low values are due to the presence of heavy low altitude clouds in the sky. The sun's
rays are either absorbed or reflected by these clouds and hence the amount of solar radiation falling
at the surface of the earth is low. The total rainfall during these periods is much higher than in other
months of the year.

s. CONCLUSIONS

It is possible to compute solar radiation on horizontal surface at any location in Brunei
Darussalam using Angstrom's model based on sunshine duration.

The pattern ofmonthly fluctuation ofsolar radiation is almost the same for all four districts. Peak
solar radiation in Brunei Darussalam is in March and April, while in January, November and
December, the country receives relatively low amount of insolation.

The monthly average solar radiation over Brunei Darussalam ranges from 17.4 to 21 MJm-2
•
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ABSTRACT

83

This paper describes an experimental study of a steam-ejector refrigerator. A 1 kW cooling
capacity refrigerator has been tested with boiler temperaturesfrom 120 °C to 140 °C and evaporator
temperaturesfrom 5 °C to 10 °C. The cooling capacity and COP werefound to be very sensitive to all
operating temperatures. The choking of the working fluid in the mixing chamber of the ejector was
found to be very important to the system perforl7Ulnce.

NOMENCLATURES

SUBSCRIPTS

NXP Nozzle Exit Position (see Fig. 3)
Q heat energy rate (kW)
Volt Voltage (V)

COP_..
COPtMo

I
h
m

Coefficient of Perfonnance
Coefficient of Perfonnance based
on electric power input
Coefficient of Perfonnance based
on mass flow rate
Coefficient of Perfonnance based
on the computer model
electric current (Amp.)
specific enthalpy (kJ.kg-t )

mass flow (kg.sec-t , kg.minot)

boiler
evap
con
f
v

boiler
evaporator
condenser
saturated liquid
saturated vapor

1. INTRODUCTION

An ejector refrigerator is similar to an absorption refrigerator, since both can be powered mainly
by low grade heatenergy, with asmallwork inputcommonly required tocirculatethe fluids. Therefore,
they can convert waste heat to useful refrigeration and may be cheaper to operate than a conventional
vapor compression cycle whose energy input is entirely in the fonn of mechanical work.

Experimental study provided in the literature showed that an ejector refrigerator may provide a
lower Coefficient ofPerfonnance (COP) than an absorption system when they are operated under the
sameconditions [1]. However, system configurationofthe ejectorsystem is moresimple. It isalso easy
to operate since there is no chemical process involved (such as absorption and distillation processes
in an absorption refrigeration cycle) and only a single component working fluid is used (refrigerant
only). Thus, the ejector refrigerator may be attractive to be developed for a low cost heat powered
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refrigerator.
Fig. I shows a schematic diagram of an ejector refrigeration cycle. High pressure and high

temperature refrigerant vapor isevolved in theboiler toproduce the primary (motive) fluid. This enters
the primary nozzle of the ejector, where it expands to produce a supersonic flow that creates a low
pressure region within the mixing chamber. This region of low pressure draws a low pressure vapor
from the evaporator (a secondary flow). The primary and secondary fluids are mixed in the mixing
chamber of the ejector. At the mixing chamber's throat, a transverse shock is induced to create a major
compression effect. Then the mixed stream is discharged via the diffuser to the condenser, where the
vapor is condensed. The liquid refrigerant accumulated in the condenser is returned to the boiler via
a pump whilst the remainder is expanded through the throttling valve to the evaporator, thus
completing the cycle. As the work input required to circulate the fluid is typically less than I %of the
heat supplied to the boiler, the Coefficient of Performance may be given as:

cop= Qevap

Qboiler

(I)

Small capacity ejector refrigerators using RII, R12, and RI13 as working fluids have been
reported [2-4]. However, the author was not aware of any small capacity systems operated with low
pressure steam. Nonnally, steam ejectors are operated using steam supplied from industrial boilers
with saturation pressure in the range of 5 bar to 20 bar [5]. Theoretical study of a steam ejector
refrigerator was already provided in the literature [6].

This paper provides the results ofan experimental study ofa 2kWcooling capacity stearn ejector
refrigerator. The experimental refrigerator was tested with the boiler temperatures ranging from
120°C to 140 °C and with evaporator temperatures ranging from 5 OC to 10 OC. The system was also
tested using two different primary nozzles.

boiler

condenser

ejector

evaporator

Fig. 1. An ejector refrigeration cycle.
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2. EXPERIMENTAL REFRIGERATOR

85

An experiment refrigerator with a cooling capacity of 2 kW was constructed. Fig. 2 shows a
schematic diagram of the system. All vessels were constructed from stainless steel. The boiler design
was based on the thermo-syphon principle. The maximum heating capacity of the boiler was 7 kW,
provided by two 3.5 kW electric heaters. The evaporator design was based on a spray and falling film
column. Asingle 3.25 kW heater was used to simulate the evaporator heat load. All the electric heaters
were controlled using variable transfonners. A shell and coil condenser was used, cooled by water
taken from the laboratory's cooling tower.

Two circulation pumps were employed in the system; a pneumatic diaphragm pump were used
to pump the liquid water collected in the condenser to the boiler and evaporator, and a magnetically
coupled centrifugal pump was used to circulate water through the evaporator.

super heater

boiler

condenser

....- - - ..
to drain

evaporator

:..... 6ij ... _?~~Ii~~ .~ater
solenoid valve

Fig. 2. Schematic diagram of the experimental steam ejector refrigerator.
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Fig. 3 shows a sectional drawing of the test ejector. It was designed based on methods provided
in the literature [5-7]. Two different primary nozzles were used to test the influence of the geometry
on the ejector performance. The nozzle was mounted on a threaded shaft which allowed the distance
between the nozzleexit and the mixing chamber inlet to be adjusted in order to determine the influence
of the nozzle position on the performance of the ejector. The Nozzle Exit Position (NXP) was defined
as the distance between the nozzle exit and the mixing chamber inlet planes as shown in Fig. 2. The
NXP has a positive value when the nozzle is placed inside the mixing chamber, and is negative when
outside the mixing chamber. In this experiment, NXP was fixed at 26 mm.

The experimental refrigerator was designed to be computer controlled. Maximum electrical
power input to the boiler and evaporator heaters were set using variable transformers, however, fine
adjusting of these inputs was achieved by on-off switching via electrical relays, controlled automati
cally through a computer to maintain selected set-point temperatures and record automatically by the
computer. Condenser temperature was'controlled by varying cooling water flow rates using propri
etary solenoid control valves. Sight glasses were provided in each vessel to allow liquid levels to be
monitored. Liquid levels were controlled through infra-red switches positioned on the sight glasses.
In each case, a small plastic float interrupted an infra-red beam, as the liquid level rose above or fell
below the set point level, causing an electrical signal to trigger the opening orclosing ofsolenoid valve
in the liquid feed pump circuit.

The boiler, condenser, and evaporator were charged with deionized water. The performance of
the experimental refrigerator was obtained by measuring the time averaged electric power input to the
evaporatorand generator heaters over a steady state running time of30 to 60 min. Results over a range
of operating temperatures and pressure at the generator condenser, and evaporator were recorded.

3. EXPERIMENTAL METHOD

Even though all the system was designed to be fully automatically controlled, the example of the
operating techniques are provided by assuming that the system is manually operated and controlled.

Nozzle nO.l Nozzle no.2

O·
mr;:r24 mmD.

---LL.
nozzle exit position (NXP)

I" "l_" ---J

throat diameter (mm)
exit diameter (mm)

40 mm

2.0

8.0

100 mm

1.6

6.0

40 mm

18 mmD.

210 mm

40 •• Dl

Fig. 3. Schematic diagram of the experimental steam ejector refrigerator.
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Before operating the system, all non-condensable gases must be removed from the system. A
vacuum pump is used to evacuate the system for 5 to 10 min. When all the gases are removed, the
pressure measured by a digital manometer installed at the condenser shows a minimum value.

Mter all non-condensable gases are evacuated from the system, (referring to Fig. 2) the boiler
is isolated from the rest of the system by closing valve (1). Then, the boiler heaters are switched on.
At fust, the heaters' power is kept below 2000 W in order to avoid violent kettling noises which are
produced from the cavitation of vapor bubbles leading to possible damage of the immersion heaters.
Mter 10 min, the heaters' power can be increased to their maximum value without any kettling noise.
When arequired temperature is reached, valve (1) is opened to allow the high pressure stearn to enter
the primary nozzleofthe ejector. Theelectric powerinput to the boilerheaters mustbe adjusted in order
to maintain a constant temperature. Without any cooling water flowing through the condenser coils,
the condenser temperature increases rapidly. The cooling water is turned on in order to maintain a
constant pressure in the condenser. Then, the evaporator recirculation pump (2) is switched on. As the
evaporator temperature continues to drop, the heater is turned on. The heater's power input is gently
adjusted in order to maintain a constant temperature in the evaporator. Since the water level in the
boiler and evaporator are monitored by infra-red switches, the condensate collected at the bottom of
the condenser is continually pumped back (through pump 8) to the boiler and evaporator.

Inorder to avoid wet stearn at the nozzle inlet, the superheatermay be switched on. Electric power
input to the heater is adjusted in order to superheat saturated steam from the boiler before entering the
primary nozzle. Superheat by a few degrees helps ensure that the stearn remains dry otherwise there
is no other advantage [5].

4. EXPERIMENTAL RESULTS

4.1 Effect of Operating Temperatures

The experiment was carried out over ranges of boiler, condenser, and evaporator temperatures
using primary nozzle no.l. During the experiment, electric power input to the boilerand the evaporator
were measured. Refrigerator COP based on electric power input was calculated using the following
equation:

(Volt xl)
COP = evap

elec ( )
Volt x I boiler

(2)

COP,ke is a measure ofoverall performance and includes all the unwanted heat losses and gains
to the system.

Figs. 4 and 5 show the effect of operating temperatures on system performance (data are also
listed in Table 1). The results showed that:
• The heat input to the boiler and the critical mass flow rate of the primary stearn were functions

of the steam pressure and temperature only and independent of the evaporator and condenser
conditions, because the nozzle always operated in a choked condition throughout

• Coefficient of Performance remained constant because cooling capacity and boiler heat input
were maintained constant when the condenserpressure was raised. This was thought to be caused
by the choking ofthe mixed fluid in the mixingchamberwhich will be discussed later. Atacertain
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condenser pressure the COP dropped sharply to zero. The condenser pressure at which the COP
started dropping is known as the 'critical condenser pressure' [4].

• For a given evaporator temperature, increasing the boiler pressure and temperature resulted in
a decrease in COP (cooling capacity decreased, boiler input increased). However, it was found
that the cycle could be operated at a higher critical condenser pressure.

• When the boiler pressure and temperature were held constant, it was found that increasing the
evaporator temperature caused the COP to rise (cooling capacity increased, boiler heat input
remained constant). Under these conditions it was found that the cycle could be operated at a
higher critical condenser pressure.
For given boiler temperature and pressure (as the primary nozzle was operated in a choked

condition, the primary fluid mass flow was constant for fixed boiler temperature and pressure and
independent of both evaporator and condenser conditions), when the cycle was operated with the
condenser pressure below its critical value the COP and cooling capacity were found to be constant
because the ejector entrained the same amount ofthe secondary fluid. This phenomenon was thought
to be caused by the flow choking within the mixing chamber (up stream of the diffuser) [4,8].

When the ejector was operatedat its critical condenserpressure, a transverse shock, which creates
a compression effect is believed to appear in the constant area mixing section. This was noticeable
during experimentation that there was a sudden rise of the temperature at the mixing chamber throat
surface when operating the ejector at a critical condenser pressure. This was thought to have resulted
from the sudden compression effect of a shock wave. When the condenser pressure is increased to a
value higher than the critical value, the transverse shock tends to move back (opposite to the flow
direction). As this occurs, the secondary flow begins to falloff rapidly. If the condenser pressure is
further increased, the ejector may lose its function completely and some of the primary fluid may flow
back into the evaporator. This was identified experimentally by a sudden increase in evaporator
temperature, probably caused by the hot primary stream flowing into it.

The mixing process in the mixing chamber is complicated, and it is still not well understood
exactly how the primary and secondary streams are mixed. Munday and Bagster [8] explained that
after expanding through the primary nozzle, the primary fluid initially fans out without mixing with
the secondary fluid and results in a converging duct for the secondary flow. The secondary fluid is
gradually entrained through this 'duct' and accelerated to sonic velocity at some cross section. This
cross section area was defined by Munday and Bagster as the 'effective area'. Munday and Bagster
suggested that mixing of the two streams begins after the secondary flow chokes. However. even
though this theory seems to explain what happens in the mixing chamber. it has not been proved
experimentally (there is no experimental evidence that the mixing of two streams starts after the
secondary flow choking).

Schlieren photographs provided by Liepmann and Roshko [9] gave qualitative infonnation on
the effect of changing the primary fluid pressure. These photographs showed that increasing the
pressure ratio across the nozzle (by increasing the boiler pressure) causes the penetration distance of
the oblique expansion waves to increase as shown in Fig. 6. The primary nozzle was nonnallyoperated
with an underexpanded condition (confinned by calculation), therefore. a network of oblique
expansion waves is fonned at the nozzle exit More infonnation on the oblique expansion waves is
provided in the literature [9-10]. It was thought that these oblique expansion waves reduce the mixing
rate between the primary and secondary streams. Increasing the boilerpressure will increase the length
of the oblique expansion waves, and therefore reduce the mixing rate and allow less secondary flow
to be entrained. and vice versa. If the exit area of the nozzle can be varied. the nozzle can be adjusted
to be operated at its design pressure or slightly underexpanded when the boiler pressure IS increased.
The mixing rate should be improved and more secondary flow can be entrained. therefore increasing
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Fig. 6. Oblique expansion waves at the primary nozzle exit.

cooling capacity and COP.

4.2 Effect of the Area Ratio

91

An ejector area ratio may be defined as the ratio of the mixing chamber throat area to the primary
nozzle throat area. In the literature [1], theoretical results showed that ejector performance was
dependent on the area ratio. In this experiment, two primary nozzles with difference geometry were
tested; nozzle no. 1 with throat diameter of 2 mm and exit diameter of 8 mm; nozzle no.2 with throat
diameter of 1.6 mm and exitdiameter of6 mm. These nozzles represented ejector area ratios of81 and
127 respectively. Both nozzles were tested with the Nozzle Exit Position (NXP) at 26 mm. Fig. 7
derived from experimental data shows the effect of these two nozzle geometry on system performance
over a range ofoperating conditions(data is also listed in Table 1). It was found that, at the same boiler
and evaporator temperatures, when nozzle no.2 was fitted the system provided a higher COP (higher
cooling capacity, lower boiler heat input) but at a lower critical condenser pressure than when nozzle
no.1 was fitted.

The ejector performance and operating conditions can be changed by using different primary
nozzle geometry. However, it can not be said which nozzle is better than the other. For a given
evaporator temperature, an ejector with small primary nozzle throat (large area ratio) is suitable to be
operated with a high pressure primary steam or a low condenser pressure, and vice versa. On the other
hand, it may be said that, at the same condenser and evaporatorconditions, an ejectorwhich is designed
to operate with high boiler pressure requires larger area ratio and provides a higher COP than the one
designed for low pressure boiler (smaller area ratio).

s. EXPERIMENTAL ERRORS

It was already mentioned that, the COP.kc is a measure of overall performance and includes all
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Table 1. Performance of the steam ejector refrigerator at critical condenser pressure operation.

93

temp (0e) P (mbar) (electric power) (mass flow rate) (theoretical)
evap boiler con con Qevap(W) COP Qevap(W) COP COP

ejector with nozzle No.1, area ratio of81

5.0 120 26.5 34 631 0.2385 752 0.3747 0.5081
125 27.8 37 590 0.1969 707 0.3189 0.4660
130 30.8 44 528 0.1567 633 0.2557 0.3645
135 33.4 51 479 0.1265 578 0.2067 0.2841
140 34.4 54 434 0.1021 531 0.1649 0.2765

7.5 120 27.3 36 811 0.3065 932 0.4644 0.5966
125 29.5 41 750 0.2503 871 0.3929 0.5052
130 31.5 46 698 0.2072 826 0.3336 0.4356
135 33.4 51 656 0.1733 810 0.2897 0.3786
140 35.3 57 588 0.1384 705 0.2189 0.3284

10.0 120 28.3 38 977 0.3693 1091 0.5436 0.6849
125 29.8 42 981 0.3274 1105 0.4984 0.6183
130 31.9 47 971 0.2882 1087 0.4390 0.5299
135 34.0 53 896 0.2367 1009 0.3609 0.4544
140 36.3 60 800 0.1882 923 0.2867 0.3822

ejector with nozzle No.2, area ratio of127

5.0 120 24.1 30 743 0.3329 817 0.5662 0.6332
125 25.9 33 750 0.2931 842 0.5021 0.5542
130 27.3 36 694 0.2504 783 0.4307 0.5031
135 28.9 40 650 0.2039 722 0.3455 0.4486

7.5 120 24.6 31 893 0.4001 1056 0.7318 0.7624
125 26.5 34 900 0.3517 965 0.5754 0.6613
130 28.3 38 880 0.3175 952 0.5239 0.5801
135 29.1 40. 835 0.2619 902 0.4316 0.5560

10.0 120 25.9 33 1100 0.4928 1137 0.7879 0.8515
125 27.8 37 1100 0.4299 1127 0.6720 0.7386
130 28.5 39 1107 0.3994 1200 0.6604 0.7141
135 31.2 45 1090 0.2811 1134 0.5426 0.5805

electrical power data based on electrical input
mass flow rate data based on mass flow rate of the working fluid
theoretical data based on computer model [6]

the unwanted heat losses and gains to the system. Therefore, in order to eliminate the experimental
error produced by these unwanted heat transfers, water evaporation rates in the boiler and the
evaporator were measured with the cycle operating in steady state. Evaporation rates were obtained
by measuring changes in liquid volume in the boiler and evaporator over a finite time interval.
Coefficient of Performance based on evaporation rates was lhen calculated from:

m (h - h )
COP = ellap II, ellap 'J, con (3)ma.u

mboiler (hll, boiler - hI. con)
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Table 1shows comparison ofthe experimental databased on electrical power and mass flow rate.
By comparing the evaporation rates with the electric power input, the average boiler heat loss was
estimated to be 25% of the electrical power input Similarly, the average evaporator heat gain was
found to be approximately 12%. The unexpectedly high heat gain at the evaporator was thought to be
a result of the heat conduct from the ejector body as the ejector body was found to be relatively hot
during operation. After these unwanted heat transfers were eliminated from the performance
calculations, COP.kcwas found to be approximately 65% of COPmtlll. Table 1 also shows theoretical
data based on computer model provided by Aphornratana [6]. The Coefficient of Performance
(COPma) was found to be within 70 % to 90% of the COPtMo.

6. CONCLUSIONS

Experimental studies of a small scale steam ejector refrigerator were described. The system was
tested with boiler temperatures between 120°C and 140 °C, and evaporator temperatures between
5°C and 10°C. Coefficient ofPerformance based on electric power input to the boiler and evaporator
(COP.k) of 0.1 to 0.5 was found. When all the unwanted heat transfers were eliminated from the
calculations, Coefficient of Performance based on working fluids mass flows and thermodynamic
properties (COPma) of 0.15 to 0.8 was found. Both COP and cooling capacity were found to be very
sensitive to all operating temperatures. Apart from the operating temperatures, the experiments also
showed that system performance was strongly dependent on the primary nozzle throat diameter.
Experimental data were compared with theoretical predictions. Coefficient ofPerformance (COPma)
was found to be approximately 80% of theoretical predictions. If a better design of ejector (e.g., large
suction pipe, different shapes, and geometry) were used, performance as good as the computer
predictions might be obtained.

The cooling capacity was shown to be limited by the condenser pressure, which is governed by
the temperature of the cooling water. The cooling capacity could only be increased by reducing the
boiler temperature as the condenser pressure falls or by allowing the evaporator temperature to be
raised.

The experiment with two different primary nozzles showed that, when nozzle no.2 (smaller
throat area) was fitted, the system provided a higher COP, higher cooling capacity, and lower boiler
heat input than when nozzle no.1 (larger throat area) was fitted. However, the system with nozzle no.2
could only be operated at a lower critical condenser pressure.

More flexible operation may be obtained, ifthe cross sectional areas ofthe primary nozzle throat
and ouilet and the mixing chamber throat were adjustable. The primary nozzle could be designed
similar to a metering valve. The flow rate of the high pressure steam could be adjusted by moving a
tapered needle within a throat. The annular duct formed between the needle and the body would act
as a divergent nozzle. The mixing chamber may be made from flexible material, so that the shape can
be varied by mean of an external force.

A small scale steam ejector refrigerator was proved to be practical. It was shown that it can be
operated with low grade heat energy with temperatures ranking from 120°C to 140°C. The system was
simple to operate, and reliable (two mechanical pumps were the only moving parts). However, the
system flexibility at off design operation was shown to be limited by the performance characteristics
of the ejector.
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ABSTRACT
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The present study proposes a new design for a gas burner in order to improve the thermal
efficiency of conventional open-flame atmospheric burners which are now widely used in most
domestic appliances. The studyproposes an efficient meansforimproving the thermal efficiencyofthe
burners by utilizing a porous medium technology. An internal heat recirculation system was
constructed in order to capture and recirculate some of the enthalpy of the exhaust gas. A porous
medium ofan appropriate optical thickness was used, based on the principle that the porous medium
will convert the enthalpy ofthe exhaust gases to thermal radiation which is thenfed back to the burner
inlet. The experimental results show that the porous medium was very effective in increasing the
thermal efficiency due to the efficiency ofthe internal heat recirculation taking place in the burner.
Thefirst-law thermal efficiency ofthe proposedporous radiant recirculatedburner (PRRB), is on an
average approximately 10 % higher than those ofthe standard burner (SB) and the porous radiant
burner (PRB).

1. INTRODUCTION

Itis well known that the thennalefficiencyofconventional open-flameatmospheric burners (SB)
for domestic appliances markedly depends on the size of the vessel and the quantity of the substance
inside the vessel which has to undergo a thennal process at the burners. The thennal efficiency of
standard burners increases with the size of the vessel and the volume of the substance in the vessel.
However, these are considered as external factors since an increase in the thennal efficiency of the
burners does not arise from the introduction of a specific means of heat transfer enhancement and of
combustion augmentation technique to the design of the burners. In order to improve the thennal
efficiencyofa standardburner,an efficientheat transferenhancementtechnique from flame to the load
as well as an efficient combustion augmentation method is needed.

In standard burners (SB) for most domestic appliances, most of the energy supplied in the fuel
is transferred to the thennalload by convective heat transfer, the rate ofwhich is limited by the flame
temperature and the flow characteristics of the flame over the heat transfer surface (nonnally laminar
flow). Therefore, improvement in thennal efficiency of the burners may be brought abOut by change
of type of fuel and flow characteristics which is actually difficult to do in view of the available fuels
for domestic use. Recently, Sathe et al. [1] perfonned some detailed studies of the heat transfer

John M
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characteristics ofa porous radiant burner (PRB) and stated that the concept of the PRB is a promising
development in gas-burner technology. The PRB operates by stabilizing a premixed flame inside or
near to the surface ofa non-combustible porous medium. The enthalpy ofcombustion released in the
gas phase heats the porous matrix which then emits thermal radiation to a heat load. Unlike the SB,
heat is transferred to the load, not only by convection but also by thermal radiation in the PRB. The
output radiative efficiency (ratio of radiation output to heat input) is generally about 15% - 20%
depending on the burner characteristics such as flame location, optical thickness and emissivity ofthe
porous medium. In small-scaleapplications, the PRB has already shown a performance gain over the
standard burner SB measured by higherefficiencies, lower NOx emissions and more uniform heating.
However, both the SB and the PRB are lacking in combustion augmentation in order to increase the
flame temperature. This could be done by several means such as heat recirculation from the product
gas to the reactant gas, the oxygen enrichment and/or better fuel quality by mixing in a high calorific
fuel, combustion augmentation by catalytic reactions and by plasma jets. Among these techniques,
heat recirculation is the mostpromising since it raises the combustion temperature above the adiabatic
flame temperature without any additional energy. Weinberg [2], who pioneered heat-recirculation
burners, stated that there is no ceiling on the maximum temperature. Itdepends on the amount of heat
recoverable, which in turn depends on the type of heat exchanger used. A conventional convective
heatexchanger may notbe suitable due to its relatively large size when compared with the burner size.
Therefore, special purpose heat exchanger design is urgently needed, based on state-of-the-art
technology.

This study proposes a new design of atmospheric burner called a porous radiant recirculated
burner (PRRB), in which there is a heat feed back process transferring some gas enthalpy to the
premixed mixture by means of a porous medium technology. Echigo [3] discovered that a porous
medium with an optimum optical thickness can effectively convert the enthalpy of the hot gas into
thermal radiation or, indeed, vice- versa. This is because the porous medium is acting as an emitter
or an absorber due to its high surface area to volume ratio and its greater emissivity when compared
with gas. By combining these two functions, a compact heat exchanger can be fabricated and an
internal heat recirculation from the exhaust gas to the mixture of fuel and air is expected to be
established in the burner. The main purpose of the study is to evaluate the first-law thermal efficiency
of the proposed burner (PRRB) which is equipped with a porous medium. The perfonnance of the
burner is evaluated by comparing the thermal efficiency and emission characteristics with those of the
SB and the PRB.

2. THEORETICAL BACKGROUND OF ENERGY CONVERSION BY POROUS
MEDIUM

Fig. 1 shows the energy conversion process from gas enthalpy to thennal radiation using the
porous medium which was pioneered by Echigo [3]. Due to the large surface area to volume ratio of
the porous medium and its higher emissivity compared to the gas, the interaction between the hot gas
flowing through the porous medium and the solid phase results in a convective heat transfer from the
gas to the solid. Under thermal equilibrium conditions, the solid phase will emit thermal radiation
which is mainly directed towards the upstream direction (P-(0) of the flowing gas leading to a uniform
heat flux and high temperature over the region. Based on this principle and using a porous medium
technology, combustion augmentation was successfully observed with fuel mixtures of low heating
value [4,5] and in an enhanced heat transfer to the cooling water pipe [6].
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3. EXPERIMENTAL APPARATUS AND PROCEDURE
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Three types of burners were used in the experiment. Fig. 2, Fig. 3 and Fig. 4, respectively, show
thestandarclburner(SB),theporousradiantburner(pRB)andtheproposedporousradiantrecirculated
burner (PRRB). The SB and the PRB were used in the experiment to compare the first-law thermal
efficiency with the PRRB. The importance of the SB and the PRB hardly needs to be stressed since
they are now widely used on mostdomestic appliances and have very many low-temperature industrial
applications. The structure and function of the SB and the PRB are similar in that the formation of the
combustible fueVair mixture is by the entrainment ofprimary air arising from a momentum exchange
between the gasjetand the surroundingairofthe mixture tube. In most atmospheric burners, thesupply
pressure of the gas is normally about 625 Pa to 2000 Pa. The amount of air entrained for combustion
is generally between 50% to 70% of the stoichiometric air requirement However, it is feasible to
entrain the whole of the stoichiometric air requirement in this way if the supply pressure of the gas is
higher than 2000 Pa. In the experiment supply pressure of the gas (LPG containing C

3
Hs 40 % and

C4H
10

60 % by vol.) was 14000 Pa. and thus a stoichiometric air entrainment was achieved. Fuel/air
mixture is uniformly distributed to the flame port which in the case of the SB, is a circular brass ring
with small slots around its circumference. The flame port in the case of the PRB is a ceramic porous
medium. A vessel containing 1500 cm3 of water was placed on the burner for measuring the thermal
efficiency. A mercury thermometer was used to indicate the water temperature. A portable Bacharac
gas analyzer with probe was inserted underneath the vessel to measure the exhaust gas compositions.
This gas analyzer is capable of monitoring some important emissions such as NO

x
' S02' CO, CO2and

percent ofexcess 02"



100 RERIC /nlernalional Energy Jorunal: Vol.lB, No.2, December 1996

Thermometer

To exhaust gas
analyser

Inner ring burner Outer ring burner
Mixing tube for

I Topview

Fig. 2. Standard burner (SB).

To exhaust gas
analyser

Fig. 3. Porous radiant burner (pRB).



RERIC International Energy JOlUnal: Vol. 18, No.2, December 1996

~D=280

I ,.-- Thermometer

.----.....

Fig. 4. Porous radiant recirculated burner (pRRB).

101

The proposed porous radiant recirculated burner (PRRB) is totally different in design concept
from the SB and the PRB. It may be classified as a heat recirculating burner in which the fueVair
mixture is preheated by a specific method prior to combustion. The main feature of this study is to
propose the application ofa porous medium technology with product heat recovery. As shown in Fig.
4, the PRRB is first constructed by making use ofa mixture tube identical to that of the SB. The heat
feed back mechanism from product to reactant gases is obtained by suitably arranging the position of
the porous medium (made ofstainless steel wire mesh (40 meshes/inch) placed in layers) so as to allow
operations according to the principle previously described. The PRRB is fabricated from stainless
steel sheet It has two major components, an inner housing and an outer housing. These components
are cylindrical in shape and co-axially assembled. The gap between lhe housings fonns an air jacket
in which thecombustion airwillbepreheated to temperatureTairpr,,' Tapu andTapd' respectively,denote
upstream temperatureand downstream temperatureofthe absorbingporous medium. Thecombustion
air will be directed to the mixture tube (as a preheated primary air with temperature of Tpri) or to the
bottom of the burner (as a preheated secondary air with temperatureofT,) by controlling the position
of the butterfly valves A, B, C and D. Combustion takes place at the flame ports of the burner and
transfers heat to the vessel. Thecombustion gasesare then directed to flow through the emittingporous
medium by means of the splitting effect of the supporting ring. At the emitting porous medium, an
energy conversion from enthalpy of product gas to thennal radiation takes place. This thennal
~diation is then directed towards the absorbing porous medium via the separating wall which has a
surface temperature T,. TePd and Tepu' respectively, represent the downstream temperature and up
stream temperature of the emitting porous medium.
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The frrst stepoftheexperimental procedurefor each burnerwas to wann up theburnerby burning
the fuel at a prescribed fuel flow rate without thennalload. Then an aluminum vessel containing 1500
cm3 of tap water at ambient temperature Tamb ofabout 30 ac was placed on the burner. The water was
allowed to boil and evaporate until about 1000 cm3 ofwater was in the vessel. This period of time was
recorded for computing the amountoffuel supplied. Atypical frrst-Iaw thennal efficiency Tlda for each
burner is the ratio ofsummation of the sensible heat and the latent heat to the amount of heat supplied
as defined as

First-law thennal efficiencYt 11 th
= (Sensible Heat+LatentHeat) I (Total Heat Supplied)

= {(MCp)w(100 -T1mb) + (MwntIp) (Latent heat) } I

(Fuelflow rate x Heating value x Burning time)

whereMtMWrwzp and Cpw representtrespectivelytthe initial mass ofwatertthe mass ofevaporated
water and the mean specific heat of water. The experiment was conducted in order to compare the
thennal efficiency TJ

th
and emission characteristics of the three burners. For each burner and each

power levelt three repeats test were perfonned and the results were averaged to assure the reliability
of the experiment Parametric studies of the PRRB were conducted in order to obtain a better
understanding of its characteristics. Parameters of the PRRB which are expected to be controlling
factors for the improvement of the thennal efficiency Tlda include the presence of a porous medium
(with or without installation of the emitting porous medium)t the optical thickness of the emitting
porous medium and type of air preheated (primary or secondary air). Experiment were perfonned to
vary these parameters.

4. RESULTS AND DISCUSSION

4.1 Typical Thermal Structure of the PRRB

Fig. 5 shows a typical thennal structure in tennsoftemperature change with the combustion load
at various positions in the burner. In this caset the butterfly valves At BtC and D are set in order to
preheat the primary air prior to mixing with the LPG in the mixing tube. The optical thicknesstused
in this experimen~ of theemitting porous medium (emitting PM) and oftheabsorbing porous medium
(absorbing PM)t respectivelytare 0.5 and 1.5. As a frrst stept the outside surfaces of the burner were
notcoveredwith any insulator. Fig. 5clearly shows a dramatic increase in Tairp,. with combustion rate
(Lc) which indicates an effective preheating of the primary air. Tair ,. has a maximum value ofabout
210 ac at 4 kW and it gradually decreases as the Lc exceeds 4 kW~ A quite large temperature drop
across the emittingporous medium is shown by the difference between TepIIand Teptr This means that
an effective energy conversion from gas enthalpy to thennal radiation is occurring in the emitting
porous medium and is based on the stated principle and careful suitable arrangement of the porous
medium. This thennal radiation is responsible for the occurrence of internal heat recirculation from
the exhaust gas to the combustion air leading to a significant increase in Tair .

".
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Fig. 5. Thennal structure of the PRRB.

4.2 Comparison of First-law Thermal Efficiency T/tJa and Emission Characteristics

Figs. 6 to 10 show a comparison of the first-law thennal efficiencies and emission characteristics
for the three burners. The perfonnance of the PRRB is superior to that of the SB and the PRB both
in tenns of thermal efficiency and combustion characteristics. The PRB offers a higher thermal
efficiency than that of the SB at low Lc in particular. The relative value of thennal efficiency and Le
of the three burners show trends similar to each other. The thennal efficiencies of the three burners
are relatively high at low Le. However, the thermal efficiencies decreaseas theLe increases. This may
beattributed to an increase in convective heat lossas theLe increases. Thecontact time for heattransfer
is reduced as the flow velocity increases.

There is an increase in CO at a certain combustion rate Le for the SB and the PRRB, whereas the
PRB produces nearly constant emissions of CO over the range of Lc examined in the experiment
(Fig. 7). This may be due to the fact that the mixing process between the secondary air and the
combustion flame in the PRB is not very good. Unlike the SB and the PRRB, the PRB has a solid
cylindrical box supporting the ceramic porous burner and this does not allow the secondary air to flow
through the burners or the flame. Thus, the mixingprocess takes placeonly at the circumferential edge
ofthe flame. The jump increase in CO for the PRRB occured atLc =3.5 kW which is higher than that
of the SB (Lc =3 kW). This indicates that the PRRB provides a wider operating range with a low
emission of CO.

The PRRB produces a sharp increase in NOx as the combustion rate Lc increases (Fig. 8). This
is because the PRRB operates at a higher flame temperature due to the internal heat recirculation from
the enthalpy of the exhaust gas to the combustion air by means of thermal radiation. However, the
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maximum value ofNOx produced by the PRRB does not exceed the limits set by the EPA (1000 ppm).
The PRB is notable for having the lowest NO

x
emission amongst the three burners. This may be for

two main reasons. First, the flame temperature is reduced by the interaction between the gas and the
solid ceramic porous burner. A large proportion of the gas enthalpy is used to heat the ceramic from
which thermal radiation energy is emitted to the thermal load (vessel). Second, in the PRB ,excess
oxygen is the lowest as shown in Fig. 9. Therefore, thermal NO

x
is suppressed. This may be due to

a limited air entrainment capability of the PRB when compared with the SB and the PRRB. Thus, of
the three burners, only the PRB operates at a nearly stoichiometric combustion condition.

Fig. 10 shows comparison ofCO
2

concentration for the three burners. It is obvious that the level
ofCO

2
up to about Lc =2.4 kW for the PRRB is closed to zero. At first glance it seems that incomplete

combustion may be occurring and a high combustion efficiency or a high thermal efficiency
corresponding to this region for the PRRB may be impossible. However, the PRRB has produced very
low concentration of CO up to aboutLc =3.6 kW as shown in Fig. 7. Meanwhile the corresponding
02 concentration is relatively high of about 19 % as shown in Fig. 9. These mean that a very lean
combustion situation is taking place in the region of the PRRB. This may be attributed to the
improvement of the natural draft of the secondary air and an occurrence of an efficient energy
recirculation in the PRRB.

4.3 Effect of Type of Preheated Air

Fig. 11 shows the effect of the type of preheated air on the thermal structure in terms ofT" TaPd
and Tair within the PRRB. The experimental conditions of the PRRB were the same as those for

p"
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Fig. 5. Selection of type of the preheated air could be acheived by setting the position of the butterfly
valves A, B, C and D. As can be seen in Fig. 11, preheating the primary air is more effective than
preheating the secondary air in that the primary air reaches a higher temperature Tair

pn
than the

secondary air. Preheating the primary air also extends the limit of good combustion stability and
favorable emission characteristics, whereas preheating the secondary air results in a flame blow-off
phenomena (when the combustion rate Lc is more than 3.6 kW). Furthermore when heating the
secondary air a jump increase in CO occurred at smaller Lc when compared with preheating the
primary air (Fig. 12). This may be for two reasons, firstly the volume ofsecondary airbeing preheated
is small when compared with the volume of the primary air and secondly the mixing process between
the secondary air and the LPG is poorer.

4.4 Effect of Optical Thickness

Figs. 13 and 14 show the effect of the optical thickness of the absorbing porous medium on the
thermal structure of the PRRB. In this experiment, a ceramic fiber insulator is wrapped around the
external surfaces of the PRRB in order to reduce heat loss. The optical thickness of the absorbing
porous medium was changed from 1.5 to 3by increasing the number oflayers of the stainless steel wire
mesh that form the porous medium. Increasing the optical thickness means increasing the surface area
of heat transfer from the gas to the solid phase (wire mesh). Therefore, the preheating effect of the
combustion air at the absorbing porous medium is expected to be increased. Tair

prtl
at optical thickness

of3.0 is markedlyhigher than that ofoptical thickness of 1.5,eventhough T. andTapior the two optical
thickness are not significantly different A jump increase in CO of optical thickness of 3 took place
at higher combustion rate than that ofoptical thickness of 1.5. NOx emission for the optical thickness
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Fig. 14. Effect of optical thickness of the absorbing PM on the CO emission characteristics of the
PRRB.

of 3 is relatively high due to a more efficient preheating effectiveness leading to higher combustion
temperature.

4.5 Effect of Porous Medium

In order to clarify the effectiveness of the porous medium in generating an internal, heat
recirculation by thermal radiation from the exhaust gas to the combustion air, the emitting porous
medium was dismantled, leaving the absorbing porous medium still in plac~. As was expected, without
the emitting porous medium the preheating effectiveness is greatly reduced as shown in Fig. 15.
Eventhough the emitting porous medium was excluded from the system, preheating is still effective
in raising Tairprtr up to 140°C. This may be due to an increase in thermal inertia of the whole system
and conduction of heat along the sheet metaltolhe combustion air. These experiments show that the
emitting porous medium has very important role in enhancing the heat transfer from exhaust gas to the
combustion air leading to a considerable increase in the various temperatures, and in Tair

pnr
in par

ticular.
Fig. 16 shows the entire picture in summary of the effect of the various parameters described

above on the first-law thermal efficiency 1J
11I

of the PRRB. An effect of heat loss from the PRRB on
the thermal efficiency was also conducted by wrapping around the PRRB by a ceramic fiber insulator.
Performance of the SB and the PRB are also included for comparison. All of the thermal efficiencies
are linearized for the sake ofconvenience in making comparison to avoid confusion due to scattering
of the plotted symbols. The proposed PRRB is shown to be a promising technology for new domestic
burners achieving a higher overall thermal efficiency than those of the other burners.
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s. CONCLUSIONS
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The ,porous radiant recirculated burner (PRRB) has been shown by experimental study to
generate an efficient internal heat recirculation leading to significant improvement in the first-law
thennal efficiency, an extension of combustion stability and good emission characteristics when
compared with a standard burner (SB) and a porous radiant burner (PRB). Thus, the PRRB can be
proposed as a worthy design concept for domestic burner.
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ABSTRACT
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Ina series ofstudies aimingfor the development ofan energy-efficient brick kiln, experiment
verification ofthe theoretical simulation reported previously is presented. Three experiments were
carriedout in afull-scale single chamber kiln loaded with 3500, 2500 and 2250 bricks. It wasfound
that the experimental results agreed well with the theoretical prediction Particularly at the small
loading capacity. Since the proposedfour-chamberkiln requires time matching ofthefourprocesses,
the operating times and associated temperatures in the four chambers were studied by the computer
simulation. It wasfound that the production cycle consistsoftwo subcyclesofwhich the durations are
alternately long andshort and the specific energy consumption are low and high. The specific energy
consumption depends on thefiring temperature, combustion airflow rate and loading capacity. The
kiln with a low loading capacity does n'ot. only consume less specific energy but also completes the
process in ashorter time .. hence increases theproduction rate at low unit cost. In general, the specific
energy consumption, under the conditions ofthis study, is in the range of 1.4 MJlkg - 2.4 MJlkg brick.

1. INTRODUCTION

Brickmaking in developingcountries still consumes energy inefficiently, though there is scarcity
in fuel available. There is therefore an urgent need to acquire knowledge and understandings that lead
to the development of an energy-efficient brick kiln. In Part 1 of this study, the key parameters
responsible for the energy saving and abasic concept ofan energy-efficientkiln were given [1]. Itwas
established that the firing time, temperature, brick setting pattern and waste heat recovery are the key
factors for the energy saving and should receive further investigations. The manipulation of the firing
time and temperature and waste heat utilization to minimize the energy consumption was studied
theoretically bycomputer simulationand was presented in Part2ofthis study [2]. Aconcept for a four
chamber kiln working together in the four processes namely, cooling, firing, preheating and drying,
was proposed. However, a study aiming to develop an energy-efficientbrickkiln cannot be completed
unless the simulation results are verified by actual experiments. In addition, as the four processes
involve heat and mass transfer at different levels of temperatures, it is, likely that different processes
may take different times to finish. Thus, operating time matching of the four processes is another
important factor that has to be taken care of.

This paperreports the results ofexperiments carried out in a full-scale kiln in order to verify the
simulation results and gain confidence before proceeding to the final step, the full-scale four-chamber
operation. An operating time matching strategy for the four processes was also studied and is
presented.

PREVIOUS PAGE BLANK
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2. EXPERIMENTAL VERIFICATION

2.1 The Kiln and Experimentation

Adown-draftkiln wasconstructedfor theexperimental verification. The walls were constructed
from bricks and mortar while the roofwas made from rue-resistantcement. The door was a steel sheet
insulated by caowool ceramic fiber of50 cm thickness. The internal dimension was measured as 1.6
x 2.2 x 1.7 m3 which can accommodate up to 3500 bricks. A furnace and a rue barrier (to force the
hot gas upward and then downward on the brick pile) were on one side. The fire barrier had 5 x 5 cm2

holes that allowed cross draft for the bricks set adjacent to the wall. The exhaust channel was on the
opposite side down on the floor where a blower was used to create draft as shown in Fig. 1. The
combustion product flow rate, which was adjustable, was measured by a calibrated orifice. The
firewood fed into the furnace was weighedand the subsequentconsumption rate was computed. Every
piece of firewood was cut in the middle for a slice of approximately 1 cm thick which was used for
the moisture content evaluation. Temperatures on the wall surfaces and of the exhausted gas were
recorded for the calculation ofheat loss. Temperatures ofthe hotgas on the top of the brick pile (firing
temperature) and within the brick pile at three levels (Fig. 1), nine locations in each level, were
continuously monitored. All temperatures were measured by type k thermocouples and recorded by
a multichannel data logger. Green bricks ofknown average moisture content were set inside the kiln.
Therefore, in a batch ofan experiment the processes ofdrying, preheating, firing and cooling occurred
in sequence. The accuracy of the simulation program developed in Part 2 [2] was evaluated from the
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Fig. 1 Experimental kiln set-up.



RERIC l1'Uernalional Energy JOlITnal: Vol. 18, No.2, December 1996

2.2 Temperature Distribution and Energy Consumption

115

Three experiments were conducted, with the numbers of bricks loaded in the kiln being 3500
bricks (Test 1), 2500 bricks (Test 2) and 2250 bricks (Test 3). The void ratio of the brick setting in
every test was 0.357. The void ratio was detennined from the volume of air gap divided by the bulk
volume of the brick pile. The average moisture contents of the green bricks for Tests 1, 2 and 3 were.
9.4%,12.1% and 13.2% (dry basis), respectively. The corresponding values for the frrewood moisture
contents were 21.9%, 35.0% and 34.7%.

Figs. 2 - 4 give the temperature distribution in the brick piles of Tests 1-3. There is evidence in
Fig. 2 that the bricks in the bottom and middle layerswereat low temperature compared to the top layer
at the highest loading capacity, due to the high thennal inertia, during the water smoking period
(bottommost brick temperature was less than 110°C). The end of the water smoking was indicated
by the absence ofwhite smoke at the chimney outlet. The water smoking period ofTest 1 took about
20 h which was much longer than those ofTests 2 and 3, even though the initial brick moisture (ofTest
1)was lower. After finishing the watersmoking, the firing temperatureofall tests increasedat the same
rate, i.e., 600 °C within about 20 hours.

The fIring process was completed when the temperature of the bottom-layer bricks reached
600 °C. Temperatures of the three layers plotted in Figs. 2 - 4 represent the average values of 9
measurements in a layer. The average temperature of the bottom layer was less than 600 OC which
implied that somebricks in the bottom layer were still underfired, Le., were exposed to the temperature
of less than 600 OC. The thennal shadow areas were the four corners and along the fire barrier. The
percentage of the underfired bricks in Tests 1,2and 3 were 15%,10% and 5%, respectively. The firing
times ofTests 1, 2 and 3 were 50 h, 36 hand 31 h, respectively. The frring retention time (at 800 °C)
of Test 1 was about 13 h which was relatively long compared to those of 5 hand 2 h of Tests 2 and
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Fig. 2. Temperature proflles in the brick pile (Test 1).
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3, respectively. The longer retention time ofTest 1 was a result ofa higher thermal inertia of the 3500
brick pile. Consequently, the cooling time, which was the time required to bring the brick temperature
down to 100 OC, of Test 1 was over 25 h while the corresponding figures for both Tests 2 and 3 were
10 h only. The size of the brick pile (or kiln) affects the firing time and, consequently, the energy
consumption as was found in the previous study [2].

The energy consumption of each process can be determined from the fuewood consumption in
that process. The drying, preheating, fuing and cooling processes fmished when the bottom layer
bricks reached the temperatures of 110 OC, 400 OC, 600 OC and 1000C, respectively. It was found from
the three tests that the energy consumptions in the drying, preheating and fuing processes were 10%
26%, 19%-30% and 50%-62% of the total, respectively. Energy flow during the processes was
classifiedand shown in Table 1. The heat losses were calculated based on the measured temperatures,
masses and mass flow rates.

The specific energy consumption was in the range of 4.0 MJ/kg - 4.3 MJ/kg. This figure is
relatively high compared to those obtained from the simulation results [2] or derived from the
laboratory-scale experiment [1] because the bricks were not preheated and the still very hot gas was
released to the surroundings. In addition, the combustion air was not preheated by the bricks in the
cooling chamber as was simulated. The very low specific energy figure of 0.966 MJ/kg reported in
[1] was the clay-to-brick transformation energy, not the energy required for the brick making. As a
matter of fact, this experiment was actually a batch production similar to the traditional kilns, which
also consume about 4 MJ/kg - 5 MJ/kg [3].

2.3 Verification of the Simulation

The construction ofa full-scale four-chamber kiln for further experimentation is not only costly
but the success is also doubtful particularly in the complementary manner of operation where the air
is preheated and the waste heat is recovered. In order to assure the success, the results obtained from
the single kiln experiment were used to verify the simulation program and procedures developed
previously [2]. The experimental and simulation resul ts ofthe bottom layer temperature and the wood
consumption rate are given in Figs. 5-7. In the simulation, thebrickpile was consideredas comprising

Table 1. Energy flow in the brick fuing tests.

Test

1 2 3

No. of bricks 3500 2500 2250
Total energy consumption (MJ) * 17047 12861 11327
Specific energy consumption (MJ/kg) 4.06 4.29 4.20
Energy flow

- conduction loss (MJ, %) 676.3,4% 580.5,4.5% 282.2,3%
- stack loss (MJ, %) 7231.5,42% 6465.3,50% 6001.7,52%
- storage in kiln structure (MJ, %) 3076.5,18% 2554.4,20% 2709.1,24%
- storage in bricks (MJ, %) 6063.5,36% 3260.0,25% 2332.2,21%

* Determined from firewood heating value of 16 MJ/kg
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ofseveral layersand the fixed bed model wasused [2]. The bricktemperature in thekiln was calculated
from the top bed downward to the bottom bed. The bottom layer temperature was used for the
verification because the error, if any, is likely to accumulate at this last layer (bed) of the calculation.

Taking into account the possible cummulative error, the simulation can predict the temperature
quite accurately especially if the loading is 2500 bricks or less. However, an error in the range of 100
OC was experienced during the cooling process. The abnormality of the cooling curve in Fig. 6 was
a result of power black out during the experiment which disabled the blower to cool the bricks. It is
likely that the simulation predicts higher temperature after the end ofthe cooling process. It is believed
that the cold air, because of less buoyancy force, provided cross draft through the holes along the fire
barrier wall and cooled the bottom layer bricks. The very high loading density in Test 1
(Fig. 5) allowed less cross draft during the cooling; thus yielded different cooling profile. The wood
consumption rates measured from the experiments were very scattered due to the discrete nature of
data, Le., the firewood was fed in a batch. Furthermore, the simulation results were based on the
average moisture content of the wood and a fixed ambient condition (30 DC, 80% RH) while the actual
wood feeding rate at a particular moment depended on the temperature in the kiln and the moisture of
both wood and air at that moment. Moisture in the wood is an influential factor that significantly
reduces the flame temperature and the increase ofwood burning rate is needed in order to achieve the
required ruing temperature. The scattered data are, therefore, considered acceptable in this kind of
engineering experimentation.
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3. TIME MATCHING OF THE PROCESSES

3.1 Simulation of Operation Cycle

It becomes obvious from Figs 2-4 that the times required for the drying, preheating, fIring and
cooling processes are not equal. Unless the time mismatching problem of the four processes is solved,
the principle ofthe cooperative four-chamber kiln isnot applicable. A study toward the time matching
solution was carried out by using the simulation equations developed in Part 2 [2] which have been
proved in the aforesection. The simulation results are presented for the combustion air flow rates of
800 kg/h, 900 kg/h, 1000 kg/h, 1100 kg/h and 1200 kg/h, the kiln capacities of 2200,2600 and 3500
bricks and the frrfng temperatures. of 800 OC, 9QO>C and 1000 OC. The brick dimension is
6 x 8 x 19cm3 and the unit mass is 1.2kg. The brick setting gives the void ratio of0.348 and the surface
to volume ratio of the brick pile of 5.6 mol. The fIrewood heating value is 16 ()()() kJ/kg, with a 20%
moisture and 4% ash content

The four processes in the four-chamber kiln are illustrated in Fig 8. Only a brief simulation
process is discussed here. Full detailed simulation was given in Part 2 [2]. The simulation started by
assuming the top layer bricks in the cooling chamber were at the fIring temperature. Previous study
[2] found that the temperature decreased linearly with the depth of the brick pile and the temperature
at the bottom layer was assumed at 650 DC. The cooling air, which later becomes the combustion air;
is heated up. However, its temperature decreases with time as the bricks are cooled down. The
decreasing temperature of the combustion air was taken into account of the fIrewood burning rate
computation in order to maintain a constant frring temperature. Similar heat transfer simulation was
applied in the frring and preheating chambers. The initial temperatures in the frring, preheating and
drying chambers were fIrstly assumed. The brickpile was consideredas consisting ofseveral thin layer
beds. The simulation program calculated the brick and the air temperature based on the fiXed bed
model, layer by layer. The iteration continued until the convergence and continuity of the brick and
air temperature were achieved. The frrewood burning was put out when the bottom layer temperature
in the fIring chamber reached 650 DC. However, at this moment if the bricks in the cooling chamber
are still ata temperature higher than 90 DC (the assumed maximum unloading temperature), the cooling
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Fig. 8. Physical model of simulation.
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process is going on, but now includes the fonner fIring chamber as well. However, the air will be
channeled bypassing the preheating chamber in order to maintain its high temperature. The cooling
time in the successive cycle is, therefore, shortened because the bricks are already precooled. The
processing times of the four processes are matched and, as a consequence, are alternately long and
short

3.2 Time Matching in Operation

Results of frring 2600 bricks at 800 ac with an air flow rate of 1000 kg/h appeared as two
(sub)cycles, Fig. 9. The processes in the frrst cycle represent the condition when the four chambers
are functioning simultaneously for the first time. Although the first cycle requires 28 h to finish, the
frring time is only 5 h(18% ofthe cycle time). Within the frring periodof5 h, the bricks in the bottom
layer of the drying chamber increase their temperature from 36 DC to 89 ac (A B in Fig. 9) while
the temperature of those in the preheating chamber increases from 120 DC to 450 ac (CD). Similarly,
the bottom layer of bricks in the frring chamber is heated from (the preheated temperature) 450 ac to
651 ac (EF). The preheating of the combustion airby the brickcoolingprocess brings the bottom layer
temperature (of the bricks) in the cooling chamber from 651 DC down to 478 DC (GH).Since the fmal
brick temperature at the bottom layer should be at, say, 90 DC (the top layer bricks will be less than
90ac), the cooling ofbricks mustbecontinued. Theair continues to flow through the coolingchamber
and also the fonner firing chamber. At the end of the frrst cycle, the bricks in these two chambers are
cooled down to 89 DC (HI) and 193 ac (FJ), respectively. Mter leaving the fonner firing chamber, the
air is channeled into the drying chamber to further remove the moisture, if still any. The air
temperatures leaving the cooling chamber and the fonner frring chamber are given by lines WX and
YZ in Fig. 9, respectively. At about 10h the air temperature entering the drying chamber (process YZ)
has a temperature of less than 150 OC (Y'), the fresh air mixing (to adjust the drying air temperature
to a constant 150 DC) is not needed any longer. It is anticipated also that at this stage the green bricks
are already dried. Therefore, it is assumed that the fmal brick temperature in the drying chamber
at the end of the first cycle (28 h) is equal to the air temperature of 63 OC (K). Simultaneously, the
conduction heat loss in the preheating chamber brings the brick temperature from 450 DC down to
351 DC (DL) which becomes the initial temperature of the firing in the second cycle.

In thesecondcycle the firing time is 6 h (LM) which isone hour longer than that ofthe frrst cycle,
because the initial temperature in the firing chamber is lower (351 DC vs. 450 DC). It can, therefore,
be anticipated that the second cycle consumes more firing energy. However, the cooling time of this
cycle (IN) is much shorter than the previous one. At the end of the firing process, the temperature of
bricks in the cooling chamber is 123 OC (N) which is, perhaps, acceptable for unloading or if a lower
temperature is required, only afew hoursoffurthercooling isneeded Thebricks in the dryingchamber
are heated up to 93 DC (PQ) at the end of the frring process. The bricks at this condition (Q) should
be sufficiently dried and ready for the preheating in the next cycle. It is interesting to note that the
preheated bricks in the second cycle finish at a higher temperature of 494 ac (0) in comparison to
450 DC of the frrst cycle (D). Therefore, the third cycle requires a slightly shorter time for the frring
(less frrewood consumption), but the whole cycle time will be somewhat as long as the frrst cycle.

The above discussion gives a clear picture of time matching management and the associated
temperature profiles of the bottom layer bricks in the four chambers. However, such quantitative
discussion is limited to the conditions specified in Fig 9 only. For other conditions, the simulation
data are given in Table 2.

In general, the more the load (numberofbricks), the higher the energy isconsumed per unit mass
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of the brick. For instance, at 900 DC firing temperature, the average specific energy consumptions for
the first cycle of the 2200 brick, 2600 brick and 3500 brick firings are 1.380 MJ/kg, 1.514 MJ/kg and
1.651 MJ/kg, respectively. The corresponding figures for the second cycle are 1.840 MJ/kg,
2.138 MJ/kg and 2.406 MJ/kg. As a matter of fact, as the loading capacity of the kiln decreases, the
operation of the system is broughtclose to the continuous tunnel kiln. Itmust be noted that the specific
energy consumption in this simulation is higher than the value found in Part 2 [2]. This is caused by
the differences in some assumptions, e.g., the kiln capacity, unit mass 9f brick, brick dimension,
surface to volume ratio of the brick pile and brick orientation in the settirig.

Ifa constant combustion air flow rate is applied, firing at higher temperature takes shorter time
and consumes less energy. At a particular firing temperature, the increase ofcombustion air flow rate
results in the increase of wood burning rate (Table 2) in order to maintain the required firing
temperature. However, in doing this, the firing time is shortened. This results in the slight increase of



Firing Combustion Subcycle 1 Subcycle 2 Overall cycle Overall

temperature air flow rate Time (min) Specific Wood Time (min) Specific Wood time specific

( .C) (kg/h) Fire & cool Cool Total energy consumption rate Fire & cool energy consumption rate (min) energy

(MJlkg) (kg/h) (MJlkg) (kg/h) (MJlkg)

800 332 1068 1400 1.505 45.0 414 2.065 49.6 1814 1.785

900 298 982 1280 1.526 50.9 376 2.113 55.8 1656 1.820

800 1000 280 920 1200 1.599 56.7 340 2.125 62.1 1540 1.862

Kiln 1100 254 866 1120 1.599 62,6 318 2.190 68.4 1438 1.894

loading 1200 238 822 1060 1.640 68.4 294 2.210 74.7 1354 1.925

2200 800 238 1182 1420 1.279 53.4 304 1.795 58.7 1724 1.537

bricks 900 224 1076 1300 1.360 60.3 272 1.810 66.1 1572 1.585

900 1000 200 1000 1200 1.353 67.2 250 1.851 73.6 1450 1.602

1100 192 928 1120 1.434 74.2 228 1.858 81.0 1348 1.646

1200 180 880 1060 1.471 81.2 212 1.887 88.4 1272 1.679

800 192 1228 1420 1.207 62.4 236 1.620 68.2 1656 1.414

900 172 1128 1300 1.220 70.5 216 1.673 77.0 1516 1.446

1000 1000 158 1062 1220 1.249 78.6 196 1.689 85.6 1416 1.469

1100 152 988 1140 1.326 86.7 178 1.690 94.3 1318 1.508

1200 138 922 1060 1.316 94.8 168 1.742 103.0 1228 1.529

Table 2. Operating time matching.



Firing Combustion Subcycle 1 Subcycle 2 Overall cycle Overall

temperature air flow rate Time (min) Specific Wood Time (min) Specific Wood time specific

( 'C) (kg/h) Fire & cool Cool Total energy consumption rate Fire & cool energy consumption rate (min) energy

(MJlkg) (kg/h) (MJlkg) (kg/h) (MJlkg)

800 430 1390 1820 1.622 44.1 576 2.427 49.3 2396 2.024

900 393 1287 1680 1.677 49.9 520 2.467 55.5 2200 2.072

800 1000 368 1192 1560 1.752 55.7 476 2.513 61.8 2036 2.132

Kiln 1100 348 1112 1460 1.830 61.5 440 2.558 68.0 1900 2.194

loading 1200 326 1034 1360 1.876 67.3 408 2.590 74.3 1768 2.233

2600 800 312 1528 1840 1.397 52.4 414 2.065 58.4 2254 1.731

bricks 900 290 1390 1680 1.468 59.2 372 2.090 65.7 2052 1.779

900 1000 274 1306 1580 1.548 66.1 342 2.138 73.1 1922 1.843

1100 250 1210 1460 1.559 72.9 318 2.189 80.6 1778 1.874

1200 234 1146 1380 1.596 79.8 294 2.210 88.0 1674 1.903

800 250 1610 1860 1.309 61.3 320 1.859 68.0 2180 1.584

900 234 1466 1700 1.387 69.3 290 1.897 76.5 1990 1.642

1000 1000 220 1360 1580 1.455 77.4 264 1.921 85.1 1844 1.688'

1100 204 1276 1480 1.489 85.4 244 1.956 93.8 1724 1.722

1200 190 1190 1380 1.517 93.4 226 1.978 102.4 1606 1.748

Table 2. Operating time matching (contd.).



Firing Combustion Subcycle 1 Subcycle 2 Overall cycle Overall

temperature air flow rate Time (min) Specific Wood Time (min) Specific Wood time specific

(·C) (kg/h) Fire & cool Cool Total energy consumption rate Fire & cool energy consumption rate (min) energy

(MJ/kg) (kg/h) (MJ/kg) (kg/h) (MJ/kg)

800 640 2040 2680 1.766 43.5 876 2.729 49.1 3556 2.248

900 584 1876 2460 1.823 49.2 788 2.766 55.3 3248 2.294

800 1000 544 1736 2280 1.896 54.9 714 2.788 61.5 2994 2.342

Kiln 1100 506 1634 2140 1.948 60.6 654 2.812 67.7 2794 2.380

loading 1200 466 1534 2000 1.963 66.4 610 2.865 74.0 2610 2.414

3500 800 472 2228 2700 1.548 51.7 640 2.361 58.1 3340 1.954

bricks 900 436 2044 2480 1.618 58.4 572 2.377 65.4 3052 1.998

900 1000 396 1904 2300 1.639 65.2 522 2.413 72.8 2822 2.026

1100 374 1786 2160 1.710 72.0 476 2.423 80.2 2636 2.066

1200 348 1672 2020 1.742 78.8 442 2.457 87.6 2462 2.100

800 376 2364 2740 1.444 60.5 502 2.156 67.6 3242 1.800

900 342 2178 2520 1.484 68.4 452 2.187 76.2 2972 1.836

1000 1000 314 2026 2340 1.520 76.3 410 2.207 84.8 2750 1.864

1100 292 1888 2180 1.561 84.2 376 2.229 93.4 2556 1.895

1200 276 1764 2040 1.616 92.2 346 2.239 101.9 2386 1.928

Table 2. Operating time matching (contd.).
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the specific energy consumption if the bricks are frred with a high air flow rate. The frring time of the
fIrst cycle depends on the fIring temperature (higher temperature, shorter frring time), but it is not the
case of the total cycle time (of the frrstcycle) where the temperature independence is apparenL The
processing time of the second cycle is signifIcantly reduced in comparison to the total cycle time of
the frrst cycle, particularly at the high frring temperature. However, the specific energy consumption
of the second cycle is relatively higher. This phenomenon can be explained by the higher wood
consumption rate due to the lower temperature ofthe combustion air (approximately 60 OC) compared
to that of the fIrst cycle (about 170 OC). In addition, the initial temperature of the bricks in the frring
chamber is at lower temperature (states L vs E in Fig. 9). The frring time of the second cycle is,
therefore, longer (Table 2).

Because the alternately long and short operating times of the two successive cycles are repeated,
these two (sub) cycles can be considered together as the real production cycle. The last two columns
in Table 2 give the overall cycle duration and the overall specifIc energy consumption which increase
with the loading capacity. The kiln with 3500 brick capacity consumes about 0.4 MJ/kg - 0.5 MJ/kg
more compared to the 2200 brick kiln, while the overall cycle time of the 3500 brick kiln is twice as
long. This implies that the production rate of the 2200 brick loading is about 26% higher than the
3500 brick loading.

It is interesting to note that the same production rate can be achieved but at different specifIc
energy consumptions if the frring temperatures and combustion air flow rates are differenL For
example, the kiln loaded with 2200 bricks and frred at 800 °G with 900 kg/h combustion air has the
over all cycle time of 1656 minutes, which is equal to that required by the same kiln frred at
1000°Cand800 kg/hcombustionair. However, the specific energyconsumption ofthe former is about
29% higher than that of the latter (1.820 MJ/kg vs. 1.414 MJ/kg). In terms of energy, it is suggested
that the firing temperature should be high with a low air flow rate. However, in terms oftheproduction
rate, the frring temperature should be high with a high air flow rate. The brick productions in 14 days,
which is the cycle time of the traditional updraft kiln of70,000 brick capacity, for 800 OC and 1000 OC
firing temperatures are given in Fig. 10. Firing 2,600 bricks at 800 °C yields the same production rate

, as firing 3,500 bricks at 1,000 °C. However, in order to minimize the unit cost (or the specific energy
consumption), the latter should be employed (Table 2).

4. GENERAL DISCUSSION

Brick making is a very simple and primitive technique. However, at the present time, the kiln
operation that meets the requirements of the brick making industry in developing countries is not so
simple. There are special needs for this industry to be small for local consumption, batch operation
to accommodate the fluctuation in demand and incorporate the waste heat recovery feature to reduce

. the energy consumption. The four-chamber kiln to serve the four functions simultaneously and
cooperatively is not a new concept Bull's trend kiln with many more chambers, normally used in a
very big factory, is an example ofthis concept However, the theoretical study on the four cooperative
processes of the four chambers has never been reported until recently [2]. In this paper, the
experimental verifIcation was carried out and the time matching operation of the kiln cycles was
thoroughly studied.

The conceptual design of the kiln in this study was based on the continuous moving fIre kiln
similar to the Bull's trend kiln. The continuous process, generally associated with a very long kiln,
e.g., the tunnel kiln, cater to the lengthy and time-consuming cooling process. The Bull's trend kiln
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Fig. 10. Production in 14 days of different operating conditionsa.

is, therefore, a very big kiln with a capacity ofmillions ofbricks [4]. It appears in a circularofelliptical
loop formed by digging into the soil. The four-chamber kiln in this study is actually a compact above
ground Bull's trend kiln. Its compact size is achievable by matching the operating time and
manipulating the flow of the hot gas.

In the South of Thailand the bricks are being fired in big updraft-open-top kilns. The nonnal
capacity is 70,000 bricks and the batch cycle is 14 days. Furthermore, it needs many workers during
a few days of loading and unloading. The specific energy consumption of these updraft kilns is
4 MJ/kg - 5 MJ/kg [3]. Such production rate (70,000 bricks in 14 days) can be achieved by the four
chamber kiln loaded with 2200 bricks, fired at 900 °C and a combustion air flow rate of 1200 kg/h
(calculated from Table 2). Not only that the kiln provides a steady work for a smaller number of
laborers, is smaller in size but not in production rate, requires less investment cost and land used for
the factory, but italso consumes only halfof the energy normally required by the traditional big updraft
kiln. As the energy contributes up to 30% of the brick production cost [3] and the firewood price must
compete with the rubber wood furniture factories in the region, the four-chamber kiln is a promising
energy-efficient brick kiln.

5. CONCLUSION

A study toward energy saving in brick making was carried out systematically. After the key
parameters for energy saving were identified and the processes in the kiln were clearly understood by
the two papers published previously, this paper presented the experimental verification and the time
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matching operation. The experimental results of the single chamber kiln have proved the simulation
of the four processes occurring in the four-chamber kiln. The operating time matching of the four
processes was studied by computer simulation and established an operating guide line for the four
chamber kiln. The four-chamber kiln working cooperatively is the basic concept of the new type of
the kiln being constructed and tested at the Prince of Songkla University. It is believed that this type
ofkiln can substitute the traditional inefficient updraft kilns and its high efficiency can solve the energy
shortage problem presently faced by the brick making industry in most developing countries.
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Biogas Combustion in a Crater Bed

s. Tia, P. Chaivatamasath, v. Jumnongpon and S. Manomaiwong
Combustion Research Laboratory

Department of Chemical :gngineering
King Mongkut's Institute of Technology Thonburi

Bangkok 10140
THAILAND

ABSTRACT

The application of crater bedfor simulated biogas (mixture of methane and carbon dioxide)
combustion was studied. The effects of biogas composition, biogas to air ratio, bed particle size,
and the height of burner tube on the circulation of bed particles and lower flammability limit
(LFL) were experimentally examined. It wasfound that the circulation amount and height of bed
particles increase when highflow rate offuel-air mixture and/or small bed particle size were used.
An increase in burner tube height caused a decrease in circulation height, while the amount of
circulated particles increased. Under the study conditions, the values ofLFL obtainedfor simulated
biogas were 35% to 60% lower than those of standard conditions reported in the literature. With
the preheating effect obtained from both hot gas and particle circulation, biogas containing CH4

as low as 7% vol (93% COl) can be burned with stabilizedflame in this crater bed.

1. INTRODUCTION

Biogas, which is the by-product of anaerobic digestion in wastewater treatment systems or
fermentation of municipal waste in landfill systems, can be used as a fuel source for both heat and
power generation [1,2]. Its composition depends significantly on the characteristics of the substrate
to be digested. For example, biogas at a constant concentration of 60% CR. and 40% CO

2
is

flammable when its concentration in air is between 8.83% and 20% vol. and it will not burn using
a conventional combustor if its CO2 concentration is more than 75% [2]. To overcome this
limitation, new techniques involving heat-recirculating particulate beds such as fluidized bed,
spouted bed, and crater bed have been introduced [3]. This will enable the low-methane content
biogas to burn without supplemented fuel, and the generated heat, with proper design of combustion
chamber, can be recovered and utilized.

Both fluidized and spouted beds, which are unique for various specific applications, show
some technical problems when they are applied for heat recirculation. For example, the fluidized-bed
burners are characterized by a uniform temperature due to their high rate of heat transfer but do
not generally recirculate heat from beyond the zone of maximum temperature to the cold react
ants [3]. Malik, et al. [4] pointed out that the spouted bed, which provides the obvious geometry
for a recirculating particle burner, has high starting pressure and its pressure drop hysteresis makes
~t difficult to scale up by way of multiple spouts. The crater bed, therefore, was proposed by this
research group as an alternative that can overcome the scale up limitation of the spouted bed for
heatrecirculation [4].
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The crater bed employs the impingement of a high velocity jet of gas from a downward-facing
nozzle located at some distance above the bed of particles to fonn a crater and create particle
circulation on and above the bed surface. The preliminary study of hydrodynamic and combustion
characteristics of the crater bed has been reported elsewhere [3,4]. As a combustor, the system
recirculates heat between products and reactants by the circulating particles and by heat transfer to
the inlet tube in the same manner of counter-current heat exchanger. Tests perfonned by Malik, et
al. [4] showed that the crater bed can be used either with gaseous reactants entering through the
nozzle or with only oxidant introduced in that way, solid or liquid fuel being incorporated with the
bed material. The leaner burning capability of the crater bed against that achieved in spouted and
fluidized beds has also been reported [4]. Figure 1 [4] presents the crater fonned which is a well
defined cylindrical shape with a round base and is surmounted by a hollow cone of particles
descending its walls which continually replace those rising in the ascending fountain. The
momentum flux of the gas jet and particle type, size and shape have significant effects on the mass
flow of displaced particles and hence the size of the crater and the height of the cone. However,
little attention has been given to the application of this technique as recognized from currently
limited publications.

This paper reports on the application of crater bed for simulated biogas combustion. The
study emphasized on how the bed can improve the flammability limit of low calorific gaseous
fuel (biogas) by heat recirculation. The effects of particle size as well as the height of inlet tube on
the flame stability were examined. Also reported are the experimental results of LFL of simulated
biogas containing various concentrations of CO

2
burning in a crater bed.
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Fig. 1. Pattern of particle circulation in crater bed
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2. APPARATUS AND PROCEDURE

The crater bed and gas flow system are illustrated in Fig. 2. A cylindrical quartz tube with
0.095 m i.d. and 1.5 m length was used as the combustor. From the top of this quartz tube a 0.5 m
long heat recirculation zone was provided, in which the vertically moveable inlet tube having i.d.
of 0.009 m was held at the axis of the combustor and facing downward. A ceramic fiber sheet
(0.03 m thick) was wrapped on the outer surface of the combustor.

Methane (99.99%) and carbon dioxide (99.99%) gases from standard gas cylinders were
mixed to form simulated biogas in the first mixing chamber and then mixed with air from a
compressor in the second chamber before feeding to the combustor. The flow rates of both gases
and air were measured by three individual calibrated orifices and manometers. A K-type
thermocouple connected to a digital thermometer was installed at the same level as the inlet tube
nozzle and 0.03 m apart from its outer surface. Sand was used as the bed material.

The crater bed, having desired sand size and inlet tube height was pre-heated by using LPG
until the chamber temperature reached 900·C to 950·C. The LPG was then changed to simulated
biogas in which the concentration of both CH

4
and CO

2
could be adjusted for specific composition

by controlling their flow rates. In the experiment, the biogas flow rate was fixed while the air flow
rate was slowly increased starting from stoichiometric ratio until the extinction of flame was
observed. Following this, the air flow rate at extinction condition was then fIXed and the biogas
flow rate with constant composition was increased. At each total gas flow rate, the bed temperature
and flow rate of all gases were recorded after the steady state, constant bed temperature, was
reached. Data were recorded in triplicate to confirm the reproduction. It should be noted that the
minimum total gas flow must be sufficient for crater formation and this can be roughly predetermined
from cold bed experiment The effects of sand size, inlet tube height and total gas flow rate on
both particle circulation and biogas combustion were visually observed by taking out the insulator
from the quartz tube.

Air Compressure
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Fig.2. Crater bed and flow system.



4

3. . RESULTS AND DISCUSSION
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The combustion of biogas in a crater bed at various conditions as visually observed from the
experiment is shown in Fig. 3 and Fig. 4. The size and depth of crater formed and the height of
ascending fountain of particles increases with total gas flow rate or its momentum flux (Fig. 3),
but decreases as sand size increases due to its gravity effect. The increase in inlet tube height
caused the larger radial profile of gas jet, and hence increase in crater size and amount of ascending
sand (Fig. 4).

The typical plot of experimental results for LFL determination of a crater bed with different
inlet tube height and 324 pm of sand size are presented in Fig. 5 and Fig. 6 for biogas containing
60% and 9% by volume of methane, respectively. For the case of biogas with 60% methane,
Constant, et ale [2] reported that the standard LFL is 8.83% or 4.98% vol. based on biogas or
methane in air, respectively. It is clearly seen that the heat recirculation effect obtained from the
crater bed can reduce LFL to 4.98% vol. of biogas or 2.98% vol. of methane, and it is expected
that the effect of heat recirculation can be enhanced through better insulation. The simulated
biogas with methane as low as 9% vol., which is much lower than the minimum flammable
composition of methane obtained from conventional firing as reported above (25% vol. of methane
in biogas), can be burned steadily with stabilized flame in this crater bed. The corresponding LFL
obtained from the experiment is 4.24% vol. of methane in air which is also lower than the standard
LFL of pure methane (5% vol. in air).

The LFL of biogas at various methane concentrations with 0.02 m and 0.03 m of inlet tube
heights and 324 pm and 730 pm of sand sizes is depicted in Fig. 7. It can be observed that the
crater bed used in this study resulted in about 35% to 60% lower LFL when compared to that
obtained from the standard method. When the sand size was fiXed at 324 pm, the LFL values
from the case of inlet tube height of 0.03 m is gradually lower than those of 0.02 m with CO/CH..
ratio higher than 1.5. This is because the total flow rate of gas mixture and the ascending height of
sand particles at the condition of LFL are nearly the same for both inlet tube-heights, while the
amount of ascending sand is more for the 0.03 m inlet tube height compared to that of 0.02 m.
Therefore it can be presumed that the bed will recirculate more heat by circulating particles, and
thus decrease in LFL. Increasing the sand size from 324 pm to 730 pm with the constant inlet tube
height of 0.03 m, showed a significant decrease in LFL. The reason is not clear, however it is
believed that at the condition of LFL the larger sand size would contribute more heat recirculation
through radiation as well as thermal mass. With this sand size and inlet tube height, the crater bed
used in this study can burn biogas containing methane as low as 7% vol. (CO/CH.. = 13.2,
adiabatic flame temperature =371·C at lean limit) with stabilized flame.

At LFL condition, the combustor temperature at the same level of inlet tube nozzle and
0.03 m apart from its outer surface as a function of CO/CH.. ratio is presented in Fig. 8. As
reported above, the simulated biogas with CO/CH.. ratio above 3 up to 10 will never burn by using
a conventional burner due to the amount of heat release being too small to heat the inert gas (N2
and CO2), and hence resulting in a relatively low furnace temperature to sustain the flame. In
contrast, the crater bed recirculates heat between reactants and combustion product by the circulating
particles and by heat transfer through the inlet tube. As a result, the temperature inside the
combustor obtained from the experiment is nearly constant at about 620·C to 650·C which is, of
course, high enough to sustain the combustion.

Scale up to relatively large bed can be made by using multiple inlet tube. When burning
landfill biogas which composed of certain amount of high molecular weight or aromatic hydrocarbon,
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Fig. 8. Typical inside temperature of combustor for simulated biogas-air
at LFL as a function of CO/CH,ratio.

some- inlet tubes can be fed with air only in order to provide enough secondary air for complete
combustion. Further research required for both single and multiple inlet tube are the hydrodynamic
and heat transfer mechanism between crater bed and inlet tube as well as the combustion and
emission characteristics for each specific gaseous fuel.

4. CONCLUSION

This study showed that the crater bed can be well applied as a recirculating particle burner.
The size and depth of crater form, as well as the ascending height of solid particles, increase with
flow rate of impinging gas-jet. The amount of particle ascending depends markedly on the inlet
tube height The lower flammability limit (LFL) obtained from crater bed experiment was 35% to
60% lower as compared to those obtained from the standard method. In this study, biogas
containing methane lower than 25% down to 7% vol. can be steadily burned with stabilized flame
in the crater bed due to its good heat circulation characteristics.
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ABSTRACT

9

Fiji has always relied on imported petroleum products for all its transportation needs as
well as for electricity generation and industrial uses. Since 1983, the major island of Viti Levu
has been provided with electricity from a hydroelectric power station. Energyfor domestic cooking
and heating has been dominated by biomass which has also provided energy to four sugar mills in
Fiji through bagasse, the waste product of the sugar producing process. Biomass also provides
energy for commercial, industrial and agricultural use. The major energy sources are biomass,
hydropower and petroleum products.

This paper presents an overview of the energy situation in Fiji. The current supply and end
uses of energy in all its forms are examined and the historical trends over the last 15 years are
detailed. The locally available resources and imported energy are put in their proper perspective
along with the energy consumption pattern and efficiency ofgeneration.

1. INTRODUCTION

Fiji has relied very heavily on petroleum products for transportation, industries and electricity
generation. Since 1983, hydroelectricity became the major source of electricity for the country.

The Monasavu hydroelectricity scheme, located in the center of Viti Levu, with a rated
capacity of 80 MW, supplies most of Viti Levu with electricity. This leaves Vanua Levu and all
the other islands still dependent on electricity from diesel-fuelled power stations. Electricity from
the hydropower station is not enough to meet the demands in Viti Levu, with the result that several
major industries, including the Vatukoula gold mine, as well as many remote communities still
rely on electricity from diesel power plants.

In 1993, around 47% of the population of Fiji had electricity supplies. This consisted of grid
electricity from the Fiji Electricity Authority (PEA) as well as village or community-based diesel
generated electricity. The total number of domestic consumer of grid electricity was 143,000
households in 1993, representing less than 47% of the total population. Some 8000 consumers
have access to electricity from diesel-fuelled power plants, representing 5.5% of the population.
Thus as in 1993, around 150,000 household had electricity available.
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2. THE CURRENT ENERGY SUPPLY SITUATION

Currently, the major energy sources are petroleum products, biomass, hydropower and coal.
Energy from coal contributes less than 5% to the total energy supply. Biomass and petroleum
make up over 70% of the total primary energy. Table 1 shows the energy supply since 1981 and
Fig. 1 shows a graphical plot of the same. Before the commissioning of the Monasavu hydroelectric
power scheme in 1983, electricity was generated by diesel-fuelled power stations. Since 1983,
however, electricity has largely been generated from the Monasavu hydropower system, with
around 95% of all electricity for the island of Viti Levu coming from it Electricity for consumers
outside Viti Levu comes from diesel power stations operated by FEA.

Biomass, mainly in the form of bagasse from the four sugar mills, and wood bark and chips
from the Drasa sawmill, also is used to generate electricity (and process heat), for industry. The
Fiji Sugar Corporation (FSC) has a collective electrical generating capacity of 27 MW in its four
sugar mills. The mills utilize the combustion of bagasse to generate stearn and electricity. In
1993,43 823 MWh of electricity was generated from 940.5 million kg of bagasse. The Drasa
sawmill in Lautoka has a 3 MW power station, which supplied all the energy requirements for the
sawmill. The bark and chips-fired boiler consumes 24 000 kg of fuel daily to generate stearn for
process heat and for electricity.

Table 1 shows energy supply data for Fiji between 1981 and 1992. The mix of imported and
indigenous primary energy supply, along with the individual components of each category are
shown in energy units as well as in percentage terms. Figure 1 shows the historical trend in the
primary energy supply.

Table 1. Energy supply for Fiji: 1981-1992.

Energy consumption by source: 1981-1992

Year Coal Pet. % Electricity
Prod. C+P Diesel Hydro Bagasse Total Wood Total

TJ TJ TJ TJ TJ TJ % TJ % TJ

1981 485 7762 62.14 881 0 164 1045 7.87 3980 29.99 13272
1982 541 6930 59.17 924 0 179 1103 8.74 4053 32.10 12627
1983 479 7170 59.68 830 114 93 1037 8.09 4131 32.23 12817
1984 535 7165 58.8 87 945 155 1187 9.06 4208 32.13 13095
1985 428 7077 57.99 65 974 129 1168 9.03 4268 32.98 12941
1986 601 7698 59.61 67 1067 151 1285 9.23 4339 31.16 13923
1987 485 6925 56.81 68 1059 129 1256 9.63 4377 33.56 13043
1988 333 6575 54.56 122 1105 111 1338 10.57 4415 34.87 12661
1989 446 7266 56.66 114 1169 162 1445 10.62 4453 32.72 13610
1990 431 7686 57.45 116 1252 153 1521 10.77 4491 31.79 14129
1991 571 8206 59.25 122 1249 138 1509 10.19 4528 30.57 14814
1992 462 8664 59.87 160 1247 144 1551 10.18 4566 29.95 15243
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Energy consumption in Fiji: 1981-1992
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Fig. 1. Historical trend in energy consumption.

3. CONVERSION TECHNOLOGIES

Industrial energy supply consists of electricity, thermal energy (hot air and steam) and
mechanical energy (from electricity, biomass, oil, gas and coal). The basic conversion technology
is combustion of fuel to produce electricity, mechanical and thermal energy output

3.1 Electricity Generation

Electricity is generated mostly through three methods, namely, hydroelectricity generation,
generation from diesel-fuelled power stations and biomass-fuelled electricity (sugar mills, sawmills).
Apart from the sugar mills and a large sawmill, electricity is generated by the Fiji Electricity
Authority either through the Monasavu hydroelectricity generating system (for most of Viti Levu)
and through its thermal power plants fuelled by diesel fuel. The Public Works Department, a
government department, is charged with the responsibility of generating electricity, through small
and medium scale diesel generating plants for remote and rural communities.
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Industrial and commercial energy use
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Fig.2. Electricity generated from various sources: 1981-1982.

Figure 2 shows electricity generated by various sources since 1981. Electricity generated
from the rural diesel power systems are not included; nor is that generated by the Vatukoula gold
mine. The latter generates its own electrical power requirements· through diesel power sytems.

4. ENERGY USE

4.1 Energyror Industry

While Fiji is not heavily industrialized. compared to its developed neighbors such as Australia
and New Zealand, it does have several mainly light industries and expends a considerable amount:
of energy on these. These industries include manufacturing ones such as sugar. cement, building
materials (timber, nails, concrete blocks, etc.), coconut oil, soap, food processing and packaging,
cooking oils, vehicle assembly; agricultural, fisheries and forestry-related industries and others.
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Electricity generation in Fiji

19911989198719851983

O .....~~....,...;.--.;;,....-......,..---'"~---:.....-....,......-..---""""'-T-~......----;

1981

, Year

-+- Electricity diesel TJ
---Electricity hydro TJ
-6- Electricity bagasse TJ
~ Electricity total TJ

Fig. 3. Industrial and commercial energy utilization.

Figure 3 shows the use of energy for industrial and commercial activities since 1981, with
the total energy used as a comparison. The commercial and industrial consumption does not
include energy used for transportation for these sectors, which would be significant.

4.2 Agricultural and Household Energy Use

Almost a third of the total energy consumed in the country goes towards domestic or
household activities. This is a reflection firstly of the relatively low level of industrial activity and
secondly of the increasing availability of electricity to the domestic sector, particularly in the rural
areas through the extension of the national electricity grid.

Energy used in the agricultural sector includes agriculture, fisheries and forestry activities,
particularly large-scale government and private projects. These include rice schemes, copra
plantations, pine plantations, and fisheries projects such as PAFCO, the Pacific Fishing Company.
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Agricultural and household energy use
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Fig.4. Household and agricultural energy consumption: 1981-1992

Figure 4 shows the energy consumed by the agricultural and domestic sectors since 1981.
The energy consumed by these two sectors has remained relatively stagnant even though, in the
case of the agricultural sector, the economy of the country was growing between 1981 and 1987.
The energy used by the agricultural sector is around a quarter of that consumed by the households.

4.3 Sectoral Energy Use

In this section sectoral energy use as well as final end-use are considered. Sectors that need
energy include household (domestic), industry, commerce, institutions, agriculture, government,
and others. Final end-uses include what energy is actually used for in tenns of the final output
Thus cooking, heating, crop drying, cooling, refrigeration, air-conditioning, lighting, running
machinery, and transportation are all inclusive of energy end-use. Table 2 shows the fmal energy
consumption by energy source from 1981 to 1992.

Table 3 shows energy used in Fiji by sectors from 1981 to 1992. Figure 5 shows sectoral
energy use for lhree sectors, namely, industrial'-and commercial, transport, and household, between
1981 and 1992. It is noted that transportation consumes the largest amount of energy, with over
39% of primary energy used in 1992. For this time period, the highest energy consumption for
transportation was in 1981 with 42%. The fraction of energy for transportation has been decreasing
since 1981 up to 1988 whereafter it has shown a steady increase. Household energy has been more
or less steady between 1981 and 1986, has increased thereafter until 1988 and has been decreasing
steadily since then.



Table 2. Final energy consumption by energy source.

Final energy consumption by energy source

Electricity

Year Coal Petroleum products Diesel Hydro Bagasse Total Fuelwood Total

TJ 0/0 % TJ Total 0/0 % TJ TJ % TJ % TJ
Imports Imports Imports

1981 485 5.9 3.7 7762 8247 94.1 58.5 881 84.3 0 164 15.7 1045 7.9 3980 310 13272

1982 541 7.2 4.3 003:> 7471 92.8 54.9 924 83.8 0 179 16.2 1103 8.7 4053 32.1 12627

1983 479 6.3 3.7 7170 7649 93.7 55.9 830 80.0 114 11.0 93 9.0 1037 8.1 4131 32.2 12817

1984 535 6.9 4.1 7165 7700 93.1 54.7 87 7.3 945 79.6 155 13.1 1187 9.1 4200 32.1 13095

1985 428 5.7 3.3 7077 75a5 94.3 54.7 65 5.6 974 83.4 129 11.0 1168 9.0 4268 33.0 12941

1986 001 7.2 4.3 7698 8299 92.8 55.3 67 5.2 1067 83.0 151 11.8 1285 9.2 4339 31.2 13923

1987 485 6.5 3.7 0025 7410 93.5 53.1 68 5.4 1059 84.3 129 10.3 1256 9.6 4377 33.6 13043

1988 333 4.8 2.6 6575 0000 g).2 51.9 122 9.1 11C6 82.6 111 8.3 1338 10.6 4415 34.9 12661

1989 446 5.8 3.3 7266 7712 94.2 53.4 114 7.9 1100 80.9 162 11.2 1445 10.6 4453 32.7 13610

1990 431 5.3 3.1 7686 8117 94.7 54.4 116 7.6 1252 82.3 153 10.1 1521 10.8 4491 31.8 14129

1991 571 6.5 3.9 8206 8777 93.5 55.4 122 8.1 1249 82.8 138 9.1 1509 10.2 4528 31.6 14814

1992 462 5.1 3.0 8664 9126 94.9 56.8 160 10.3 1247 80.4 144 9.3 1551 10.2 4566 31.0 15243

Ul
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Table 3. Energy consumption by sectors.

Year Ind. & % Trans % HlHold % Agri. Govt. Non. % Total
Com. I+C T H Eng I+C+T+H

TJ TJ TJ TJ TJ TJ TJ

1981 2240 · 16.88 5582 42.06 4025 30.33 1078 0 347 89.26 13272
82 1625 12.87 4947 39.17 4059 32.14 1097, 598 302 84.19 12628
83 1946 15.18 5065 39.52 3962 30.91 1117 515 211 85.62 12816
84 2214 16.90 4929 37.63 4044 30.88 1138 491 281 85.42 13097
85 2308 17.84 4591 35.48 4062 31.39 1153 621 205 84.71 12940
86 2986 21.45 4678 33.60 4199 30.16 1171 642 245 85.22 13921
87 I 2271 17.41 4527 34.71 4202 32.22 1181 631 231 84.34 13043
88 2094 16.54 4246 33.54 4267 33.70 1191 610 ' 252 83.78 12660
89 2333 17.14 4741 34.84 4418 32.47 1201 653 262 84.45 13608
90 2451 17.35 5031 35.61 4513 31.95 1211 660 261 84.91 14127
91 2646 17.87 5480 37.00 4547 30.70 1221 639 278 85.56 14811
92 2735 17.94 5980 39.23 4401 28.87 1231 634 263 86.04 15244

Final energy use in Fiji
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Energy for industry and commerce shows some interesting variations. Between 1982 and
1986, there has been a steady increase, peaking to almost 22% in 1986. Since 1987, there has
been a slight increase in consumption, reaching a value of 18% in 1992.

4.4 Final Energy End-Use

Due to the unavailability of data for energy end-use on a national scale, it is impossible to
comment on energy end-use. However, on the basis of several studies on energy end-use for
particular situations, some general observations can be made.

For the household sector, the most common end-use include lighting, cooking, cooling,
refrigeration, entertainment, operation of appliances other than for the above (e.g., power tools)
and, to a limited extent, air-conditioning.

For the industrial sector, energy end-use is dominated by the running of electrical machinery
(motors, pumps, compressors and many other special machinery and tools), lighting, air-conditioning,
cooling, process heat and refrigeration. The commercial sector uses the above but to a different
extent, particularly for machinery.

For transportation, the end uses are the same in that energy is used for running engines for
vehicles, aeroplanes, ships, trains and other means of transportation.

5. ENERGY EFFICIENCY

In this section, the efficiency of electricity generation, in particular, and energy conversion,
in general are considered. Four categories of energy systems are considered: the hydroelectricity
generation, the FSC mills, the FEA diesel power systems taken as a whole and the rural electrification
system, using small and medium diesel gensets.

It is instructive to compare the efficiency of the rural diesel power systems to large scale
electricity generation systems. In Fiji, there are three major ways of generating electrical power:
thermal power systems using diesel fuel, hydroelectric power generation and electricity generation
using biomass (wood or bagasse).

Figure 6 shows the efficiency of these systems for the years 1981 to 1992. The efficiency of
rural diesel power plants is compared to those of the FSC thermal power generation, the Monasavu
hydroelectric scheme and the FEA thennal power systems as a whole.

It is noted that the efficiency of the rural diesel power systems is the lowest The average
efficiencies of the other systems are 24% (FSC thermal systems), 27.5% (Monasavu hydroelectricity
system) and 32% (FEA thermal systems taken as a whole).

There is abundant biomass resource, in the form of forest as well as agricultural and industrial
waste, to warrant serious consideration of biomass-fuelled power systems. The two major options
are direct combustion systems using a steam engine or turbine connected to· an alternator and
power gasification systems. The sugar mills, for instance, use bagasse to generate all their
electrical energy requirements; a few sawmills generate electricity and stearn on-site and a 25 kW
wood-fired steam power cogeneration system supplies electricity and heat for drying copra at a
plantation in Taveuni.

Electricity from the 80 MW Monasavu hydroelectricity scheme in the interior of Viti Levu,
the largest island in Fiji, is distributed to over 90% of the electricity consumers supplied by the
FEA. Apart from this large hydropower scheme, two mini hydro-schemes (with a total capacity of
250 kW) supplies electricity to two remote communities. There is very significant potential for
greater use of hydroelectricity, generated from small-scale micro-units or medium mini systems.
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Electricity generation in Fiji: Efficiency
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s. CONCLUSION

19

In Fiji, energy comes from a number of sources of which the three dominant sources are
petroleum products (for transportation, household and industrial use and for electricity generation),
hydropower (for electricity generation) and biomass (for cooking, process heat and electricity
generation). Other sources include coal (for industrial use), solar energy (for hot water and lighting),
geothermal (mainly for cooking).

Electricity is generated using hydropower, diesel fuel and bagasse (for the sugar mills).
Biomass, in the form of firewood, sawdust, bark and agricultural waste (mainly coconut husk and
shell), is used to provide process heat for industries and commercial enterprises as well as to
generate electricity.

The efficiency of energy conversion varies considerably, depending on the source of energy
and the scale of conversion. Rural electrification diesel generator sets are fairly inefficient, with
conversion efficiencies of 15%, while the Monasavu hydroelectric power station has an overall
efficiency of 30%.

The sugar mills use bagasse to generate all their electrical demand and the overall efficiency
of conversion (bagasse to electricity) is only around 1% (an energy content of 20 MJ/kg is
assumed for the bagasse). If the use of steam is considered, then the overall efficiency increases
considerably.

While there is good scope for greater use of renewable (such as hydropower and biomass)
for electricity generation, it appears unlikely that these will make significant inroads. However,
there are industries such as the sugar mills, sawmills, copra mills and other industries that are
looking increasingly at the feasibility of generating their own power through the use of the waste
products they generate.

Thus, Fiji's electricity generation will continue to be dominated by the hydroelectricity
facility at Monasavu (for most of Viti Levu) while the rest of Fiji will continue to rely upon diesel
generation, through large central power stations or small diesel generator sets for the rural and
remote communities.

6. REFERENCES

1. Department of Energy, Government of Fiji. 1992. Energy Statistics Yearbook: 1992. Fiji:
Department of Energy.

2. Datasheet on diesel and petrol engines from several manufacturers, including Suzuki and
Honda.

3. Fiji Electricity Authority (FEA). 1993. Annual Report to the Government.
4. Prasad, S.B. 1987. A Biomass-fuelled steam power generation system: modelling, performance

and control aspects. Ph.D. Thesis. Department of Engineering Physics, Research School of
Physical Sciences, Australian National University, Canberra, Australia.

5. Fiji Sugar Corporation (FSC). 1995. Annual Report



RERIC Ilt1ernalwnal Energy Journal: Vol. 20. No.1. JI4M 1998

Estimation of Monthly Average Hourly and Daily
Global Irradiation in Togo

MagoImeena Banna and Messan Gnininvi
Laboratoire Sur I 'Energie Solaire

Universite du Benin BP 1515, Lome
TOGO

ABSTRACT

21

Solar irradiation data recorded in three localities (Lome. Atakpame and Mango) representing
the climate and geographical areas in Togo are analyzed.

The new technique proposed recently by Jain using normal distribution- curve Eq. 1 for
estimating the long range averages of instantaneous (or hourly) global radiation has been tested
and found to fit hourly global radiation data fairly well in three zones in Togo. The values are
obtained by matching the experimental and the theoretical values at the solar noon orEl13 hours
according to the months in the year. These (J values are found to be related to N by linear
equation with excellent coefficients ofcorrelation.

Monthly daily global radiation on a horizontal surfacefor the three towns, are deducedfrom
their relative sunshine data using the method developed by Angstrom. Appropriate regional
parameters are determined and use to predict solar irradiation in all the three localities with an
error less than 8%.

1. INTRODUCTION

In order to appraise the economics of a proposed solar-energy application in a particular area
and to design a conversion device which will meet a potential demand, it is necessary to know the
amount of solar radiation obtainable at the pertinent location. It has involved long tenn
measurements of the instantaneous (or hourly) global irradiation on a horizontal surface in most
countries in Africa, however in relatively few meteorological stations. For places where it is not
directly measured, hourly and daily solar radiation can be estimated by interpolation from nearby
localities where radiation data are available by using models and empirical correlations.

The fIrst attempt to analyze the hourly radiation data was done by Whillier [1] and Hottel
and Whillier [2] who used the data of widely separated localities to obtain the curves of the ratio
of th~ hourly/daily global radiation (r,) in terms of the sunset hour angle for each hour.
Collares-Pereira and Rabl [3] developed an analytical expression for the ratio (r,) in terms of the
sunset hourly angle. Recently, Jain [4,5] used the measured monthly average hourly global
irradiation data and showed that a normal curve could be fitted to this data fairly closed for all the
months. In this paper, the authors are using the Jain's technique to analyze the monthly averages
hourly global radiation recorded in some meteorological stations in Togo.

The model most used to predict the daily radiation is the correlation found by Angstrom [6],
Black, et ale [7] and others, between global radiation and the duration of sunshine, which is
measured at many meteorological stations. The Angstrom's fonnula locally set up in this work is

PREVIOUS PAGE BLANK
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used to predict the monthly average daily global radiation on a horizontal surface in three localities
in Togo.

The present work stems from the need of knowledge of solar radiation data in Togo and to
fIll the gap of radiation data for the place lacking direct radiation measurements.

2. METHODOLOGY

2.1 Measurement Procedure

Global solar radiation was measured in three localities, whilst several stations recorded·
sunshine duration in Togo. These are Lome southern coastal belt, Atakpame in the central region
and Mango in the northern savanna region representing the geopraphical and climate zones in
Togo, a West-African small country. The geographical locations of the three towns are shown in
Table 1.

Solar global radiation was measured by Eppley pyranometer and sunshine duration by a
Campbell-Stock tropical sunshine recorder. The data used in this paper are monthly average of
hourly and daily global solar radiation on a horizontal surface from 1981 to 1992, and sunshine
duration hours averages over many years. These were supplied by Togo meteorological services.

2.2 Analysis of Hourly Global Irradiation Using Jain's Method

Essentially, in this technique the ratio of the hourly/daily irradiation is given by the nonnal
distribution curve [4, 5]:

(1)

The unknown parameter for any month is detennined by equating the value of p(t) for t =To
with that of the measured value, i.e.:

p(t) = [l/aJ2]r] or a = l/p(T){fi

Table 1. Geographical locations of towns used in the study.

Stations Latitude <P Lon,utude Altitude

Lo.e 06-10' North 01-15' East 19.60 •

Atakpa.e Or35' North 01-07' East 499.66 •

Sokode' 08-59' North 01-09' East 386.48 •

Kara' 09-33' North 01-10' East 339.66 •

Mao~o 10-22' North 00-28' East 144.70 •

(2)
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T" is solar standard time corresponding to the mean of monthly average hourly radiation. In
fact, the data show that the mean radiation during the day is reached at solar noon or at 13 hours
according to the months in the year as shown in Table 2.

Having detennined (J for each of the months and for each locality, Eq. 1 is used to yield the
theorical values of the hourly/daily ratio for any hour centered at the solar standard time t.

To know the value of (J for the place where no measured values of the hourly irradiation are
available, a linear correlation was developed between (J and N:

(J=a+bN
" "

The values of the average day length Nfor a given month is computed from:

N =2/15 cos·t
(- tan 4J tan be)

where
be = 23.45 sin [360 (284 + D)1365]

The local parameters a" and btl are found for each locality.

2.3 Global Solar Radiation and Sunshine Hours Correlation

(3)

(4)

(5)

Of the many models in the literature, the most popular is the regression equation of Angstrom
[6].

- - -
H/H" = a + b (ii/N) (6)

The above equation is used to detennine a and b for three localities and also the atmospheric
transmission for cloudless skies T = a + b by setting n/N = 1.

The monthly daily global solar radiation from each of the three stations are calculated from
Eq. 6 (Table 3). In these calculations the values ofJi" are calculated according to [8]:

H" = 24/,,/lr [cos 4J cosbe sin (0. + (2lr (0/360) sin t/J sin b;. ]

where
I" = 1353 (1 + 0.033 cos [360 (D/365)])

cos (0. = -tan 4J tan be

The least square method is used to calculate the coefficient a and b for different locations.

3. RESULTS AND DISCUSSION

3.1 Hourly Values

(7)

(8)

(9)

The measured values of the II-year monthly average hourly global irradiaiton for Lome,
Atakpame and Mango are available at laboratory. The ratio hourly/daily is easily calculated using
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Table 2. Long-term average values (in Wh/m2 day) of the measured hourly global radiation
in three localities.

t 7 8 9 10 11 12 13 14 15 16 17 18
Months

Lo.~ 15.4196.7 214.0 376.31500.61591.91611.7 553.71439.4 289.0 136.7129.7

Jan. Atakpa.~ 13.41107.2 264.8 422.8551.6 629.4 637.2 578.6 461.81305.8 146.0 35.0

Han~o 19.4\119.0 284.3 442.51565.7 644.8 657.0 598.2 483.5 331.81164.0136.7

Lo.~ 20.7 127.8 286.0 440.4591.41714.3 747.4 683.0 547.4!359.a!178.7 44.4

Feb. Atakpa.~ 16.61126.0 299.61 476•41616.61696.2 703.61 617•8 488.4\326.41167.6146.0

Man~o 19.21133.5 309.3 489.51610.5 697.01 718•3 661.8 547.51386.1 204.8 55.1

Lo.~ 35.2 164.0 325.0 I 750.2 761.6 685.6 549.6 372.8 186.0 49.2496.41 644•4

March Atakpaa~ 27.81153.6 330.6 511.2 651.8 721.6 708.2 636.2 494.4 317.8 152.6 45.4

Man~o 31.7 155.1 330.3 498 623.1 705.1 713.0 649.8 535.5 375.1 201.1 57.5

Lo.~ 55.0 200.2 374.4 562.0 716.0 800.4 792.4 718.0 575.8 390.6 194.6 47.6

April. Atakpaae 60.2 213.6 398.4 555.8 655.2 695.4 699.4 626.2 497.2 315.0 150.4 41.0

Man~o 53.6 184.4 346.2 506.8 622.0 687.2 698.8 624.4 508.8 351.6 189.4 52.0

Lo.~ 68.5 210.7 439.8 533.3 632.3 705.0 719.8 670.0 538.6 380.0 199.6 49.8

May Atakpa.e 71.6 229.0 401.8 551.4 650.2 682.4 647.4 579.6 489.8 336.4 177.6 48.8

Han~o 66.51196.0 352.7 499.3 601.6 649.0 645.7 590.5 489.4 353.1 197.1 60.3

Lo.~ 48.2 1157.2 303.0 427.4 503.4 570.8 604.4 568.2 507.6 334.4 176.6 52.4

June Atakpa.e 55.6 190.0 356.2 488.0 585.2 629.8 608.0 569.6 444.8 314.4 180.0 54.0

Man~o 67.3 182.1 319.0 440.0 528.3 598.3 617.0 574.8 488.8 367.8 213.5 76.1

Lo.~ 45.5 141.2 285.5 404.5 597.5 691.2 620.7 592.5 516.7 375.2 212.2 63.7

July Atakpaae 34.5 128.1 264.5 408.6 505.3 520.3 529.5 478.1 411.1 296.6 172.1 64.3

Man~o 49.0 149.1 276.1 387.5 464.6 528.5 549.3 514.5 459.3 360.6 209.5 81.1

Lo.~ 37.6 141.4 269.0 390.6 498.2 584.8 637.8 537.6 527.6 381.0 202.6 52.0

AUK. Atakpaa~ 29.21111.8 248.6/391.01485.61530.6 526.6 475.8 397.8 283.2 148.0 44.4

Man~o 42.3 142.3 263.3 372.0 461.5 514.1 544.8 506.0 437.6 332.5 196.0 73.6

Lo.~ 50.5 184.1 345.3 465.6 613.8 706.8 758.6 705.8 587.0 411.6 203.6 39.0

Sep. Atakpaa~ 41.5 153.8 312.1 450.1 531.3 576.8 563.6 553.3 450.3 425.6 154.5 32.3

Man~o 44.6 166.5 310.0 438.1 541.0 615.0 627.6 570.0 475.3 337.5 173.6 58.5

Lo.~ 79.6 238.0 409.3 550.1 691.3 TI6.1 776.5 701.5 557.8 351.3 150.5 18.0

Oct. AtakP<Ul~ 71.3 237.1 423.0 562.3 630.6 670.0 662.3 595.8 455.6 302.5 129.3 16.3

Han~o 65.0 214.0 378.1 520.61623.61 668.6 542.8 591.1 466.5 313.0 132.5 19.3

Lo.~ 61.5 256.5 384.6 535.3 651.5 763.3 690.5 658.3 488.6 294.5 122.8 16.1

Hov. Atakpaa~ 54.6 207.5 389.5 542.6 637.8 674.0 660.5 580.8 445.6 269.5 103.1 12.5

Han~o 48.6 187.0 347.3 482.6 595.5 650.1 626.1 545.1 412.1 248.1 96.0 10.3

Lo.~ 28.1 126.2 273.6 406.8 521.0 602.6 617.8 551.8 428.1 260.5 105.5 15.5

Dec. AtakP<Ul~ 22.4 117.8 268.4 413.6 533.0 587.2 568.8 497.4 382.0 226.6 90.0 15.0

HanKO 26.6 138.3 273.6 436.0 549.6 602.3\596.1 526.3 405.8 207.8 106.0 14.8
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Table 3. Long-term average u and Nvalues.

Lo.e Atakpcme Man~o

N N -
(1 (1 N (1

Months

January 11.69 2.54 11.62 2.60 11.69 2.62

February 11.81 2.60 11.77 2.62 11.81 2.68

March 11.96 2.63 11.96 2.72 11.96 2.73

April. 12.14 2.71 12.6 2.80 12.14 2.80

May 12.28 2.74 12.34 2.84 12.28 2.90

June 12.35 2.78 12.42 2.88 12.35 2.95

July 12.32 2.75 12.38 2.88 12.32 2.93

Au~ust 12.20 2.72 12.24 2.83 12.20 2.84

Septe.ber 12.00 2.67 12.00 2.78 12.00 2.77

October 11.86 2.61 11.83 2.70 11.86 2.70

Nove.ber 11.72 2.60 11.66 2.64 11.72 2.64

nece.ber 11.65 2.55 11.60 2.60 11.69 2.62

a:s O.023N + 2.48 a=O.031N+2.5 a = O.034N + 2.5

r=O.98 r=O.97 r=O.99

25

the values from Table 2. For the three localities, these values are plotted against the solar standard
time for January, April and August, separately, and are shown by dotted lines in Fig. 1 to Fig. 9.

Following the technique, u values were calculated for each of the months and for each
locality. Finally, using these values of u and Eq. 1, the theoretical curves were plotted. These are
shown in Fig. 1 to Fig. 9 by solid lines.

Since the N values of most of localities are recorded and compiled by the meteorological
services, the u values were related to N values. The u and N values are presented in Table 4 and
the values of uwere plotted againstN values as shown in Fig. 10 to Fig 12.
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Table 4. Comparison of measured and estimated values of monthly average
daily global radiation by Eq. 1.

Lo.~ Atakpa.~ Man~o

Months Hu H! Hi( HE - H!error error H u error
(%) (%) (%)

January 3845.0 4398.4 -14.4 4154.4 4228.6 -2 4382.7 4279.9 2,3

February 4375.1 4497.6 -2.8 4582.8 4706.5 -2.9 4974.7 4735.9 4.8

March 4743.1 4957.1 -4.5 4753.2 4550.3 4.0 5052.8 4971.9 1.6

April. 5191.1 4905.5 5.5 4911.8 4723.2 3.6 5275.0 5016.5 4.9

May 5094.8 4732.6 7.1 4870.6 4684.6 3.5 4791.4 4780.8 0.2

June 4218..5 4129.2 2.1 4479.6 4278.8 4.2 4488.3 4419.3 -0.7

July 4142.8 4123.6 0.4 3818.6 4014.7 -5.3 3995.7 4074.8 -1.9

Au~ust 4331.3 4285.8 1.0 3676.0 3762.8 -2.5 3904.9 3981.1 -1.9

Septe.ber 4551.1 4296.2 5.6 4065.2 4071.6 -0.3 4327.5 4180.0 3.4

October 5150.0 4851.3 5.8 4761.6 4410.3 7.1 4630.4 4608.7 0.4

Rove.ber 4058.5 3900.2 3.9 4588.6 4635.9 -1.2 4271.7 4485.9 5.0

Dece.ber 3873,0 4341.2 -12.0 3733.8 4137.2 -11 3931.1 4107.4 -4.4

Average 4464.5 44510.5 0.29 4366.3 4350.3 0.36 4502.15 4470.18 0.50
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Fig. 1. Comparison of the experimental (dotted line) and the theoretical (solid line) curves
for the global radiation for January in Lome.
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Fig.2. Comparison of the experimental (dotted line) and the theoretical (solid line) curves
for the global radiation for January in Atakpame.
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January - Mango
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Fig.3. Comparison of the experimental (dotted line) and the theoretical (solid line) curves
for the global radiation for January in Mango.
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Fig.4. Comparison of the experimental (dotted line) and the theoretical (solid line) curves
for the global radiation for April in Lome.
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Fig. 5. Comparison of the experimental (dotted line) and the theoretical (solid line) curves
for the global radiation for April in Atakpame.
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Fig. 6. Comparison of the experimental (dotted line) and the theoretical (solid line) curves
for the global radiation for April in Mango.
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August - Lome
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Fig.7. Comparison of the experimental (dolled line) and the theoretical (solid line) curves
for the global radiation for August in Lome.
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Fig. 8. Comparison of the experimental (dolled line) and the theoretical (solid line) curves
for the global radiation for August in Atakpame.
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August - Mango
0.161'"'""--------------------.....,

0.14 ' , ,0' - Measured
~Theoretical

0.12

0,1

0,06

0.04

0,02

0 ......_-_-__-_--_-_-__-_+_-_"""'""
fl 8 II 10 11 12 13 14 15 16 17 18

Hours from sunrise to sunset

Fig.9. Comparison of the experimental (dotted line) and the theoretical (solid line) curves
for the global radiation for August iOn Mango.

Lome

31

o Measured --. Ajusted

(j =0,0227 N + 2,4886
R2 =0,9751

2,9

2,8

2,7

b
2,6

2,5

2,4

2,3

2,2
11.69 11,81 11,96 12,14 12,28 12,35

N

Fig. 10. Correlation between aandN for global radiation in Lome.
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Fig. 11. Correlation between (land Nfor global radiation in Atakpame.

Mango

b

2,9

~ Measured -Ajusted

2,8

2,7

2,6

2,5
cr =0,034 N + 2,5068

R2 =0,9931

2,4 .......----t---t----t--__--t---t-----i'----------'
11,69 11,812 11,96 12,14 12,28 12,348

N

Fig. 12. Correlation between (land Nfor global radiation in Mango.
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Using the least square technique, the linear equations below are obtained to fit the data with
an excellent correlation.

(j =0.023N + 2.48

(j = 0.031N + 2.50

(j =0.034N + 2.50

r = 0.98

r = 0.97

r = 0.99

for Lome

for Atakpame

for Mango

(10)

(11)

(12)

These correlations are fairly different for the three localities. In fact the values obtained
using the three equations turn out to be quite close to each other. However, to average out the
little differences in the three equations, Eq. 13 which is obtained by averaging the coefficients of
the three equations, is recommended for estimating the hourly global irradiation at a place in Togo
where such measurements are not available.

(j = 0.029N + 2.49 (13)

As may be seen from Fig. 1 to Fig. 9, the agreement between the experimental and the
theoretical curves are fairly ,good for the three localities. These analyses concern all the months in
the three localities even if 811 the figures are not presented.

For nearly four-fIfths of the day around the solar noon, the agreement remains good with an
average magnitude of error about 4% to 8% for all the months. Only near the sunrise and the
sunset hours when the agreement is poor. Jain has shown that this is due to the fact that a nonnal
curve in principle extends up to infinity; so it does not attain the zero values at the sunrise and the
sunset hours [5]. However, it may be pointed out that most of the radiation during the day is
confined within about two-thirds or three-forths of the day around the solar noon [9]. Therefore,
the discrepancy around the sunset and sunrise hours is of little practical significance.

3.2 Daily Values

The variation of monthly solar radiation for the three towns are shown in Fig. 13. They are
similar in pattern. Peak insolation occurs in March-April and then in October-November. These
values are less important than those estimated by Thompson [10] using the data of only ten
stations for all the African continent.

For Mango, the northern savanna town, the annual average of daily irradiation is about
4.5 kWh/m2 per day, contrary to 4.3 kWh/m2 per day at Atakpame and 4.4 kWh/m2 per day in
Lome.

The predicted average values HE was calculated using Eq. 6, the regression coefficients a and
b and their correlation coefficients for each station are presented in Table 3 and Table 5. It is seen
that the correlation is good for Mango and Atakpame except for Lome, where r = 0.73. It shows a
better accuracy for all the months with an exception of Lome where the discrepancy reaches 14%
in December and January. In general, the predicted values show an excellent agreement with the
measured values in the three towns and the remainder of the months throughout the year, the
difference being less than 8%.

Table 5 shows that the sum a +b which represents the clear day fraction of Ii increases botho _

southwards and northwards from the central region as well as the sunshine fraction niN.
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Table 5. Regression and correlation coefficients.

Stations n.IN a b a+b r
annual aver~e

Lo.~ 0.550 0.263 0.374 0.637 0.73

Atakpaae 0.532 0.253 0.357 0.610 0.86

Sokode' 0.58 0.297 0.188 0.485 0.88

Kara· 0.579 0.257 0.300 0.557 0.72

ManRo 0.583 0.271 0.300 0.571 0.93

* obtained fro. the reference r121

06 -r-------------------------.,

0,55

05

~ 0.45

X
(\)
"0
s:: 04.... .
r.n
r.n
(\)

~ 0,35
(\)

o
0,3

0,25

0,2

--+- Lome
-0- Atapkame
-Ix- Mango

0,15 +-----t-----;---;---t--_--T--t-----t---to---t--.....

F M A M J J 0 S

Months in the year

a D

Fig. 13. Variation of monthly average daily global radiation H.
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Figure 14 shows the variation of monthly daily clearness index ii/H" for the three towns
throughout the year. Peak clearness index occurs in March-April and then in October-November.
The minima are observed in June-July-August corresponding to the middle of the rainy season in
the three zones.
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Fig. 14. Variation of monthly average daily clearness index Kr

4. CONCLUSION

The normal distribution curve Eq. 1 recently suggested by Jain is found to fit the data well
with an average magnitude of error about 4% to 8% for all the months. The agreement is poor
near the sunrise and the sunset hours and an approach to make the technique almost perfect or
accurate has to be outlined.

The C7 values computed are related to Nvalues by linear correlation. Table 4 and Fig. 10 to
Fig. 12 show that the correlation is good in each locality.

On the other hand, it is possible to compute global solar radiation on a horizontal surface in
Togo using Eq. 13, Eq. 14, and Eq. 15, respectively for Lome, Atakpame, and Mango and for the
nearby localities where radiation data are not available.
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N/No = 0.263 + 0.374 (Ii/N)

N/N = 0.253 + 0.357 (liff{)o

N/No =0.271 + 0.30 (fi/N)

(13)

(14)

(15)

ao' bo =
a,b =
D =
jj =
jj =0

liE =

I =0

KT =
pet) =
r =
r, =
t =
T =0

Ii =
N =
a =
Oc =

tP =
m, =

It is therefore possible to detennine clear-day global solar irradiation at any location in the
counlly using the appropriate coefficients a + b in Table 5.

Table 3 indicates that apart from some few months in the year, the error in the computed
values using Eq. 13 to Eq. 15 is expected to be in the range of±8%..
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6. NOMENCLATURE
I

climatologically detennined regression coefficients for hourly radiation
climatologically detennined regression coefficients fqr daily radiation.
the average day of the year given for each month
monthly daily radiation received on a horizontal surface {kWh/m2 per day)
monthly daily radiation on a horizontal surface in th~ absence of any atmosphere
at a particular latitude {kWh/m2 per day)
predicted monthly daily radiation received on a horizontal surface
{kWh/m2 per day)
solar corrected constant (W/m2)

H/Ho' the clearness index
the theoretical ratio of the hourly/daily radiation
correlation coefficient
the ratio hourly/daily for the observed global radiation
solar standard time in hours
solar standard time corresponding to the mean of daily radiation (hours)
monthly average daily number of hours of observed bright sunshine (hours/day)
monthly average daily maximum possible sunshine duration (hours/day)
standard deviation parameter in the nonnal distribution
characteristic delination, the declination on which the extra-terrestrial irradiation
is identical to its monthly average value [11]
latitude in degrees
sunset hour angle in degrees
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ABSTRACT
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The pW"poses of this research were to design, construct, evaluate performance and conduct
cost analysis of a heat pump fruit dryer. The dryer consisted of a cabinet dryer and heat pump.
Product capacity of the cabinet dryer was 100 kg to 132 kg with 12 trays and the heat pump
capacity was 3.5 kW refrigeration. In this work, papaya glace' was dried in close loop air with
drying temperature of50°C, air flow rate of0.45 kg/s and bypass air of 63%. Drying operation
was divided into two steps. In the first step, papaya glace' with dimension of6.35 x 15 x 25 err?
and initial moisture content of 74% dry-basis was dried. In the second step, papaya glace' dried
in the first step was cut into 0.98 x 0.98 x 0.98 err? and dried to a moisture content of 23% dry
basis. The results were as follows: drying rate 0.686 kg water/h, moistW"e extraction rate from
evaporator 0.78 kg water/h and drying time of the two steps approximately 80 h (40 h in each
step). Energy consumption was 9.93 MJ/kWh or SMER (specific moisture extraction rate)
0.363 kg water evaporation/kWh at specific air flow rate of 21.42 kg dry air/h-kg dry papaya
glace'. The coefficient of performance for the heat pump (COP.> varied between 3.71 to 3.85.
For the quality of papaya glace' after drying in terms of color, it was found that the color of
papaya glace' was light reddish-orange (code 34-C from RR.S. color chart). Cost evaluation
found that cost of papaya glace' drying was 12.8 Baht/kg water evaporation of which 5.3 was
energy cost, 1.4 was maintenance cost and 6.1 wasrued cost (US$ 1 = 40 Baht).

1. INTRODUCTION

Dried fruit is a modified agricultural product which is in high demand in both domestic and
international markets. The drying process is an important step of the production process as it has
high operating costs. Cabinet dryers are suitable for drying fruit. Drying temperatures typically
used in dryers are approximately 60·C to 70·C. If the drying temperature is higher, the product
will be dark colored and its surface is withered and wrinkled. If the drying temperature is lower,
the product quality will be acceptable but it requires long drying time. Small dryers use electricity,
LPG or solar energy for heating air. Solar energy has limitations in tenns of inconsistent energy
availability. This research proposes a choice of using heat from heat pump for drying fruit. Fruit
drying using heat pump could reduce energy cost with fairly low air temperature and relative
humidity. This can be achieved by condensing moisture from the drying air and followed by
reheating. Product quality in tenns of color and smell could be improved.

PREVIOUS PAGE BLANK
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Nousook, et al. [1] studied the suitable drying of papaya glace' in a tunnel. The drying was
divided into two steps. In the frrst step, papaya glace' with dimension of 3.1 x 7.8 x 1.4 cm3 was
dried at initial moisture content of 60% dry-basis and drying temperature of 70·C until the final
moisture content was 38% dry-basis. In the second step, the dimension of papaya glace' dried from
frrst step was decreased to 0.98 x 0.98 x 0.98 cm3

• Then it was dried at a temperature of 55·C
until the final moisture content was 23% dry-basis. The experiment showed that energy
consumption of large pieces of papaya glace' was higher than that of the small ones. After drying,
the quality of papaya glace' met standards of safety and industrial production of dried fruit

Chou, et al. [2] studied fruit drying using a window air conditioning heat pump for window
air conditioning unit with a capacity of 3.5 kW refrigeration. An electrical heater was also
installed in this heat pump. The heat pump was used to dry banana and pineapple in a cabinet
dryer with a fixed tray. Banana and pineapple were 10 mm thick. Drying time was 6 hours.
Operating conditions were as follows: 1) fruit was dried in an open-loop system at a temperature
of 61·C, and 2) fruit was dried in close-loop system at a temperature of 55·C. The experiment
showed that the drying rate of the close-loop system was higher than that of the open-loop system.

Clement, et al. [3] studied continuous conveyor drying using a heat pump. Heat pump
capacity was 20 kg/h for producing dried rubber. Refrigerant used in the heat pump was R-12 and
maximum temperature was 70·C. The experiment showed that the specific moisture extraction
rate (SMER) value was 1.5 kg to 2.5 kg of water evaporated/kWh. Parameters affecting the
performance of the system were as follows: 1) the coefficient of performance (COP) increased
with relative humidity of air passing through the evaporator, and 2) suitable ratio of by-pass air
was 60% to 70% of total air flow rate.

Pendyala, et al. [4] studied heat pump drying using R-ll and R-12 as refrigerants with
drying temperatures of 12Q·C and 75·C, respectively. The experiment found that COPs of R-ll
and R-12 were 3.5 and 2.5, respectively. COP was low when an electrical heater was switched on.

Rossi, et al. [5] studied vegetable drying using a heat pump. Vegetable was dried in a fixed
tray dryer with refrigerant R-12. The fixed tray dryer capacity was 1.3 kg and the drying
temperature was 55·C. Drying was in a close-loop system. Experimental results found that
parameters affecting heat pump dryer performance were air relative humidity entering the evaporator
and evaporator temperature. The heat pump dryer could save energy of 30% to 40%. Product
quality was high and drying time was low.

Young, et al. [6] studied drying using a heat pump with a fixed tray. Heat pump dryer
capacity was 60 kg to 100 kg. Maximum rate of condensed water leaving the condenser was
8000 cm3/h. The heat pump dryer system consisted of a 1.3 kW compressor, two condepsers, two
evaporators including recuperator. Experimental results showed that drying time decreased when
temperature and velocity of hot air increased. Drying time was increased with size of material.

Strommen and Kraner [7] studied fluidized bed drying using a heat pump. Raw materials
were small pieces of shrimp and fish. Experimental conditions were divided into two ranges as
follows: drying with a temperature of -5·C, and drying with temperatures of 20·C and 30·C.
Experimental results showed that material quality after drying in terms of mass and color was
slightly changed. Energy consumption of heat pump dryer was low as compared with other
dryers.

Past research showed that there are three types of heat pump dryers: fIXed tray dryers,
continuous dryers and fluidized bed dryers; and two models of air systems: close-loop (air was
recycled in the system) and open-loop (dried air was ejected to surroundings). Drying temperature
depended on refrigerant and it could be increased by adding electrical heat into the system.
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However, use of the heaters caused COP to reduce. Heat pump dryer perfonnance could be
increased by selecting suitable ratios of air entering the evaporator and by-pass air, and using
recuperator to exchange heat between hot air from cabinet dryer and cold air from evaporator.

The objectives of this research were to design, construct, evaluate perfonnance and conduct
cost analysis of a heat pump fruit dryer. Papaya glace' was selected as the drying producL

2. MATERIALS AND METHOD

The heat pump dryer used in this research was a close-loop system as shown in Fig. 1. It
consisted of 0.90 x 0.80 x 0.75 cm3 drying cabinet, 12 drying trays with area of 0.63 x 0.72 cm2

each, 1.3 kW two-piston compressor, 4.5 kW internal and external condensers (4 x 13 rows and 14
fms per inch), 3.66 kW evaporator (3 x 8 rows and 14 fins per inch), 2 cycles of capillary tube
throttling valves with dimension of 100 x 0.164 cm2, recuperator heat exchanger with air mass
flow rate of 0.14 kg/s and different temperature (between inlet and outlet) of 6·C, 3 kW heater,
backward curved blade centrifugal fan with air mass flow rate of 0.4 kg/s to 0.8 kg/s and
motor of 0.75 kW with speed adjustment by inverter, axial blade fan for external condenser with
air flow rate of 0.14 kg/s and motor of 50 W, and forward curved blade centrifugal fan for
evaporator with air mass flow rate of 0.14 kg/s and motor of 50 W.

Experimental fruit in this research was papaya glace' (the production process used was the
same as in the royal food processing plant). Papaya glace' was spread on trays which were put on
a trolley and dried in a batchwise process. Three drying experiments were undertaken. The
conditions for the experiments were as follows: 1) drying in a close loop system, 2) air used for
drying was controlled at 50·C, 3) air mass flow rate was constant at 0.45 kg/s and ratio of by-pass
air was 63% (air mass flow rate through evaporator was 0.17 kg/s), and 4) papaya glace' quantity
was varied between 70 kg to 132 kg. The experiment was divided into two steps. In the frrst step,
papaya glace' with dimension of 6.35 x 15 x 2.54 cm3 and initial moisture content of 74% dry basis
was dried (experiments 1/1, 2/1, and 3/1). In the second step, papaya glace' dried from the first
step was cut into dimension of 0.98 x 0.98 x 0.98 cm3 and dried to final moisture content of 23%
dry basis (experiments 1/2, 2/2, and 3/2). Air velocity in the recycled duct was measured by a hot
wire anemometer. Temperature of air loop in Fig. 2 and temperature of refrigerant loop in Fig. 3
were measured by a Chromel-Alumel type k thermocouple connected to a data logger (accuracy
'! I·C). Budong gauge was used to measure pressure in the refrigerant loop. A load cell with
accuracy of 50 g was used to measure weight of material in the cabinet dryer. Maximum weightmass
measured was 150 kg. Condensed water from the evaporator was measured by a load cell with
accuracy of 0.01 g. Maximum weight measured was 3 kg. Kilowatt-hour and clamp-on meters
were used to measure energy consumption in the system. The values measured were dry-bulb
temperature, wet-bulb temperature, mass weight of papaya glace', weight of condensed water from
air in evaporator and energy consumption. Measurements were made every two hours. Initial
moisture content of papaya glace' was measured by the following methods: 1) papaya glace'
sample was taken and cut into small pieces; 2) the sample was measured by digital balance
instrument (accuracy of 0.01 g); and 3) the sample was put into a cabinet dryer at a temperature of
103·C for 72 h. The papaya glace' quality after drying was studied by checking color with R.H.S.
color chart.
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3. RESULTS AND DISCUSSION

3.1 Experimental Results

3.1.1 Air Temperature Variation

45

It was found that differences of inlet and outlet air temperature of each subcomponent of the
heat pump system were: internal condenser, IO'C; evaporator, between 3"C to 4"C and cabinet
dryer, between I"C to S"C, as shown in Fig. 4 and Fig. 5. Outlet air temperature at the external
condenser varied up and down due to solenoid valve temperature control. For hot air temperature
distribution in the trolley, it was found that the air temperatures of the tray on the top part, middle
part and bottom part of the trolley were slightly different (temperature of top tray was higher than
that of bottom tray) as shown in Fig. 6 and Fig. 7.
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3.1.2 Papaya Glace' Moisture Content Variation

The results of papaya glace' moisture content variation from the experiment can be shown in
relative data with drying time, in tenns of average moisture content, water evaporated from papaya
glace' (or drying rate) and water condensed at evaporator (or moisture extraction rate, MER). It
was found that MER was higher than drying rate, as shown in Fig. 8 and Fig. 9. It was assumed
that surrounding air could enter drying section of the heat pump resulting in a greater moisture
loading.

3.2 Drying Efficiency Analysis

Drying efficiency of heat pump can be detennined by analytical results of drying rate,
moisture extraction rate (MER) from evaporator, energy consumption and specific moisture
extraction rate (SMER) at desired specific air flow rate. The analytical results from each experiment
are given in Table 1. Energy consumption decreases with the specific air flow rate while drying
rates, MER and SMER increase.

3.3 Heat Pump Performance Analysis

In this study, perfonnance of the heat pump was detennined by experimental results obtained
from both air loop and refrigerant loop (average record data every two hours). Analytical results
in Table 2 show that the percentage error was acceptable. Perfonnance of the heat pump expressed
in terms of coefficient of performance for heat pump (COPlip) varied between 3.71 to 3.89.

3.4 Papaya Glace' Quality

For the quality of papaya glace' after drying, it was found from the two steps of experiment
that the color of the product was light reddish-orange (in code 34-C from R.H.S color chart) which
was lighter than that of drying papaya glace' in hot air tunnel.

3.5 Cost Evaluation

Conditions for evaluation of the heat pump in this study were as follows: capacity was
132.2 kglbatch, operating time was 48 batches/year, average drying time was 80 hr/bateh, dried
papaya glace' quantity was 6346 kg/year, fixed cost was 59,012 Baht (US$ 1 =40 Baht), life time
of heat pump was 10 years (in case of poor maintenance), maintenance cost per year was 5% of
flXed cost, salvage value was 10% of flXed cost, evaporation water ability was 44.25 kg water
evaporated/bateh, electricity price was 1.55 Baht/kWh, electricity use rate was 1.89 kWh/h and
interest rate was 18%/year. Operating costs were neglected in this study.

3.5.1 Ten-year Life ofHeat Pump

Total annual cost was 27,079 Baht/year or 12.8 Baht/kg water evaporation of which
6.1 Baht/kg was fixed cost, 5.3 Baht/kg was electricity cost and 1.4 Baht/kg was maintenance cost.

3.5.2 Five-year life ofheat pump

Total annual cost was 32,246 Baht/year or 15.2 Baht/kg water evaporation of which
8.5 Baht/kg was fixed cost, 5.3 Baht/kg was electricity cost and 1.4 Baht/kg was maintenance cost.
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Table 1. Experimental drying results.

Description TEST No.

111 1/2 2/1 2/2 3/1 3/2

Ambient condition

Average temperature (oC) 28.9 29.3 28.5 28.9 29.3 29.3

Average relative humidity (%) 77.5 71.6 65.6 56.9 74.6 74.9

Condition of papaya glace'

Averge moisture before drying (%db) 74.8 40.4 73.8 38.3 74.8 36.7

Averge moisture final drying (%db) 40.4 23.2 38.3 23.6 36.3 19.1

Initial weight (kg) 70.4 56.5 101.1 80.1 132.2 101.0

Final weight (kg) 56.6 49.7 80.5 71.6 103.4 88.0

Drying air condition

Temperature (oC) 50 50 50 50 50 50

Specific air flow rate

(kg dry airlh-kg dry papaya glace') 40.3 40.2 27.9 29.8 21.4 21.9

By pass air (%) 63 63 63 63 63 63

Energy consumption

Energy consumption (MJlkg water evap.) 15.95 39.73 13.56 38.02 9.93 19.75

Drying time (h) 42 40 41 48 42 38

Performance of heat pump

Drying rate (kg water evap.lh) 0.327 0.171 0.504 0.177 0.686 0.343

MER (kg water condensedlh) 0.541 0.316 0.578 0.195 0.780 0.544

SMER (kg water evap.IkW-h) 0.172 0.091 0.266 0.095 0.363 0.343

COPIIp 3.82 3.76 3.85 3.73 3.83 3.81

Where MER = Moisture extraction rate from evaporator

SMER = Specific moisture extraction rate

COP
hP

= Coefficient ofperforrnance for heat pump

51
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Table 2. Comparative results analyzed from air and refrigerant loops.

Description Test No.

1/1 1/2 2/1 2/2 3/1 3/2

Wc 1.31 1.31 1.31 1.31 1.31 1.31

mr 0.02335 0.02424 0.02409 0.02350 0.02335 0.02266

mli 0.02092 0.02320 0.02B7 0.02244 0.0207'7 0.02090

mrx 0.00243 0.00104 0.00272 0.00106 0.00259 0.00176

Q•.• 3.69 3.61 3.73 3.58 3.71 3.68

Q•.f 3.64 3.85 3.81 3.68 3.69 3.54

% error ofQ. 1.23 6.51 2.14 2.74 0.44 3.89

Qx.a 0.43 0.18 0.48 0.18 0.46 0.31

Qi.• 4.57 4.74 4.56 4.72 4.56 4.68

QiJ 4.06 4.53 4.17 4.36 4.08 4.08

% error ofQ1 11.09 4.38 8.54 7.57 10.6 12.74

COPhP•a 3.82 3.76 3.85 3.73 3.83 3.81

COPhP•f 3.78 3.94 3.91 3.81 3.82 3.70

% error ofCOP
hP

1.34 6.35 2.04 2.84 0.37 3.92

Where We

mf

mfi

mf:x

Qe.a

Qe.f

Qi.a

Qi.f

Qx.a

COPhP,a

COPhp,f

= Power input at compressor, kW

= Mass flow rate of refrigerant, kg/s

= Mass flow rate of refrigerant in internal condenser, kg/s

= Mass flow rate of refrigerant in external condenser, kg/s

= Net cooling effect at evaporator calculated from air loop, kW

= Net cooling effect at evaporator calculated from refrigerant loop, kW

= Net heat rejected at internal condenser calculated from air loop, kW

= Net heat rejected at internal condenser calculated from refrigerant loop, kW

= Net heat rejected at external condenser calculated from air loop, kW

= Coefficient of performance for heat pump calculated from air loop

= Coefficient of performance for heat pump calculated from refrigerant loop
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4.

1.

2.
3.

4.

5.

6.

7.

5.

CONCLUSION

Drying rate (rate of water evaporated from papaya glace') from heat pump can be operated to
0.686 kg water evaporated/hr.
Moisture extraction rate from evaporator was 0.78 kg water condensed/hr.
Total drying time of both steps in the experiment was approximately 80 hr (40 hr for each
step).
Energy consumption was 9.93 MJ/kg water evaporated or in teoos of specific moisture
extraction -rate was 0.63 kg water evaporated/kWh at the condition of specific air flow rate
of21.4 kg dried airlh-kg dried papaya.
Coefficient of perfoooance for heat pump (COPJ varied between 3.71 to 3.85 which indicated
that power supplied by the heat pump system (or cooling at the evaporator was 3.7 kWand
for heating at condenser was 5.04 kW of which 4.74 kW was heating power at internal
condenser and 0.3 kW was at external condenser. Power supplied to compressor was
1.31 kW.
Cost evaluation found that total operating cost was 12.8 Baht/kg water evaporated, of which
.5.3 was energy consumption cost, 1.4 was maintenance cost and 6.1 was fiXed cost.
The ci>lorof papaya glace' after drying was ~ight reddish-orange (code 34-C from R.H.S
color chart), -lighter.thanthe color of papaya glace' dried by hot air tunnel [1]. This may be
due to the effect of drying temperature which was lower than that of the drying in tunnel.
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Paddy is grown in most part of the world. About 20% by weight (wt%) of this paddy
generates waste known as rice husk. The conversion of solid rice husk into liquid oil by fluidized
bed pyrolysis is taken into consideration in this study. The pyrolytic products are oil, char and
gas. In the fluidized bed pyrolysis system, rice husk is fed into the pyrolysis reactor in particle
form. Silica sand is used as the fluidization medium and gas nitrogen as the carrier gas. The
reactor and the preheater are heated by means ofelectrical ring heaters. The char is collected in
cyclone and the vapors are condensed in condenser and collected in liquid collectors while the gas
is flared. At a reactor bed temperature of450°Cfor a feed size ofup to 1 mm at a fluidization gas
flow rate of21 IImin, an oil yield of40% by weight (wt%) ofdry feed is obtained. The pyrolysis
process conditions are found to have influence on the product yields. The oil is characterized by
Fourier transform infra-red (FT-ir) spectroscopy and gas chromatography-mass spectrometry
(GC-MS) techniques along with some physical properties determination.

1. INTRODUCTION

It is a fact that the conventional source of energy has been depleting at an alarming rate and
hence the focus on alternative renewable source of energy is increasing. As a result biomass as a
renewable energy source has continued to attract increased attention [1]. A lot of work in this area
is in progress using different solid biomass as the feed material [1,2]. Needless to say, paddy is
one of the most produced crops in the world. About 20 wt% of paddy generates rice husk. It is
estimated that over 100 million tons of rice husk are generated annually from which 90% is
accounted for in the developing countries [3]. Mostly this is either under-utilized or unutilized as
a source of heat energy. The disposal of this waste is also an environmental problem. According
to a recent study of Yatim [4], Malaysia generates 3.41 million cubic meter of rice husk every
year. It is creating waste management problem, especially in the rice milling sites. Thus an
endeavor from the point of view of energy recovery from this rice husk waste by the thermo
chemical process of pyrolysis may be worthwhile. The characteristics of rice husk is presented in
Table 1 [5, 6]. Besides, from a recent thermogravimetric analyser (TGA) study of rice husk [7], it
appears that this husk may be used for energy recovery as a fuel. The thermogram from the
thermogravimetric (TG) analysis at a heating rate of 40'C/min over nitrogen atmosphere indicates
that devolatilization starts at around 2S0'C and completes at around SOO·C. The maximum rate of
devolatilization takes place at around 400'C at a rate of 0.3% weight 10ssrC. Thus, the conversion
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Table 1. Composition of solid rice husk.

Elemental composition Proximate analysis [5] Gross calorific Average bulk

value[6] density[6]

% wt (dry ash free) % wt (air dry) MJlkg kg/m3

Carbon as (C) 64.582 Volatile matter 53.6 13.2 100

Hydrogen as (H) 3.149 Fixed carbon 15.8

Nitrogen as (N) 0.939 Moisture 10.0

Oxygen as (0) 22.787 Ash 20.6

Sulphur as (S) 0.031

Other elements 8.512

of rice husk into liquid product by fluidized bed pyrolysis method may be considered as a promis
ing option. The pyrolysis oil may be used as a fuel in boiler, dedicated diesel engines and
industrial gas turbines for the purpose of power generation [8]. In addition to this, there are scopes
to upgrade the oil to obtain high grade fuel and valuable chemicals [9]. The solid char can be used
for making activated carbon, rice husk ash cement, reinforcing fJJ.lers in plastic and rubber goods
[10] and as fertilizer and soil conditioner. Most recently some work has been carried out with rice
husk as the feed material to produce liquid oil by using the fluidized bed pyrolytic thenno
chemical conversion process at the Thermodynamics Laboratory of Universiti Teknologi Malay
sia

2. MATERIALS AND METHODS

2.1 Biomass

The biomass used was rice husk particles milled and sieved up to 1 mm size. It was then
oven-dried and stored in the laboratory under dry conditions.

2.2 Pyrolysis System

The rice husk was pyrolysed in an externally heated 50 mm diameter and 30 mm high
stainless steel fluidized bed pyrolysis reactor system in an inert atmosphere of nitrogen as the
fluidizing gas and dry silica sand as the bed material. The fluidization gas flow rate was
maintained at 21 Vmin. The sand particle suitable for fluidization was found to be 212 to
300 micrometer (pm) and this is the size used in the study. The system consisted of fluidized bed
reactor, gas preheater, feed container with a screw feeder, solid-gas cyclone separator, liquid
condenser and liquid collectors. The flow sheet of the process is given in Fig. 1. The liquid oil
and the solid char were collected separately and the gas with· the non-condensable vapors was
flared. In order to feed the particles into the reactor a motor driven screw feeder was used. The
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Fluidised Bed Reactor

~__..~ GAS

char Reciever

ICHAR I Condenser Liquid Collector PYROLTIlC OIL

Fig. 1. Flow sheet of rice husk pyrolysis process.

feed rate was maintained at around 0.3 kg/hr. The reactor bed was heated by means of an
electrical heater of 1 kilowatt (kW) power. The heating was such that fast fluidization had been
maintained. Before entering the fluidized bed reactor the fluidization gas was preheated by
another electrical preheater of 1 kW power. The temperature of the reactor was controlled by
means of a temperature controller and was measured by a thennocouple within the bed. The
temperature of the reactor was maintained in the range of 400·C to 50<tC. The system was
maintained at a pressure slightly above atmosphere. The fluidization gas flow rate was measured
and controlled by gas flow meters. The separation of the char was done by a method known as
blow-through' mode where the char was entrained and blown from the bed while retaining the
sand in the bed [1]. The vapors and the gases were then passed through a water-cooled condenser.
The liquid was collected in two ice-cooled collectors in series. In this experimental study the
influence of reactor bed temperature and fluidization gas flow rate on the liquid and the solid
products yield was studied. The reactor bed temperature was varied between 4OQ·C and 500·C
while the fluidization gas flow rate was maintained between 15.34 Vmin and 23.64 Vmin.



58

2.3 .Oil Product Analysis
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Fourier Transform Infra~red (Ff~ir)Analysis

The pyrolytic oil was analyzed for its compositional group identification by Fourier transform
infra-red spectroscopy. The Ff-ir instrument of type Perkin Elmer 1650 model-Series 1600 and
an on-line plotter were used to produce the ir-spectra of the derived liquid. A thin uniform layer of
the liquid was placed between two salt cells and was exposed to infra-red beam. The absorption
frequency spectra were recorded and plotted. It had provided the absorption spectrum in percentage
incident intensityt along the wave numbers 4000 to 500 per unit centimetre (cm-1

). The standard
ir-spectra of hydrocarbons were used to identify the functional group of the components of the
derived liquid.

Gas Chromatography-mass Spectrometry (GC~MS)Analysis

In order to identify the individual compounds in the pyrolytic oil t it was analyzed by GC-MS
technique. The system was a GC-17A + QP5000 Shimadzu unit with J & W scientific capillary
column of DB-I. The temperature program was 50·C for 2 min followed by a 3·C/min heating
rate to 250·C. The detector used was flame ionization detector (FID).

Physical Properties Analysis

The pyrolytic oil product at the maximum liquid yield condition was then characterized for
its physical properties determination following the standard test procedures. The properties deter
mined were: heating valuet pH valuet kinematic viscosityt moisture content and ash content

2.4 Solid Char Analysis

The char obtained was further analysed for its elemental composition following standard
testing procedures. This was subjected to carbont hydrogent nitrogent oxygen and sulphur (CHNOS)
elemental analysis by standard testing method.

3. RESULTS AND DISCUSSION

3.1 Produd Yields

The products obtained from the pyrolysis process are liquid oil, solid char and gas. The
liquid was found to be a single-phase dark color product From the study it was observed that the
yields of liquid product and solid char vary with process conditions. The maximum liquid yield
was obtained at a temperature of 450·C for a fluidization gas flow rate of 21 Vmin. This was
found to be 40 wt% of dry feed while the solid char yield was 53 wt% of dry feed. At temperature
lower than 450·C the liquid yield was lower and the char yield was higher. The char yield was 57
wt% of dry feed at 400·C with a liquid yield of 29 wt% only. On the other hand at temperature
higher than 450·C the char yield was found to be less along with a reduction in liquid yield;
however the gas yield was observed to be higher. The char yield was only 41 wt% of dry feed
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at 500'C with a liquid yield of 28 wt%. The reason for lower liquid yield at lower temperature
may be due to the fact that the temperature rise was not enough for complete pyrolysis to take
place yielding less liquid and more solid char. On the other hand at higher temperature there is a
possibility of secondary decomposition reaction to take place in the free board section of the
reactor rendering lower liquid and char yield. The variation of liquid yield with reactor bed
temperature is presented in Fig. 2.

The influence of fluidization gas flow rate on the liquid and solid yields at 450'C is presented
in Fig. 3. It was observed that the liquid yield was increasing with the flow rate up to 21l/min.
The bed sand was found to be elutriated with char disturbing the fluidization process when the
flow rate was increased to 23.64 Vmin. This may be due to the fact that at lower fluidization gas
flow rate the fluidization was not achieved completely and hence the fast pyrolysis reaction could
not take place completely. Besides there is a possibility of secondary reaction to take place
because of lower gas flow rate. At higher fluidization gas flow rate particles may not get sufficient
time to be heated up adequately to complete the reaction causing lower liquid yield. Besides the
solid char with the fine particles may be blown away very quickly from the reactor bed yielding
higher amount of char. A similar trend is observed for char yield as well as presented in Fig. 3.
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Fig. 2. Effect of reactor bed temperature at a fluidization gas flow rate of 21 l/min
on product yields.
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Fig. 3. Effect of fluidization gas flow rate at a reactor bed temperature of 450·C on product yield.

3.2 Oil Product Analysis

Fourier Transform infra-red (IT-ir) Analysis

From the Fourier transform infra-red spectroscopy of the derived pyrolytic oiIt the Ff-ir
functional groups and the indicated compositions of the liquid product are presented in Table 2.
The presence of water impurities and other polymeric hydroxyl group (O-H) in the oil are indicated
by the broad absorbance peak of O-H stretching vibration between 3600 cm·1 and 3200 cm-I

• The
presence of alkanes is indicated by a weak absorbance peak of carbon hydrogen (C-H) stretching
between 3000 cm-I and 2800 cm-I and the C-H bending deformation vibrations between 1465 cm-I

and 1350 cm-I
• The absorbance peaks between 1780 cm·1 and 1640 cm-I present the carbonyl

group (C=O) stretching vibration indicating the presence of ketones and aldehydes. The presence
of both O-H and C=O stretching vibrations also indicate the presence of carboxylic acids and their
derivatives. The possible presence of alkenes are indicated by the absorbance peaks between 1680
cm-I and 1580 cm·l • The overlapping peaks between 1300 cm·1 and 950 cm-I are due to the
presence of primary, secondary and tertiary alcohols, phenolst ethers and esters showing the
carbon oxygen (C-O) stretching and O-H deformation vibrations.

Gas Chromatography-Mass Spectrometry (GC-MS) Analysis

The identification and quantification of the individual compound present in the pyrolytic
liquid oil are carried out with GC-MS techniques. This is presented in Table 3. The chromatograph
is presented elsewhere [12]. From this it appears that the compounds are highly oxygenerated and
therefore the oil is very acidic and hencet very much corrosive in nature. This is the underlying
reason for the pyrolytic oil to possess lower heating value since carbon oxygen (C-O) bonds do not
release energy during combustion. The proportion of phenol and its derivatives is also quite high
indicating the suitability of liquid oil to be condsidered for value-added chemicals. It is interesting
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Table 2. The Ff-ir functional groups and the indicated compositions of rice husk pyrolitic oil.

Frequency range cm-t Group Class of compound

3200 - 3600 0-H stretching Polymeric hydroxyl (O-H), water impurities

3000 - 2800 C-H stretching Alkanes
1780 - 1640 C=O stretching Ketones, aldehydes, carboxylic acids

1680 - 1580 C=C stretching Alkenes
1550 - 1490 -NOz stretching Nitrogenous compounds

1465 - 1350 C-Hbending Alkanes
950 -1300 C-O stretching Primary, secondary and tertiary alcohols

O-Hbending Phenol, esters, ethers

Table 3. Identification and quantification of the chemical compounds in rice husk pyrolytic oil.

Chemical compounds Quantity in wt% of pyrolitic oil produced

2-Methyl propane 3.5
Acetic acid 13.2
3-Hydroxy 2-propanone 22.4
2-Methyl pentyl ether 1.01
Butandial 9.87
Allyl acetate-2-ene 6.96
Cyclopentenone 1.61
2-Furanaldehyde 4.55
2-Butanone 1.63
Methyl crotonate 2.50
4-Methyl butaroyate-l-ene 2.13
Cyclopentanone 2.83
5-Methyl furanaldehyde 1.96
Phenol 1.28
3-Methyl cyclopentanedione 2.70
2-Methoxy phenol 5.05
4-Ethyl phenol 1.25
4-MethyI2-methoxy phenol 2.03
Ortho-hydroxy phenol (Pyrocatechol) 2.13
4-Ethyl 2-methoxy phenol 0.908
4-Propene 2-methoxy phenol (Eugenol) 1.53
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to note the fact that unlike other biomass-derived pyrolytic oil, the polycyclic aromatic hydrocarbon
(PAH) compounds are not found to be present in the oil palm shell pyrolytic oil which is very
much carcinogenic in nature [13]. The chemical compounds present in the pyrolytic oil are
grouped according to their carbon numbers and are presented in Table 4. The oil is found to be in
betweeen C2 to C10 groups.

Physical Properties Analysis

The pyrolytic oil physical properties determined by standard test procedures are presented
and compared with pyrolytic oils from other sources as shown in Table 5 [5, 14]. The properties
were found to be in the comparable range. Although the feed was oven-dried to less· than 2% of
moisture content, the water content in the oil is found to be higher which may be due to the
formation of pyrolysis reaction water. However, this range of water in pyrolytic oil is usual. The
oil is found to be viscous as well. This is, however within the typical pyrolytic oil viscosity range.
Although the heating value of the oil is found to be less than conventional petroleum derived fuel,
nevertheless this is more than that of the solid rice husk. The oil is acidic as well as corrosive in
nature. The ash content in the oil is very much negligible.

3.3 Solid Char Analysis

The solid char was found to be dark in color. This was subjected to elemental analysis by
standard testing method UOP 868-88. The carbon, hydrogen, nitrogen, oxygen and sulphur
(CHNOS) values from its elemental analysis are presented in Table 6. The char is found to be
highly oxygenated with a trace of nitrogen and no sulphur at all.

Table 4. Composition of rice husk pyrolytic oil.

Compounds having carbons of Quantity in wt% ofpyrolitic oil produced

2 13.2

3 22.4

4 17.5

5 18.08

6 9.08

7 5.05

8 3.28

9 0.91

10 1.53
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Table 5. Physical properties of rice husk pyrolytic oil and its composition.

63

Physical properties Method of testing Rice husk Palm shell Typical
pyro-oil pyro-oil pyro-oil

Heating value (MJ/kg) DIN 51900 19.9 22.1 18

pH (-) In house 2.25 2.7 2.5

Moisture content (%) Karl Fischer titration 32.2 10 20

Kinematic viscosity (CST) ASTMD445 86.8 14.6' 134
@40·C

Ash content (%) ASTMD482 0.06 0.10 0.10

# Measured @ 50·C

Table 6. Elemental analysis of char from rice husk pyrolysis.

Elemental composition wt%

Carbon as (C) 39.159
Hydrogen as (H) 4.899
Nitrogen as (N) 0.364
Oxygen as (0) 39.549
Sulphur as (S) 0
Other elements 16.029

4. CONCLUSIONS

• The maximum liquid yield is found to be 40 wt% of feed with a char yield of 53 wt% at a
reactor bed temperature of 450·C for a fluidization gas flow rate of 21 Vmin. The liquid
product yield is found to be increasing with pyrolysis reactor bed temperature up to a certain
temperature after which it is decreasing with temperature. The char yield is found to be
decreasing with the rise of pyrolysis reactor bed temperature for a certain fluidization gas
flow rate.

• The liquid yield is found to be increasing with fluidization gas flow rate up to 21 Vmin at a
reactor bed temperature of 450·C. The solid char yield is also found to follow a similar
trend.

• The moisture content is found to be a bit higher. The liquid is acidic in nature with a very
negligible amount of ash. The heating value of the fuel is quite low, however, the value is
similar to other biomass derived pyrolytic oil. The liquid is viscous in nature.

• The liquid contains a very large number of oxygenated compounds. Hence, it is important to
deoxygenate the liquid by some upgrading technology.

• The liquid contains a very good percentage of monocyclic. aromatic phenolic compounds.
Hence, its prospect to be used as high-value chemicals need to be investigated. The liquid
oil does not contain PAH compounds.

• The char is found to be oxygenated with a trace of nitrogen and no sulphur.
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6. NOMENCLATURE

FT-ir = Fourier transform infra-red
GC-MS = gas chromatography-mass spectrometry
TGA = thermogravimetric analyser
TG = thermogravimetric
OB-l = durabond-l
FlO = flame ionization detector
pH = negative logarithm of hydrogen ion concentration
O-H = hydroxyl stretching
C-H = carbon hydrogen stretching and bending
C=O = carbonyl stretching
C=C = carbon carbon double bond stretching
-N0

2 = nitrogen dioxide stretching
C-O = carbon oxygen stretching
PAH = polycyclic aromatic hydrocarbon
C2 = compound having a carbon number of 2
C10 = compound having a carbon number of 10
CHNOS = carbon, hydrogen, nitrogen, oxygen and sulphur analysis
ASTM = American society of testing materials
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Design, Fabrication, Installation and
Field Evaluation of 1000 kg

Capacity Solar Drier for
Chilgoza Seed Extraction

Rajeev Aggarwal
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Directorate of Extension Education

Dr. YS Parmar University of Horticulture & Forestry
Nauni-173230 Solan, Himachal Pradesh

INDIA

ABSTRACT
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The Energy Centre in Nauni, Himachal Pradesh, India has designed and fabricated solar driers
of1ODO kg capacityofchilgoza cones extracting 100kg chilgoza nuts in one lot. Five such solardriers
have been installed in different high altitude villages ofKinnaur district. A study was carried out in
Rarang village ofKinnaur district to assess the performance of the solar driers in field conditions.
The results revealed that the seeds were extractedfrom the chilgoza cones in six days time while in
open sun drying, the extraction time was 18 days.

1. INTRODUCTION

Drying is one of the effective traditional methods for preserving food products. The traditional
method of products drying which consists of spreading the product in open sun, is very simple but
suffers from many drawbacks. The drying of products in solar driers offers a better alternative to
traditional drying as a better quality dried product is obtained which is free from dust contamination
and insect damage. Solar driers of several designs have been developed throughout the world. These
driers could be classified as: natural convection solar drier which is based on the principle of green
house effect; indirect type solar drier in which solar radiation is not incident directly on the product
to be dried but hot air from air heater enters into the drying chamber where the product is kept; and
forced circulation type solar drier in which hot air is continuously blown over the food product.
However, the solar driers have not found wide acceptability in rural areas as yet due to the
high costs involved and information gap. This points to the need for promoting the use of low
cost solar drier for rural areas. With this aim the Energy Centre in Nauni has developed a green house
type direct solar drier of 1000 kg capacity for chilgoza seed extraction. The five solar driers of
1000 kg capacity designed by Energy Centre for chilgoza seed extraction were installed in those
villages where the chilgoza trees are found in large quantity.

The chilgoza tree is mainly found at an altitude between 1600 m to about 3300 m. In India,
chilgoza is found in Kinnaur district of Himachal Pradesh. The monthly average temperature in
Kinnaur district is between -l.YC to 29.8 °C. The tree grows naturally in the dry temperate zone
where there is little summer but there is a heavy winter snowfall. A tree of about 2.5 m girth yields



Table 1. Meteorological data of Regional Horticulture Research Station, Sharbo, Kinnaur
(Altitude 2200 m above mean sea level) for the year 1993-1994.

Month Wind Temperature (Oe) Humidity Rainfall Snowfall Sunshine
Velocity Minimum Maximum (%) (mm) (mm) hours
(km/hr) 8 a.m. 2p.m. 8 a.m. 2p.m. 8 a.m. 2 p.m. (hr)

July 93 4.71 16.2 18.0 21.9 27.7 76.4 61.6 64.0 - 5.35
August 93 6.07 14.1 23.0 22.0 29.8 75.2 51.7 50.0 - 7.15
September 93 4.53 09.6 13.7 18.5 26.8 74.7 66.9 27.0 - 5.5
October 93 5.13 07.2 14.3 16.0 23.6 78.0 58.8 - - 7.0
November 93 4.40 03.4 05.4 14.2 16.6 71.6 61.6 30.0 - 5.05
December 93 4.55 01.5 02.5 16.0 15.7 55.9 31.2 - - 5.30
January 94 4.21 -01.0 02.2 08.2 08.9 68.5 38.0 40.0 6.3 3.30
February 94 4.25 -01.5 02.4 05.7 07.1 60.0 46.5 - 5.8 4.15
March 94 4.95 04.6 04.5 17.0 16.4 59.0 23.4 38.5 - 5.15
April 94 4.13 05.6 08.9 16.3 17.8 66.5 45.0 205.2 - 5.30
May 94 4.28 10.0 17.0 23.9 24.4 49.3 42.4 1.2.8 - 7.30
June 94 5.32 18.0 20.3 27.4 27.4 72.6 52.2 29.0 - 5.0
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about 400 cones on the average. The moisture content ofgreen cones varies from 60% to 70% (w.b.).
The cones from the tree are cut and seeds are extracted out of the cones and farmers get Rs. 110 to
Rs. 200 per kg. Table 1 shows the meteorological data of the Regional Horticulture Research Station
in Kinnaur.

2. TRADITIONAL-METHOD OF SEED EXTRACTION

The green cones are cut from the tree and placed in a dark room covered with thick layer of
chilgoza needles for warming and water is sprayed to keep moisture in the cones inorder to make
the cones soft and bulky. After almost one month, the cones are removed and nuts are extracted by
cutting the cones with the help of tools. Large quantity of nuts are damaged due to fungus and cone
borer attack during storage. The traditional method of seed extraction is a laborious work which can
cause bleeding of the hand of the person who extracts only 2 kg of seed per day.

3. SEED EXTRACTION USING SOLAR DRIER

Chilgoza seeds are extracted using direct solar dryer. The cones are kept on the trays inside
the solar drier and ventilators provided at the bottom of the south side and at the top of the north
side are kept open for the removal of moist air. After two to three days, some of the cones in the first
tray start to open and seed can be extracted by only shaking the cones. The drier can also be used
to dry fruits and vegetables. The quality of the product improves due to controlled drying. The drier
also protects the product from rain, uneven weather, dust, fungi and bacteria.

The drier has an area of6000 mm x 3000 mm, with south side height of 2000 mm and north side
height of 3740 mm above the ground. It has five shelves consisting of four trays each as shown
in Fig. 1.

4. FABRICATION AND INSTALLATION

The components ofthe solar drier were prefabricated at the Energy Centre and carried to different
villages where parts were assembled and installed. The various components are discussed below.

4.1 Iron Angle

The iron angle used in the drier are listed in Table 2.

Table 2. Iron Angle.

Sf. No. Length (mm) Direction No.
i 2300 Fixed vertically in the south side 4
ii 4040 Fixed vertically in the north side 6
iii 3170 Vertically in the east and west sides 2
iv 6000 Fixed horizontally on top of the south and north sides and 3

one at a height of 2 m from the ground on the north side
v 3000 Fixed horizontally in the east and west sides 2
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Fig. 1. Isometric view of solar drier.
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4.2 Trusses
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Four trusses (Fig. 2) were fabricated with iron angle of40 mm x 40 mm x 6 mm to give strength
to the superstructure. The structure can bear the weight of snow up to 165 kg/m2 and wind velocity of
100 km/hr. Tribal area experiences heavy snow fall during winter (November-March). The trusses
were fixed at the top joining the north and south sides of the drier.

4.3 Ventilator

Ventilators were fabricated with wooden planks of thickness 25 mm and fixed at the bottom
of the south side and at the top of the north side. A ventilator (Fig. 3) consists of two wooden planks
of size 3000 mm x 25 mm x 25 mm. Total height of ventilator is 55 mm. The holes are covered
with woodr.n flapper so that holes could be opened or closed for air circulation. The iron mesh is
provided at the back of the ventilator to protect the product from the attack of small animals.

4.4 Door

The door was fabricated with wooden frames of sizes 1800 mm x 75 mm x 25 mm and
1200 mm x 75 mm x 25 mm. One wooden support of 1200 mm x 75 mm x 25 mm size is provided
horizontally at the middle of the door. The G.P. sheet is fixed on these wooden frames. The door is
fixed at the north side of the drier for loading and unloading of the products.

4.5 Tray stand

Since the drier is multi-shelves, the tray stands were fabricated with iron angle (50 mm x 50 mm
x 6 mm) on which trays were fixed to bear the heavy weight of chilgoza cones. The total height of
tray stand is 2000 mm from the ground. Five iron angle were welded equally at a distance of 290 mm
apart The stands were fixed at different distances so that all the trays (size 205 mm x 1230 mm each
made up of iron angle (40 mm x 40 mm x 6 mm) supported at the middle with MS Flat (50 x 6)mm
and welded mesh), adjust themselves as shown in Fig. 4.

4.6 Polythene Sheet

All the sides except the north side are covered with ultraviolet resistant polythene sheet. The
roof is also covered with polythene sheet to get maximum solar radiation. The inner side of the drier
is painted black to absorb maximum solar radiation.

5. RESULTS AND DISCUSSION

One hundred cones were kept inside the solar drier in all the trays. The temperatures were
recorde.d using digital temperature indicators. The ventilators were kept opened during sunlight and
closed in the evening to reduce heat loss. Inside and outside temperature variations are shown in
Fig. 5 with TJ to Ts iindicating temperature in the first tray up to the fifth tray. The drier temperature
was reduced due to non insulation of the ground. The maximum temperature in the upper tray was
550·C while in the lowest tray it was 390·C when the ambient temperature was 220·C. After three
days the cones in the upper tray were opened and the nuts were extracted. The cones in the lower tray
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Fig. 3. A view of ventilator.
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Fig. 5. Temperature variation inside and outside the solar drier on 7 October 1994.

were replaced to the upper tray and it was observed that after six days all the cones were opened and
Chilgoza nuts were extracted. On the average each cone yielded 80 seeds with length of 15 mm to
25 mm and with thickness of 4 mm to 8 mm. The average weight of each seed was found to be
0.42 g. The moisture content of fresh cones was 72% whereas the moisture content ofextracted seeds
was 30% which is a safe moisture level for storage. The seed extraction efficiency was 88%. The seeds
were not dried as it reduces the weight resulting less income to the tribal people. The villagers were
trained during the testing of the drier. The general view of the tribal people was that the drier is easy
to operate and the extracted nuts are better in taste than those extracted by traditional method but they
have a fear of losing the weightofthe seeds due to over heating resulting in loss of revenues. However,
the dried nuts are sold at a higher price.

6. CONCLUSION

The solar drier of 1000 kg capacity is useful for chilgoza seed extraction which is a major
cash crop of tribal people. The other cash crop like apple, apricot and almond can also be dried. The
product can reach the market within ten days after plucking from the trees. The drier which can easily
be fabricated by local artisan who can be trained by the Energy Centre will generate sourceof income
for tribal people. The size of the drier can be changed as per need depending upon the quantity of the
product to be dried. It is an appropriate low cost technology which is in the reach of the common
masses. However, there is a need to provide training to local artisans in the fabrication of solar drier.
The awareness training programs to popularize the technology and user's education training programs
have to be organized to make the solar drier technology a success in the cold desert area of Himachal
Pradesh. The solar drying technology will help in improving the living standard of the tribal people
as solar driers generate more income for them. This will also generate scientific knowledge among
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tribal people, however it will take some time to break the psychological barrier of traditional
method. These driers can also be propagated in other parts of the state. The material cost of 1000 kg
capacity drier is Rs. 60,000 (US$ 1 = Rs. 42.41) and has long life except for the polythene sheet.
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This paper analyses the production of S02 by the Indonesian economy in 1990 and 2000
using an input-output (1-0) model. It also assesses the implications of residential sector energy
efficiency (EE) improvement programs for S02 production by the Indonesian economy in 2000
under both high and low growth scenarios. The study shows that the S02 emissions from
Indonesia would increase from 740 million kg in 1990 to 1.614 billion kg in 2000 under the high
growth scenario and to 1.166 billion kg under the low growth scenario in the absence ofresidential
sector EE programs. With the EE programs in the residential sector, it is shown that the total S02
emissions in 2000 would be reduced by 25 million kg under the high growth scenario and by 22
million kg under the low growth scenario. Of the total SO2 produced in 1990 and 2000, more than
60% are associated with the indirect production demandfor fuels.

1. INTRODUCTION

Energy consumption in Indonesia is growing faster than GDP. During 1985-1995, the
average annual growth rate (AAGR) of total primary energy requirements in Indonesia was 10%
as compared to that of 7% in the case of GDP [2]. Furthennore, the share of fossil fuels in total
energy consumption and consequently anthropogenic emissions of S02 the major precursor of acid
rain have both been increasing. S02 production from a sector is associated not only with the direct
demand for fuels by final users [hereafter "direct consumption demand (DCD)"] and that by
producing sectors [hereafter "direct production demand (DPD)"], but also with the indirect demand
for fuels in the production of other inputs [hereafter "indirect production demand (IPD)"]. Yet, to
the knowledge of the authors, there is no study in the literature focused on the estimation of S02
productions associated to DCD, DPD and IPD for fuels in a developing country context.

This study assesses the level of total S02 emissions from the Indonesian economy in years
1990 and 2000 and the contributions of DCD, DPD and IPD to the total S02 emissions for two
economic growth scenarios for the year 2000 (Le., a "high growth" scenario which was considered
to be the business as usual scenario (BAD) before the economic crisis started in mid 1997 and a

PREVIOUS PAGE BLANK
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"low growthu (Le., negative growth) scenario that appears to be more realistic in the face of the
ongoing economic crisis. Furthermore, as Indonesia is planning to improve the efficiency of
electricity use through the adoption of efficient appliances, the study also analyzes the reductions
in S02 emissions that are likely to take place with the adoption of efficient electrical appliances
under each scenario.

This paper discusses the electricity use and the planned energy efficiency improvement
program in Indonesia, describes the input-output methodology used for the estimation of S02
production due to direct and indirect demands for fuels, presents data sources and assumptions,
presents the results and discussions, and summarizes the major findings of the study.

2. ELECTRICITY USE IN INDONESIA

Power demand in Indonesia increased at the AAGR of over 14% during 1984-1993 [1,2]. In
1990, about 46% of the total electricity generation was from oil fired power plants while coal-,
hydro- and gas/geothermal- based plants accounted for 31 %, 17% and 6%, respectively [3]. In
2000, the generation mix is expected to be significantly different from that in 1990 in that around
47% of the total electricity generation would be from coal fired plants, while gas/geothermal-,
hydro- and oil- based plants would contribute 37%, 10% and 6%, respectively [4]. Electricity
sales by P.T. PLN (PERSERO), the Indonesian electric utility, was 39 TWh in 1993 [5]. Electricity
consumption is expected to grow annually, on the average, by 10.9% during 1997-2000 [4]. Of
the total projected electricity consumption in 2000, industrial and residential sectors are estimated
to account for about 54% and 30%, respectively [4]. In the residential sector, lighting is projected
to have the share of 53% of the electricity consumption, while the projected shares of refrigerators,
TVs and electric irons are 10%,9% and 7%, respectively [6]. Air conditioners, fans, water pumps
and others would account for the rest (21 %). Around 40% of total lamps used were fluorescent
lamps and the remaining 60% were incandescent lamps [6].

P.T. PLN (pERSERO) is planning to implement demand-side management (DSM) programs
in different sectors of the economy [7]. In the residential sector, the DSM programs were focused
on energy efficiency improvements. Electricity savings in 2000 in residential sector through the
efficiency improvement programs are targeted to be around 20% [8]. The energy efficiency
improvement program here is limited to refrigeration and lighting, as they together account for
approximately two-thirds of the total household electricity consumption and three-quarters of peak
household demand in 1990 [6,8].

3. METHODOLOGY

The symbols used in this paper are defined as follows:

m =
n =
A =
C =

d

types of fuels used by producing sectors
number of producing sectors
matrix (n x n) of input-output (Le., technological) coefficients
matrix (m x n) of direct fuel requirement coefficients (defined as fuel use per unit of
output of a sector)
column vector (m x 1) of final demand for fuels by consumers
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e =

E =
f =
F =
P =

X =
Y =

row vector (1 x m) of S02 emissions coefficients (defined as S02 emissions per unit
of fuel used)
Total S02 emissions from fuel use by producing sectors and final users.
column vector (m x 1) of total fuel use by producing sectors
column vector (m x 1) of total fuel use by producing sectors and final users
matrix (m x n) of fuel-use coefficients by consumers (each coefficient expressed as
quantity of fuel used per unit monetary value of fuel purchased for consumption)
column vector (n xl) of total output
column vector (n x 1) of final demand

Following Gay and Proops [9], the vector of total fuel use (i.e., fuel used by producing
sectors and final demand for fuels) is given by:

F = f+d
= CX +PY
= [C(I-AtJ+ PlY

Total S02 emissions from fuel use by producing sectors and final users are given by:

E = eF = e[C(I-A)-J + PlY

Denoting k :=e[C(I-AtJ+ Pl, Eq. (2) is expressed as:

E=kY

(1)

(2)

(3)

Note that k is a row vector (1 x n ) of total the S02 emissions intensity (defined as total direct and
indirect S02 emissions per unit of final demand). Thus element kj of vector k represents the total
S02 emissions intensity of sector i. Following Gay and Proops [9], the total S02 production in the
economy can be decomposed into three components, i.e., S02 production associated with (i) direct
consumption demand [hereafter "S02(DCD)"], (ii) direct production demand [hereafter "SOiDPD)"]
and (iii) indirect production demand [hereafter "S02(IPD)"]. These are expressed as:

S02(DCD) = ePY

S02(DPD) =eCY

4. DATA SOURCES AND ASSUMPTIONS

(4)

(5)

(6)

The data used in this study are taken from various published sources; i.e., Biro Pusat Statistik
(BPS) [10] for fuel use data for the manufacturing sector; BPS [3, 11 - 13] for fuel use data for the
mining and gas industry; BPS [3] and BPS [14] for fuel use data for electricity generation and
water supply, respectively; and BPS [11] for agriculture, transport and services. The input-output
table used in this study is based on BPS [15]. The sectoral emission factors are taken from
AIT[16] and Goto, et al. [17].
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The sectoral final demands in 2000 under the "high growth" scenario (which was in fact the
official business as usual scenario (BAll) before the economic crisis started) are based on
BAPPENAS [8, 18]. The corresponding final demand for electricity by households in 2000 is
based on P.T. PLN (pERSERO) (pTP) [4]. The distribution of electricity final demand in 2000 to
power generation sectors based on coal, oil, gas/geothermal and hydro is made according to the
projected shares of the power generation sectors as given in PTP [4].

According to the International Monetary Fund, the GDP growth in the first half of 1998 was
-5% [19]. The decline in economic growth is expected to continue for some years. Since there is
not enough information about the future GDP growth rate, the annual growth rate until the year
2000 under the low growth scenario is assumed to remain at -5%. It is also assumed that the
distribution of electricity final demand for household from different types of power generation
based on fuel use under low growth scenario in 2000 is the same as that in high growth scenario.

It should be noted that following Gay and Proops [9], exports are treated as part of final
demand while imports are ignored in this study. If the true picture of the total S02 production in
the Indonesian economy is to be obtained, then the S02 emissions by the Indonesian economy
attributable to exports should be subtracted and allocated to the nations importing Indonesian
manufactured goods. Conversely, the S02 emissions taking place overseas in order to satisfy the
Indonesian demand for imports should be added to S02 productions in Indonesia. Another
assumption made in this study is that sectoral S02 intensities in 2000 are the same as that in 1990.
The authors use the input-output coefficients of 1990 for assessing the S02 production levels in
2000. Although, it is not the ideal approach, this follows the lines of some recent works in the
applied literature on 1-0 analysis [20 - 23].

5. RESULTS AND DISCUSSIONS

Sectoral S02 intensities [defined as total S02 production (direct as well as indirect) per unit
of sectoral final demand] are shown in Table 1. Note that the sectors are presented in the
descending order of S02 intensity. As can be seen, Oil Hred power generation; Coal fired power
generation; Textile, wearing apparel and leather; Cement; Basic iron and steel; and Chemicals are
the top six sectors in terms of the S02 intensity.

Table 2 shows sectoral S02 emissions in 1990. Table 3 and Table 4 present the sectoral S02
emissions in 2000 under the high growth scenario without and with energy efficiency (EE)
improvements in the residential sector respectively while Table 5 and Table 6 show the S02
emissions under low growth scenario without and with EE improvements. Total annual S02
production from the economy as a whole in 2000 would be more than double of that in 1990 under
the high growth scenario: It would increase from 740 million kg in 1990 to 1.614 billion kg in
2000 without EE programs and to 1.589 billion kg with the EE programs. This estimation is
somewhat higher than in the study conducted by Shrestha, et al. [24]. The difference could be
partly due to the fact that, unlike in the study by Shrestha, et a1. [24], sulphur retained in ash of
fuels is not considered in this study. Under the low growth scenario, the total S02 emission
in 2000 is predicted to be 1.166 billion kg without the EE programs while it would be
1.143 billion kg if EE programs are considered. Thus, the improvement in residential sector
energy efficiency would avoid 25 million kg of S02 production under the high growth scenario
which amounts to 1.5% of total S02 production by the Indonesian economy in 2000 while in the
low growth scenario, the corresponding figure is estimated to be about 23 million kg (i.e., 1.9% of
the total S02 production in 2000).
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Table 1. Sectoral S02 intensities in year 1990 (Ranked).

Sector Sector Name .SOz Intensity
No. 1) (g SOz/US$ at 1990 Prices)

26 Oil fired power generation 153.2
25 Coal fired power generation 89.4
8 Textile, wearing apparel and leather 37.7
17 Cement 32.5
19 Basic iron and steel 23.1
12 Chemicals 22.6

27 Gas/geothermal fired power generation 18.4
28 Hydro power generation 16.6
18 Non metallic mineral products 14.8

30 Water supply 12.6

15 Rubber and plastic wares 12.5
2 Coal 12.2

10 Paper, paper products and cardboard 11.7

11 Fertilizer and pesticide 11.1

21 Fabricated metal products 11.1
13 Petroleum refining 10.1
32 Road transport 8.4
24 Other products 7.8
33 Other transport 7.3
9 Bamboo, wood and rattan products 7.3
16 Clay/ceramics structural products 6.4
31 Construction 6.2

23 Motor vehicle 6.2
20 Non ferrous basic metal 4.2

22 Machinery and apparatus 4.2

6 Manufacture offood 2.7
34 Other services 2.5

7 Beverages and cigarettes 2.4
29 Gas supply 2.4

5 Other mining and quarrying 2.2
1 Agriculture, forestry and fishing 1.0

14 Liquefied of natural gas 0.7
4 Natural gas and geothermal 0.6
3 Crude oil 0.6

I)These are the numbers after the aggregation of the sectors in the original 1-0 table.
See Table AI.
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Table 2. Sectoral S02 production in year 1990 (Ranked).

Sector Sector Name S02 Production
No!) 103 tons %

8 Textile, wearing apparel and leather 185.9 25.1
31 Construction 122.9 16.6
34 Other services 98.4 13.3
26 Oil fired power generation 53.9 7.3
6 Manufacture of food 36.8 5.0

32 Road transport 30.3 4.1
12 Chemicals 28.0 3.8
9 Bamboo, wood and rattan products 21.6 2.9

25 Coal fired power generation 21.5 2.9
13 Petroleum refining 21.1 2.8
33 Other transport 19.3 2.6
15 Rubber and plastic wares 18.9 2.5
1 Agriculture, forestry and fishing 11.3 1.5

23 Motor vehicle 11.0 1.5
7 Beverages and cigarettes 8.5 1.1

22 Machinery, electrical machinery and apparatus 8.3 1.1
10 Paper, paper products and cardboard 7.0 0.9
24 Other products 5.4 0.7
3 Crude oil 4.5 0.6
19 Basic iron and steel 3.9 0.5
18 Non metallic mineral products 3.6 0.5
21 Fabricated metal products 3.0 0.4
14 Liquefied of natural gas 2.7 0.4
11 Fertilizer and pesticide 2.4 0.3
28 Hydro power generation 2.1 0.3
20 Non ferrous basic metal 2.0 0.3
2 Coal 1.8 0.2
5 Other mining and quarrying 1.8 0.2
17 Cement 0.9 0.1
27 Gas/geothermal fired power generation 0.9 0.1
30 Water supply 0.8 0.1
16 Clay/ceramics structural products 0.1 0.0
29 Gas supply 0.001 0.0
4 Natural gas and geothermal 0.0 0.0

Total 740.4 100.0
I~ew sector numbers after the aggregation. See the footnote 10 Table AI.
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Table 3. Sectoral SOz production in year 2000 (Ranked) in the high growth scenario
without energy efficiency improvements in the residential sector.

Sector Sector Name S02 Production
No. 1) 103 tons %

8 Textile, wearing apparel and leather 504.0 31.2
31 Construction 228.9 14.2
25 Coal fired power generation 112.1 6.9
6 Manufacture of food 99.7 6.2

34 Other services 93.6 5.8
12 Chemicals 75.9 4.7
9 Bamboo, wood and rattan products 58.5 3.6
32 Road transport 56.5 3.5
13 Petroleum refining 53.3 3.3
15 Rubber and plastic wares 51.2 3.2
33 Other transport 36.0 2.2
23 Motor vehicle 29.8 1.8
26 Oil fired power generation 24.5 1.5
7 Beverages and cigarettes 23.0 1.4

22 Machinery, electrical machinery and apparatus 22.6 1.4
10 Paper, paper products and cardboard 19.0 1.2
27 Gas/geothermal fired power generation 18.2 1.1
1 Agriculture, forestry and fishing 15.3 0.9

24 Other products 14.7 0.9
3 Crude oil 11.4 0.7
19 Basic iron and steel 10.7 0.7
18 Non metallic mineral products 9.8 0.6
21 Fabricated metal products 8.0 0.5
14 Liquefied of natural gas 6.9 0.4
11 Fertilizer and pesticide 6.6 0.4
20 Non ferrous basic metal 5.4 0.3
2 Coal 4.8 0.3
5 Other mining and quarrying 4.8 0.3

28 Hydro power generation 4.4 0.3
17 Cement 2.6 0.2
30 Water supply 1.5 0.1
16 Clay/ceramics structural products 0.1 0.0
29 Gas supply 0.01 0.0
4 Natura) gas and geothermal 0.0 0.0

Total 1,613.9 100.0
l~ew sector numbers after the aggregation. See the footnote in Table AI.
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Table 4. Sectoral SOz production in year 2000 (Ranked) in the high growth scenario
with energy efficiency improvements in the residential sector.

Sector Sector Name S02 Production
No. 1) 103 tons %

8 Textile, wearing apparel and leather 504.0 31.7
31 Construction 229.1 14.4
6 Manufacture of food 99.7 6.3

34 Other services 94.0 5.9
25 Coal fired power generation 93.1 5.9
12 Chemicals - 75.9 4.8
9 Bamboo, wood and rattan products 58.5 3.7

32 Road transport 56.5 3.6
13 Petroleum refining 53.3 3.4
15 Rubber and plastic wares 51.2 3.2
33 Other transport 36.0 2.3
23 Motor vehicle 29.8 1.9
22 Machinery, electrical machinery and apparatus 23.8 1.5
7 Beverages and cigarettes 23.0 1.4

26 Oil fired power generation 20.4 1.3
10 Paper, paper products and cardboard 19.0 1.2
1 Agriculture, forestry and fishing 15.3 1.0

27 Gas/geothermal fired power generation 15.1 0.9
24 Other products 14.7 0.9
3 Crude oil 11.4 0.7
19 Basic iron and steel 10.7 0.7
18 Non metallic mineral products 9.8 0.6
21 Fabricated metal products 8.0 0.5
14 Liquefied of natural gas 6.9 0.4
11 Fertilizer and pesticide 6.6 0.4
20 Non ferrous basic metal 5.4 0.3
2 Coal 4.8 0.3
5 Other mining and quarrying 4.8 0.3

28 Hydro power generation 3.7 0.2
17 Cement 2.6 0.2
30 Water supply 1.5 0.1
16 Clay/ceramics structural products 0.1 0.0
29 Gas supply 0.01 0.0
4 Natural gas and geothermal 0.0 0.0

Total 1,588.6 100.0
l~ew sector numbers after the aggregation. See the footnote in Table AI.
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Table 5. Sectoral S02 production in year 2000 (Ranked) in the low growth scenario
without energy efficiency improvements in the residential sector.

Sector Sector Name S02 Production
No. 1

) 103 tons %
8 Textile, wearing apparel and leather 358.3 30.7

31 Construction 161.8 13.9
25 Coal fired power generation 96.1 8.2
6 Manufacture of food 71.9 6.2
34 Other services 58.0 5.0
12 Chemicals 53.9 4.6
9 Bamboo, wood and rattan products 41.9 3.6
32 Road transport 40.4 3.5
13 Petroleum refining 38.0 3.3
15 Rubber and plastic wares 36.5 3.1
33 Other transport 25.6 2.2
23 Motor vehicle 21.2 1.8
26 Oil fired power generation 21.0 1.8
22 Machinery, electrical machinery and apparatus 16.2 1.4
7 Beverages and cigarettes 16.1 1.4

27 Gas/geothermal fired power generation 15.6 1.3
10 Paper, paper products and cardboard 13.4 1.1
1 Agriculture, forestry and fishing 12.8 1.1

24 Other products 10.4 0.9
3 Crude oil . 9.0 0.8
19 Basic iron and steel 7.6 0.7
18 Non metallic mineral products 7.0 0.6
21 Fabricated metal products 5.7 0.5
14 Liquefied of natural gas 5.0 0.4
11 Fertilizer and pesticide 4.7 0.4
20 Non ferrous basic metal 3.8 0.3
28 Hydro power generation 3.8 0.3
2 Coal 3.4 0.3
5 Other mining and quarrying 3.4 0.3
17 Cement 1.9 0.2
30 Water supply 1.1 0.1
16 Clay/ceramics structural products 0.1 0.0
29 Gas supply 0.004 0.0
4 Natural gas and geothermal 0.0 0.0

Total 1,165.6 100.0
l~ew sector numbers after the aggregation. See the footnote in Table AI.
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Table 6. Sectoral S02 production in year 2000 (Ranked) in the low growth scenario
with energy efficiency improvements in the residential sector.

Sector Sector Name SOz Production
No. 1) 103 toris %

8 Textile, wearing apparel and leather 358.3 31.3
31 Construction 161.9 14.2
25 Coal fired power generation 79.7 7.0
6 Manufacture of food 71.9 6.3
34 Other services 58.3 5.1
12 Chemicals 53.9 4.7
9 Bamboo, wood and rattan products 41.9 3.7
32 Road transport 40.4 3.5
13 Petroleum refining 38.0 3.3
15 Rubber and plastic wares 36.5 3.2
33 Other transport 25.6 2.2

I

23 Motor vehicle 21.2 1.9
26 Oil fired power generation 17.5 1.5
22 Machinery, electrical machinery and apparatus 17.1 1.5
7 Beverages and cigarettes 16.1 1.4
10 Paper, paper products and cardboard 13.4 1.2
27 Gas/geothermal fired power generation 12.9 1.1
1 Agriculture, forestry and fishing 12.8 1.1

24 Other products 10.4 0.9
3 Crude oil 9.0 0.8
19 Basic iron and steel 7.6 0.7
18 Non metallic mineral products 7.0 0.6
21 Fabricated metal products 5.7 0.5
14 Liquefied of natural gas 5.0 0.4
11 Fertilizer and pesticide 4.7 0.4
20 Non ferrous basic metal 3.8 0.3
2 Coal 3.4 0.3
5 Other mining and quarrying 3.4 0.3

28 Hydro power generation 3.1 0.3
17 Cement 1.9 0.2
30 Water supply 1.1 0.1
16 Clay/ceramics structural products 0.1 0.0
29 Gas supply 0.004 0.0
4 Natural gas and geothermal 0.0 0.0

Total 1,143.6 100.0
l~ew sector numbers after the aggregation. See the footnote in Table AI.
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The six largest 502 producing sectors (Le., Textile, wearing apparel and leather; Construction;
Other services; Oil fIred power generation; Manufacture of food; and Road transport) account for
over 71 % of total 502 production in 1990 (Table 2). In 2000, the six largest 502 producing sectors
would be the same as in 1990 except for Oil fIred power generation and Road transport which
would be replaced by Coal fIred power generation and Chemicals in both scenarios whether or not
EE programs were considered. The share of the six largest sectors in total 502 reduction from the
economy due to EE programs in 2000 under both scenarios would be about 72.7%.

Total 502 production (direct and indirect) from electricity generation sectors (Le., Coal-, oil-,
gas/geothennal- based power generation) was 78 million kg (Le. ,10.6% of total 502 production)
in 1990. Under the high growth scenario, it would increase to 159 million kg (Le. 9.9% of total
502 production in 2000 without EE programs and to 132 million kg (Le., 8.3% of total 502
production) with EE programs. In the low growth scenario, the total 502 production (direct and
indirect) from electricity generation sector in 2000 would be 137 million kg (Le., 11.7% of total
502 production) without EE programs and 113 thousand tons with EE programs (Le., 9.9% of total
502 production).

The share of energy intensive sectors (i.e., Coal-, oil-, gas/geothennal- based power generation;
Chemicals; Basic iron and steel; Cement; and Textile, wearing apparel and leather) in total 502
production was 39.8% in 1990 while the corresponding figures in 2000 under the high growth
scenario with and without EE programs are estimated to be 45.4% and 46.3% respectively. In the
low growth scenario, the corresponding fIgures in 2000 are estimated to be 46.5% and 47.5% with
and without EE programs, respectively. This clearly shows the growing roles of these sectors in
502 emissions in the country.

Table 7 presents the breakdown of total 502 production by the Indonesian economy in tenns
of 502 productions associated with DCD, DPD and IPD for fuels. As can be seen, in 1990, IPD
for fuels accounted for the highest share (62.9%) in total 502 production and was followed by
DPD (35.2%) and DCD (1.9%). In 2000, the share of IPD in total 502 production would decline
to about 60% under both the high growth scenarios (i.e., without and with EE programs), while
that of DCD would increase from 1.9% in 1990 to 2.2% in 2000. The share of DPD would
increase from 35.2% in 1990 to around 37.6% in 2000 without the EE programs and to 37.1% with
these programs under the high growth scenario. In the low growth scenario, the share of DPD
would be 37.1% with EE programs and 37.2% without these programs. The share of DCD in total
502 production in 2000 in the low growth scenarios would be 2.7% with the EE programs and
2.6% without the programs.

Table 7. 502 production associated with various demand categories, in million kg.

Demand Category S02 S02 Production in Year S02 Production in Year
Production .2000 in the High Growth 2000 in the Low Growth

in Year Scenario Scenario
1990 Without With Without With

EElpa EEIP' EEIP' EEIpa

Direct Consumption Demand 14.1 35.7 35.7 30.6 30.6
Direct Production Demand 260.9 607.3 588.7 433.6 423.9
Indirect Production Demand 465.4 970.9 964.2 701.4 689.1
Total 740.4 1,613.9 1,588.6 1,165.6 1,143.6

3 EEIP = energy efficiency improvement programs
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6. CONCLUSIONS AND FINAL REMARKS

This paper has estimated the effect of energy efficiency improvements in the residential
sector on the total and sectoral emissions of S02 from the Indonesian economy in the year 2000
under high and low growth rates by using the framework of input-output analysis. The results
show that the S02 production from the Indonesian economy in 2000 under the high growth
scenario would be 1.614 billion kg without EE programs and 1.589 billion kg with EE programs as
compared to 740 million kg in 1990. Thus, about 25 million kg of S02 emissions (i.e., approximately
1.6% of total S02 emissions) would be avoided through the residential sector EE programs in
2000. In the low growth scenario, the total S02 production in 2000 with and without EE programs
would be 1.144 billion kg and 1.166 billion kg, respectively. Six sectors, i.e., Textile, wearing
apparel and leather; Construction; Manufacture of food; Coal fired power generation; Other services;
and Chemicals would contribute to about 72.7% of the total S02 mitigation in 2000 under both
high and low growth scenarios. The study also shows that more than 60% of the total S02
emissions in Indonesia in 1990 and 2000 are found to be associated with the indirect production
demand for fuels.

Note that this study has estimated the level of S02 emission avoided with the use of efficient
electrical appliances in the residential sector only. The level of emissions avoided would obviously
be higher if energy efficiency improvements in manufacturing and other sectors were also considered.
Further research in this area would be interesting.
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8. APPENDIX

Modification of Existing Indonesian Input-Output Table

The original Indonesian 1-0 table with 161 sectors [15] was aggregated into 34 sectors for
the purpose of the present study. The Electricity and Gas sector was disaggregated into two
separate sectors, i.e., Electricity sector and Gas sector. The Electricity sector was then further
disaggregated into four sectors, i.e., Coal fired power generation, Oil fired power generation, Gas/
geothermal fIred power generation and Hydropower generation.

The non-energy sectors were aggregated as shown in Table AI, where the new names and
numbers of the sectors after the aggregation are presented along with the corresponding sector
numbers before aggregation, i.e., in the original input-output table of Bira Pusat Statistik [15].
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Table AI. Final demand of the 34 sectors of the Indonesian economy.

I) It refers to the sector name after the aggregation of the ongmal 161 sectors mto 34 sectors.
2) It refers to the new numberofa sector in the 34 sector I-a table derived from the aggregation of the

relevant sectors in the original 161 sector 1-0 table.
3) EEIP = energy efficiency improvement programs

Sector Name l
) Corresponding Sectors New Final Demand at 1990 Prices (106 US$)

in the Original 1-0 Sector 1990 2000 with High 2000 with Low
Table as in [7] No.2) Growth Scenario Growth Scenario

Without With Without With
EElp3 EElp3 EElp3 EElp3

Agriculture, forestry and fishing 1-31,44 I 11,123 15,121 15,121 12,756 12,756
Coal 32 2 144 390 390 277 277
Crude oil 33 3 7,740 19,605 19,605 14,928 14,928
Natural gas and geothermal 34 4 0 0 0 0 0
Other mining and quarrying 35-43 5 799 2,165 2,165 1,540 1,540
Manufacture of food 45-61 6 13,811 37,450 37,450 26,639 26,639
Beverages and cigarettes 62-65 7 3,480 9,435 9,435 6,711 6,711
Textile, wearing apparel and leather 66-73 8 4,928 13,363 13,363 9,505 9,505
Bamboo, wood and rattan products 74-79 9 2,976 8,070 8,070 5,740 5,740
Paper, paper products and cardboard 80-83 10 596 1,615 1,615 1,149 1,149
Fertilizer and pesticide 85-86 II 219 594 594 422 422
Chemicals 84,87-93 12 1,237 3,355 3,355 2,387 2,387
Petroleum refining 94 13 2,090 5,293 5,293 3,765 3,765
Liquefied of natural gas 95 14 3,958 10,025 10,025 7,131 7,131
Rubber and plastic wares 96-99 15 1,512 4,102 4,102 2,918 2,918
Clay/ceramics structural products 102 16 8 23 23 16 16
Cement 103 17 29 80 80 57 57
Non metallic mineral products 100,101,104 18 244 661 661 470 470
Basic iron and steel 105-106 19 171 465 465 331 331
Non ferrous basic metal 107-108 20 474 1,284 1,284 914 914
Fabricated metal products 109-112 21 267 725 725 516 516
Machinery and apparatus 113-120 22 2,005 5,437 5,725 3,867 4,072
Motor vehicle 123-124 23 1,776 4,815 4,815 3,425 3,425

Other products 121,122,125-131 24 693 1,880 1,880 1,337 1,337
Coal fired power generation 132 25 240 1,254 1,041 1,075 892
Oil fired power generation 132 26 352 160 133 137 114
Gas/geothermal fired power generation 132 27 47 987 819 846 702

Hydro power generation 132 28 128 267 222 229 190

Gas supply 132 29 2 3 3 2 2
Water supply 133 30 64 119 119 85 85

Construction 134-138 31 19,697 36,692 36,721 26,100 26,120

Road transport 143 32 3,628 6,759 6,759 4,808 4,808

Other transport 142,144-146 33 2,644 4,924 4,924 3,503 3,503

Other services 139-141,147-161 34 38,735 36,845 36,989 22,836 22,960. .
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ABSTRACT

This experimental study discusses the operation of a surface combustor heater (SCH) which
has the potential to enhance heat transfer in fossil-fired industrial furnaces and equipment. The
SCH is a combustion heater device involving relatively cold heat exchange surfaces (or tubes)
embedded in a stationary bed offibrous material in which a gaseous fuel is burned. The primary
purpose of this experimental study is to apply porous medium technology or a convection-radiation
converter (CRC) to a surface combustor heater (SCH) so as to enhance the rate ofheat transfer to
the cooling water pipe. The effects of various parameters, which are expected to control the
performance of the SCH such as operating conditions and radiation properties of the porous bed.
are clarified. The results show that the coupled CRC and SCH system yields a Nusselt number of
about 15 times higher than that ofaforce convection only system.

1. INTRODUCTION

During the last two decades, business competition and economic problems have forced the
manufacturing and material processing industries to improve productivity and product quality.
This means that production costs have to be lowered while the quality of the product is maintained.
In various manufacturing industries, several techniques have been used to reduce the production
costs. The cost of energy in the manufacturing process should be considered to be the main part of
the whole cost of the product. Effective heat transfer enhancement techniques are therefore of
continual interest to industry. Increasing the heat transfer efficiency of the processes should lead
to greater productivity, efficiency, and in some cases reduced equipment size.

In the past, heat transfer enhancement was done by means of installing either fins to increase
the heat transfer area, or installing a turbulent promoter at the heat transfer area so as to increase
the heat transfer coefficient at the surface. In high temperature applications, particularly, a gaseous
core nuclear reactor, plasma and high temperature heat exchanger radiation heat transfer from
high-temperature combustion products play an important role in increasing the rate of heat transfer.
Much effort has been made to enhance the rate of heat transfer by using radiative heat transfer as
different from convection heat transfer and conductive heat transfer. This can be done by using a
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multiphase medium (consisting of fluid phase (gas) and particulate phase (solid or liquid» [1-4].
Due to the better characteristics in emitting and absorbing thermal radiation of the particulate
phase than those of the gases, the particulate phase receives thermal energy from the heating
surface by a direct thermal radiation. Then the thermal energy is transferred to the fluid phase by
thermal convection resulting in a higher heat transfer coefficient than that of the single phase
system. Moreover, heat transfer in the multiphase medium is further enhanced at the heating
surface due to the random motion of the particles in the turbulent flow, leading to a reduction of
the thickness of the viscous sublayer. However, heat transfer enhancement by multiphase media is
limited in such a case that the carrier medium (fluid phase) is gaseous. If the carrier medium is
liquid (such as in this study), the heat transfer in the multiphase medium would no longer be
enhanced.

This study proposes an efficient means of enhancing heat transfer to a cooling water pipe in
a combustion system by using a surface combustor-heater (SCH) technology equipped with a

, convection-radiation converter (CRC) or porous medium. Exploratory studies of the SCH concept
were done in Russia in the 1970's [5]. Both laboratory and bench scale units were studied, but the
development of the concept was abandoned because of some operational difficulties encountered.
The SCH is a novel combustion heat transfer device involving relatively cold heat exchange
surfaces (tube) embedded in a stationary bed of refractory material of porous matrix in which a
gaseous fuel is burned. As the bed is heated by the combustion products, the heat liberated is
extracted by the embedded heat exchanger and the porous matrix. Due to a higher temperature of
the porous matrix than that of the tube heat exchanger, thermal radiation emitted from the porous
matrix is then transferred to the heat exchanger and the air/fuel mixture leading to an increase in
the heat transfer coefficient at the heat transfer surfaces and the combustion temperature [6, 7]. In
a conventional combustor, the presence of large areas of cold heat exchange surfaces within the
combustion zone quenches the name, thereby producing carbon monoxide and hydrocarbon
emissions. Unlike the conventional combustor, the SCH technology can provide a heat transfer
simultaneously with the combustion process which has the advantage of reducing the combustion
temperature and suppressing formation of nitrogen oxides [8,9]. The natural gas-fired SCH has a
high combustion efficiency and firing density, high heat transfer to the load, high thermal efficiency
and a moderate turndown ratio. A two-dimensional model has been developed [10] to predict the
convective-radiative heat transfer in a single module of a surface combustor heater. The numerical
analysis shows that the convective heat transfer coefficient between the gas and the porous matrix
is a very important parameter and that, even at relatively high temperatures of the bed, convection
is a factor of about two times greater than radiation. The analysis also revealed a large number of
independent parameters such as operating conditions, heater geometry, tube diameter and
arrangement, particle diameter as well as the radiation properties of the solid bed that control the
performance of SCH.

The primary purpose of this experimental study is to understand the heat transfer characteristics
within the SCH equipped with the CRC as well as to study how the operating conditions and
radiation properties of the porous bed can be expected to control the performance of the SCH.

2. PRINCIPLE OF THE CONVECTION-RADIATION CONVERTER (CRC) AND
ITS APPLICATION TO ENHANCEMENT OF HEAT TRANSFER AND
AUGMENTATION OF COMBUSTION

The principle of a porous medium is relatively simple [11]. It consists of two heat transfer
processes namely convection and radiation. The porous medium is capable of converting a part of
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the enthalpy of the hot gas flowing through it to thermal radiation or vice-versa as shown in Fig. 1
and Fig. 2, respectively. In Fig. 1, when hot gas is flowing through the porous medium, heat is
transferred from the gas to the porous medium by convection which causes the gas temperature to
decrease. Due to the facts that the porous medium has high surface area to volume ratio and that
solids have a higher emissivity than gas, the porous medium would then emit thermal radiation
into both the upstream and the downstream directions of the flowing gas. However, the main
portion of the thermal radiation is directed toward the upstream side. The porous medium is then
said to be working as an emitter. Alternatively, upon receiving an incident thermal radiation
F (L ), the porous medium is able to increase the enthalpy of the flowing gas by convective heatp

transfer leading to an increase in the gas temperature as shown in Fig 2. The porous medium is
then said to be serving as an absorber. These prominent characteristics of the porous medium can
enhance the heat transfer and augment the combustion by installing that in a combustion system in
which an arrangement of the porous medium could simultaneously perform as both emitter and
absorber characteristics. This allows heat recirculation from the exhaust gas back to the mixture
of air and fuel by thermal radiation in the combustion system as shown in Fig. 3. The right-hand
porous medium works as an emitter by which the enthalpy of the flowing exhaust gas is converted

Low temperature, TgdHigh temperature, Tgu

Hot gas ----->~

o

Porous medium
Lp

Temperature drop
Tdrop

x

Fig. 1. Principle of porous medium working as an emitter.
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Temperature increase
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x

Fig. 2. Principle of a porous medium working as an absorber.

Flow direction
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Mixture in, To

Combustion chamber

&c

Thermal
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Radiation

Exhaust out, Tex

Absorbing
porous medium

Emitting
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Fig. 3. Heat recirculation from exhaust gas to mixture.
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to thermal radiation propagating toward the left-hand porous medium (absorber). At the left-hand
porous medium, heat is transferred to the mixture by its function as the absorber. This increases
the temperature of the combustible mixture from To to Tpr• prior to entering the combustion
chamber. As a result, high combustion temperature T

fltI
_ after combustion heat released &Ie and

good combustion augmentation are obtained.

3. EXPERIMENTAL APPARATUS AND PROCEDURES

Figure 4 exhibits the experimental furnace which consists of four main parts, a distributor, a
ceramic burner, porous medium A and a combustion chamber constructed from porous medium B.
The furnace is rectangular in shape and its cross-sectional area is a square of 100 mm x 100 mm.
It is made of carbon steel sheet, with thickness of 3 mm. The distributor is formed by a stainless
steel screen (with a mesh size of 20 meshes/inch) placed in layers, with thickness of 8 mm. The
burner is made of a ceramic plate with many small holes on its surface. Due to the high temperature
combustion, the wall of the combustion chamber is lined with high temperature cement. A water
pipe of 14 mm diameter runs through combustion chamber to serve as a thermal load for the
combustion. A mixer is installed at the outlet end of the water pipe so that the water is well stirred
before its temperature is measured. The space inside the combustion chamber is filled with a
stainless steel wool (porous medium B) to serve as a stationary package bed. Two sight glasses
are installed at both sides of the combustion chamber walls to observe the combustion regime and
heat transfer characteristics inside the furnace. The combustion chamber is lined above by porous
medium A, the structure of which is similar to that of the distributor.

Type K thermocouples with a wire diameter of 0.5 mm were used in measuring the
temperatures at various locations in the furnace as shown by dark dots and symbols. Here, T . is

, ~

the inlet temperature of the fuel and air mixture. Tud refers to the gas temperature at the upstream
direction of the distributor. Tub and Tdb represent the gas temperature at the upstream and the
downstream side of the burner, respectively. Till and T

dl
, respectively, represent the gas temperature

below and above the water pipe. Tlip and Tdp' respectively, are the gas temperatures at the upstream
side and the downstream side of the porous medium A. TgO is the exhaust gas temperature leaving
the furnace. Two and Twi represent the water outlet and the water inlet temperatures, respectively.
All of these thermocouples are connected to a data logger which is coupled with a personal
computer. The temperature profiles inside the furnace are monitored and displayed on the computer
screen.

Liquefied petroleum gas (LPG) was used in the experiment, consisting of propane (C
3
Hs)

40% (by vol.) and butane (C
4
H

10
) 60%, respectively, with a higher heating value of about

26,000 kcaVm3
• An air compressor was used for supplying combustion air to premix with the fuel

before entering the distributor.
To start up the experiment, a pilot burner flame was inserted through a side glass hole

installed just above the burner. Then the premixed fuel, with an appropriate equivalence ratio ep
(ratio of theoretical air to an actual air) of about 0.8 was gradually introduced into the furnace.
After the combustion took place (by observation through another sight glass) the pilot flame was
withdrawn from the furnace and the sight glass was fitted. The flow rate of the combustion air
was gradually increased (by reducing the equivalence ratio ep) so as to keep a constant combustion
temperature level within the sustainable limit of the material used in forming the furnace. The
water was then allowed to flow through the water pipe and the flow rate was adjusted so as to keep
a constant temperature difference of 10·C throughout the experiment. It would not be appropriate
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Fig. 4. Experimental furnace.
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if the temperature difference Two-TWI is greater than 10 ·C, because Two will exceed 40·C (Tw1 is
initially at 31·C) leading to partial vaporization of the water and causing a fluctuation in the mass
flow rate of water which is then difficult to measure accurately.

The experiment was conducted to study the effect of the rate of combustion L e• the effect of
equivalence ratio e1J and the effect of the optical thickness 'l'B of the porous medium B, on the heat
transfer characteristics at the water pipe. The effect of 'l'B was of great importance in this experiment
since the interaction between the gas and the solid phase (fibrous material) in the combustion
chamber is expected to playa vital role in enhancing the heat transfer to the cooling water pipe.

4. RESULTS AND DISCUSSIONS

4.1 Effect of Rate of Combustion L
e

Figure 5 shows the effect of the rate of combustion L on the thennal structure in tenns of the
axial temperature distributions of the furnace. The experi~ental results were obtained at a constant
equivalence ratio (e1J = 0.64), an optical thickness (product of absorption coefficient (m- t

) and
geometrical thickness (m)) of the porous medium B, ('l'B = 10) and a constant cooling water
temperature difference (Two-T.... = 10·C). Three rates of combustion Lc = 1.0 kW, 1.2 kW and
1.4 kW were used in the experiment and they are equivalent to a gas velocity of about 30 mm/s,
36 mm/s and 43 mm/s, respectively. The temperatures at the upstream and downstream side of the
water pipe (Ttil and T,.,) in Fig. 4 and Fig. 5 do not represent the wall temperatures of the water
pipe, but the temperatures of the gas in the vicinity of the lower and upper surface of the water
pipe.

Porous medium B

1',(= 5
1'B= 10
f/J= 0.64
T__ Tw/= 10 DC

-0- Lc = 1.0 kW

--0- Lc = 1.2 kW
-6-- Lc = 1.4 kW

100 200 300 400 500

Axial distance X; mm

Fig. 5. Effect of rate of combustion L
c

on axial temperature distribution in furnace.
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The gas mixture flowing through the distributor was preheated in order to increase its
temperature prior to entering the ceramic plate burner. It was noticed that. at the lower rate of
combustion where Le = 1.0 kWt there was a significant increase in temperature. This is because
the distributor absorbs some of the thermal radiation emitted from the downstream side of the
ceramic plate burner and then transfers this to the flowing gas mixture. The gas temperature
therefore sharply increases as it flows through the ceramic burner. Since the combustion flame
stabilizes on the downstream side of the ceramic plate burner in the porous medium B t the
temperature of the mixture reaches a maximum value in this region. Thermal radiation losses from
the porous medium B to the upstream direction of the combustion flame and to the cooling water
pipet cause the gas temperature to decrease rapidly while it is flowing towards the cooling water
pipe embedded in the porous medium B. The decrease in this gas temperature is enhanced by a
forced convection heat loss around the cooling water pipe. Howevert the gas temperature increases
again when the gas has flowed passing the cooling water pipe. This may be attributed to mixing of
hot and cold gases and the interaction of the thermal radiative heat transfer between the porous
media A and B. The porous medium A is serving as a radiation shield in which a portion of the
enthalpy of the hot gas is converted to thermal radiation directing toward the porous medium B.
This causes a decrease in the gas temperature while it flows through the porous medium A. By
contrastt in the original SCH technologyt there is no such porous medium A present. The enthalpy
of the high temperature gas is therefore largely lost to the ambience; this situation is improved by
the presence of the porous medium A.

It became clear that as the rate of combustion Le increasedt the temperature close to the
combustion flame falls uniformlYt whereas on the downstream side of the cooling water pipe the
temperatures increased. This may be due to the fact that the gas velocity increases with the rate of
combustion L e• The location of the maximum flame temperature therefore tends to move towards
the cooling water pipe. Howevert in comparison to convective heat transfer in which the transferred
heat strongly depends upon temperature and velocitYt radiative heat transfer (for example in this
caset between the porous medium A and the cooling water pipe) depends only on the temperature
profile of the porous medium. Thereforet no matter how the rate of combustion List the combustion
flame is well stabilized inside the porous medium B and between the surfaces o'f the ceramic plate
and the porous medium A.

4.2 Effect of the Equivalence Ratio 4>

Figure 6 shows the effect of the equivalence ratio 4> on temperature at a constant optical
thickness and T WO-TWI = lOGC. Heret the equivalence ratio4> means the ratio of the stoichiometric
air required to the actual air supplied. Increase in 4> from 0.6 to 0.68 causes a result opposite to
that of increase in the combustion rate L e• At 4> = 0.68t a prominent increase in temperature of the
mixture prior to entering the ceramic plate burner was observed. This result is explained using the
same discussion given for the effect of L e on temperature when L e =1.0 kWas shown in Fig. 5.

4.3 Effect of Optical Thickness 'r
B

of the Porous Medium B

Figure 7 shows a typical effect of the optical thickness 'r
B

of the porous medium B t on the
axial temperature profiles T. 'rB was changed from Ot 10 and 20 as the rate of combustion L

e
and

the equivalence ratio 4> were kept constant at 1.4 kW and O.64t respectively. Reret'r
B

=0 means
no porous medium B at all in the space between the ceramic plate burner and the porous medium
A. 'rB was varied from 10 to 20 by doubling the mass of the stainless steel wool in the space.
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Fig. 6. Effect of equivalence ratio t!> on axial temperature distribution in furnace.
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Fig. 7. Effect of optical thickness ('rB) of the porous medium B on axial temperature distribution
in furnace atL = 1.4 kW.c
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Basically, the temperature profiles are similar to those shown in Fig. 5 and Fig. 6. Figure 7
shows that the temperature T in the porous medium B, between the ceramic plate burner and the
cooling water pipe, clearly increases when "s increased, whereas the temperature T between the
cooling water pipe and the porous medium A decreases when "s increased. This is attributed to a
more even distribution of heat recirculation from the flame location to the ceramic plate burner
and its upstream side as "s increases. Increase in the optical thickness "s of the porous medium B
means increase in its absorption coefficient and the effect of thermal radiation shield of the porous
medium B. Thus, more thermal radiation energy arising from the convection of gas enthalpy is
obtained, and is directed towards the upstream side of the combustion zone. The combustion zone
tends to appear at a narrower region closer to the ceramic plate burner. A prominent preheating
effect at "s = 20 could be expected compared with at "s = 0 and at "s = 10. Since the most
amount of heat is transferred to the upstream side of the porous medium B, the remaining heat that
would be transferred to the cooling water pipe may become less. Figure 8 and Fig. 9 show effect
of optical thickness "s at the combustion rate Lc of 1.2 and 1.0 kW, respectively. In Fig. 9 data
for "s = 20 could not be obtained due to flashback. The results show the same trend as in Fig. 7.

4.4 Heat Transfer Characteristics

ReatFlux

In order to clarify the heat transfer characteristics, an average heat flux at the wall of the
cooling water pipe H is calculated from the temperatures measured at inlet and outlet of the

p

cooling water pipe. Figure 10 and Fig. 11, respectively, show the effect of the optical thickness
('l's) of the porous medium B, on the heat flux Hpat various rates of combustion L

c
and equivalence

ratio CP. From Fig. 10 the equivalence ratio cP is kept constant at cP =0.64, whereas in Fig. 11 a
constant rate of combustion L

c
= 1.4 kW is used in the experiment.

Figure 10 shows an average magnitude of heat flux H. Although the temperature of the
p

porous medium between the flame and the cooling water pipe was dramatically modified with "B
as shown in Fig. 7, the heat flux H does not show a significant change by "B increases. The heat
flux Hp increases only about 10 kW/m2 when "s increases from 0 to 10. At 'l'B = 20, the heat flux H

p

is reduced below the value obtained when "s = 0 and 'l's = 10. This may be attributed to an
increase in the radiative heat loss from the flame to the upstream direction of the ceramic plate
burner rather than to the cooling water pipe. A larger value of 'l's results in a higher flame
temperature between the ceramic plate burner and the cooling water pipe as shown in Fig. 7.
Therefore, the combustion flame would be confined in a narrower region close to the downstream
side of the porous medium B. As a result, a large portion of the gas enthalpy is being converted to
thermal radiation at the above region and is directed towards the upstream side of the ceramic
plate burner and less thermal radiation is directed to the cooling water pipe.

Figure 11 shows the same trend as in Fig. 10. The heat flux H increases with the equivalence
ratio CP. This is due to an increase in the adiabatic flame temperature when the gas mixture
becomes close to the stoichiometric air/fuel ratio.

Average Nusselt Number

Based on the average heat flux H , the average Nusselt number Nu at the outer surface of
p '"

the cooling water pipe was calculated and plotted in Fig. 12 and Fig. 13. For this purpose,
Dittus-boelter [12] Eq. (1) was used in estimating the heat transfer coefficient at the inner surface:
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Nu = 0.023Re°.8 PrOA (1)

of the cooling water pipe. This heat transfer coefficient was then used in computing the wall
temperature of the cooling water pipe. The physical properties of the fluid are represented as an
average value between the inlet and outlet temperatures of the cooling water. For the sake of
simplicity, corresponding adiabatic flame temperatures of the mixture were used in determining
the average Nu".. In order to compare the heat transfer characteristics, the Nusselt number obtained
from the experiment by Knudsen & Katz [13] for force convection only is also plotted in Fig. 12
and Fig. 13. It is clear that the heat transfer characteristics of the SCH with a porous medium
system (in which the radiative heat transfer plays an important role in enhancing the heat transfer
to the cooling water pipe) is far superior to heat transfer by the force convection alone. The
Nusselt number, Nu". for the system with a porous medium system is consistently about 15 times
greater than the Nu". obtained by force convection alone.

5. CONCLUSIONS

An experimental study of the heat transfer enhancement to a cooling water pipe by a combined
surface combustor heater (SCH) technology and the convection-radiation converter (CRC)
technology is presented. Important results are concluded as follows:
1. The SCH system with a porous medium system yields heat transfer potential at the water

pipe surface which is about 15 times larger than that of the heat transfer obtained by force
conve.ction only.

2. The larger the optical thickness 'fa of the porous medium B, the closer the reaction zone
moves towards the upstream direction which lowers the heat transfer to the cooling water
pipe and causes a high heat loss to the upstream ambience environment. It is suggested that
an optical thickness 'fa of the porous medium B less than 20 is sufficient for enhancing the
rate of heat transfer to the cooling water pipe.

3. The convection-radiation converter (CRC) or the porous medium A plays an important role
as thermal radiation shield~ The CRC effectively converts the enthalpy of the high temperature
gas coming out from the porous medium B to thennal radiation. Porous medium A, therefore,
acts as a source of radiation energy in the upstream direction (towards porous medium B)
which results in a large increase in the heat transfer to the cooling water pipe.
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The paper begins by outlining the cultivation of oil palm trees in Malaysia. This is followed
by a section that briefly discusses the products and practices of the oil palm plantations as well as
the processes that occur in palm oil mills. The yield of the above ground production of
lignocellulosic biomass is then estimated. A value of approximately 20 336 kg per 10 000 nT per
year was estimated. If these biomass were to be used for energy purposes, they would be
equivalent to 62.45 hoe per 10000 rrt per year. Of these 16.01 boe are currently being used by
the oil palm mills in their oil extraction processes. The energy potential of liquid wastes arising
from the above processes is estimated, as these wastes can be used for the production of biogas.
The environmental benefits arising from this practice are also briefly mentioned. Currently the oil
produced is usedfor a variety ofpurposes. However if the oil were to be usedfor energy purposes
then 10 000 rrt will produce 25 boe per year. Attempts to use the oil as a motor fuel are then
briefly described. The final section of the paper is devoted to a discussion ofoil palm trees as an
energy crop vis-a-vis the fossil fuel reserves in the country.

1. INTRODUCTION

In 1994 Malaysia produced 51 % of the world production of palm oil, thus making her the
world's largest producer [1]. It has been estimated that in 1996, 8040 million kg of crude palm
oil and 1130 million kg of palm kernel oil were produced from an estimated planted area of
25700 million m2

• Of these it was estimated that 2326 million m2 have mature oil palm trees [1].

Oil palms (Elaeis guineensis) were first introduced into Malaysia from West Africa for
planting through the botanical gardens in Singapore in 1870. Commercial cultivation however
was not initiated until 1917. The first two estates to venture into oil palm plantations were the
Tennamaran and Elmina Estates in Kuala Selangor [2]. Since then the area under oil palm
cultivation has been increasing over the years as depicted in Table 1.

Research laboratories have also been set up by the larger plantations to look into factors that
can maximize yield and minimize cost. In addition the Malaysian Government has also set up a
research center, the Palm Oil Researh Institute of Malaysia (pORIM), to undertake research
projects that are related to the utilization of the oil.

John M
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Table 1. Area under oil palm cultivation in Malaysia [3].

Year Area cultivated (x 10 000 m2)

1920 404
1925 3237
1930 20639
1935 25900
1940 31566
1950 38850
1955 44921
1960 54674
1965 93990
1970 308515
1975 604 551
1980 1048237
1985 1482000
1990 1984000
1995 2507000

2. PRODUCT OF THE OIL PALM PLANTATION

In Malaysia, the oil palm tree (Fig. 1) is cultivated for its oil. Oil extracted from the
pericarp/mesocarp of ripe fruits is called palm oil while oil extracted from the kernels of the nuts
of the fruit is called palm kernel oil. These oils are presently used by the world community for a
variety of purposes as depicted in Fig. 2 [4].

Fig. 1. The oil palm tree.
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The oils produced in Malaysia are consumed locally as well as exported. In 1996, the
estimated export earning from palm oil and palm kernel oil were resPeCtively, RM 8.18 x 1()9 and
RM 0.91 x 1()9 [1] [US$ 1 = RM 3.8].

Figure 3 is a picture of the oil palm fruits. The fruits are produced in bunches. To get to the
ripe fruit bunches so that they can be harvested, palm fronds may have to be cut. This is called
pruning. Pruning can also be done on a periodic basis and not necessarily at the time of fruit
harvesting. This practice generates large quantities of lignocellulosic biomass. Besides easier
harvesting, other beneficial effects of pruning include easier visual assessment of fruit ripeness
and easier access for pollination [5].

Fig. 3. Ripe bunches of oil palm fruits.

The harvested fruit bunches called fresh fruit bunches (FFB) are then gathered and transported
to palm oil mills where oil extraction takes place. Figure 4 is a diagrammatic description of the
process that happens in the palm oil mills.

From Fig. 4, the author finds that the process of oil extraction results in the production of
both solid and liquid wastes (Some like to call them coproducts). The solid wastes which are
mostly lignocellulose are in the fonn of empty fruit bunches (EFB), fibers from the pericarp/
mesocarp of the fruits, and shells from the nuts of the fruit. The liquid waste produced is the result
of the extraction process which requires large quantities of water. The liquid waste is called palm
oil mill effluents (POME).
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Because of declining yields, palm trees are replanted after 25 to 30 years. The replanting
activity if carried out on a large scale will also result in the generation of large quantities of
biomass in the form of felled tree trunks and fronds.

3. ENERGY POTENTIAL OF THE SOLID BIOWASTES

Lim [6] reported that the dry matter yields of shells, fruit fibers and empty fruit bunches are,
respectively, 2780 kg; 1853 kg and 1483 kg per 10 000 m2 per year. The energy amounts
potentially available from biomass are, respectively, 10.15, 5.86 and 4.92 barrels of oil equivalent
(hoe) per 10000 m2 per year.

Mohammad Rusin, et al. [7] on the other hand reported that roughly 11 000 kg of dry
fronds are annually pruned from 10000 m2 of land. The energy content of these works out to be
33.39 hoe per 10 000 m2 per year, as the calorific value of fronds is 18.73 x 106 J/kg oven dry
weight [6].

Lim (6) also estimated that, at the time of replanting of 10 000 m2 of land, 66 000 kg of dry
palm trunks and 14400 kg of dry fronds are generated. Assuming that replanting is after 25 years,
the average annual amount of biomass available as a result of replanting works out to be 2640 kg
of dry trunks and 580 kg of dry fronds. The barrels of oil equivalents of these are 6.37 and 1.76,
respectively.

From the above figures it can be concluded that the dry lignocellulose biomass yield from oil
palm plantations is 20 336 kg per 10 000 m2 per year with an energy content of 62.45 boe per
10000 m2 per year.

The extraction of oil from FFB requires energy in the form of electricity and steam. Currently
the energy requirements of all palm oil mills in Malaysia are met by the use of fibers and shells
where cogeneration is widely practised. In fact in some mills, there is an excess of shell, which
are then sold to other mills that further refine the crude palm oil [6]. This situation has been going
on since the inception of palm oil mills in the 1960's. As such, of the 62.45 hoe that are available
per 10000 m2 per year, roughly 16.01 boe are currently being put to use as a source of energy.

4. ENERGY POTENTIAL OF LIQUID WASTES - BIOGAS FROM POME

Large quantities of water are required for sterilizing the fruits and for oil clarification when
palm oil is extracted from the FFB. As a result large quantities of liquid wastes called palm oil
effluents (POME) are produced. The characteristics of raw POME, which is a brownish colloidal
suspension, as reported by Chong and Zaharuddin [8] are shown in Table 2.

From the data provided by two palm oil mills [9, 10] the author estimates that 3.54 m3 of
POME are generated for each 10 000 m2 of crude palm oil produced. Since in 1996 Malaysia
produced 8040 million kg of crude palm oil. the total amount of POME produced works out to be
28.46 million m3

•

The BOD, suspended solids. oil and grease and total Kjeldah nitrogen values of the POME
are way above the values permitted by the Department of Environment, which are respectively,
100 mg 1-1, 400 mg 1-1, 50 mg I-I and 200 mg I-I. As such, if raw POME are discharged into
waterways without treatment. they are an environmental hazard. Presently what most oil palm
mills do is to allow the POME to degrade in open ponds that are 3 m to 4 m deep until the BOD
values drop to less than 50 mgl- I

, a value acceptable by the Department of Environment, before
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Table 2. Characteristics of raw POME.
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Biochemical oxygen demand (BOD)
Chemical oxygen demand (COD)
Total solids
Suspended soilds
Volatile solids
Oil and grease
Ammoniacal nitrogen
Total Kjeldahl nitrogen
pH
Temperature

25000 mg I-I
53600 mg 1-1
43600 mg I-I
19000 mg 1-1
36500 mg I-I

8400 mg 1-1
35mg 1-1

770 mg I-I
4

80·C to 90·C

they are discharged [11]. For this to occur the POME are held for 40 days in the ponds. Ponding
is practised as it is a relatively cheap system to adopt. In this process CH4 is produced and allowed
to escape into the atmosphere. From the global wanning point of view this practice should be
deplored.

Since allowing POME to degrade anaerobically produces CH4, attempts have therefore been
initiated in a couple of palm oil mills to utilize the POME for biogas production. As far as the
author knows only two mills are doing this. The experience from one mill indicates that with their
production of 680 m3 of POME per day, 19000 m3 of biogas per day can be produced in digester
tanks [10]. The biogas produced is found to have the following characteristics:

54% to 80% CH4

20% to 46% COz
560 ppm to 2580 ppm of ~S
Calorific value of 4740 kcal/m3 to 6150 kcal/m3

Assuming an average calorific value of 5445 kcal/m3, the energy potentially available from
the anaerobic digestion of 680 m3 of POME is 434.5 OJ/day, which is equivalent to about
70.4 barrels of oil equivalent per day.

As mentioned, in 1996 Malaysia produced 28.46 million m3 of POME. This amount of
effluent, if digested to produce biogas, will result in an energy production of 2.95 x 1()6 boe and
this comes from an area of 23 260 million mZ of mature oil palm trees. Thus, considering
10000 mZ basis of mature trees, the energy potentially available from POME is roughly 1.27 hoe
per year.

The data that the author gathered from reports show that in one mill, which produces about
13 000 m3 of biogas per day, all the gas are utilized [Il], while in a second mill only about 17%
of the biogas produced is used in a gas engine after HzS removal while the remainder is flared
[10]. Thus the current total amount of biogas utilized is about 1600 m3 per day, Le., 59.3 hoe per
day or 2.16 x lQ4 hoe per year. This is less than 1% of the 2.95 x 106 hoe that were available in
1996. As such the potential of harnessing POME for fuel is still great indeed. Not only will this
contribute to the energy supply of the country, it will also have a positive effect on the environment.
The practice of harnessing POME for biogas has another advantage in that the products of the
digestion process can be used as an organic fertilizer in the oil palm plantation itself, thus reducing
the demand for artificial fertilizers. The discharge of the digester from one mill has the following
properties [10] as shown in Table 3.
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Table 3. Properties of digester discharge.

pH
BOD
Total nitrogen
Phosphorus
Potassium
Total volatile solids (TVS)

7.3
3000 ppm

900 ppm
120 ppm

lS00 ppm
13 000 ppm

s. PRODUCTION OF OIL

The 1996/97 Economic Report estimated that for 1996, S040 million kg of crude palm oil
and 1130 million kg of palm kernel oil will be produced from an average of 23 260 million m2of
mature oil palm trees. Thus on an average a total of 3940 kg of oil per year can be harvested from
10 000 m2 of land. Abd. HaHm Shamsuddin [12] reported that the calorific value of palm oil is
39 357 kJ/kg. Since the calorific value of palm kernel oil is comparable to that of crude palm oil
[13] the energy content of 3940 kg of oil works out to be roughly 25 boe. Thus 10000 m2of land
will produce an energy equivalent of 25 boe per year if all the oil produced are used for energy
purposes.

6. PALM OIL AS LIQUID FUEL

A project to investigate the feasibility of using the crude palm oil (CPO) as a liquid fuel was
initiated in 1984 [11]. This project was jointly undertaken by the Palm Oil Research Institute of
Malaysia (poRIM), Mitsui of Japan, and Elsbett Konstruktion of Germany. CPO was tested on
the German Elsbett engine which can also run using petroleum derived diesel and other vegemble
oils. To date trials done on commercial vehicles such as buses have been completed and the
results are encouraging. When compared to using diesel, CPO results in lower emissions and less
wear and tear on the engines. Trials on passenger car such as the Mercedez Benz are still in
progress though preliminary results show that CPO gives about 14.3 km to the liter while diesel
gives about 10.9 kIn to the liter [14]. At traded prices in the early part of 1997, the cost of using
CPO is a little over 100 sen per liter while diesel cost is 65.5 sen per liter (RM 1.00 equals
100 sen = US$ 0.26). This therefore translates to a cost of around 7.5 sen per km when CPO
is used and 6.0 sen per kIn when diesel is used. Thus at current prices and from a purely economic
consideration it appears that using CPO instead of diesel is not an attractive proposition. However,
if the effects on the environment are factored in, the use of CPO then becomes attractive especially
in a scenario where CPO prices drop while that of diesel increases. CPO is not toxic flammable or
explosive. It does not emit much S02 when burned or result in a net increase in aunospheric CO2
concentration. These are pluses which should be given due recognition.

Prior to the above study that uses CPO directly as an engine fuel, studies have also been
made to convert CPO into its methylester which can then be used in conventional diesel engines.
[12, 15]. The palm oil diesel produced has the same burning qualities, chemical stability and
ignition properties as petroleum diesel. PORIM has set up a pilot plant to demonstrate the
viability of producing palm diesel [15]. However, as far as the author is aware, this technology
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has not been taken up for commercial implementation as the additional process for conversion to
methylester has made the palm diesel more expensive.

7. DISCUSSION AND CONCLUSIONS

The above data indicate that the total energy that can potentially be harnessed from the above
ground lignocellulosic biomass and oil of the oil palm plantations is roughly 88.7 boe per
10000 m2 per year. Even if one were to argue that 16.01 boe have been used for the extraction of
oil and therefore not really available for use by others, the balance of 72.7 boe per 10000 m2 per year
is still a respectable amount.

If the above energy potential be compared to the various plant species such as poplars,
willows and Miscanthus that are currently being field tested as potential energy crops in Europe,
oil palm stands out as a much superior energy crop. For example, willows cultivated in Sweden
[16] give a biomass yield of about 12000 kg of dry matter per 10000 m2 per year. This translates
into an energy potential of roughly 38.3 boe per 10 000 m2 per year assuming that the calorific
value of the biomass produced is 19.7 GJ per dry 1000 kg. Similar figures can be calculated for
the other plant species.

Since modem economies depend very much on the availability of electric power and liquid
transportation fuel, the cultivation of oil palms for energy purposes is indeed attractive in that all
three forms of fuels, solid, liquid and gas can be produced. In addition Malaysia's experiences
with the palm oil mills indicate that producing electric power from the lignocellulosic biomass is
not a problem though it is admitted that conversion efficiencies can be further improved.
Furthermore the field tests done with CPO as a motor fuel are also very encouraging.

Looking at the implications of the above data from a more local perspective, though Malaysia
is currently a net exporter of oil and gas, it has been estimated that her fossil fuel reserves will last
for another 40 or so years. In this scenario it is envisaged that there is no net export of her fossil
fuel reserves [17]. This however is not the case. As such it is prudent for the country to start
considering for the future, alternative sources of energy. Local experience in producing and using
biomass makes bioenergy a feasible option to be given serious attention. The discussion above on
oil palm indicates that the crop presents an attractive consideration. After all some 80 years of
experience in cultivating the crop on a large scale is acquired and in addition, oil palm can grow in
virtually every part of the country. Currently Malaysia's per capita energy consumption is around
12 boe per year [17]. Thus 10000 m2 of land cultivated with oil palm is sufficient to meet all the
energy requirements of 7.4 persons. With a present population of around 20 million, it is needed
to cultivate 27 000 million m2 of oil palms [18]. Since the total land area of Malaysia is about
33 ()()() million m2

, the 27 000 million m2 above constitute just under 8% of our land area. Thus
with that area cultivated with oil palms Malaysia will be able to meet all our current energy needs.
Incidentally the 27 000 million m2 mentioned above happen to be also close to the
25 700 million m2 that in 1996 were planted with oil palms. As such it can be conluded that
Malaysia can be self-sufficient in energy if the biomass option is selected as an alternative source
of energy.
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Within the AUZES program in Mauritania in the Traza district, 18 villages have installed a
wind battery charger for village electrification during 1993 and spring of1996. The wind turbines
installed in 1993 are in the framework ofa demonstration project to test the technical performance
of the equipment, and to monitor the costs and benefits. The applications vary from village to
village from collective lighting to individual battery charging and water pumping. The wind
turbines are Dutch Fortis types F1003 with 1 kW rated output and F2500 with 2.5 kW rated
output. GREr, a French NGO, initiated a large wind pumping project ALIZES by approaching
the Mauritanian Ministry ofHydraulics and Energy (H&E) in 1987. The overall objective of the
program is to develop the use of wind energy in rural areas in West Africa. The first five-year
program was targeted at wind pumping and led to the installation of 100 wind pumps. The whole
program was so successful that the Mauritanian Ministry of Hydraulics and Energy proposed a
new program for electrification with small wind chargers, the program ALIZES-electric. The
project aims at developing a metJwdology for diffusion of wind-power decentralized systems to
small villages. As in the AUZES-pumping program, the strategy to be economically viable is the
introduction of a relatively large nwnber (100) of reliable machines that will be installed in a
limited area (Traza in the South West part of Mauritania) and to form a local company to handle
operation and maintenance. This paper will concentrate on three villages with Fortis wind battery
chargers and technology transfer for local production of components.

1. PROJECT BACKGROUND

Mauritania is a West African country with a land area slightly over one million sq. km, but
with only two million inhabitants. Two-thirds of the land is desert; the southern region is Sahelian.
Only in the flood plain of the Senegal river, the border between the two countries, there is
abundant water and rich soil for intensive cultivation. Ten percent of the population lives in the
desert; the majority lives in just 15% of the land, primarily in the Sahelian, coastal, and Senegal
river regions. The subsector of concern in the present project includes the unelectrified population
in both rural areas and the approximately one million people in the peripheral zone around
Nouakchott.

Because the rural population density is very low, provision to the villages of basic services
such as water pumping, health care, and lighting is difficult and expensive. Even in the more
densely populated southern region, villages typically have only a few hundred inhabitants. A
village like Keur-Macene with more than 1,000 inhabitants is considered large. Few villages have
any access to electricity.
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A major problem for the country is the very rapid growth of the urban population (about
20% a year). notably in Nouakchott. as a result of rural migration. In the absence of basic
amenities in the rural environment. this trend is expected to continue even though Nouakchott's
carrying capacity is being severely challenged. Many immigrants to the city are unable to find any
employment. and living conditions in the shanty towns ringing Nouakchott are in many ways
worse than the rural environments the new residents have left behind.

The modem economy of Mauritania depends on iron ore mining. fishing and agriculture
(37% of GDP in 1987) and industry (primarily fish processing and iron ore treatment. but with
sugar refming. production of dairy products and small import substitution industries).

While high quality fuels and electricity are required to improve the quality of life in the rural
environment. Mauritania has only three sources of energy. These are fuelwood and charcoal.
which are being increasingly used in a nonsustainable manner. solar and wind energy. Some use
of solar electric (photovoltaic) water pumping technology is underway with support from the
European Union (EU). The European Fund for Development of the EU. for example. is financing
a program for the installation of PV pumps in several areas of the country within the framework of
a US$ 40 million program for PV pumping in West Africa. A wind mechanical water pumping
project has been extended to some 150 villages in Traza and other areas by Project ALIZES. A
few small wind electric installations are also in progress. All petroleum is imported. and in rural
areas the price of kerosene is about $1OO/bbl.

This project was designed to build on a very successful collaborative effort (Project ALIZES)
between the Government (Ministry of Water and Energy. Division of Energy). and GRET. a
French NGO to establish a sustainable program of village-based water supply using wind-mechanical
water pumping units. GRET and the local private sector have established the in-country capability
for equipment supply. installation. maintenance and service. By requiring (and getting) financial
and social participation by the villagers. the program has been able to provide clean water on a
reliable and continuous basis in over 150 villages now served. Over a period of six years. in
collaboration with the local private sector. Project Alizes has implemented an effective program to
bring wind mechanical water pumping technology to Mauritanian villages. and with it. reliable
supplies of potable water. The project arranged an extensive collaboration and technology transfer
between a Mauritanian and a French company. The significant benefits of this transfer of technology
are:

• The local availability of high-quality units at a significantly lower price (approximately
30%) than if purchased abroad;

• Elimination of foreign exchange requirements:
• Elimination of difficulties (such as special pennission from government) in importing

machinery into the country; and
• In-country support of operation and maintenance warranty. something not practical with

foreign-purchased mechanical equipment.

The project ALIZES-electric. aims at developing a methodology for diffusion of wind-power
decentralized systems to small villages. Started in 1995. it was financed by the Global Environment
Facility (GEF) with a US$ 2 million budget for two years. Fortis. a Dutch company with 18 years
experience in small wind turbine development. was selected in an international bid to provide
wind turbines for the first stage. The strategy to be economically viable is to introduce relatively
large number of reliable machines in a limited area. The objective is to allow a local company to
handle the operation and maintenance.
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The Alizes-electric principal project tasks are to:
• Conduct a market study to establish needs and opportunities for wind-electric systems,
• Choose the most appropriate end-use technologies,
• Select international suppliers and local enterprises through an international competitive bid,
• Install demonstration units in the Pilot Zone,
• Implement a training program for participating local enterprises,
• Evaluate and communicate the characteristics of the wind systems,
• Design a mechanism for diffusion of wind-electric electrification,
• Implement a training program,
• Conduct experimental tests and assessments,
• Install about 100 wind electric systems,
• Document and communicate the results of the project experience,
• Explore approaches for integration of renewable energy technologies into national policy,
• Prepare a preliminary Wind Energy Atlas of Mauritania,
• Catalyze the diffusion of small wind electric systems, and
• Secure project financing for Phase 2.

2. MAIN CHARACTERISTICS OF THE APPLICATIONS (SYSTEM DESCRIPTION)

2.1 Specifications of Components

All components of the system except the tower of the Fortis 1003 wind turbines were made
in the Netherlands and shipped to Mauritania. The wind-turbines are traditional three-bladed
upwind horizontal axis machines directly driving a permanent magnet alternator. The variable
frequency, variable voltage output of the alternator is rectified to DC by a voltage control system
which also regulates the charging current depending on the battery state of charge. An inverter
that follows the battery bank to generate an AC output, also controls over-discharging of the
batteries. Turbine overspeeding is controlled automatically by turning the rotor out of the wind at
high speeds. In addition, the rotor can also be braked electrically by short-circuiting of the
alternator terminals.

2.2 System Description

In this section the details of the three sites that are equipped with a wind turbine in the
framework of the Project ALIZES-electric are discussed, namely: Tigent, Keur Macene, and
M'Balal.

For Tigent

The schematic layout is given in Fig. 1. In this village the first and only Fortis 2500 was
installed on a guyed tower of 18 m high. This wind turbine replaces the Fortis 1003, which was
installed in 1993 for test and demonstration. A battery bank of 950 Ah distributes electricity
through a 3 kVA sinusoidal wave inverter, to a small grid of 220 V/AC. Each user can apply for
either one lamp of 18 W or two lamps (one of 18 W plus one of 10 W) and black and white TV. It
serves two restaurants, 14 shops and 150 families. The electricity is available from about 18:00
hour to about 23:00 hour each day. Because there is a guarantee in power supply there is a 7 kVA
diesel generator installed as back-up. The battery capacity is suitable for two days. During autumn
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when the average wind speed is very low the diesel generator set covers the shortage in power.
The generator set is started and stopped by the operator. Solar modules are no alternative for the
diesel generator because this extra power is only needed during autumn and to supply about
10 kWh per day a very large system is needed. Each family has a controller, which blocks the
connection when the bill for the electricity is not paid in time.
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Fig. 1. Wind turbine - generator set stand-alone system with battery back-up.
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ForM'Balal

121

In M'Balal, a Fortis 1003 wind turbine was installed in 1993 for demonstration. The wind
turbine was used to charge 50 Ah/12V batteries for individual use. Figure 2 gives the schematic
layout. Some 50 to 60 users have bought an "energy box" that consists of a wooden box for
transport and contains: one battery of 50 Ah/12V; one charge controller; and plug and socket for
connection to the wind turbine or house installation.

The electricity production of the wind battery charger at the yearly average wind speed of
4.6 m/sec is 3.3 kWh/day on an average (measured value), which is sufficient to charge six to
seven batteries per day. One family needs about three chargings a month. This means that
average 60 families can be connected to the system. Because the wind speed in the autumn is low,
the maximum number of families is set on 50. Of the 14 wind turbines installed in spring 1996, 12
were used as battery charging station for 50 families. Through increase in efficiency, it becomes
possible to serve 60 families with one wind turbine.

Charge controller
with DCIDC converter
Ah meter/battery
over voltage protection
current limitation

Dumpload 120V

100VAC

Battery 50Ahl12V
6-10 batteries parallel

Plug and socket

. Discharge controller'

Fig. 2. Electric scheme of individual battery charging system.
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For Keur Macene

The third application was a wind turbine Fortis 1003 installed along the river Senegal. Here
the system was more complex, as depicted in Fig. 3. It provides electricity via an Atlas inverter to
a water treatment plant that consists of the following components: a setting tank; a chlorinating!
dechlorinating unit; a storage tank of 60 m3

; and two centrifugal pumps - one Allweiler providing
9 m3/h for 4.5 m pumping head, and one Guinard submersible pump providing 4.5 m3/h.

Besides, 24 V DC from the battery bank was made available for lighting. The electricity
produced by the wind battery charger is 3.8 kWh/day over the year at the yearly average wind
speed of 4.5 m/sec. The average energy demand of the water treatment plant was 70.5% of the
energy production (measured in the month of February with an average wind speed of 4.6 m/sec.)

Battery
1000 AhJ24V

Inverter
220V/50Hz

Dumpload

Voltage
Current
RPM
kWh
Low voltage

Lighting

SurfaceP~--+t

CentrifugalP~--+-I

Fig. 3. Wind turbine - battery charging system with AC pumping system through inventer.
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3. COST OF SYSTEMS (ECONOMICS)
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The wind turbines are mainly used for charging batteries. These batteries will be used in
private houses with one or two 8 W to 18 W tube lights and black/white TV set per household.
The families in the villages pay 200 MU (US$ 1.5) monthly and 200 MU per charging. One
family needs about 3 to 4 chargings a month. With 60 families connected to the wind turbine, the
annual turnover is 576,000 UM (US$ 4,450) for each turbine. From this money, annual maintenance/
service cost and the operator cost can be paid. The maintenance cost includes the cost for
replacement or repair of components within 72 hours. Once a year a general check-up of the total
system will be carried out. The operator will connect the batteries to the wind turbine, collect the
payment and will inform the "Deyloul" if any failure occurs in the system.

The investment needed for one Fortis 1003/1500 windturbine system completely installed is
shown in Table 1 and the investment for one "energy box" is shown in Table 2. It can be
concluded that the cost of the 60 "energy boxes" is two times the price of a completely installed
wind turbine system. If it is taken into account that one family consists of 15 persons then a total
of 750 persons is served.

Table 1. Budget prices for one FORTIS 1003/1500 windturbine system.

Windturbine System FORTIS/Deyloul PASSAT (1500)

Fortis Passaat PM generator, output for 24 V DC Hfl 961 = US$ 506

Fortis Pasaat rotor, diameter, 3,12 m, made of
G.R. Polyester assembled and balanced Hfl1,577 = US$ 830

Tail and tailvane for Fortis Passaat Hfl 465 = US$ 274

Frame and tower top section for Fortis Passaat Hfl 488 = US$ 288

Tower of 12 m UM 133,200 = US$ 987

Foundation for tower within 200 km from Nouakchott
including the tower

Installation cost within 200 km from Nouakchott UM 95,000 = US$ 703

Housing for controller and batteries UM 49,500 = US$ 367

Cable 20 m (3 x 10m2
) Hfl 336 = US$ 177

Voltage control with current limitation of 6 A and over
voltage protection at 13.8 V to 14.2 V, suitable to charge
6 to 10 batteries of 50 Ah/12V with charged power meters Hfl2000 = US$1,052

Cost ~r Km when site is more than 200 km UM57/km
from ouakchott

Total price for one installation un 9,850 = US$ 5,184

Tran~ort cost ClF Nouakchott
inclu ing 50 batteries Fulmen 50 A Hfl 400 = US$ 235
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Table 2. Price of battery kit.

Battery Fulmen type 50 ST, 50 Ah, including
2 cables of 0.4 m and strap Hfl 182 = US$96

Battery Support UM 1000 = US$ 7.5

Controller for under voltage protection lOA Hfl 100 = US$ 58

Plugs/socket and switch UM2500 = US$18.50

Assembling UM 500 = US$ 4

PLlight 12V- 11 Watt, 900 Lumen Hfl 62 = US$ 33

Total price of battery kit excluding tube light US$ 217

Total price of FORTIS Passaat (1500)
wind turbine with 60 battery kits UM 2~189~000 = US$16~459

Exchange rate: US$ 1 = UM 133 = Hfll.90
Annual income per system is:
Per charger 200 UM (3 to 4 charges per month)
Basic payment 200 UM/month
Total income per year is 576,000 UM = US$ 4,330

The installed capacity is 2 W per capita and the investment costs is about US$7 per capita for
the wind turbine system. For the "energy box" the investment is $14,70 per capita, which makes a
total investment ofUS$ 21.70 per capita.

According to Wolfgang Palz [l], the required installed PV capacity per capita in Africa is
6.6 W peak (10 Wp including technical losses) of which 1.1 W peak is required for lighting and
TV. Installation price is about US$ 7 per watt peak, of which lhe module price is US$ 3. This
module price is lower than the current market price. If the current market price of a watt peak is
taken into account then for the rest of the PV system US$ 6 must be used. This makes the current
market price for a PV system about US$ 12 per watt peak which is US$ 17.5 per capita. (This
price does not include batteries and inverters).

In Table 3 the system price of the Fortis 2500 is given. The total installation price of the
Fortis 2500 is US$ 14,889, or US$ 21,556 including batteries and inverter.

To create a local grid for 200 people, there is an investment requirement of about US$30,ooo.
This means that the total investment is about US$ 55,000 for a small grid to serve 200 families.
With a village of 3000 people with 200 families of 15 people each, the investment per capita in
wind turbine system is US$ 4.30 with an installed capacity of 0.83 W per capita. If the total cost
of the mini-grid is taken into account the investment per capita is about US$18.30.

The contribution of the villagers connected to the grid is about 800 UM (US$ 6/month or
US$14AOO/year).
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Table 3. Price of windturbine system FORTIS Boreas (2500)-24 V.
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One Fortis Boreas - 24 V windturbine, rotor diameter 5 m,
output 2500 W (100 A) at 12 m/s. windspeed,
max. output 2700 W, min. effective windspeed 2.0 m/s Hfl8,595 = US$ 4,523

One voltage control type MP II 120 A - 24V with volt
and ampere meters rectifier, power controller, dumpload Hfl2,323 = US$ 1,223

One steel guyed mast of 18 m high, size Sit (139.7 x 5.0 mm
hot zinc dipped, fully equipped with turnbuckles,
guy wires clamps and tiltable base plate Hfl4,395 = US$ 2,313

One battery bank 1000 Ah/24V/lOOhour consisting
of 12 HAGEN low maintenance marine type, lead acid,
deep cycle batteries Hfl 5,715 - US$ 3,008

One inverter ATLAS 24/3000, input 24 V DC, output
voltage 220V, 50Hz. Max. continuous load 3000 W Hfl4,615 = US$ 2,429

Set electric cable 30 m, 3 mm x 10 mm (from windturbine
to controller) Hfl 504 = US$ 265

Total price F.C.A. Groningen H1126,147 = US$13,762

Transport cost including batteries together with
Fortis Passaat windturbines Hfl 600 = US$ 353

Foundation and installation cost within
200 km from Nouakchott UM 180,000 = US$ 1,406

Housing for batteries UM49,500= US$ 198

Cost per km when site is more than 200 km UM 112/km
from Nouakchott

Total price for one installation US$ 1,957 + 13,762 = US$IS,719

4. CONCLUSIONS

If the price of a PV system is compared with the wind turbine system then wind energy is
much cheaper than solar energy, even when the average wind speed is less than 4 m/sec and the
solar radiation is 5000 W/m2/day (and even if the lifetime of a wind turbine system is about 15
years and the solar system have a lifetime of 20 years). Small wind turbine systems need only
little maintenance a year.
The prices of installation per capita are:

• Solar energy system = $17.50; through mass production = $10
• Wind turbine Fortis 1003 = $7; through mass production = $4.25
• Wind turbine Fortis 2500 = $4.30; through mass production = $2.50
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The wind turbines are supplied with a two-year warrantee. This means that there are no
maintenance cost in the fIrst two years. Both systems will become cheaper through mass production.
The paper of Wolfgang Palz [1] assumes that the price reduction will be 50% in the module price.

The price of wind turbines can be further reduced to more than 50% as follows:
1. Mass produce wind turbines utilizing known technologies. This means that there is hardly

any investment needed for R&D.
2. Utilize local industry to produce 50% to 80% of the wind turbine. China produces wind

turbine 100% locally. The benefIts of local production are:
• Reduction in production costs because the labor costs in developing countries are less than

that in European countries.
• Economical benefIts through reduction "of import, more employment, and an impetus to

local enterprises.
• Import of new technologies which have influence on other local industries.

s. RECOMMENDATIONS

For large-scale introduction of small wind turbine the initial steps are:
1. To set-up design and test tools for the development of reliable small wind turbines. Of the

small wind turbines available in the market only a few are tested but none of them are
designed and tested according to IEC-88 regulation for small wind turbines. The cost of
these tests is very high (sometimes 100 times the price of the product).

2. To draw up an inventory of projects with small wind turbines l'? be able learn from experience.
3. To list reliable products available. Financial institutes are willing to support projects for

decentralized wind electric power.
4. To set-up a program to disseminate information and knowledge of small wind turbines and

their applications.
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