A statistical model for the evaluation of barrier contraceptive efficacy
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SUMMARY

This paper describes an approach for the analysis of barrier contraceptive efficacy trials that accounts for timing frequency of intercourse and compliance. We allow exposure variables to vary for each act of intercourse and we control for timing of each act through a specific parametric function of the day of the act relative to the last day of the follicular phase of the cycle. The model can be used to examine the level of protection provided by a barrier versus no contraceptive method even when no control group of non-users is studied, as long as there are acts with no barrier use during the fertile window. We present results of a simulation study which examines performance of estimators and power under a variety of scenarios, including situations where an accurate benchmark for ovulation day is not available. As compared to the survival analysis approach commonly used in this setting, simulation results show that the new approach yields considerable gains in power to detect differences between the efficacy of contraceptive methods. An application to data from the FemCap® versus diaphragm trial show results consistent with previous findings suggesting superiority of the diaphragm but also provides new evidence of the per act protection provided by both methods. Copyright © 2001 John Wiley & Sons, Ltd.

INTRODUCTION

Barrier contraceptive methods are coital-dependent devices or drugs that provide a physical or chemical shield preventing viable sperm from entering the cervical canal. If the barrier functions as intended there is no opportunity for fertilization or subsequent pregnancy to occur. Examples of barrier contraceptive methods include male and female condoms, diaphragms, cervical caps and spermicidal gels or suppositories [1].

Barrier methods are an important category of contraceptive methods for several reasons. Some barrier contraceptive methods provide the extra benefit of reducing the risk of transmission of sexually transmitted infections (STI) as well as cervical cancer [2-4]. Barrier methods...
have few side-effects and are immediately reversible. In addition, since several barrier methods are available over the counter and instructions for use allow intercourse right after donning or insertion, they may be the only method of contraception available in some situations. Determining how well barrier methods prevent pregnancy is therefore an important public health research objective.

Barrier contraceptive effectiveness trials typically follow participants assigned to use a particular method until they either (i) become pregnant, (ii) discontinue participation in the trial for some other reason (for example, they are no longer in need of contraception or they decide to switch to some other method), or (iii) reach the end of some predefined follow-up period (for example, 6 or 12 months). Life-table estimators [5] of the cumulative risk of pregnancy through some fixed number of months or cycles of use are the most commonly used indicators of how well barrier contraceptive methods prevent pregnancy [6–10]. Using the life-table approach, the risk of pregnancy through interval \( k \) is estimated by \( 1 - \hat{S}_k \) where \( \hat{S}_k = \prod_{\ell=1}^{k} \hat{q}_\ell \) and \( \hat{q}_k \) is an estimate of the probability of surviving interval \( k \) without pregnancy conditional on having not become pregnant prior to the start of interval \( k \). The usual estimator for \( \hat{q}_k \) is \( (n'_j - d_j)/n'_j \) where \( n'_j \) is the number of women entering the interval minus half of those censored during the interval and \( d_j \) is the number with an estimated date of fertilization during the interval.

Survival analysis techniques that assume a continuous hazard, however, do not closely reflect the underlying biological process for pregnancy among barrier users. Each act of intercourse is actually a trial with a dichotomous outcome of pregnancy depending on a variety of act (for example, barrier use or cycle day), cycle (for example, egg viability) and couple specific (for example, anatomical characteristics) factors. When multiple acts occur within a cycle and pregnancy results, the act leading to the pregnancy cannot be identified and the outcome can only be measured at the cycle level. The use of analytic approaches that better reflect the biological process, with its repeated but aggregated trials, are expected to lead to improved evaluation of barrier contraceptive efficacy.

**BACKGROUND**

Statistical methods recently developed for reproductive toxicity research or extensions of these models may provide interpretive advantages over more traditional approaches of evaluating contraceptives [11]. These methods that model pregnancy as a mixture of two processes, cycle viability (yes/no) and pregnancy (yes/no) conditional on cycle viability, evolved from work by Barrett and Marshall [12] and Schwartz et al. [13].

Schwartz's extension of the Barrett–Marshall model is

\[
\Pr(\text{conception in cycle } j|\{X_{jk}\}) = \alpha f \left[ 1 - \prod_{k} (1 - p_k)^{X_{jk}} \right]
\]

where \( X_{jk} \) is an indicator variable equal to 1 if intercourse occurred on day \( k \) relative to ovulation in cycle \( j \) and 0 otherwise. The cycle viability parameter \( \alpha f \) represents the product of the probability a fertilizable ovule is produced and the conditional probability that if fertilized the egg will implant and develop until a pregnancy can be detected. The parameter \( p_k \) is the probability of conception resulting after intercourse on a single day \( k \) relative to ovulation.
conditional on the occurrence of a viable cycle. Note that the model implicitly assumes independence of outcomes of successive cycles within couples.

To identify factors affecting the probability of pregnancy among women attempting conception, Zhou and Weinberg [14] proposed a general marginal probability model incorporating covariate effects on $s_j$ as well as on the $p_k$. To account for heterogeneity due to multiple cycles contributed by the same couple, they used a robust sandwich variance estimator for inference. The estimates of covariate effects on both the per day and per cycle pregnancy risk obtained from this approach are interpreted as differences in population-averaged response between groups of women with different risk factors.

To best evaluate barrier contraceptive efficacy we need a different model, one that better reflects that multiple acts of intercourse on a day can increase risk and that measures effects on the per act risk of pregnancy rather than the per day risk. In two recent barrier trials, couples reported multiple acts for over 12 per cent of the days with intercourse [9, 15]. When a barrier contraceptive is used during multiple acts on the same day, there are multiple opportunities for the barrier to malfunction, allowing sperm to break through the intended barrier. Also, exposure variables of primary interest might vary across acts within a day. For example, the assigned condom or an extra lubricant might be used during only one of two acts of intercourse on a given day.

Furthermore, the per day models mentioned above were developed in a fertility study setting where an accurate indicator of ovulation was available and where the study participants, who were trying to conceive, had a high risk of pregnancy. For example, in the Early Pregnancy Study (EPS) [16], day of ovulation was identified from results of hormonal assays on daily urine samples and pregnancy (including very early pregnancy loss) was detected in about one-third of women during their first cycle of study. In the EPS there was enough information to identify a narrow fertile window within the cycle and to estimate separate parameters for each day of the fertile window. However, pregnancy is far less frequent when barrier contraceptives are used. In barrier trials, only clinically recognizable pregnancies are typically detected and this event is usually observed in 1 per cent to 4 per cent of cycles. Also, barrier trials have not collected data necessary to accurately identify ovulation day and it may not be practical to gather such data in barrier trials. In the setting of barrier contraceptive evaluation, a robust modelling strategy with a small number of parameters is needed.

In the next section, we extend the Zhou and Weinberg [14] method to the setting of barrier contraceptive evaluation by replacing the daily probability component with a per act component and allowing a wider fertile window through parametric modelling of the day of the act relative to the end of the follicular phase (the day prior to ovulation, previously estimated to be the peak day of fertility). We subsequently present results of a simulation study which examines performance of estimators for treatment effects and power under a variety of scenarios, including situations where an accurate benchmark for day of ovulation is not available. We also provide an application of the modelling approach to data from a FemCap® versus diaphragm trial [15].
occurred in cycle \(j\) and is 0 otherwise. The outcome of each cycle depends on \(\alpha\) (the cycle viability parameter) and the characteristics of each act of intercourse within the cycle. Let \(X_{ijk}\) be a vector of act-level exposure variables of interest. For example, for a trial where couples are randomly assigned to use either contraceptive method A or B and they occasionally have unprotected intercourse, we are primarily interested in two exposure variables, \(X_{Aijk}\) equal 1 if method A is used and 0 otherwise and \(X_{Bijk}\) equal 1 if method B is used and 0 otherwise.

Also available for each act is information on the timing of intercourse within the cycle. The days prior to the day of ovulation comprise the follicular phase of a cycle and the days after the day of ovulation make up the luteal phase. Let \(Z_{ijk}\) be the cycle day relative to the last day of the follicular phase. \(Z_{ijk}\) is defined to be 0 for an act on the last day of the follicular phase, \(-f\) for an act on the \(f\)th day prior to the last day and \(+f\) for an act on the \(f\)th day after the last day of the follicular phase. We write the probability of pregnancy resulting from a single act of intercourse in a viable cycle, \(p_k\), as \(H(\beta; X_{ijk}, g(Z_{ijk}))\) where \(H\) is the inverse logit function yielding 
\(p_k = \exp\{X_{ijk}\beta + g(Z_{ijk})\}/\{1 + \exp\{X_{ijk}\beta + g(Z_{ijk})\}\}\).

We assume a specific piecewise linear spline function for \(g(\cdot) = \alpha Z^-_f + \alpha Z^+_f\) where \(Z^- = -Z\) if \(Z < 0\) and \(Z = 0\) otherwise and \(Z^+ = Z\) if \(Z > 0\) and \(Z = 0\) otherwise. Note that \(g(\cdot) = 0\) for an act of intercourse on the last day of the follicular phase. Previously obtained estimates of the probability of pregnancy per cycle day with unprotected intercourse during a viable cycle are close to zero until five days before the end of the follicular phase, then increase steadily to a probability near one for the last day of the follicular phase and then decline even more sharply back to zero [17]. We expect that this form for \(g(\cdot)\) together with the inverse logit link for \(H\) will efficiently capture the relationship between timing of intercourse and pregnancy risk. For example, if \(X_{ijk}\) includes only an intercept, \(\beta_0 = 3\) and \(\{\alpha_1, \alpha_2\} = \{-1.75, -3\}\) then \(H(\beta; X_{ijk}, g(Z_{ijk}))\) gives values which closely fit the available estimates of the risk of pregnancy by cycle day relative to ovulation for unprotected intercourse during the fertile window and near 0 probabilities for days outside this window. When only a rough benchmark of ovulation day is available and the risk per act rather than per day is modelled, the fertile window is expected to be wider (attenuated slopes for the cycle day covariates) with a slightly lower peak (smaller intercept).

Under the assumption that the probabilities of conception conditional on a viable cycle resulting from separate acts of intercourse are independent, our proposed model for conception in barrier contraceptive studies is

\[
\Pr(Y_{ij} = 1|X_{ijk}, Z^-_{ijk}, Z^+_{ijk}) = \omega \left[1 - \prod_{k} \{1 - \logit^{-1}(X_{ijk}\beta + \alpha Z^-_{ijk} + \alpha Z^+_{ijk})\}\right] \tag{2}
\]

When the covariate vector \(X_{ijk}\) contains an intercept and the two contraceptive method use variables \(X_{Aijk}\) and \(X_{Bijk}\) defined above, then \(\beta' = (\beta_0, \beta_A, \beta_B)\). In barrier contraceptive research, we are interested in estimating and testing hypotheses about treatment effects included in \(\beta\). The model allows us to measure and compare the reduction of risk for two barrier methods taking into account timing and frequency of intercourse through the \(Z_{ijk}\) and \(n_{ij}\), respectively, as well as compliance through the \(X_{ijk}\). For example, here \(e^{\beta_0}\) is interpreted as the ratio of the odds of conception resulting from a single act during a viable cycle for use of barrier A versus use of no barrier method, controlling for timing of intercourse, and \(e^{\beta_A - \beta_0}\) is the odds ratio for use of method A versus use of method B. Note we do not include covariate
effects on the cycle viability parameter \( \alpha \) since barrier contraceptives are not designed or expected to affect cycle viability as it is defined above.

Asymptotically unbiased estimators for \( \theta = \{ \alpha, \beta_A, \beta_B \} \) can be found by maximizing the pseudo-likelihood for the observed data

\[
\frac{1}{N} \prod_{i=1}^{n_i} \left[ \alpha \left( 1 - \prod_{k} \left( \frac{1}{1 + \exp(X_{ijk} \beta + \alpha Z_{ijk} + \alpha_i Z_{ijk}^\alpha)} \right) \right)^{y_{ij}} \right] \\
\times \left[ 1 - \alpha \prod_{k} \left( \frac{1}{1 + \exp(X_{ijk} \beta + \alpha Z_{ijk} + \alpha_i Z_{ijk}^\alpha)} \right) \right]^{1-y_{ij}}
\]

(3)

We obtain an estimate \( \hat{\theta} \) using a dual quasi-Newton–Raphson non-linear optimization subroutine (NLQP in SAS PROC IML version 6.12). The associated gradient matrix is shown in Appendix A. To adjust for the correlation between different menstrual cycles for a given couple we used a robust variance estimator of the covariance matrix of \( \hat{\theta} = M_0^{-1}M_1M_0^{-1} \) where \( M_0^{-1} \) is the usual estimator of the variance matrix when independence among all cycles is assumed, \( M_1 = \sum_{i=1}^{N} \psi_i(\hat{\theta})^T \psi_i(\hat{\theta}) \), \( \psi_i(\hat{\theta}) = \sum_{j=1}^{n_i} \frac{dL}{d\theta} \), and \( l_{ij} \) is the component of \( Y_{ij} \) in the pseudo-likelihood function (3). Detailed expression of \( l_{ij} \) is given in Appendix A (equation (A1)).

**SIMULATION STUDY**

We carried out a simulation study for a randomized trial comparing two barrier contraceptive methods through six cycles of use. We first generated cycle length, coital activity and product compliance data based on distributions described in the literature (Appendix B). The cycles generated had average follicular, luteal and total cycle lengths of 13.7, 13.9 and 28.6 days, respectively, and, on average, 9.5 acts of intercourse. The cycle viability parameter \( \alpha \) was either fixed at 0.35 or varied across couples according to the distribution Beta\( (a = 1.46, b = 2.71) \). Given the cycle viability parameter for a couple and the coital activity data relative to true day of ovulation, we assumed model (2) determines the probability of pregnancy. Specifically, we assumed \( H(\beta, \alpha, \alpha_i, X_{ijk}, Z_{ijk}^\alpha, Z_{ijk}^\beta) \) is logit\(^{-1}(3 + \beta_A X_{ijk} + \beta_B X_{ijk} - 1.25Z_{ijk}^\alpha - 3.0Z_{ijk}^\beta) \). For example, when no method is used this yields probabilities of 0.622, 0.953 and 0.500 that pregnancy results from a single unprotected act on days -2, 0 and +1 relative to the last day of the follicular phase, respectively, of a viable cycle. If barrier method A is used during the act and if \( \beta_A = -5 \), these probabilities are reduced to 0.0110, 0.1192 and 0.003, respectively. If \( \beta_A = -6 \) the probabilities are 0.0041, 0.0474 and 0.0001, respectively, and, if \( \beta_A = -7 \), the probabilities are 0.0015, 0.0180 and <0.0001, respectively.

We examined the impact of (i) the sample size, (ii) the accuracy of the benchmark for day of ovulation, (iii) heterogeneity in cycle viability, (iv) the level of protection provided by the barrier and (v) the level of compliance on estimation and testing of efficacy parameters \( (\beta_A \) and \( \beta_B \)) in model (2). In addition, we contrast the proposed method with the usual survival analysis approach for comparing barrier contraceptive efficacy.
When we assumed that the true day of ovulation was not available during analysis, we imputed ovulation day based on menstrual data alone. For all cycles that did not result in pregnancy the imputed last day in the follicular phase (that is, the day prior to ovulation) was calculated as cycle length minus 15. If the cycle resulted in pregnancy and if it was the second or a later cycle for the woman, then the imputed last day of the follicular phase was the length of the previous cycle minus 15. Otherwise (if the cycle resulted in a pregnancy and it is the first cycle for the woman), the imputed last day of the follicular phase was day 14 of the cycle.

Simulation results

Simulation results for scenarios of primary focus are provided in Table 1. Model 1 includes cycle day covariates relative to the true last day of the follicular phase while model 2 includes cycle day covariates relative to the imputed day. We first present results for scenarios assuming the barrier is used in 95 per cent of acts of intercourse. Fitting the two models in scenarios assuming a fixed cycle viability parameter (Table I) and fitting the two models in scenarios where the cycle viability followed the beta distribution across couples (results not shown), on average, yielded nearly identical estimates of $\beta$ and $\sigma_\beta$.

When the true day of ovulation was available, estimates of $\beta_A$ and $\beta_B$ were, on average, slightly biased away from the null, especially when a higher level of barrier effectiveness was assumed. However, increasing sample size reduced this bias considerably. Also, $\hat{\sigma}_{\beta_A}$ and $\hat{\sigma}_{\beta_B}$ were close to the standard deviations of $\hat{\beta}_A$ and $\hat{\beta}_B$, respectively, and coverage of all intervals was close to 95 per cent.

The unavailability of the true day of ovulation had a substantial impact on estimation of individual treatment effects; $\hat{\beta}_A$ and $\hat{\beta}_B$ were considerably biased towards 0, leading to poor coverage of intervals for $\beta_A$ and $\beta_B$. However, since $\hat{\beta}_A$ and $\hat{\beta}_B$ were similarly attenuated, using the imputed day of ovulation had little effect on estimation of $\beta_A - \beta_B$ or the coverage of confidence intervals for this important contrast.

The assumed level of compliance, level of effectiveness and sample size together determined the number of events (that is, pregnancies) available for analysis. When compliance was assumed to be 95 per cent and sample size was 250 women per group there were on average 52, 38 and 32 pregnancies in treatment groups with assumed treatment betas of -5, -6 and -7, respectively (not shown). When compliance was 98 per cent the mean number of pregnancies dropped to 38, 23 and 16, respectively (not shown). Thus, when 98 per cent compliance was assumed, the standard errors for $\hat{\beta}_A$ and $\hat{\beta}_B$ were on average larger than when 95 per cent compliance was assumed, otherwise results were very similar to those shown in Table 1.

For all scenarios in Table 1, the chance of rejecting the null hypothesis of no treatment effect (for example, $H_0: \beta_A = 0$) was 92 per cent or better (not shown). When neither treatment was assumed to be at all effective ($\beta_A = \beta_B = 0$) and sample size was 250 per group, the estimate of the type I error rate for testing the null of no individual treatment effect was slightly above the nominal value (about 7 per cent, not shown).

The estimated type I error rates for the test of $H_0: \beta_A - \beta_B = 0$ was 4.4 per cent or less for all scenarios in Table 1 where the two products were assumed to be equally effective. For scenarios in Table 1 where non-zero differences were assumed and the true day of
Table I. Simulation results when cycle viability $a$ is 0.35 for all couples.

<table>
<thead>
<tr>
<th>True values</th>
<th>Mean and SD of parameter estimates</th>
<th>Confidence interval % coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_A$</td>
<td>$\beta_B$</td>
<td>$\sigma_{\theta_A}$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>$\beta_A$</td>
<td>$\beta_B$</td>
<td>Mean</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Model 1 results: true ovulation date ($N=250$ per treatment group)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5.0</td>
<td>-5.0</td>
<td>-5.27 (0.840)</td>
</tr>
<tr>
<td>-5.0</td>
<td>-6.0</td>
<td>-5.26 (0.966)</td>
</tr>
<tr>
<td>-6.0</td>
<td>-7.0</td>
<td>-6.52 (1.382)</td>
</tr>
<tr>
<td>-7.0</td>
<td>-7.0</td>
<td>-7.64 (1.596)</td>
</tr>
<tr>
<td>Model 1 results: true ovulation date ($N=500$ per treatment group)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-6.0</td>
<td>-7.0</td>
<td>-6.17 (0.838)</td>
</tr>
<tr>
<td>-7.0</td>
<td>-7.0</td>
<td>-7.27 (0.941)</td>
</tr>
<tr>
<td>Model 2 results: imputed ovulation date ($N=250$ per treatment group)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-5.0</td>
<td>-5.0</td>
<td>-3.74 (0.734)</td>
</tr>
<tr>
<td>-5.0</td>
<td>-6.0</td>
<td>-3.76 (0.867)</td>
</tr>
<tr>
<td>-6.0</td>
<td>-7.0</td>
<td>-5.00 (1.057)</td>
</tr>
<tr>
<td>-7.0</td>
<td>-7.0</td>
<td>-6.09 (1.251)</td>
</tr>
<tr>
<td>Model 2 results: imputed ovulation date ($N=500$ per treatment group)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-6.0</td>
<td>-7.0</td>
<td>-4.77 (0.647)</td>
</tr>
<tr>
<td>-7.0</td>
<td>-7.0</td>
<td>-5.86 (0.842)</td>
</tr>
</tbody>
</table>

*The assigned product is assumed to be used in 95 per cent of acts, otherwise no method is used. A total of 500 replicates were generated for each scenario.*
ovulation was available, the estimate of the power to reject this null was 74 per cent \( (N = 250 \text{ per group, } \beta_A = -5 \text{ and } \beta_B = -6) \), 29 per cent \( (N = 250 \text{ per group, } \beta_A = -6 \text{ and } \beta_B = -7) \) and 64 per cent \( (N = 500 \text{ per group, } \beta_A = -6 \text{ and } \beta_B = -7) \). Power was clearly a function of the difference in the expected number of pregnancies in the two contraceptive method groups, which was 14, 6 and 12 for these three scenarios, respectively. The proposed approach yielded substantial gains in power to differentiate the efficacy of two contraceptive barrier methods compared to the traditional survival analysis techniques. Using the logrank test the power to detect differences between groups was 39 per cent, 9 per cent and 21 per cent for the three scenarios noted above. To help interpret these results as well as the implications of various assumptions about the treatment parameters \( \beta_A \) and \( \beta_B \), it is useful to note that the 6-cycle life-table estimates of the probability of pregnancy for scenarios assuming 95 per cent compliance and treatment betas of -5, -6 and -7 were on average 20.8, 15.1 and 12.7 per 100 women. When 98 per cent compliance was assumed, the life-table estimates of the probabilities were on average 15.3, 9.1 and 6.3 per 100 women, respectively.

When ovulation day was imputed, the estimate of the power to reject the null of no difference between treatment groups was lower than the power observed when true ovulation date was available. However, the power (53 per cent), was still more than twice that observed for the life-table analysis (21 per cent) for the third scenario noted above \( (N = 500 \text{ per group, } \beta_A = -6 \text{ and } \beta_B = -7) \).

In addition to examining the distribution of the estimates of the treatment parameters \( \beta_A \) and \( \beta_B \), it is of interest to note the impact of not knowing the true day of ovulation on the estimates of \( \alpha_F, \alpha_L \) and \( \sigma_x \). When model 1 was fit to data generated under the scenario in Table I where \( N = 250 \text{ per group, } \beta_A = -6 \text{ and } \beta_B = -7 \), the estimates of \( \beta_0, \alpha_F \) and \( \alpha_L \) were, on average, a bit further from zero than their true values (that is, the mean values were 3.49, -1.41 and -3.63, respectively). As expected, results suggest that the fertile window relative to the imputed day of ovulation is wider than the fertile window relative to the actual day of ovulation. When model 2 was fit to data generated under this same scenario, the estimates of \( \beta_0, \alpha_F \) and \( \alpha_L \) were on average, 1.29, -0.43 and -1.04, respectively. A plot of the probabilities of pregnancy after unprotected intercourse by cycle day relative to ovulation (assuming one act per day during a viable cycle) using these mean parameter estimates for model 2 would show a flatter curve than the one corresponding to the true underlying model relative to the actual day of ovulation (where \( \beta_0 = 3.0, \alpha_F = -1.25 \) and \( \alpha_L = -3.0 \)). For this same scenario, the mean estimate of \( \logit(\sigma_x) \) was -0.56 when fitting model 1 and -1.035 when fitting model 2. These correspond to values of 0.362 and 0.262 for the cycle viability parameter \( \sigma_x \).

We performed additional simulations where \( \sigma_x \) was assumed to be known when fitting the model (either 0.25, 0.35 or 0.45), the true day of ovulation was assumed to be unavailable and only the \( \beta \) and \( \alpha \) parameters in the model were estimated. Regardless of the assumed value of \( \sigma_x \), treatment parameters \( \beta_A \) and \( \beta_B \) and their contrasts were on average biased towards the null. For example, for the scenario where \( N = 250 \text{ per group, } \beta_A = -6 \text{ and } \beta_B = -7 \) and we assumed \( \sigma_x = 0.45 \), the estimates of \( \beta_A \) and \( \beta_B \) were on average -3.50 and -4.07. When we assumed \( \sigma_x = 0.25 \), the estimates of \( \beta_A \) and \( \beta_B \) were on average -4.01 and -4.68. Regardless of the assumed value of \( \sigma_x \), the power to detect differences between \( \beta_A \) and \( \beta_B \) was about 16 per cent for this scenario.
AN APPLICATION

We applied our modelling strategy to data from a randomized trial of a new female barrier device (the FemCap®) and a diaphragm. After randomization to a device group, participants were to be followed for up to six months of product use unless they became pregnant, were discontinued for some other medical reason or chose to leave the study for personal reasons. Participants maintained daily diaries where they recorded information on the contraceptive method used during each act of intercourse and identified each day with menstrual bleeding. Details of the study design and results of the planned survival analyses have been reported elsewhere [15]. Barrier trials do not typically collect hormonal data. The first challenge in implementing any cycle based analysis involves defining the rules for identifying what will be considered a ‘cycle’ given available data on bleeding. We used the same rules to identify eligible cycles as those used for other cycle based analyses previously completed for the trial data, except that we also excluded cycles (4 per cent) with more than 20 coital acts. For example, any sequence of two or more bleeding days was considered a bleeding episode and any single non-bleeding day between two bleeding days was treated as a bleeding day. Cycles were defined as a sequence of days beginning with the first day of a bleeding episode and ending with the last day before the next bleeding episode. Also, rules for defining the end date for cycles resulting in pregnancy were established.

There were 28 pregnancies in 1063 eligible cycles available for users of the new device and 21 pregnancies in 1324 eligible cycles available for users of the diaphragm. Coital diary data indicated occasional use of another barrier method (for example, the male condom) instead of (4–5 per cent in both groups) or in addition to (<1 per cent in both groups) the assigned device. However, for most acts the assigned method was the only method used (89 per cent in the new method group and 92 per cent in the diaphragm group). No method was used in 4.4 per cent of acts in the new method group and 3.6 per cent of acts in the diaphragm group. For our analysis, method used during act $k$ of cycle $j$ for participant $i$ was captured by two variables. The first $X_{Aijk}$, was equal to 1 if the woman was assigned the new barrier and used any barrier during the act, and was 0 otherwise. The second variable, $X_{Bijk}$, was equal to 1 if the woman was assigned the diaphragm and used any barrier during the act, and was 0 otherwise. That is, both variables were coded 0 if no barrier was used.

In this trial, an accurate benchmark for ovulation day was not available, so we first applied the same rule for imputing day of ovulation as discussed above. Except for the slight difference in our definition of the contraceptive method use variables, we attempted to fit model 2 above to the data and to estimate $θ = \{α, β_A, β_B, z_1, z_2\}$ where $α$ and $α_x$ are the effects for each day prior to and after the imputed day of ovulation, respectively. The full model failed to converge. Since our main interest is in the treatment parameters and results of previous analyses on pregnancy risk among non-contracepting women give us some information about the value $α$, we proceeded by fixing $α$ equal to 0.35. For this model, estimates of both treatment parameters were significantly different from 0 showing evidence of the efficacy provided by each of the two barrier methods (Table II). The result of the test of whether $β_A - β_B$ was 0 nearly statistical significance. We also fit a model where the algorithm for imputing day of ovulation was modified slightly by moving the imputed last day of the follicular phase one day earlier. This alternative was considered because of the reported inverse relationship between age and follicular phase length [18] and the observed age distribution of the trial population. Using the second imputation approach yielded an estimate of $β_0$ closer to the
Table II. Parameter estimates obtained for the FemCap® versus diaphragm trial data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
<th>Estimate obtained (or fixed value assumed)</th>
<th>Model using original ovulation day algorithm</th>
<th>Model using modified ovulation day algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Parameter</td>
<td>SE</td>
<td>Parameter</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α</td>
<td>Chance that cycle is viable</td>
<td>0.35</td>
<td>fixed</td>
<td>0.35</td>
</tr>
<tr>
<td>β₀</td>
<td>Log-odds of pregnancy for single act of intercourse on day prior to ovulation in a viable cycle</td>
<td>-1.852</td>
<td>0.7380</td>
<td>-1.073</td>
</tr>
<tr>
<td>βₐ</td>
<td>Change in log-odds for FemCap versus no method</td>
<td>-1.276</td>
<td>0.5999</td>
<td>-2.288</td>
</tr>
<tr>
<td>βₐ</td>
<td>Change in log-odds for diaphragm versus no method</td>
<td>-1.892</td>
<td>0.6337</td>
<td>-2.955</td>
</tr>
<tr>
<td>αₙ</td>
<td>Change in log-odds for each day prior to last day of follicular phase</td>
<td>-0.190</td>
<td>0.0950</td>
<td>-0.445</td>
</tr>
<tr>
<td>αₜ</td>
<td>Change in log-odds for each day past last day of follicular phase</td>
<td>-13.600</td>
<td>1.670</td>
<td>-0.283</td>
</tr>
<tr>
<td>βₐ - βₐ</td>
<td>Change in log-odds for FemCap versus diaphragm</td>
<td>0.615</td>
<td>0.3456</td>
<td>0.667</td>
</tr>
</tbody>
</table>

Null hypothesis | Interpretation of null hypothesis | p-value* | p-value* |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>βₐ = 0</td>
<td>FemCap provides no protection against pregnancy during an act of intercourse</td>
<td>0.0167</td>
<td>0.0001</td>
</tr>
<tr>
<td>βₐ = 0</td>
<td>Diaphragm provides no protection against pregnancy during an act of intercourse</td>
<td>0.0014</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>βₐ - βₐ = 0</td>
<td>There is no difference in protection provided by FemCap and diaphragm</td>
<td>0.0750</td>
<td>0.0632</td>
</tr>
</tbody>
</table>

*For one-sided tests of βₐ = 0 and βₐ = 0 and a two-sided test of βₐ - βₐ = 0.
value expected given previous data on pregnancy risk for the peak day of fertility among non-contracepting women. However, when this modified imputation approach was used the estimate of $a_L$ suggested a much slower decline in the risk of pregnancy throughout the luteal phase than the estimate of $a_L$ obtained in the original analysis. Such a change in the estimate of $a_L$ is not entirely unexpected since previous studies have shown that the risk of pregnancy drops quickly after it peaks on the last day of the follicular phase. Although the estimate of $a_L$ was quite sensitive to the imputation rule used, statistical conclusions for tests of hypotheses about $\beta_A$ and $\beta_B$ were unchanged. In addition, parameter estimates changed little (not shown) when we assumed other values of $s_f$ (that is, 0.25, 0.30, 0.40).

The estimate of the odds ratio for pregnancy resulting from a single act of intercourse with the FemCap® versus the diaphragm was 1.85 using the original imputation algorithm and 1.95 using the alternative algorithm. Since the estimate of the risk of pregnancy is quite low for acts with the diaphragm regardless of the cycle day relative to ovulation, it is reasonable to interpret this odds ratio as a relative risk.

It is of interest to note that a logrank test of the difference in life-table estimates of the pregnancy curves through six cycles yielded nearly identical statistical conclusions for the test of no difference between groups ($p = 0.070$). Life-table estimates of the risk of pregnancy through six cycles using the cycles included in this analysis were 14.2 and 8.8 per 100 women for the new device and the diaphragm, respectively. In summary, the application of our modelling approach yields conclusions about the relative effectiveness of the FemCap and diaphragm that are similar to those obtained in the primary analysis of the trial [15] but also provides new evidence of the per act protection against pregnancy provided by each barrier method.

**DISCUSSION**

We proposed a barrier contraceptive analysis strategy that better reflects the underlying biological process of pregnancy than the traditional survival analysis strategy. Our simulation results suggest that by using our model which accounts for timing and frequency of intercourse and barrier method use, we can learn more about the absolute and relative efficacy of barrier contraceptive methods than the usual survival analysis allows, especially if an accurate indicator for ovulation day is available. The gains in power to detect a difference in the protection provided by two barrier methods for this approach relative to the usual survival approach were quite large when data were assumed to arise from a model of the same form as the fitted model or from a model that assumed each couple has their own cycle viability parameter. Since other plausible models for pregnancy among barrier contraceptive users would follow a similar form as the model we evaluated, we expect that reasonable gains in power would still result even if other assumptions of our model do not hold exactly. Compared to the traditional survival approach, this analysis approach offers the advantage of estimating the absolute efficacy of a barrier method even when there is no control group of non-users as long as there are some acts with no method use during the fertile window of the cycle.

We examined estimates obtained under realistic sample size and compliance assumptions. Treatment betas within the interval $-5$ to $-7$ were of primary focus because along with the other assumptions they lead to six-cycle pregnancy probabilities varying from about 0.06 to 0.21. This interval includes the 6-month pregnancy probability estimates observed for typical
users of a number of barrier methods. On average, estimates of the difference between efficacy parameters for the two barrier methods being compared were close to their true values across most scenarios examined and coverage was excellent for the confidence interval of this contrast of primary interest. Estimates of the effects of barrier use on the per act risk of pregnancy were invariant to assumptions about heterogeneity of the cycle viability parameter which is consistent with results observed in secondary analyses of the EPS data [19].

For some data sets generated, parameter estimates did not converge and this was more likely to occur for scenarios yielding lower numbers of pregnancies compared to scenarios yielding higher numbers of pregnancies. Also, convergence problems were more likely when ovulation day was imputed. For the scenarios in Table I where $N = 250$ per group, $\beta_A = -6$ and $\beta_B = -7$, convergence was reached for about 91 per cent of the data sets generated when fitting model 1 (which included true ovulation day) and for about 67 per cent of data sets when fitting model 2 (which included imputed ovulation day). Doubling the sample size substantially improved the chance of convergence to 82 per cent when fitting model 2. When convergence problems are encountered in an application, it may be helpful to assume that the cycle viability parameter is known. When the analysis objective is to assess or compare the per act level of protection provided by two different barrier methods, the cycle viability parameter is in a sense a nuisance parameter and inference about $\sigma$ is at most of secondary interest. Even though simulation results suggested that treatment effects and their contrasts are underestimated when $\sigma$ is assumed to be known, our application of this approach to the data from a trial comparing the FemCap and the diaphragm showed strong evidence of the absolute efficacy of both products and some evidence of a difference between products.

Our simulation study results demonstrate that it would be preferable to gather data that allow more accurate identification of the ovulation day in barrier contraceptive studies if the analysis will control for timing of intercourse using our proposed modelling approach. When an accurate indicator of day of ovulation is not available, further extensions of the model, rather than simply using the best guess for day of ovulation, may better reflect the biological process. For example, one might fit a mixed distribution model where follicular phase length is treated as random. However, given the number of pregnancies typically observed in samples sizes considered reasonably attainable for barrier trials, such trials may not provide sufficient information to reliably estimate the additional parameters needed in these more complex models. The results we obtained when we applied a simple imputation approach for day of ovulation suggested there may be value in using a model of this form even when the only information on timing of ovulation is in the cycle length data. Future research on multiple imputation techniques may identify an even better strategy for situations where day of ovulation is not measured directly. Also, our simulations assumed accurate coital activity data and data for identifying cycles. Inaccuracies in coital activity data and cycle length data will likely reduce potential gains in power and more research is needed to examine the impact of these other types of measurement error. Procedures for assuring the quality of coital activity data are needed.

We accounted for correlation between cycles contributed by the same couple through the use of the population average model with a robust variance estimator. Another approach for accounting for heterogeneity in cycle viability for barrier trials would have been to extend the random-effects model previously proposed for fertility studies [20]. However, the interpretation of the act-specific effects in such a model would be the same as for the population average model.
Our model takes the independence assumption of the Barrett–Marshall model a bit further by assuming independence of all acts within a cycle, even if they occurred on the same day. This is actually not much different than the Barrett–Marshall assumption since two acts on adjacent days may be in fact closer in time than two acts on the same day. In the FemCap® versus diaphragm trial, multiple acts were reported on about 12 per cent of the days with coital acts. We recommend that applications of this approach consider sensitivity analyses where, for example, acts within days are collapsed or a covariate indicating whether the act was the first of the day is added. In addition, use of chemical barriers (or devices such as the FemCap or the diaphragm that are used with a spermicide) during an act of intercourse may have a carry-over effect on the risk of pregnancy for subsequent acts and additional sensitivity analyses may be useful in this setting. Occasional use of emergency contraceptive back-up in a barrier trial introduces additional complexities. However, if the only reason for EC back-up in a trial is occasional non-use of the assigned barrier, simply excluding cycles with EC back-up may still allow valid estimation of barrier efficacy parameters.

We recognize that any analysis incorporating compliance data is inconsistent with an intention-to-treat (ITT) strategy and should thus be exercised with caution. If participant characteristics related to compliance are also related to cycle viability or the per act probability of pregnancy during unprotected intercourse on a specific day relative to ovulation, then it may be necessary to identify and control for such characteristics as well. For example, including an additional act-level covariate for a variable related to compliance in the barrier trial data set and also shown in prior studies to be related to fertility (for reasons other than timing and frequency of intercourse) should help to reduce bias. If we were solely concerned with barrier contraceptive effectiveness (a function of the inherent protection provided by the barrier if used as well as the coital and use patterns) rather than efficacy (a function of the inherent protection alone), analysis strategies that incorporate timing and frequency of intercourse would not be necessary. However, our interest goes well beyond the simpler effectiveness measures, especially since typical use patterns are most likely a function of perceived level of protection provided by a method.

In conclusion, analysis strategies incorporating compliance as well as timing and frequency of intercourse should be employed, at least as supporting approaches in barrier trials. If a barrier provides reasonable protection against pregnancy, the signal from a six-cycle trial with 250 complete observations per group will almost certainly be strong enough for the model to detect that effect even if day of ovulation is imputed based on cycle length data alone. Furthermore, collecting data that would allow accurate identification of the day of ovulation could substantially improve our ability to sort out the efficacy of two barrier methods and should be considered for future barrier trials.

APPENDIX A

Define $V_{ijk} = \{X_{ijk}, Z_{ijk}, Z^{+}_{ijk}\}$, $\theta^{*} = \{\beta_{p \times 1}, \alpha_{2 \times 1}\}$ and $\theta = \{\alpha, \beta_{p \times 1}, \alpha_{2 \times 1}\}$. Under model (2), the pseudo-likelihood for the observed data is

$$L = \prod_{i=1}^{N} \prod_{j=1}^{n_{i}} \left[ \alpha \left( 1 - \frac{n_{i}}{k} \left( \frac{1}{1 + \exp(V_{ijk} \theta^{*})} \right) \right) \right]^{y_{ij}} \left[ 1 - \alpha + \alpha \frac{n_{i}}{k} \left( \frac{1}{1 + \exp(V_{ijk} \theta^{*})} \right) \right]^{1-y_{ij}}$$
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The gradient vector is

\[
\frac{dl}{d\varphi} = \begin{bmatrix}
\frac{dl}{d\varphi_1} \\
\frac{dl}{d\varphi_2} \\
\vdots \\
\frac{dl}{d\varphi_{h+2}}
\end{bmatrix}
\]

where \( \frac{dl}{d\varphi_1} = \sum_{i=1}^{N} \sum_{j=1}^{n_i} \frac{dl_{ij}}{d\varphi_1} \) and \( \frac{dl}{d\varphi_h} = \sum_{i=1}^{N} \sum_{j=1}^{n_i} \frac{dl_{ij}}{d\varphi_h} \), \( h = 1, 2, \ldots, p+2 \).

In the above

\[
\frac{dl_{ij}}{d\varphi} = \left( Y_{ij} - Y_{ij} \right) \left( 1 - \varphi + \varphi Q_{ij} \right)^{-1} \left( \varphi Q_{ij} - 1 \right)
\]

and

\[
\frac{dl_{ij}}{d\varphi_1} = Y_{ij} \left[ 1 - Q_{ij} \right] Q_{ij} \sum_{k=1}^{n_i} \frac{V_{ijk}(\theta^*) \exp(V_{ijk}(\theta^*))}{1 + \exp(V_{ijk}(\theta^*))}
\]

\[
- \left( 1 - Y_{ij} \right) \left[ 1 - \varphi + \varphi Q_{ij} \right]^{-1} \left[ \varphi Q_{ij} \sum_{k=1}^{n_i} \frac{V_{ijk}(\theta^*) \exp(V_{ijk}(\theta^*))}{1 + \exp(V_{ijk}(\theta^*))} \right]
\]

with \( Q_{ij} = \prod_{k=1}^{n_i} \left( \frac{1}{1 + \exp(V_{ijk}(\theta^*))} \right) \).

Note that in all analyses, the cycle viability parameter \( \varphi \) in likelihood was replaced by \( \text{logit}^{-1}(a) \) to force \( \varphi \) to be between 0 and 1. Derivatives of the likelihood were modified accordingly as \( \frac{dl_{ij}}{da} = \frac{dl_{ij}}{d\varphi} \frac{d\varphi}{da} \).

**APPENDIX B**

We generated data assuming a randomized trial comparing the effectiveness of two barrier contraceptive methods through six cycles of use and an underlying model of the form of (2) determines whether or not a given cycle results in pregnancy. We used cycle length, coital

\cite{Statist. Med. 2001; 20:3279–3294}
activity and product compliance assumptions based on distributions described in the literature [6–10, 15, 18, 21]. The steps below are carried out for each replicate of a scenario.

1. For each subject, age was generated from a Uniform [20, 35] distribution.
2. Also, for scenarios assuming a subject specific cycle viability parameter, $\sigma_i$ was randomly generated for each subject from the distribution Beta($\mu = 0.433, \sigma^2 = 0.044$) = Beta($a = 1.46, b = 2.71$) [20].
3. Six pairs of luteal and follicular phase lengths were generated for each subject. First, a log mean follicular phase length (LOGF) was generated for each subject from a normal distribution conditional on age, Normal($\mu = (2.653 - (\text{Age} - 20) \times 0.01), \sigma = 0.24$). Next, six log follicular phase lengths were generated for each participant from a Normal($\mu = \text{LOGF}, \sigma = 0.15$). Also, each subject was randomly assigned a subject specific probability (PL$_i$) that she had a cycle with a luteal phase coming from distribution 1 which was Normal($\mu = 9.21, \sigma = 1.41$) instead of the more common distribution 2 which was Normal($\mu = 14.13, \sigma = 1.41$). If age was less than 25 years old then PL$_i$ was generated from Beta($\mu = 0.09, \sigma^2 = 0.005$). If age was 25 or older then PL$_i$ was generated from Beta($\mu = 0.04, \sigma^2 = 0.005$). Given PL$_i$, six luteal phase lengths were generated for each subject by randomly determining whether each specific luteal phase length comes from distribution 1 or 2 and then generating the actual luteal phase length from the applicable distribution. Six cycle lengths were created for each woman by summing the corresponding luteal and follicular phase lengths plus one for day of ovulation.
4. For each day of each cycle, whether or not the subject had 0, 1 or 2 acts of intercourse was randomly determined assuming an average of 10 acts per 30 day interval and that 10 per cent of the days with intercourse had two acts of intercourse.
5. For each act, whether the assigned contraceptive method was used or whether no method was used was randomly determined given the assumed value of the per cent of acts with compliance for the scenario.
6. Given the coital data for each act $k$ of cycle $j$ of woman $i$, a pregnancy probability $p_{ij}$ was determined for each cycle using model (2) and the assumed value of $\beta$ for the scenario. ($\sigma_i$ replaced $\sigma$ in model (2) for scenarios that assumed heterogeneity in cycle viability). Given this pregnancy probability, whether or not a pregnancy occurred in the cycle ($Y_{ij}$) was randomly generated. All cycles generated for a woman through her first pregnant cycle were used for data analysis.
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