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STATISTICAL ANALYSIS 
FOR ON-FARIM AGRONOMIC DATA
C.Lightfoot. Lecture to 
the FSDP-EV Farming Systems

Short Course held at VISCA July 1985
 

WHY WE NEED STATISTICS
 

Most often people 
think that statistics 
is not particularly easy
 
and not particularly 
useful. 
 This lecture attempts show that
to 


statistics 
is not so difficult an-] is very useful. Useful because both
 
farmers 
 and researchers 
 wan,_ to 
 know if 
 improved practices, 
 or
 
experimental 
treatments, 
 yield more than 
existing farmeF
 s' practices,
 
or the farmer control. 
 After conducting an 
 experiment 
 you need
 
interpret your data. 
 More specifically, what does your data tell you?
 
Sometimes, 
 though rarely in 
on-farm experiments, 
 data is 
so decisive
 
that statistics 
 has little role 
to play. For example, imagine 
 a
 
greenhouse experiment 
on chemical control of 
rice blast. Here, 8 pots
 
of rice plants are infected with 
blast, 
 4 of which are sprayed with 
a
 
new chemical and 
four "control pots" 
are not sprayed. 
 The results
 

obtained are 
shown below. In these data it 
is not difficult 
to
 

SPRAYED 
 CONTROL
 
TREAMENT 
 TREATMENT
 

2172 

167
 

1750 

195
 

1784 

259
 

1902 

174
 

interpret what 
has happened. 
 Spraying increaL;ed yield. 
 On the other
 
hand, what about 
this data from 
an 
on-farm experiment 
on corn?
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SRMU 1983 CORN YIELD 

EXPERIMENTAL 
 FARMER
 
TREATMENT 
 CONTROL
 

136.1 215.5 
944.4 
 2562.5
 
439.8 775.9 
650.0 1183.0 
330.0 1011.6
 

1578.7 
 1417.0
 

Although 
 the mean yield of farmer control at 1194.2 is greater than
 

for experimental treatment at 679.8 there is considerable overlap in 

yields obtained; experimental treatment ranges 
i 

from 1.36.1 to 1578.7
 

while farmer control ranges 
from 215.5 to 2562.5. Looking at the data
 

there is 
no clear cut picture. It is difficult to know whether one is
 

better than the other because both have high, low and middle yields.
 

The first help 
to seeing a picture 
is to draw out these data on
 

a scatter diagram. This 
is done by first ranking the farmer control
 

data from lowest to highest yield and 
then plotting the data 
 as a
 

scatter diagram (See Figure 1 for Scatter Diagram of 
corn yield). This
 

helps identify patterns of 
some low yield, 
 some high yields, while
 

most are 
in a middle area. Making a scatter diagrm will prompt you 
to
 

explain why some are low and some are 
high. These high, 
low and middle
 

observations 
 also be summarized mathematically.
can 
As a measure of
 

the middle value we calculate means, 
 and as a measure of spread we
 

calculate .ange, standard deviation and variance.
 

These 
 data show farmer control has a higher mean 
 than
 

experimental treatment 
but the degree of overlap is considerable. In
 

this circumstance 
the problem is to determine if tb degree of 
overlap
 

is so great that there is no consistent difference between 
the perfor
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mance of 
farmer control and experimental treatiment. 
 In other words,
 
how likely is it 
that 	this difference in 
mean 	yields is due to 
 random
 
chance and not to 
any true effects of the 
treatment? 
 Only statistical
 

analysis can 
answer this question.
 

But, before we 
study the analytical techniques 
for this we must
 
first understand some descriptive statistics. Let's then go back 
 to
 
the low, 
 middle and high observation in 
our data that we said can be
 
summarized mathematically. 
For 	 a measure of 
 middle we calculate 
means, a measure of spread Zrom low to high we i

calculate range, 
 and a
 
measure of how closely 
 observations group 
 around the middle we
 

calculate variance and standard deviation.
 

DESCRIBING 
THE AGRONOMIC DATA
 

1. 	SCATTER DIAGRAMS
 

We begin describing data by plotting it 
out as a scatter diagram.
 
It is much easier to see what is 
happening 
when observations 
 are
 
plotted out rather than 
in columns of numbers. In order to 
 get an
 
upward trend in our graph, 
 data 
are ranked from lowest 
 to highest
 
yield using the farmers control plot data. 
 The farms are placed in
 
order of lowest to highest yields 
on the bottom or X axis of the
 
graph; while yield forms 
the vertical Y axis. The yield of each farm 
is then plotted on the graph. Remember, because farms are not 
continuous variables you cannot join 	the dots.
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SRMU 1983 CORN YIELDS(kg/ha) 

RANKED (by farmer control)

FARM EXPERIMENTAL FARMER 
 FARM FARMER EXPERIMENTAL
 

TREAMENT CONTROL 
 CONTROL TREATMENT
 

1 136.1 215.5 1 
 215.5 136.1
 
2 944.4 2562.5 3 
 775.9 439.0

3 439.8 775.9 
 5 1011.6 330.0
 
4 650.0 1183.0 
 4 1183.0 650.0
 
5 330.0 1011.6 6 1417.0 1578.7
 
6 1578.7 1417.0 
 2 2562.5 944.4
 

FIGURE ONE: SCATTER DIAGRAM OF CORN YIELD
 

FARMER 
 EXPERIM93NTAL 
CONTROL 
 TREATMENT
 

2600  2562 

2400 -

Y 
2200 -

I 
2000 -

E 
1800 -

L 
1600  1578


D . 1417 . * 
1400  * 

1200 - 1183 
* 1011 * 

1000 - * 
• • 9 4 4 

800 - 779 
* 

* . 650 
600 - * 

• 439 
400 - - * 330 

. 215 ., 
200 - * - 136 

• * 
0 - - ,---,---,I---,I---,---,I ___________ 

1 3 5 
FARM 

4 6 
NUMBER 

2 1 3 5 
FARM 

4 
NUMBER 

6 2 

Interpreting these data 
now becomes a matter of explaining high 

and low yields. Why did one farmer get very high yields, was he using 

newly opened land or was his the only crop not attacked by pest? And
 



C.LIGHTFOOT FSR 	SHORT COURSE LECTURES PAGE..5 

why 	 did one farmer get very low yield was 
his land at the top of 
 an
 

eroded slope or maybe he was the only 
one 	that planted late?
 

2. 	MEASURE OF TOGETHERNESS - THE MEAN
 

Means are calculated by summing up 
the yields from all farms and
 

dividing that number 
by the total number of farms. 
 The calculation is
 

shown below using some SRMU 
corn data from 1983.
 

Remember: 
 Clean living with Calculations.
 

SRMU 	 1983 CORN YIELDS 

For Experimental Treatment 
 : For Farmer Control

n 	 X n 	 X 

1 136.1 1 215.5
 
2 944.4 	

. 

: 2 2562.5
3 439.8 3 775.9 
4 650.0 
 4 1183.0
 
5 330.0 
 . 5 1011.6
 
6 1578.7 
 6 1417.0
 

6 4079.0 6 7165.5 
(Sum 	of X) EX 
 : EX 

(Mean) X = EX 4079 	 . (Mean) X = EX 7165.5 

n 6 n 6 

X = 679.8 X = 	 1194.2 

(Range) 1578.7 
- 136.1 = 1442.6 : (Range) 2562.5 - 215.5 
= 2347.0
 

Essentially, 
 the mean estimates what is 
the typical score or the
 

score that best characterizes the data. But, where data 
 are 	 very
 

variable the mean becomes a poor 
estimate of typical values. 
 Consider
 

the 	 following treatment data whose mean 
3469 would not be recognized 

by any farmers - for two farmers it would be too low while for the
 

others too high. Similarly, 
 in the column of farmer control data the
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mean 
 2504 would be recognized by two farmers but not 
 by those who
 

achieved more 
3350 or less 1133 yield.
 

FARM 
 EXPERIMENTAL
 
n CONTROL 
 TREATMENT
 

1 3300 
 3927
 
2 2700 
 1683
 
3 2883 
 6867
 
4 1133 
 1400 

(Mean) X = 2504 3467
 

3. MEASURES OF APARTNESS - THE VARIANCE
 

Because yield data always vary, 
 that is they are spread out, it
 

is not enough to described a distribution 
just by its mean. For
 

example consider the following two sets of imaginary yield data. 
 Both
 

experimental treatment & farmer 
control have the 
same mean but very
 

different spread or 
variation.
 

EXPERIMENTAL 
 FARMER
 
TREATMENT 
 CONTROL
 

520 
 320
 
560 
 640
 
380 
 800
 
620 
 180
 
420 
 500
 

Sum ofX (EX) 2500 
 2500
 
Mean (X) 500 
 500
 
Variance 
(S2 ) 99 249 
Range 
 240 
 620
 

Our problem is how to express 
this variation in one quantity. The
 

most simple measure is the range. 
 Range is calculated by subtracting
 

the lowest value from the highest value. 
 There is however a problem
 

with this and that 
is that range is "undemocratic"; 
 it does not
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consider all the scores but just 
the two most extreme. Ideally, you
 

want a measure that considers all the scores. 
 Seeing as we want to
 

measure variability from the centre 
or r.aean we might calculate how
 

much 
each score varies or deviates from the mean either positively or
 

negatively. 
 Still we have a problem. 
 When adding up deviations,
 

positive and negative values will cancel each other 
 out so total
 

deviation will end up looking small. As we 
know squaring a number gets
 

rid of its direction (positive or 
negative) and makes everything
 

positive. So can add
we them up to produce an appropriately large
 

deviation. This squared deviation value is 
called the variance.
 

Variances can 
be obtained long hand by calculating the deviation
 

of each score from 
 the mean. There is however a quicker way to
 

calculate variance using the 
following formula.
 

(EX)
 
EX--------


S = n 

n - 1 

Let us use our 1983 SRMU corn data 
to show how variance is calculated
 

from this formula. For the Experimental Treatment
 

n X X (c EX 9 . (EX) 

- S =(Variance) n
1 136 .1 18523.2 ------------
2 944.4 891891.4 
 n - 1 
3 439.8 193424.0 
4 650.0 422500.0 4127532.3 - (4079) 
5 330.0 108900.0 S 
6 1578.7 2492293.7 



6
 

4079.0 4127532.3 
 6 - 1 
EX EX2
 

(Variance) S2 = 270898.4
 

(Standard Deviation) S = 520.5 
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For the Farmer Control 

2 
(EX)n X X EX 

. ......-
 (Variance) S = 

1 215.5 46440.2 

n
 

2 2562.5 6566406.2 
 n-i
 
3 775.9 602020.8
 
4 1183.0 13)9489.0 
 11645579.8 - (7165.5)
 
5 1011.0 1023334.6 S =------
6 1417.0 2007889.0 
 6 

7165.5 11645579.8 
 6 - !
 
EX 2E;; 

"
(Variance) S = 617636.3 

(Standard Deviation) S =,785.9 

While Variance is 
 useful for statistical tests 
it is not so
 

helpful for in interpretation. 
 Here, the standard deviation is used.
 

The standard deviation 
 is simply the square root of the variance.
 

This value can be plotted on a scatter diagram along with 
the mean to
 

give a better picture of 
the data. Remember deviation is both
 

positive and negative from 
the mean so lines must be 
drawn above and
 

below the mean. 
 Most of your observation will fall 
 inside the
 

standard deviation, it is those vaues 
lying outside that must be
 

explained. So our completed 
corn scatter diagram will 
look like this
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farmer YIELDSthey andare experimenta
really different? yield toOur data show 

find outhigher ifthan the 
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Will want to know from thicT: 
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- First, 
 what size of yield can I expect, or am I likely to get,
 

next time I do this practice?
 

- Second, what is the 
 chance that the experimental treatment
 

will give consistently better yields, or is 
 this observed
 

difference due to random chance and 
not to any true or real
 

effects of the improved practice?
 

1. CALCULATION OF LIKELY YIELD OUTCOMES
 

What 
 is the range of yield outcomes that farmer4 can expect 
or
 

are likely to next
get the time they do the experimental treatment.
 

Here, our first problem is to select what level 
of likelyhood or
 

confidence the farmer wants - 9 times out 
of 10, 8 times out of ten or
 

5, half the time? As a researcher I might want to 
be very confident
 

and go for 
9 out of 10, but it is the farmer who is going decide
to 


whether to adopt, wnether 
to take the risks. So let them, the farmers,
 

decide on level of confidence. The researchers 
job is to give farmers
 

the best information possible. 
 In this case a range of confidence
 

levels from which farmers many choose.
 

There is one caution about these kinds of predictions of likely
 

future outcomes. 
You must remember that your predictions are made from
 

data gathered in particular circumstances thus they' are only apply 
 to
 

those types of circumstances. 
 If you do an experiment under ideal
 

research station circumstances you cannot 
expect your predictions to
 

exactly apply to a farm. It is therefore important 
that your on-farm
 

experiments 
 cover the range of circumstances farmers 
are likely to
 

face n 
 the future. So give your farmers the range of yields 
 at
 

different levels of confidence.
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The next thing to do is to calculate the ranges or intervals of
 

outcomes; that is 
the size of variation or deviation from the mean at
 

different level of confidence using the formula:
 

Confidence Interval = X- t 

Again, using our 
1983 corn data Confidence Intervals are calculated 

thus: 

Step One - Obtain from the Student's 't' table 't' value for 90, 80, 

70,60 and 50% probability at n-l degrees of, freedom. 

Step Two - Calculate the deviation from the mean 

_ [2 70898.4 
= 212 .5 

n 6 

and Multiply the deviation for the mean by the 't' value for each 

Confidence level. 

Step Three - Add the deviation value obtained in step two to the mean,
 

(679.8 for Experimental Treatment)
 

Step Four - Subtract the deviation value obtained in step 
 two from
 

the mean. 
Repeat from Farmer Control.
 

STEPS 
EXPERIMENTAL TREATMENT 

(1) (2) (3) (4) 
: 
: 

FARMER CONTROL 
(2) (3) (4) 

CONFID- 't' 
ENCE VALUE PLUS MINUS PLUS MINUS 
LEVEL 6 df (212.5) (679.8) : (320.8) :(1194.2) 

90 2.01 427.1 1106.9 252.7 : 644.8 1839.0 549.4
 

80 1.47 312.4 992.2 367.4 : 471.6 1665.8 722.6 

70 1.15 244.4 924.2 435.4 : 368.9 1563.1 825.3
 

60 0.92 195.5 875.3 484.3 : 295.1 1489.3 899.1 

50 0.72 153.0 832.8 526.8 
 231.0 1425.2 963.2
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FIGURE THREE: GRAPH OF CONFIDENCE INTERVALS FROM SRMU CORN1983 DATA. 
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This graph is used to discuss the farmer's question "What size of 
yield can I expect, or am I likely to get next have do
I this
 

practice?" We interpret 
 these tables and diagrams for farmers by
 

saying 9 times of 
10 they will get from the experimental treatment 
 a
 
corn yield between 267 and 1092 kg/ha, 
 while at a riskier level, 7 
times out of 10, they will get corn yields between 439 and 919 kg/ha.
 

However, if they repeat their 
farmer control then we 
find 9 times out
 
of 10 they will get between 571 and 1816 kg/ha. You will notice from
 

your diagram that at 
this level of likelyhood there is 
a great deal
 
of overlap, that is farmers get the 
same yield regardless of which
 
practice they use. 
 Of course as risk increases the overlap decreases
 

which prompts the question as to whether the mean yields 
 are really
 

different or 
just due to random chance.
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There is an 
important assumption 
we make in asking this question
 

and that is - we assume that the only 
 difference between 
 farmer
 

control and experimental treatment is 
our treatment. This assumption
 

does not hold when we 
have confounding effects. 
 By confounded we mean 

linked. For example, suppose the seed we use for the experimental
 

treatment had poor germination but farmers seed did not. Here, the 

experimental treatment was 
confounded or linked with poor 
 germination 

while the farmers control was not.
 

2. TESTING FOR REAL EFFECTS ON YIELD 

Ideally, experiments compare only differences between experiment
 

and farmer control, everything else being held constant, 
 because you
 

want to attribute 
 any difference in 
 yield to the experimental
 

treatment. Incidentally, as with our cropping, patterns, 
 the more
 

differences you have between 
treatments 
the less exact your experiment
 

becomes because 
 you cannot tell if increases are due 
 to variety
 

spacing, fertilizer, etc.
 

Differences also occur by accident or random chance. These 

differences, as we have observed in on-farm work, can be extremely 

large. So, at some 
level differences 
are due to random variation and
 

not treatments. Thus, as researchers we can fall into two types of 

error. 
 We can make an error because we are 
pushing our improved
 

practice forgetting this 
random variation and say all 
the difference,
 

or increase in yield, is due to our improved practice when 
it is due
 

to random variation. We 
can 
also make the opposite erfor and say all
 

the difference is due to 
random variation when it 
is due to true
 

effects of treatments.
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We begin to make sure we don't fall 
into the 
 first error by
 
saying that 
there is no difference between 
treatment means. 
 This we
 

call our 
Null Hypothesis. 
 So if the null hypothesis is 
 true then 
the
 
difference 
 between our 
means 
is caused by random variation and 
 not
 
a real effect of the experimental treatment. How likely the difference
 

is 
 due to random variation depends on 
how variable the data 
are and
 

how large our actual 
yield differences 
are.
 

Yield differences 
just like means are assumed to have 
 a normal
 
distribution. 
 Here, 
as our null hypothesis is 
no yield difference 
or
 
zero, then 
 the most frequent observation is 
0 and most of 
 our
 
observation will fall 
inside one 
standard deviation of this. 
 Just as
 
in our scatter plot 
 most observations 
 fall within one 
 standard
 
deviation either side of 
the mean. We calculate th,. mean 
difference
 

(D) and it's variance (SD) 
in the following manner:
 

EXPERIMENTAL 
 FARMER
 
TREATMENT 
 CONTROL 
 DIFFERENCES 


n 2X 
 X D D 

1 136.1 215.5 
 79.4 
 6304.4
2 944.4 
 2562.5 
 1618.1 
 2618247.6
3 439.8 
 755.9 
 33' .1 
 112963.2
4 650.0 
 1183.0 
 533.0 
 284089.0
5 
 330.0 
 1011.6 
 681.6 
 464578.6
6 1578.7 
 1417.0 
 161.7 
 126146.9
 -
-

6 

3086.5 , 3512329.7n 

ED ED2 

-- (E D )
(Mean) D = ED ED2 . ..... 

(Variance) SD = n 

n 
(Mean) D -I= 514.4 

(3086.5)

3152329.7 
.........
 

SD -6
 

6 - 1 
(Variance) SD 
 384216.5
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We now carry out a paired 'tI test, paired because each
 
treatment, experimental and 
farmer control are paired on 
each farm 
to 
 determine whether yield differences are 
likely caused by random or
 
real effects. Simply the 
't' test compares a tabular value for 
't' 
one that you look up 
on your 't' table-, with an 
observed value of 
't'
 
- one that you calculate from your data. The tabular 
't' values are at
 
several probability levels 
and gi ie the size of t for the 
 difference
 
between means to 
be due to random variation when the null 
 hypothesis
 
is true. The observed t value is 
the value of 't' fou the difference 
between means that you obtained in your experiment. 
 W use 't' tables
 
to give 't' values for a range of 
'n' values a degrees of freedom.
 
Observed 
 It' is calculated using our SRMU 1983 
 corn data 
 as an
 
example, from the formula: 

.....
 observed 
't' = 
2.03
 
tabular 
 't' 70% = 1.15 at df 5 
 80% = 
1.47
 

90% 
= 2.01 

514.4
 

t = I84916.5
 

t= 2.03
 

What 
 does this observed 't' value mean and how do we use 
 it to
 
answer 
 the farmers' 
 auestion: 
 "What is the chance that the
 
experimental 
 treatment, will give consistently better yields o:: 
 is the
 
observed difference due to random chance and not to any 
true or real
 
effect of the improved practice?".
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Firstly, we assume that 
there is no difference in treatments or
 
the mean difference (D) is equal 
to zero (D=0). This (D=0) 
is our Null
 
Hypothesis. Going to your 
't' tables you obtain the values of 
It' that
 
give you the limits for D to be equal to zero. 
 If your observed 't' 

value is outside these limits then D does not equal zero and you 
 must
 
reject the Null Hypothesis that D does equal 
zero. 
 On the other hand,
 
if your observed 
't' value is inside the limits 
then your D does equal
 
zero 
 and you must accept the Null Hypothesis that D does equal 
 zero.
 
To help you make this judgement you may find it 
useful 1to draw out 
the
 

't' distribution curve and mark out those tabular 
't' 1imits at 70%,
 

80% and 90% probability levels. 
 So for our SRMU 1983 corn data it 
is
 

like this:
 

for your obtained 't' values
 

4- ACCEPT 
 REJECT 

2.03 

D=0 70 80 
 90 % probability level
 
1.15 1.47 2.01 
't' table values
 

The distribution curve shows you where your observed 
 't' value 
must lie for the D you obtained in your experiment - that is the mean
 
difference between experimental treatment and farmers control 
- to be
 

equal to zero. When 
our observed 
't' value is 
inside the distribution
 

limit you are saying that it 
can be considered 
zero and -accept the
 
null hypothesis 
that D=0. When it lies outside you are saying that it
 
canrnot be considered 
zero and reject the null hypothesis 
that D=0. We
 
choose three limits 70%, 80%, 
 and 90% to avoid committing the 
errors
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of being pushy ie. 
 rejecting D=O when 
we should accept it, 
 or being
 

shy ie. accepting D=O when we 
should reject it. 
 When your observed
 
't' is 
always well outside these limits 
then you can definitely reject
 

D=O. Conversly, 
when your observed 
't' is always well inside the
 

limits then you can 
definately accept D=O. 
 But when 
it is sometimes
 

inside and sometimes outside or 
near the tabular 't' value you have 
no
 
definate 
 answer and it 
will depend on whether you 
are shy or pushy as
 

to whether you decide to 


and farmers want definate 


accept or reject the null Plypothesis. This 
situation - where you have no definate answer - is *to be avoided 

because both MAF 
answers. 
 If you have
 

indefinate 
 answers you need 
to change and improve your experiment 
 to
 

obtain a definate result.
 

Now 
 that you know when to accept and reject the null 
 hypothesis
 

you need to interpret what 
this means. 
 When you accept D=O you 
 are
 
saying that 
 the mean difference between 
experimental 
 treatment 
 and
 
farmer control, is 
caused primarily by random variation and if 
farmers
 

repeated the experiment they would just 
as likely get a difference of
 
zero because there is 
no real 
effect of your experimental 
 treatment.
 

When you reject D=O you are 
saying that 
the mean difference 
between
 

experimental 
 treatment and farmer 
control is primarily caused by real
 
treatment effects and 
not just random variation and 
if farmers repeat
 

the experiment 
 they would get consistently 
better yields from, the
 

improved practice.
 

Going back to 
our SRMU 1983 corn data 
we 
have an observed 't'
 
value 
of 2.03 which is 
always outside the tabular 
It' value of 1.15,
 
1.47 and 2.01; so we 
reject the Null Hypothesis that D 
= 0 and say 
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that the yield difference of 514.4kg/ha is a real effect of our
 

treatments. We must, however, be little careful here because at 95%
 

the tabular 't' value of 2.57 is beyond the limit of observed It'
 

value so we would accept the Null Hypothesis. Therefore, while here
 

we would reject the Null Hypothesis and say there is a real
 

differences between treatments we would have some doubts because the
 

observed It' value is not well outside the tabular 't' value limits.
 

For this data we interpret it to mean that the farmer control would
 

out yield the experimental treatment by around 500/kg/ha.' Of course
 

one would have to supply a biological explanation which in this case
 

was that the experimental corn was intercropled while the farmer
 

control was monocrop corn.
 


