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1.

INTRODUCTION



1.1 WHAT IS ENERGY SYSTEMS ANALYSIS?

Energy systems analysis is a young field, with no long history of aca-
demic scholarship. Indeed, it is not even clear that energy planning and
policy analysis itself has much recognition as an academic discipline, and
the body of such knowledge as might be termed energy planning remains ill de-
fined. Moreover, the body of knowledge that 1is germane to the unique prob-
lems of the third world 1is extremely fragmented, much of it not generally
available in the places where lessons learned in one country could he use-
fully applied in another.

Debates about the legitimacy of new fields cf study, especially in cases
that croes the traditional academic delineations, are of course not new. The
debate over what 1s geography has occupied the pages of learned journals for
decades; the evolution of comprehensive land use planning in the 1950's and
1960's, and environmental engineering in the 1960's and 1970's, faced similar
definitional problems. These debates were not entirely semantic, since their
resolution had a great deal to do with where and how such fields were taught
in universities, and the directions of research that followed. Moreover,
particularly in reference to the third world, there are those who view energy
planning as a simple extension of economic development planning. Others
would stress the scientific and engineering basis. However, there appears to
be evolving a broad consensus among both educators and practioners that
energy planning for developing countries is indeed a discipline in 1its own
right, that cannot simply be viewed as an extension of traditional develop-
ment planning.

The essence of energy planning, as opposed to the more traditional sec-
toral planning activities--electric sector planning, refinery and petroleum
sector planning, or industrial development planning--lies in the compre-
hensiveness of analysis; in the understanding of inter-fuel substitution
(rather than just identifying the most effective delivery system for a single
fuel); in the wunderstanding of the interaction of energy with economic
developuent (rather than energy needs merely emerging from a sectoral
development plan); and in the understanding of the competition of energy
sector investment needs with non-energy sector investment needs (rather than
the traditional isolation in which the capital intensive electric sector

defined 1ts expancion program). Energy systems analysis, then, 1is simply



the quantitative treatment of such problems;1 its relationship to energy
planning is analogous to the position of environmental systems analysis to
environmental planning. It rests on the integration of a number of
traditional disciplines - economics, engineering, mathematics - inte a
coherent analytical framework that stresses the interaction of the different

components of the system.2

lActually the original use of the term systems analysis did not necessarily
imply quantitative, mathematical treatment of the system under study: some
of the classic texts contain not a single equation. Systems analysis was
meant simply as a way of approaching complex problems, emphasising
comprehensive rather than partial analysis. 1In general, however, systems
analysis has come to imply the use of formal mathematical techniques, and
it is in this sense that we shall use the term here.
2The definitional difficulties here are typified by the National Research
Council Report, "Systems Analysis and Operations Research: A Tool for
Policy and Program Planning for Developing Countires,” Commission on
International Relations National Academy of Sciences, Washington, D.C.,
which defines applied systems analysis in the following terms: "Applied
Systems Analysis 1is not merely a technique or group of techniques such as
probability theory or mathematical problems; rather it can tc thought of as
a broad research strategy one that involves the use of techniques, concepts,
and a scientific, systematic approach to the solution of complex problems.
It is a framework of thought designed to help decision makers choose a
desirable (or in some cases a "best") course of action,” (p. 65). Systems
analysis, then, is not easy to define in a few words.



Digression 1.1: The Necoussity for Judgement,

Some of the more egregious fallures of energy systems modelling are to be attributed less to the
shortcomings of the models themselves as much as the mode In which they are used, and the fail-
ure to appreclate the necessity fcr judcement in the assumptions that are used to drive tho
sconarios. An exc2llent example is the assumption made for wor!d oil prices in the 1979 Annual
Report to Congress by the Energy Information Administration of the U.S5. Department of Energy.
The figure balow shows the worid ofl price trajectory used as a basls for this study. To be
sure, this was prepared in October 1978, prior to the eveats in lran that sparked the price
Increases in 1979, But the report, appearing In mid 1979, was widely criticized; and the models
used in its preparations castigated for failing to "prodict" the price increases. Of course it
was not a fallure of mode: prediction at all, since the world oil price was a matter of exogenous
assumption; rather it was a failure of judgement or, perhaps less charitably, an uawlliingness to
4o dgainst the conventiona!l wisdom at the tima, which heid that since oil prices had stayed
constant in real terms over ths intervel 75 - 78, it would ke some y=ars until prices agaln rose
in recal terms,

Past and Projected Price cf Arabian Light Crude Oil
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1.2 APPLICABILITY OF ENERGY SYSTEMS ANALYSIS TO DEVELOPING COUNTRIES.

Given that one may well question the effectiveness of current energy
planning models as they have been applied in developed countries such as the
United States (see Digression 1.1), to what extent are the techniques of
Energy Systems Analysis applicable to developing countries? <Clearly, given
the heterogeneous nature of the third world, there are no simple answers. In
some countries the capability for comprehensive energy plaaning, including
the necessary data collection and cowmputer support structuree, is already in
place, or can be expected to be in place within the next few years. In
others, such capabilities may be a decade or more away. But as noted
earlier, energy systems analysis is above all an approach to the analysis of
energy problems that rests on a comprehensive view of the interaction of
different parts of the system 1itself, and the interaction to the overall
economic and social framework, rather than a discipline necessarily dependent
on computers. Indeed, many of the techniques discussed in this book, such as
Reference Energy Systems Analysis, can be implemented quite satisfactorily by
manual means.

In any event, whatever the applicability of the type of models presented
here to operational decision-makirg, there is considerable pedagogic value to
the presentation of systems analysis as part of training programs for energy
planning for developing countries. Regardless of ones ability to implement a
model to the point of operational application and effectiveness, model build-
ing in general forces one to conceptualize relationships, to think of causal-
ities, and to think through the requirements for data. Model building and
systematic analysis in energy planning requires in addition the application
of quantitative rigor in an arena not particularly distinguished for objec-
tive analysis; rhetoric abounds in an arena whose political ramifications
have become so important. Especially in oil importing developing countries,
the balance of payments as well as the success of the entire development
strategy may be affected by, say, petroleum product pricing decisions, or the
allocation of capital investment funds to a particular energy project. Yet.
for example, the intuitive rules of thumb prevalent throughout the world in
the electric utility industry for capital outlay justification will simply no
longer suffice regardless of any claim of positive benefit/cost based solely

on some partial analysis. Indeed, there can be no doubt that the use of



quantitative, comprehensive energy analysis will increase in the future -- a
circumstance reflected in the creation over the past few years of a high
level energy planning agency in almost every developing country, cutting
across the traditional institutional lines that have long frustrated coherant

and rational energy planning.



1.3 A FRAMEWORK FOR NATIONAL ENERGY PLANNING

Figure 1 depcits the general process of national energy planning (which
in overall concept applies to developed countries as much as 1t does to
developing countries). The ultimate objective of the planning process 1s the
development of a plan which, given the absence of simple panaceas, will
likely contain a diversity of elements --- energy pricing, the substitution of
technologies, the development of indigenous resources, direct Government
investment in certain areas, tax incentives, and so forth. Clearly, there
will be strong iInteractions between the individual measures in the portfolio
-~ to take but one example, beyond direct capital cost, the desirability of
investment 1in solar industrial process heat 1is a function of the price of
alternative fossil fuels, of process technology in a potential industry, of
tax incentives, among others -- and thus the ability to structure a set of
comprehensive and coordinated policy measures is a formidable task. It 1is
the objective of Energy Systems Analysis to give the planning process an
analytical coherence, and to replace an ad hoc, plecemeal procedure by a
systematic process directed toward a development of a credible and support-
able plan.3

Let us dwell on Figure 1.1, for all of the models and techniques
elaborated in this book relate to one or more of the indicated steps.
Macroanalysis 1is the process of assembling national scale energy supply-
demand balances, and identifying their relationship to the overall economic
development plan. The analytical framework is therefore focussed on macro-
economic impacts, and ought to provide the ability to quantify the links
between general energy policy strategies and the important macroeconomic
indicators. At 1ts simnlest level 1s the Reference Energy System (RES)
technique of Chapter 3, which provides a systematic physical description of
the energy flows in an economy, and provides for a way of identifying at
least some important macroeconomic parameters -- such as oil imports -- as a
function of fuel substituion, conservation, and major additions to the
capital stock. What is the impact, say of increasing energy efficiency in

the steel industry by percent on oll and coke “aports, or the what is the

3For some other views of the National Energy Planning proces in the context

of developing countries, see e.g., "An Analytical Framework for the Assess-
went of Fnergy Resource and Technology Options for Developing Countries,”
BNL 50800, Erookhaven National Laboratory, New York, NY, February 1978.
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impact of the introduction of solar agricultural crop drying on gas consump-
tion are typical of such first order questions, amenabhle to RES analysis.
More sophisticated techniques provide explicit quantitative links between the
energy system and the macroeconomy-~such as the models discussed in Chapter
10--and have the ability not just to serve as an accuunting scheme amenable
to analysis of "what 1f"-type questions, but have the ability to identify the
best strategy. At this level of analysis we might be concerned with Cues-
tions such as: given some level and composition of Gross Domestic Product,
what 1s the optimum level of substitution of renewable energy forms. Too
much wastes capital, too 1little misses cost effective opportunities for
reducing oill imports.

One of the major problems of macroanalysis 1s of course data, for which
a tlree way clagsification proves useful here. First 1s energy resource
data~-—how much of each type of energy resource do we have, and what 1is the
cost of exploiting it. Ideally, for each domestic resource we would like to
have a supply curve--in the case of coal, for example, such a curve may have
the form depicted on Figure l.2--which provides information, for each future
year, of the quantity of coal available at what cost. As coal output
increases, new mines must be opened, each of which 1is likely to be more
expensive than the next, since the best seams will be mined first. Increas-
ing output generally means mining thinner, deeper seams, of lower quality
(more on supply curves in Chapter 4); similar curves exist for hydropower,
oil, gas, and so on.

The practical problem faced by the energy analyst, however, is that the
information on the size of the resource, and the cost of exploiting 1it, may
be inadequate. The question then becomes one of how much money should be
invested in geological surveys and exploration activity to get better esti-
mates of the size, and economic value, of the resource. This question turns
out to be a function not just of the cost of surveys, and the probabilities
of exploration success, but also of the value of the resource, if it existed,
to the economy.

Similar problems beset the other major categories of data. The second

category, energy consumption data, 1s frequently subject to enourmous

4Supply curves, then, also have a probabilistic manifestation, since even if,
say, a seismic survey considerably narrows the bounds of uncertainty, it may
take years for a potential resource to be fully prospected. Thus the plan-
ner must work with supply curves subject to certain levels of uncertainty.

-10-
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Figure 1.2: A Supply Curve for Coal

uncertainties, especially at the outset of planning activity when surveys of
any kind have yet to be made. Whilst data on electricity or petroleum
product sales to individual consumer groups may generally be available from
the utilities and the local refining/distribution company, in general almost
no information exists on end use--that is, the purpose for which the fuel is
used--lighting, space heat, appliances -~ and without systematic surveys,
estimates of rural energy use, and firewood consumption in particular, are
totally speculative.S

Finally, data on energy technologies may be very sketchy: even in the
case of imported technologies, local installation and operation and mainte-

nance costs, and the performance characteristics under local conditions, are

SFor = complete discussion on data needs, see e.g., P. Palmedo and R.
Chatter jee, "Information Needs for Energy Planning,"U.N. Symposium on Energy
Planning in Developing Countries, Stockholm, Sweden, October 1981 with
respect to rural energy use, Palmedo and Chatterjee note"...almost univer-
sally it is found that the weakest area of existing energy information is
for households, and particularly for consumption of "non-commercial” fuels
such as wood or agricultural waste. The uncertainty of non-commercial fuel
use 1s of:zen at least * 50 percent, dspite the fact that such use 1s of
great soclal and often environmental significance.”

-11~-



large uncertainties. And where it is desired to manufacture a technology
locally-~the manufacture of solar flat plate collectors for water heating,
for example, 1s within the capability of almost every country—costs are even
more uncertain.

An important part of the energy planning prccess, then, is to improve
the quality of energy data. This 1involves, as indicated on Figure 1.1,
energy resource surveys, energy consumption surveys, field demonstrations of
technologies to establish local cost-performance data, and even research and
development activity.6 Resources and time, however, are rarely unlimited: a
ma jor question, therefore, is that of prioritizing data needs. With respect
to energy consumption, what items of energy data are to be collected? Given
the seasonalities of energy use, when should that data be collected? And how
large a sample size is indicated? With respect to field demonstrations, what
technologies are to be selected? And with what potential market application
in mind? And with respect to resource surveys, which resources are to be
surveyed first? It is an almost endless list.

These questions could be answered in an ad hoc fashion, based just on
the macroanalysis that identifies the important energy sectors. There is a
better way, however, one that we here describe as micro-analysis. This
encompases a set of analytical techniques that provide a systematic way of
moving from general strategy recommendations to the identification of a
specific portfolio of projects for implementation in the national energy
plan. As we shall see in Chapter 7, a byproduct of this process 1s the
identification of specific data improvement needs: one may not be able to
make an investment decision recommendation if the database is subject to very
large uncertainties.

The energy planning process, then, is an iterative one, and several
rounds of macro and micro analysis, each based on increasingly better data
that are collected as part of the process, are typically required before
candiate strategies can be identified, and recommendations made on the

details of the plan.

br¢ may be argued that RuD 1s best left to the developed countries who are
better able to afford the not considerable expense. However, many universi
ties in developing countries have excellent research programs: the chal-
lenge to the energy planner is to focus the country's R&D efforts into the
most promising areas from the perspective of the local energy system.

-12~



1.4 SCOPE OF THIS BOOK.

We begin, in Chapter 2, with a review of the necessary mathematical fun-
damentals: Matrix algebra, statistical analysis, linear programming and the
rudiments of classical optimization techniques. This material can be omitted
where the background of the reader 1s regarded as adequate. In fact, al-
though much of the material in this book looks at first glance to be quite
involved mathematically, the only prerequisite assumed of the reader is know-
ledge of some elementary calculus: all else 1s either introduced from first
principles 1in this chapter, or 1s explained in a footnote. Indeed, many
explanatory footnotes and digressions have been added as .a result of ques-
tions raised during the class sessions of the Energy Management training
program.

Reference Energy Systems Analysis 1s introduced in Chapter 3. As in
each of the substantitive chapters we present an application of the tech-
niques introduced in the theoretical section to a selected developing coun-
try. Most of these examples are drawn from studies conducted at the Insti-
tute for Energy Research of the State University of New York at Stony Brook
(hereinafter IER) and at Brookhaven National Laboratory (BNL) in the past two
or three years; the Dominican Republic 1s used in this chapter as the illus-
trative case study.

Chapter 4 is concerned with the techniques of energy demand projection,
and Introduces the econometric techniques that have become quite widely used
in development economics and energy planning in the past decade. A separate
section is devoted to the statistical estimation problems inherent in such
approaches: the recent literature abounds with estimates of this and that
energy elasticity, without an’ recognition of such problems as multicollin-
earity, or potential sources ¢f bias in the autcregressive models. We also
present here a brief discussicn of industrial process models, given their
increasing importance for industrial energy projections as a function of
technology choices. An analysis of the Egyptian iron and steel industry
illustrates the process modelling approach to demand projection.

duergy system optimization models are introduced in Chapter 5. The
approach used here is to build directly on the reference energy system frame-
work, and to present the fundamental linear programming formulation in terms

of network optimization. The interpretation of shadow prices, and the policy

-13-



guidance that may be derived therefrom, is introduced here in terms of the
linear programming dual. This tles in with the earlier discussion, 1in
Chapter 2, of the Lagrange multipliers of classical optimization. Indeed,
given the great importance of energy pricing policy in developing ocuntries,
we lay a great deal of stress throughout the book on the uses (and abuses) of
shadow prices.

The linkages between energy system models and economic models is intro-
duced in Chapter 6, in which we emphasize the linkages between conventional
input-output analysis and energy system models; the basic analytical frame-
work 1is the Brookhaven extended input-output table, in which energy service
and energy product sectors, denominated in appropriate energy related terms,
are added to the usual monetary dominated input—output sectors. The case
study material of this chapter is based on a recent application of the
Brookhaven Energy-Economic Assessment Model (BEEAM) to Portugal.

Microanalysis 1s introduced in Chapter 7. In addition to the role of
microanalysis as part of the planning process, another important application
of some of the techniques discussed here is to the specification of the
objective fuactions of the various optimization techniques presented in
subsequent chapters. Analysis of solar hot water .heating in Tunisia is used
as a case study.

Chapters 8 and 9 focus in more detail- on the electric and petroleum
sectors. The intent here is to present sectoral models that are suited to
subsequent integration into comprehensive energy planning models; as such we
emphasize linear programming models rather than some of the more sophisti-
cated stochastic simulation models that are in widespread use for detailed
sectoral analysis, particularly in the electric sector. An electric capacity
expansion planning model for Jordan illustrates the concepts introduced in
these chapters.

Chapter 10 integrates all of the material presented in earlier sections
into an overall modelling framework for energy-economic analysis for devel-
oping countries. The simple LP presented in Chapter 5 1s expanded to more
realistic detalil using the detailed representations of the electric and
petroleum sectors introduced in Chapters 8 and 9. By integration of indus-
trial process models into the LP we also free ourselves from some of the more

confining assumptions of Input-Output Analysis. The problems of linking

14~



energy models with economefrically based macroeconomic models (as opposed to

simple accounting identity approaches of Chapter 6) are also explored in this

concluding chapter.
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2.1 MATRIX ALGEBRA.L

Matrix algebra is one of the essential tools of energy systems analy-
sis. A grasp of even the most fundamental concepts allows much that would
otherwise be extremely complex to be reduced to a few simple matrix equa-
tions; and the definition of most statistical tools, such as least squares
regression, becomes extremely simple when the tedium of scalar algebra is
repiaced by the elegance of matrix expressions.

A matrix is nothing more than a rectangular array of numbers, called
elements of the array (or matrix). The conventional notation uses upper case
letters to denote the matrix, and subscipted lower case letters to denote the
elements. Thus we write
[;11 819 +eees 81p
a89] @929 +eeee anp
A= . (2.1)

ml 8m2 *°*°* 3pn
- -]

Thus the element ajyj refers to the number in row i, and column j; thus
a1 in the matrix above refers to that number in row 2, and column 1. The
size of the array 1is referred to as its dimensions. We shall adopt here the
common convention indicating the dimensions of a matrix in parentheses be-

neath 1ts symbol; thus

A
(mxn) (2.2)

indicates an array of m rows and n columns; we say the matrix is of order m x

IThis Chapter 1s designed solely as a brief refresher of the basic tools of
matrix algebra, statistical analyis, and linear programming. We make no
claim of comprehensiveness; indeed, the 1idea here is to present the minimum
amount of information necessary for the comprehension of the techniques
presented in subsequent chapters.

-19~



The transpose of the Matrix A, denoted AT, is obtained by interchanging the

rows and columns of Ac2 Thus if

2 3 (2.3)

»
]

then the transpose is

A = (2.4)

2 4
3

Thus 1f A is of order (m x n), it follows that Aris of order (n x m). Also,
1f A = AT, then the matrix A (and Ar) 1s sald to be symmetric -~ 1t must
obviously be square. If the number of rows equals the number of columns,
l.e. 1f n = m, then the matrix is said to be square. There are a aumber of
special, square matrices that are frequently encountered. A diagonal matrix
Is a square matrix with all elements equal to zero except those on the
principal diagonal, the principal diagonal being defined as those elements
for which 1 = j. If all of the non-zero elements of a diagonal matrix are

equal to unity, the matrix 1s called t+~ {identity matrix, denoted by upper

case I.

Basic Operations. Matrices can be added and subtracted provided their

dimensions are the same. Thus tﬁe addition of two (m x n) matrices yields

another (m x n) matrix:

A + B = C
(mxn) (mxn) (mxn) (2.5)

where the elements of C are given by
cij = aij + bij (2-6)
similarly for subtraction, if

A - B C (2.7)
(mxn) (mxn) (mxn)

2Transposition is sometimes denoted by use of a prime -- thus A' 1s the
transpose of A.
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then
cij = aiJ - bij (2.8)

for all of the mx n elements of c. Matrices of unequal dimensions (1i.e. that
are not of the same order) can neither be added nor subtracted.

If a is some scalar, then the scalar multiplication

a * A = B (2.9)
(mxn) (mxn)

is defined by bij = aaqj; that is, we multiply each element of A by the

scalar a.

Matrix multiplication. If A is of order m x n and B is of order n x p, then

the matrix product AB {s defined to be a matrix of order m x p; thus

A B = C (2.10)
(mxn) (nxp)  (mxp)

where the elements of ¢ are given by

n
cij = Z_: a1k b j (2.11)
For example
— _
— —_ 1 2 — —
2 3 4 2x1 + 3x2 + 4x3 2x2 + 3xl1 + 4x1
2 1 = =20 =11 (2.12)
1 2 1 1xl + 2x2 + 1x3 1x2 + 2x1 + 1x1
- — 3 1 =8 =5
L - L -
(2x3) (3x2) (2x2)
A B C

Thus two matrices are said to be conformable for multiplication if the number
of columns in the first matrix equals the number of rows in the second
matrix. It follows that, unlike the multiplication of scalars, matrix
muliplication is not generally commutative -- thus AB # BA. Indeed, in our
example of Eq (2.12), the multiplication BA yields
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— - - 9 - -
1 2 1x2 + 2x1 = 4 Ix3 + 2x2 =7 lx4 + 2x1 = 6
3 4
2 1 2x2 + 1x1 = 5 2x3 + 1x2 =8 2x4 + 1x]1 = 9((2.13)
1 2 1
3 1 3x2 + 1x1 = 7 3x3 + 1x2 =11 3x4 + 1x1 = 13
(3x2) (2x3) (3x3)

In this case, because m = p, :he product BA is defined. In general, if A is
(m x n), Bis (n x p), and m # p, then the multiplication BA is not defined.
Square matrices can be multiplied by themselves, i.e.
A A = A? (2.14)
(nxn) (nxn) (nxn)
A" thus denotes raising the square matrix A to the n-th power.

Matrix Inversion. In ordinary scalar algebra, the reciprocal of a number x

is defined as that number y, which, when multiplied by x, produces unity,

i.e.
Xy = yx = 1 (2.15)

hence

1 -
y = — (2.16)
X
In analogy, in matrix algebra we define the reciprocal of a square
matrix A to be that matrix B, which, when multiplied by A, yields the

identity matrix.

AB-=1 (2.17)
hence

B =4l (2.18)

The reciprocal matrix A"l s generally referred to as the inverse of A.
Note that the inverse exists only for a square matrix.

Associated with every square matrix A there 1s a scalar quantity, called
the determinant of A, which 1is denoted by the symbol [A]. This quantity is
determined by the sum of various products of the elements of A-—for example,

the determinant of a 2x? wmatrix is defined as
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ar] 212

= aj] agg ~ ajp an (2.19)
az) a22
hence if
2 1
A= (2.20)
3 5

then [A] is defined as 2x5 - 3x1 = 6.
Notice that 1f one row (or column) of a matrix i1s a linear function of

another, then the determinant equals zero; for example, if
A= (2.21)

for which each element of row 2 is given by azy = arpy ¥ 2, the determinant
|Al is seen to be 2x2 - 4x1 = 0. It can be shown that the inverse exists
only 1if |A’ is non zero. If no inverse exists, the matrix 1s said to be
singular.

In general, the computation of determinants and the Iinverse 1s an
extremely tedious operation,3 best left to computer subroutines and available

packages on programmable calculators.4

3The general definition of the determinant of an n-th order matrix A is given
by as |A| = z: + aja cpB...a,, the sum being taken over all permutations of
the second subscripts, with even permutations having positive signs, add
permutations a negative sign. A permutation is sald to be odd when the
number of inversions 1is odd: an inversion, in turn, 1s said to occur when
of, say, two Integer subscripts the larger precedes the former. For further
discussion, see e.g. Johnston (1963).
4The only reasonably simple method of matrix inversion is by application of
the power series expansion

(I -a)"l = T +A+42 ... +an0
which is the analog of the geometric expansion for scalars, 1i.e.

=1+a+a2+...
1l -a .

However, this method 1s usually applicable only if the sum of the ele-
ments In each column of A is less than unity: it can be shown (Digression
6.3) that this technique 1s applicable to computing the socalled Leontieff
inverse of input-output analysis.
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2.2 ECONOMETRICS?

The Simple Two-Variable Model

We begin by a consideration of the simple, two variable linear model.
Suppose we are interested in the relationship between per capita residential
energy consumption, and per capita income, for which we have observations
from a cross—~sectional analysis (taken, say, from electric utility records
for a number of cities that exhibit different average income levels). The
true relationship might be extremely complex, involving such factors as cli-
mate variations, the characteristics of the housing stock, family size, and
individual preferences (does the family spend its disposable income on elec-
tric appliances or on other, non-electricity consuming outlays). However,
suppose here that we have reason to believe that most of the variation in
residential electricity consumption can be explained by income variations,
and that the relationship is linear (and we shall examine later the 1ssues
involved in other, non-linear models). Nevertheless, 1f we plot just income
and consumption, in the manner of Figure 2.1, we would expect to see consid-
erable scatter about the presumed model, attributable to the influence of the

other variables. Our model, then, becomes

Y=a+ BX +e (2.22)
where
Y = per capita residential electricty consumption (the dependent
variable)
X = per capita income (the independent variable)
a,8 = parameters to be estimated
e = a random error term.

There are some other reasons vhy we would formulate our model with a random
error term. First, even 1f there were grounds to believe that X and Y were

exactly related in a linear fashion, measurement error would result in a

5This, too, 1s an enourmous subject, to which many textbooks have been dedi-

cated. Qur purpose here 1s simply to review the basics, introduce those
techniques most commonly encountered in the statistical analysis of energy
economic phenomena, and to lay the groundwork for some of the more complex
estimation problems (of energy demand elasticities, and the like), presented
in Chapter 4. Any student familiar with this material can proceed to the
next section since only fundamentals are discussed here (as they might be
treated in any graduate level course on econometrics).
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X1 X X, Per Capita-Income
Figure 2.1. 7The Two Variable Linear Model
situation where the data exhibited considerable scatter. In our case,

records might be incomplete or 1inadequate; non-residential uses might be
in~luded together with some residential meters; the number of families per
meter may not be known with any great precision. Another reason for the
presence of a disturbance term in models of socio-economic phenomena 1s the
assumption that over and above the total effect of all relevant parameters,
there 1is an element of unpredictibility, of randomness 1in human behavior,
that can only be captured quantitatively by the addition of a random variable
term.

The objective, then, given our data points, is to estimate the param—-
eters of the linear model. There are clearly a number of different ways in
which we might fit the straight line through the observations -- minimize the
sum of the absolute value of the residuals, minimize the sum of squares of
residuals, or indeed, one might minimize the sum of almost any conceivable
function of the residuals. However, for a number of reasons, most of which
need not concern us here, minimizing the sum of squares of the residuals 1is
the technique most commonly adopted; it can be shown that least squares

analysis 1s not only computationaly simpler than most other approaches but
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that the statistical properties associated with such estimates are

particularly desirable.b

Qur least squares criterion, then, can be seen to be the determination

of that set of values of o and B that minimizes the expression

n n

—* 9

249-1 -2 (v =« = 8 x4)? (2.23)
i=1 1=1

differentiating (2.23) with respect to o and to B one obtains
0 v 2
da

o 2
¢ Zei
98

which, when set equal to zero, yields

Sy mnd+8 ) x (2.26)
IIEDIETR RN X2 (2.27)

whereby we now use the notation % and B to denote the fact that these

-2 zz: (yq = 2 = Bxy) (2.24)

-2 x; (yg - a - Bxy) (2.25)

particular values of a2 and B are the so called least squares estimators.

A
These two equations can obviously be solved for % and 8 to yield.

4.1 ZE: Xq4¥4 ~ zz:xi :Z:Yi (2.28)
n Zx?{ - (in)z
= Zfi -8 in \2.29)
n

>

6Minimizing the sum of the absoliute values of the deviations leads to a
linear programming problem (known as MAD estimation, for minimum absolute
deviations). For an excellent introduction to this approach, see e.g.
Rogers (1968). The MAD approach 1s sometimes useful in situations in which
conventional least squares estimation 1s beset by serious problems, some of
which we shall encounter later 1in thece pages. The MAD technique has
perhaps found greatest application in problems of mathematical demography.

’This follows from the well knowmresult §££§Z.= QE_ . §§, here, in (2.23),
08 g 28
= - - = ol of _ g _
g yi a BXy and f(g) g©. Hence 2= 2g and 2= Xy, from which
follows (2.25). a8 98
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Digression 2.1: Least Squares for Variables in Deviation Form

LS analyslis frequently Is stated in terms of deviations about tho mean.

A A -
y;=y.-y
]
X;=Xl")-<
y;-y;-y
A

/y\,'=BX'

and

] Al L] !
& TV Y Yy ‘.6,’}1

Thus the sum of squares of the residuals is
Zef = Z(y; -gx; )2
which one differentiates with respect to 3, l.e.
2 a2 T B
hence, setting to zero

Pt 12
2o xiri = BLxi
A
from which B follows as
A Pt -~ - -
B= 2oy | 20q =Xy =)
12 -2
in Z(xl - x)

and a fol lows from

- A A
‘/=Q+BX
AN - A
whence Ot=y-ﬁx
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At this »oint one should make a number of important points concerning the
residual. It should be noted that we hypothesize the residual to be charac-

terized by a probability distribution of zero mean and some unknown variance

2
g w i.e.,

A

E leil =0 (2.30)
where the notation El ldenotes expected value of ‘ l, and
0 for i # j
E le e; =
3 0 2 for 1 =3 . (2.31)

The latter assumption in particular implies that there is no correlation be-
tween successive residual terms. Particularly where time series problems are
concerned, this may not be a valid assumption, as we shall see below.

Extensions to the Multivariable Case

In extending this to more than one explanatory variable, it becomes
obvious that use of scalar algebra becomes exceedingly tedious. But in
matrix algebra, increasing the number of variables does not make things any
more complicated. The n equations of our linear model (i.e. one equation for

each observation set)

+ e (2.32)

Y, = 81 + B8,.X + 8.X + .00 + kaki i

i 2721 3731
can be written more compactly in matrix notation as

Y = X B + e (2.33)
(nxl) (nxk) (kx1) (nxl)

where
o - - - -
Yl 1 X21 X31 eee Xkl 81 [:1
Y 1 X Ko oos B u
- 12l - 2 a2t Rel B2l %
Yn 1 X2n X3n e an Bk Un
N — -~ L N

Notice that the intercept term, corresponding to 81, requires the Insertion
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of a column of ones in the matrix of observations; there are thus k - 1
A

explanatory variables.8 Now let B denote the least squares estimate of 8.

Then we may write

vy=Xx%+e (2.34)

where e 1s now an nxl vector of residuals. The least squares ectimate of
2
3 1is that value of 8 for which the sum of squares of the residuals,z:ei, is

minimized. This sum of squares is given by

n
D er= o (2.35)
=1

[+’

v - T - xB)

A
viy - 28 TxTy + 8TxTxf . (2.36)

Differentiating (2.36) to obtain the value of B that minimizes the sum of

squares9

9 (eTey = - 2x"y + 2x°x8 (2.37)
38

which, when set equal to zero, and solving for @, ylelds
0 = - 2xY + 2X°X8 (2.38)
£y = x'xg . (2.39)

By multiplying both sides by (XTX)—l, we obtain

T

x0Ty = oI TxE . (2.40)

But from (2.17), a matrix wmultiplied by its inverse yields the identity

matrix; and any vector multiplied by the identity matrix of conformable

dimension yields again the vector; thus

B= oty . (2.41)

8e follow here the notational convention used in Johnston (1963)
The rules of matrix and vector differentiation are analogous to that of
scalars: compare (2.36) and (2.37) with (2.25) and (2.27), and recall
footnote 7, supra.
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One of the 1ssues in such analysis is that of bias. That is to say we would
like the estimate @ to be free from systematic error, to be unbiased; that
is, we wish the expected value of @ to be equal to B8, the true (but unknown)
value. To establish the mean and variance of @, let us substitute (2.33)

into (2.41), to yield

8= ") KT [x8 + e | (2.42)

=5+ o . (2.43)

Taking expectations of both sides

A —
E {5} =3+ @ K g {e} (2.44)
A
from which it follows that E {?} = B 1f the expected value of the residuals
is zero. We shall see in later sections that in a number of regression
estimators of interest to energy analysis, simple least squares estimates may

be biased (which in turn means that results must be interpreted with

A
considerable caution). The variance of 5 follows from the definition

Var {s} - E {(s - B)(s - ﬁ)T} (2.45)

Since, from (2.42),

8-5=5- ("0 % (xp + e)

=g - (XTX)'I(XTX) g8 + (xTx)"lee

=8 ~ B + (XTX)_IXTe

x'x) xTe (2.46)

then inserting (2.46) into (2.45), one obtains
Var {%} = E {(XTX)_leuuTX(xTX)"l}
T,.-1.,T T T, -1
= (X'X) X" E tee | X(X'X) . (2.47)
T 2
Thus 1f E <ee = 0 "I, an assumption noted previously,

Var {@} = o2xTy L, (2.48)
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It can also be shown t:hat10

E {e'e} = (n - k)o? (2.49)
from which follows that our estimate of 02, say Sz, is given by
eTe
52 = (2.50)
n -k
but from (2.36)
A A A
eTe = YTY - 28 XTY + BTXTXB
A
= YTY - 8 XTY . (2.51)
Hypothesis Tesiing: Consider for example, a model of the form!ll
Y = 8y + 87 inX + B30nN (2.52)
where
X = GNP per capita
N = populaticn
Y = Gross Docestic Investment (as a fraction or GDP)

for which we have observations for n different countries. How does one go
about testing the significance of the @ estimates? Is, say, the estimated
value of %3 significantly different from zero? Is the value of @2 statis
tically different from some value %; obtained from some theoretical model?
How good 1is the overall predictive performance of the model?

Answers to such questions, based as they are upon statistical Informa-

tion, are known as statistical decislons; in attempting to reach such deci-

sions it is frequently useful to make an assumption about the answer, known
as a hypothesis, and then proceed to apply certain rules for the purpose of
either rejecting or accepting the hypothesis. Thus a hypothesis might be
that the population of a country, as measured by the wvariable N in Eq.
(2.52), does not significantly affect domestic savings as a fraction of

GDP--a hypothesis known as a null hypothesis, symbolized as

A
H0:33=O

10gee e.g. Johnston (1963) p. 112.

l1This 1s the basic form of regression model in M. Chenery and M. Syrguin
(1975), although we have omitted here the non linear terms and time dummy
variables for illustrative purposes.
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Any hypothesis which differs from the one under study is termed the
alternative hypothesis; perhaps prior theory might lead us to expect that

A
8 should be positive, leading to the alternative

A
H ¢+ B3>0

Notice that this alternative differs to one that simply states that 83 1s non
zero, 1l.e.,

* A
Ha:B:]#O .

If one rejects a hypothesis (the null hypothesis), when in fact it is true,
we say that a type I error has been committed. If, on the other hand, we
accept the alternative hypothesis, when in fact it should be rejected, then
we say that a type II error has been made.l? The so called level of
significaice of a statistical test, usually denoted a, 1is the maximum
probability that one wishes to incur of making a Type I error.

Suppose we wish to test the hypothesis that the value of the sample mean
X is equal to u, where the distribution of X 1is believed to be normal of
variance Oﬁ. Then the distribution of the standarized variable (generally

denoted the z score), given by

(2.53)

Ix

is the standardized normal distribution (of zero mean and unit variance),
shown on Figure 2.2. Where the population variance 0% is unknown; (as 1s
usually the case) we use the estimate E {c%} = sz/n where n is the sample

size and s the sample variance.

127he classic illustration of the difference between a type I and type II
error 1s in terms of the axiom of anglo-saxon law: the presumption being
that an accused is innocent (the null hypothesis) unless proven guilty (the
alternative). The requirement for unanimity in juries is an effort to mini-
mize type I error; under no circumstances do we wish to reject the null
hypothesis 1f it is in fact true (i.e. we wish to minimize convictions of
persons actually innocent) even if it means committing a large type II
error (accepting innocence even though the individual may be guilty).
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Figure 2.2. Standarized Normal Distribution

Suppose we wish to be 95% confident of making the right decision. That
is, we wish to reject the hypothesis, 1if true, only with probability 5% --
which 1s the level of significance. Then, from Figure 2.2, we can be 957
sure that 1f the hypothesis X = 4 1s true, the Z score of the sample statis-
tic will lie between - 1.96 and 1.96, since 957 of the area under the normal
curve lies between these values. Per contra, if the z score lies outside
this range, we conclude that this would happen only 5% of the time 1f the
hypothesis 1s true; at o = 0.05 we would then reject the hypothesis 1f z >
1.96 or z < - 1.96.

The shaded area, then, corresponds the level of significance of the
test; the set of z scores outside the region T 1.96 constitutes the so called
critical region or the region of rejection of the hypothesis (at a = 0.05).13

In this discussion we tested the null hypothesis Hy : X = u, against the

alternative X # Ho; and therefore we were interested in both "tails" of the

distribution. Such a test 1s known as a "two-talled” test. Suppose,

however, that we were interested in the alternative hypothesis H; : X > ug.

13Also known sometimes as the region of significance.
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In such a case, for a of 0.05, all of the critical region would be on the
positive side of the distribution, and we speak of a "one-tailed" test. In
such a case, by reference to Table Al,14 we note that the region of signifi-
cance would be defined by a z value of 1.645.

Whether in any given situation one uses a one or a two tailed test
depends on the particular situation. In general, if the alternative hypothe-
sis 1s simply that the null hypothesis is not true, and there is no particu-
lar reason to believe that the sample value 1is either lower or higher than
the null hypothesis, the two sided test is appropriate. On the ofher hand,
1f on theoretical grounds, say, the sample value cannot be less than the null
hypothesis, one would be iInterested in Hy ¢ X > uy, which leads to a one
tailed test. Figure 2.3 displays the rejection regions for one and two-sided
hypotheses at some level of significance : Note that a hypothesis that
might be rejected in a one sided test would not be rejected in a two-tailed
test (if the z score falls within the range z] to z3 of Figure 2.3).

Let us return, then, to the significance of regression coefficients.
Hypotheses concerning individual regression coefficilents are evaluated with
g*

the help of the t-test.1? Thus to test the hypothesis @i = By, we compute

- B8
thek = —b—1 (2.54)

where aj; is the i-th element of the principal diagonal of (XTX)—I, and n - k
are the degrees of freedom. As before, 1f the computed value of t exceeds
the tabulated value of t (for some level of significance and n - k degrees of

*
freedom), then the hypothesis @i = B4 can be rejected.

l4gee Appendix A
This test is most commonly used to test for sample means where the sample
size 1s small.
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Figure 2.3. One and two-talled tests.
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Example 2.1 Significance of New Data.

There is great uncertainty over the consumption of diesal fuel in the agricultural sector in
a certaln country. Most diesel fuel is sold in the gas statlions operated by the Government OIl
Monopoly. An old rural survey Indicates a mean per farm consumption of {; = 230 gallons per year., A
new survey of 25 gas station purchases of ulesel fuel to tractors suggests a mean annual consumption
of Uy = 250 gallons per farme In both years o2 = 400, is the difference In mean annual consumption
statistically significant?

in this situation *the nu!l! hypothesis is
Hy ¢ My = H2
against the alternative
Ho t Ho > Yy
Hence at ¥ = 0.05, the z score computes to
250 - 230
= =5

20/,/25

Since this exceeds the tabulated value of 1.645, we reject the null hypothesls that consumption has

not changed signiflicantly: the increase Is statistlcally significant.

Closely related is the so-called confidence interval for 31’ which at

the 100(1 - «) percent confidence level is given by

f 2 .
A ey .

Multiple Correlation Coeffici»nt. Let us partition the total sum of

squares 1nto "explained"” sum of squares, which is attributable to the linear
influence of the independent variables in the model, and "unexplained," or
residual sum of squares. If we use lower case y to denote deviations about
the mean, and Y to denote the mean, then the total sum of squares, TSS, about

the mean is given by

n n

;Y§ —.Z(Yi = §)2

i

I

Dovd ot - 2F Dy (2.56)

- FAVRS |
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but since

v = ZEZYi (2.57)

n

then substituting (2.57) into (2.56)

Zk'i +n (Zé{;)z - 22\"i ZYi
n n
20 - — ()’

T 1 2
YY - — EY 2.58
. ( i) ( )

TSS

]

The explained sum of squares, ESS, 1s given by
tL2 2
ZE.Yi ZE:ei

1
T 2 T
Y'Y - — (DY) -e’e (2.59)
n EZ: i

ESS

hence, from (2.36)
5SS = BXY - 2 (D )2 (2.60)
n

The coefficient of multiple correlation, denoted R, is then given by the

ratio of explained to total sum of squares (about the mean), i.e.

AT 1 2
BR'Y - —— Yi)
n (:E: 1 - ESS

T 1 2 TSS
Y'Y - () Y)
— (Y

2 = (2.61)

If the variables are in deviation form, i.e. in terms of deviations about the

mean, then z: Y; =0, and (2.61) reduces simply to

YTY

R2 (2.62)

Analysis of Variance (ANOVA). The decomposition of sum of squares is

frequently presented in tabular form. If the variables are in original form;

one constructs the following table:
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Sum of Degrees of Mean

Source of Varlation Squares Freedom Square
1 2 ] 2
Xy XW— (T Y k =1 X’Y-——(EYi) /(k = 1)
n n
Residual e'e n- k e'e/(n - k)
1 2
Total YW —o(x Y n -1

n

The overall statistical validity of the model (H, : 8] = Bo = 83 = ... = 0)
is established with the use of the F-statistic, for which one computes the ratio

of mean squares as

{@xTY - = (ZYi)z} R,

e'e/(r - k)

S (2.63)

which is distributed as the F-statistic with (k - 1, n - k) degrees of freedom.
If the computed value of F(k - 1, n - k) exceeds the tabulated value of F for
some significance level, then the null hypothesis 1s rejected.

If the variables are in deviation form, the term ( E:Yi)z/n in the ANOVA
table and in (2.63) 1s simply omitted.
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Digression 2.3: Weighted Regression

Suppose one wishes to weight each observation in a multivariate regression; let w; denote the weight
of the I-th observation. Then, if

¥

w2

3

We can define a new LS criterion as
S = eT W e

{(1xn) (nxn) {(nx!)

trom which, in analogy fo (2.35) ~ (2,37) one obtalins

w
4

= (Y =~ xBT Wy - X3

Ty + 3TxTwxg - 28xTwy

differentiation with respect To/B, and setting equal to zero, ylelds

g% = 2xTuxf - 2xTwy = 0
hence
B= xTwxs ™ xTwy
clearly, if all W; =1, then W Is the ldentity matrix, and X = XTI = X t which Is the result for

unweighted regression.
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2.3 LINEAR PROGRAMMINGL®

Linear programming can best be introduced by example. Consider some
hypothetical country, which we shall call Republica,17 which produces only
two goods—agricultural goods, Xj and machinery, xg. Assume that three
primary 1inputs are available-~labor, energy and capital, and that to produce

one unit of x; and x5, the following inputs are required.

Qutput

Input X1 X2
Labor 10 5
Capital 2 5
Energy 2 4

Suppose both units of X; and X, have the same value, and that the planners in

Republica wish to maximize total output in the economy, i.e.
Max S = l.x] +1 %9 . (2.64)

Suppose also that the total supply of labor is 25, of capital is 15 and of
energy is 10 units. What 1s the optimum combination of production in Repub-
lica?

Obviously, production 1is contrained by resources; from the above table

it follows that

10x; + 5x2 <25
2x1 + 5x2 <15 (2.65)
2X1 + 4X2 S 10

x1 and x9 are also real activities, and must therefore be nonnegative, i.e.
X1 X2 _>_ 0 . (2-66)

Such an optimization problem is known as a linear programming problem, which

can be written in matrix terms as

Max § = cX
subject to Ax S b (2.67)
x >0

16por a more leisurely exposition, but also based on a single numerical ab-
gtraction (of "Malawi") see e.g. Todaro (1971), p. 87ff.
This "country"” will be used for illustrative purposes throughout this book.
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For simple problems that have only 2 variables (or "activities"), this type
of problem can be solved graphically. Figure 2.4 shows a graphical portrayal
of the constraints (2.65) and (2.66). Combinations of values of x1 and xp
that meet all of the constraints are shown by the shaded area on Figure
2.4--this 1s the socalled "feasible space." Note also that for the
particular combination of capital availability and capital 1inputs, the
capital constraint does not help determine the feasible space: 1in the jargon
of linear programming such a constraint is called redundant.

On Figure 2.5 we now plot various values of the objective function. It
should be clear that the optimum value of the objective function is given by
superimposing Figure 2.5 on to Figure 2.4, and finding that objective func-
tion line which 1is the most to the right, but which is still feasible. As
indicated on Figure 2.6, this occurs at one of the corners, or "extreme
points” of the feasib.'~ region. Indeed, it can be shown that if the feasible
region 1s "convex" (which will always be the case for a set of linear con-

18 then the optimum will always occur at an extreme point.19 Thus

straints),
the optimum solution for the Republica economy is X; = 1.66; Xp = 1.66 with S
= 3.333

Clearly, when there are more than 2 variables (or activities), graphical
solution is no longer practical as a solution approach. Indeed, linear pro-
gramming only became a useful tool with the development by G. Dantzig of the
Simplex algorithm, a procedure that enumerates the extreme points of the
feasible region in a highly efficient manner, moving from one extreme point

to another until the optimum is found. The details of the algorithm need not

concern us here: with the availability of high speed digital computers, no

184 convex space 1s one for which it 1s impossible to find a line drawn he~
tween two points on the boundary of the space that intersects another part
of the boundary. For example, the space A B

-

is not convex, since the line AB intersects the boundary

19Subject of course to the exception of having an objective function that
has the identical slope to one of the constraints: then the objective func-
tion will coincide with that constraint, and any one of the combinations of
Xy and X, that lie along the feasible segment of such a constraint will be
optimal. For example, if in our example, the objective function were Max §
= 4x; + 8xy, then the optimum would be anywhere along the line YY of Figure
2.6.
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6 | Capital
2xy + 5x9 < 15
\
X1
Energy
4 . 2x; + 4x9 < 10

Labor
10x; + 5X2 < 25

X2

Figure 2.4: The

Feasible Space

one still solves LP's by hand (except perhaps graduate students in class

exams). In any event, the proprietary algorithms offered by the computer

manufacturers for modern machines bear very 1little

traditional sequence of simplex tableau

4=
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resemblance

to

the



X1

Figure 2.5:

Objective Function Values
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Y9

(1.66,1.66)

x] + Xp = 3.33

Figure 2.6:

Optimum Solution
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http:1.66,1.66

Examplie 2.3: Graphical Solution of LP's

A 500 Mw thermal plant of heat rate 10000 Btu/kWh and 0.65 plant factor can use two coal sources:
from Mine A, deep mined bituminous coal at $20/ton, with 12000 Btu/!b; or coal B, stripmined subbitumi-
nous coal! of 9000 8tu/ib at $10/ton. Loa: “ine ~ can produce no more than ! million tons/year: Mine B
nor more than 1.3 mililon tons/yr. A constralnt on the railroad system prevents delivery ot more than
300 trains/yr. (at 5000 tons/train). wWhich coal (or mix of coal) should be selacted?

Let x, be the amount of ccal from Mine A, and X5 the amount from mine B. Then the constraints
foliow from the problem statement as follows:

le Production |imit, Mine A
X] < ].0

2. Production Iimit, Mine B

Xzi 1.3
3. Railroad capacity Iimit: 300 trains per year
300 x 5000 = 1.5
t
[trainsi 2 [tons ]
tralns

+ e X] + Xz_f_ 1.5
4, The Btu requirement for a 500 Mw plant computes to
500 x 8760 x 0.65 x 10000 x 10° = 28.4 x 10'2 Btu

hr Btu ] kWh
(Mw] —_ _— _
yr kih MWh
hence, if coal A is used, we require

|
28,4 x 101« « —__ =1,18 x 108

12000 2000
gtu I'b ton [f°”§]
yr Btu Ib
Similarly, the tons of coal B compute to
! !
28,4 x 1012 ——
9000 2000

3tu Ib ton
_ —_— —_ [tons]
= =]

We can combine the above two constraints to ensure sufficlent coal is dellvered to the plant, By
noting that if

= 1,57 « 108

xy = 0, xp = 1,57

and
X = 1.,8, XZ =0
then it follows that the constraint is:
1. 18
x| + Xy = lelo
1e 57

5. The objective function is simply
Miny = 20 x; + 10 x5

We now enter the constraints (1) - (4) onto Figure 2.7. We also draw in a line for the objective
function, and then move that function outward until we touch the feasible spaces. This will occur at one
of the extreme points--which in this case can be seen to be the point %1~ 04275, x9 ~ 1,225, for which
insertion In the objective function yields the optimal value of

y = 20 x «275 + 10 x 1.255 = 17.75
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Tons

Figure 2.7: Graphical Solution, Example 2.3
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2.4 CLASSICAL OPTIMIZATION TECHNIQUES

Lagrange Multipliers: Suppose we wish to minimize the function

£(x1, %) (2.68)
subject to
g(xy, x2) = b (2.69)

This can be solved by the method of Lagrange Multipliers, for which we first

set up the Lagrangian function
Q{xy, %9, A) = f(x, x3) + Mg(xy, %xp) = b) (2.70)

where X\ is an added variable called the Lagrange Multiplier. We now take the

partial derivatives of () with respect to X1, X9 and A, and set equal to zero,

name ly
9(x1, X, M) _ BE(xy, %p) . 88(xy, %p) _ o (2.71)
0¥x1 8X1 axl
9(x1, X, M) _ 8f(xy, x5) ), 88(x), Xp) _ (2.72)
9x%9 90Xy 9x)
B(XI) x2’ A) = g(x‘]_’ X2) -b =0 (2-73)

oA

which represents a system of 3 equations in three unknowns. In general, if

we have a function of n variables, say
f(xl, X2 coey Xn> (2-74)

subject to m constraints (n > m), say

g(X1y X9 voey, )5 1 =1, su.m . (2.75)
Then we obtain, in general, n + m simultaneous equations
of = 384
—— A * —_—= 0 = 1’ 2 LN n 2'76
ox . + Z 1 3Xj j ’ ( )
i=1
gi(xl, X2 LI Xr> = 0 i = 1, 2’ see 1N (2-77)

Inequality Constraints: Suppose we wish to maximize f(x) subject to m

inequality constraints g,;(x) < by. Ry adding a slack variable u; to each
q 1 A 1

inequality, we obtain

2
g1(x) +uy = by (2.78)
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Example 2.4: Method of Lagrange Multipliers

Suppose we are given the problem

2 2
Min f (X], Xz) = X] + X2

SeTe x""')(z:}
Graphically, this problem can be Interpreted as finding the smallest circle that intersects the !l
X, +X2 = 3,
The Lagrange Function lIs

2 2
Q)(x,, xz A) =Xl + Xz + A(X] + Xz - 3) .

Setting the appropriate partlal derivatives equal to zero:

892()(]8) xz; A) - 2)(1 - A
X
1

3Q{xys X202 A) + 2%+ A=0
9x%2

AQxys %o AV _
ax —X1+X2

0 1\

]
W
]
(@]

.

For which we have the solutlon (in thls particular case unique)}

)(1=X2=105;A=-3

N,

(1.5,1.5)
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2
(the reason for writing the slack as uy rather than uy will become

apparent). Now we proceed, as before, to write the Lagrangian

m
(D(xa >‘) U) = f(X) - Z Xi éi(xy ui) (2.79)
i=1

- 2 .
where gy = g4(x) + uy - by. The stationary points are thus given by the set

of partial derivatives

m

900k, Ay w) _ o o B0 L K, 88y (0) (2.80)

axj an {i=1 9x s
- 2

a@(X, A) u)= 0 = 8i(x’ ui) = gi(x) + ui - bi (2-81)
9\

aw(x’ A’ U) =0 = inui . (2.82)
duy

If we multiply (2.82) by uy/2, then

2
0= Ay . (2.83)

Furthermore, because (2.78) can be written as

2
uy = bi - gi(x) (2.84)
it follows that
Ap(by - gy(x)) =0 . (2.85)
Notice that from (2.83), for any 1, if

uy > 0 then A; =0
and if (2.8¢)
uy = 0 then Xi #0 .
Thus, 1f an inequality is exactly met, the slack 1s zero, and the Lagrange
multiplier is non-zero. On the other hand, if the inequality is not met
exactly, the slack is non-zero, and the Lagrange multiplier is zero. We
shall return to this important point in Chapter 5 with respect to the so-
called dual of LP problems, and the condition known as complimentary slack-

ness.
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Economic Interpretation of Lagrange Multipliers: Suppose we regard b as

a variable, and take the partial derivative of the Lagrangian with respect to
b;

80 .. - A (2.87)

db
thus A 1s the rate of change of @ with respect to b at the optimum point.
But at the optimum point the Lagrangian ()(x, A) = f(x), so that A is also the
rate of change of f(x) in the immediate vicinity of the optimum. In economic
problems, where constraints represent resource avallabilities, it follows
that the A represent the change in objective function per unit change of the
constrained resource: ) are therefore equivalent to shadow prices.

Can we apply the Lagrange multiplier technique to the allocation problem

for Republica discussed in Section 2.3? If we omit the redundant capital

constraint, we have the problem

Max X; '+ x9
s.t. 10x; + 5%y < 25
2%, + 4xy < 10 (2.88)
X1, X3 2 0
From (2.78) the constraints are i.e. written as
2
].OX]_ + SXZ + Ul = 25
+ 4x, + 2 =10
2xp F oxp Fup = (2.89)
2
-Xl + U3 =0
2
-x2 + U4 = 0

Hence the Lagrangian can be stated as

2
O(x, A, u) = x1 + x9 = A (10xy + 5%x9 + u; - 25) -
2 2 2
—Az(le + 4x2 + u2 - 10) - A3("X1 + U3) - Aa(‘Xz + U4) . (2.90)

The partial derivatives follow:

8D =1 - 106 - 2%y = A3
aXl

00 o1 - 55 - 4hy - A
3% 1 2 " N
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2
a0 = ~(10xy + 5x2 +up - 25) _3_@ = =224

Ev Bu1
) 2
i@ = —(2){1 + 4}{2 + U2 - 10) —a—Q = —2)\2112
N, , ou?
y 2
_a@ = - + u _QQ = =2\au
S B B A3u3
2
6_® = - + QQ = -2>\ u
9y X2 T U4 duy 454

Which 1is a system of 10 equations in 10 unknowns. Note that the last 4 are
non-linear, which points to the general difficulty of solving such problems.
Inspection of these equations does yield the following solutions, the verac-
ity of wiich 1s left to the reader to confirm (by substitution into the above

equations).

Solution
(1) (2) (3) (4)

X9 0 0 2.5 1.66
2
us 0] 25 12.5 0

2
us 5 10 0 0

2
uj 2.5 0] 0 1.66
2
uy 0 0 2.5 1.66
1 0.1 0 0 0.066
2 0 0 0.25 0.1666
3 0 1 0.5 0

4 0.5 1 0 0

It turns out that these 4 solutions correspond to the extreme polnts of the
feasible space of Figure 2.4. Thus we see that the Lagrange multiplier tech-
nique does result in an enumeration of the extreme points: But these are
merely the local optima--we seek the global optimum, which means we must
identify the global optimum from among the list of extreme points by enumera-

ticn, not a very useful procedure for large problems.
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Digression 2.4: Least Squares Estimation subject to an equality restriction on the regression
coefficlients

One sometimes encounters situations In which the regression coefficlients In a multivariable est!matlon
are subject to some a priorl restrictlion: for example, theory may require that the sum of the coeffi~
clents Is unity; in"general, a set of ¢ linear restrictlons on the regression coefflcients can be

written:

r = R J¢]
(fxt1) (fxk) (kx1) .

Our least squares problem therefore becomes

Mins = (y = XB Ty - XB)
s. 1. RB-r=0

By applying the Lagrange multipiler technique one obtains the new objective function
MinS = (y - XDty - x8) =~ 2AT(RB - r)

where A Is an (£ x 1) vctor of Lagrange multipliers. Dlfferentiating with respect to (3 one obtalns
(omitting the algebra of Eq. (2.36))

] T T A -
— = =2X'Y + 2X'XB - A A
35 g
hence setting equal to zero, and multiplyling .|l through by (XTX)'1, ylelds

A
0 = ~xT0~'xTy + xT)~TxTxg* =(xTx)~'RTA*
hence
A N
8% = B+ xTx)=lRTAY o

where the asterisk superscript denotes the restricted estimator. Premultipliying (1) by R ylelds

*

Rb + R(XTX)~IRTA®

i

RB

But since RB*

r
r = Rb + R(XTX)™IRTA"
which we can now solve for A by premuitiplylng all terms by RXTX)"IRTIST, 1.6,
RTXIORTI= (e - RD) = 2" )
hence, inserting (2) back into (1)
= B+ Mo RTRXTORI7(r - RD) (3)

The restricted estimation 3* differs from the unrestricted estimator B by a !Inear function of the
or!glnal regtrictton: if the original resfrlx;lon were met exactly by the unrestricted estimator, r - R.
0, and =f. The sampling propertles of 3 are derived in Goldberger (1964).
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2.5 STATISTICAL ANALYSIS OF ENERGY DATA: OIL CONSUMPTION IN TUNISIA

As an 1llustration of the matrix algaebric approach to regression analy-
sis, consider the data of Table 2.1, from which we wish to model per capita

energy consumption as a funcrion of income.

Suppose we hypothesize the linear model

Y = Bl + 82X2 + 53 * X3 (2-91)
Energy/ [Price] Income/
Capita Capita
where 3y, 39, B3 are the regression coefficients to be estimated. The

expectation would be that the B coefficient is negative, since increases in
price should yield a decrease in energy consumption. Similarly, the initial
expectation is that 839 have positive sign, since increases in income lead to
increases in energy consumption. 1In order to make use of matrix algebra, let

us rewrite Eq (2.91) as
Y = B1x; + 82){2 + B3X3 (2.92)

or, in matrix terms

it

Y X 8
(nxl) (nxm) (mxl)

Table 2.1
Tunisian Data
X1 Y X2
(L (2) (3) (4) (5)
Energy

Consumption per

Wholesale Price kg oil capita
GDP Index, Energy Population Equiv. GDP

Year 106 1972 Dinars (1970-100) (106) per capita (1)/(3)
1969 766 94 4.8 250 159
1970 824 100 4.9 288 168
1971 914 103.8 5.0 322 182
1972 1077 106 5.20 359 207
1973 1082 105.8 5.33 378 203
1974 1181 111.1 5.46 416 216
1975 1286 138.4 5.61 429 229
1976 1443 145.9 5.77 460 250
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where X 1s given by

1 94.0 159

1 100.0 168

1 103.8 182

¢ = 106.0 207

: 1 105.8 203
(8x3) 1 111.1 216
1 138.4 229

1 145.9 250

and Y is given by

250
288
322
259
378
416
429
460

Hence the matrix product XTX follows as

8. 905. 1614.
xTx = | 905. 104824, 186223.
1614. 186223. 332284.

Before computing the inverse of this matrix, note that the largest elements
are 5 orders of magnitude greater than the smallest: such a matrix is said
to be "poorly scaled” and accurately computing the inverse may prove diffi-
cult.20 on a high precision scientific computer this may not matter very

much, and the inverse readily computes to2l

6.25550  -0.0063 0.0269
(x'xy"% = [-0.0063 0.0022  -0.0012
-0.0269 -0.0012 0.0008

Huch better, in such cases, is to scale the X matrix, such that each column
of X has roughly the same order of magnitude. In our case, dividing the

second and third columns of X, and Y, by 100, yields the XTX matrix

20por a full discussion of the numerical problems of computing inverse

matrices, see G. Forsythe and C. Moier, “Computer Solution of Linear
Algebraic Systems," Prentice-Hall, Englewood Cliffs, NJ, 1967.

lgut see exercise E4 for a discussion of significant figures.
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8.0 9.05 16.14000
x'x = | 9.05 10.4827 18.62230
16.14 18.62232 33.22340
and
6.22500 - 0.62672 - 2.68700
(XTX)-I = 1-0.62672 21.85528 -11.94397
-2.68700 -11.94397 8.02905
The XTy vector follows as
29.0200
Xy = |33.6475
60.0882
hence @ follows as the matrix product
6.22500 -0.62672 -2.68706] [39.0206] (:1.024£]
@ = [~-0.62672 21.85518 -11.94397 33.6475] = I—O.SOGZ'

-2.68700 -11.94397

8.02905) |60.088

The explained sum of squares follows from Eq. (2.59) as

XTy - i (Z Yi)z
n

2 [-2.589?J

29.0200
= [-1.0244 -0.5062 2.5896] [33.6475] - E.[29.02]2
8
= 3.5746 60.0882
whilst the residual sum of squares ele follows from Eq.
YTy - gxTy, 1.e.
eTe = 108.959 - 108.84395
= 0.11505
The analysis of Variance Table is
S.S D.F M.S.
Model 3.574 2 1.787
Residual .115 5 0.023
Total 3.689 7
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0.023 is thus our estimate of 02, (recall that S2 = eTe/n-k is an unbiased

A
estimate of 02). Thus the variance-covariance matrix for B, given by

Var{B} = GZ(XYX)—I

6.225 -0.62672 -2.687
= 0.023 }-0.62672 21.85518 -11.94397
-2.687 -11.94397 8.02905
0.143 0.0143 -0.061
= 1-0.0143 0.4999 -0.213
~0.0615 -0.273 0.1836

How good is our model? From a statistical standpoint, “goodness” is
measured by statistical significance, the tests for which were introduced in
Section 2.2. First let us examine the appropriate null hypotheses on the
regression coefficients; are the values of the regression coefficient signif-

icant. For B8y, that measures the influence of price, we have

3:6250

As expected, the sign of the coefficient By is negative (increases in price
lead to decreases in consumption); the appropriate test is the one-tailed t~
test. Using Eq. (2.54).

¢ = -0.5062

= .07139
v/0.023 + 21.85518

For 5 degrees of freedom and « 0.05, the tabulated value of t is 2.015:
therefore the null hypothesis cannot be rejected. Bo 1s not statistically
significant. This follows also from looking at the confidence interval for

Bo; given by Eq. (2.55) as
"
A 2 e
By * ta/2 L ajgy
n-k
= -0.50623 + 2.571 0.023 * 21.855

= ~-0.50623 + 1.8228

from which follows that the 957 confidence interval is very wide indeed,
indicative of the lack of statistical significance. The corresponding

interval for B85, 1s iven by
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A

By = 2.5896 + 2.571,/0.023 -+ 8.0290

*
2.5896 + 1.104

]

with a t-value for the null hypothesis of 6.043, which is very much greater
than 2.015, and for which the null hypothesis can be rejected.
If it is true that the B9 lacks statistical signifiance, then we would

expect that the simpler model
Y=G+B3X3

in which we ignore the price variable, would be as good a model as the one
that includes both price and income.
In exercise E5, we show that the new estimate of the regression coeffi-

clents is given by

@ ~1.039
2.313

]

with a 95% confidence limit for By given by

4

2.571 /0.021 + 1.501
0.559

2.313
2.313

89 +
at

This is a much narrower range of uncertainty than in our previous model that
included price. Another way of putting this 1s that the addition of the
price variable to the basic model relating energy consumption to income does
not add anything from a statistical standpoint. But does this mean that

price is insignificant? Because if so, this would appear to run counter to

expectatlions based on economic theory. We shall therefore return to this
example in Section 4, following a more detailed discussion of the statistical
estimatisr. ° problems involved, and the underlying theoretical principles of

the role of price and income.
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CHAPTER 2: EXERCISES

El. Matrix Multiplication.

Compute the matrix equation A =B * Ccl * p given

E2. Matrix Determinants.

Compute the determinant of the matrices

3 8 3 7
6 16 7 2

E3. Graphical Solution to Linear Programs.

Resolve the linear programming probelm of Section 2.3 (the production
planning problem for Republica), using the objective function

Max S = X2 + 8Xo

E4. Significant Figures and Decimal Places in Matrix Regression.

Compute the three following matrix products

[ 6.255 - 0.627 - 2.687] [ 8.000 9.05 16.140
I; = [-0.627 21.855 -11.944 9.050 10.482  18.622

-2.687 ~11.944 8.209 16.140 18.622  33.228

o L

x1 X

[ 6.25500 - 0.62672 - 2.68700| [ 8.00000 9.0500 16.14000
Ip = |-0.62672  21.85518 ~-11.94397| | 9.0500 10.48247 18.62232

-2.68700  ~11.94397 8.02905| |{16.1400 18.62232 33.22840

L - | ) !

[ 6.255 -0.6267 -2.687 f_s.ooo 9.050 1.614
Iy |~0.6267 21.86 -11.94 9.050 10.48 18.62

-2.687 -11.94 8.029 16.14 18.62 33.22

B x1 - X

What lesson 1s to be drawn from a comparison of I, I and Ij?
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E5. Statistical Analysis of Energy Consumption

Using the data of Table 2.1, estimate the parameters of the linear model

Y =a+ 8 ° X

[Energy Consumption] [GDP/Capita]




BACKGROUND READING

There are possibly hundreds of published textbooks covering the material
so briefly presented in this overview. We present here only a sample of
texts that in our experience present the material in the most comprehensible
way given the likely background of those engaged in energy planning in devel-
oplng countries.

A. Rogers "Matrix Methods in Urban and Regional Analysis” Holden-Day,
San Fransisco, 1971 (pp. 508).

An outstanding text covering most of the material presented
here in much greater detail. Many of the numerical examples gilven
in the text deal with the Yugoslavian Economy in general, and
planning problems in the City of Ljubljana. Covers most of the
basic techniques of operations research, and statistics; the book
is likely to be of interest not just to energy planners but to all
interested in the application of quantitative methods to public
sector planning, as well as to demographers.

J. Johnston “Econometric Methods” McGraw-Hill Company, London and New

York, 1963 (pp. 295).

Despite many more recent texts that have appeared on this
subject Iin the last few years, this remains, in the judgement of
the writer, the best introduction to statistical methods suited to
the economist and planner.

R. G. D. Allen "Mathematical Economics” 2nd Edition, 1960, MacMillan,

London.

Whilst some 20 years old at the time of this writing, still
the best introduction to mathematical economics around; 1t 1s so
well written that it must surely rank as one of the few texts that
are actually enjoyable as reading matter. The mathematics are
presented in a notation and style that 1is immediately comprehen-
sible, in contrast to many recent offerings of a similar genre.
Covers everything from Simple Keynesian models to differential
equations, linear algebra, input-output analysis and mathematical
game theory.
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3.1 FUNDAMENTALS!

A Reference Energy System (RES) 1s a way of representing the activities
and relationships of an energy system, depicting estimated energy demands,
energy conversion technologies, fuel mixes, and the resources required to
satisfy those demands.2 The plctorial format for the Reference Energy System
is a network diagram which indicates energy flows and the associated conver-
sion efficlencles of the technologiles employed in various stages of the nergy
nystem. A simpli“ied RES is shown in Figure 3.1. For each energy resource,
a complete reference Energy System specifies the technologies employed in the

following activities.

1. Extraction

2. Refining and/or conversion

3. Transport of primary energy source

4. Centralized conversion (e.g., electricity generation)

5. Transport or transmission and storage of secondary energy form
6. Decentralized conversion

7. Utilization In an end use device.

Figure 3.2 shows a more complete RES for India. As 1llustrated in this
figure, each pagh through the energy system network indicates a possible
route for the flow of energy from an energy resource to a given demand cate-
gory. Alternate paths and branches reflect the substitutability of various
resources and technologies for one another. The energy flowing through each
step or process 1s shown above the line representing the activity. The num-
bers in parentheses represent the efficiencies, or relative effectiveness, of
the processes. The RES representation permits calculation of the amount of a
particular energy resource, for example o0il, used to satisfy a particular
demand, for example space heating, either through a particular intermediate
fuel form, such as electricity, or directly. Energy demands are assumed for

each reference year from historical data and projections. Both commercial

lThis section 1is adapted from "An Analytical Framework for the Assessment of
Energy Resources and Technology Options in Developing Countries” BNL 50800,
Brookhaven National Laboratory.

2The Reference Energy System approach was developed at Brookhaven National
Laboratory in 1971 for energy R&D assessment and has been extended for
various analyses since that time. for a complete discussion, see e.g.
Beller, (1975.)
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Figure 3.1 LDC Reference Energy System (Illustrative).

and non-commercial3 fuel forms can be accomodated, and centralized energy
systems (such as large scale electricity generation) are distinguished from
decentralized systems (such as small scale solar electricity production).

The values on the left side of the RES under the heading "extraction”

represent the raw energy input needed to satisfy the basic energy demands.

3The term "commercial" energy generally refers to energy forms normally ac-
tively traded in developed country markets such as oil, gas, coal and elec-
tricity. The primary categories of "noncommercial" energy are wood, agri-
cultural wastes, and animal dung. The term "noncommercial™ is in fact a
misncmer, since there are monetary markets for these fuels. In some con-
texts, the term must be extended to include human and animal power. Other
terms sometimes used for "noncommercial” are "traditional,” "primitive"
(vs. "modern") or "nonconventional" (vs. "conventional").
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The values on the right side of the RES under the heading "Demand Category"
represent the basic energy demands in terms of a specific set of end-use
categories, as discussed below. The actual fuel inputs to the end uses are
shown under the heading "Utilizing Device."

Demand Analysis: The analytical approach is "driven” by a detailed

consideration of energy demand. In this section we describe the approach to
demand analysis in some detail In order to provide guidance to data coilec-
tion.

Three important points must be stressed at the outset. First, data re-
quirements can not be specified in rhe abstract. They depend strongly upon
(1) the options to be analyzed and (2) the availability of information. If
stress is to be laid on increased energy efficiency in industry, for example,
more detail is required in industrial energy demand than would be the case 1if
only increased supply options were being examined. Similarly, since a cur-
rent program precludes the collection of new primary data, one cannot disag-
gregate demand more than permitted by existing information.

The second general point to be stressed is that the demand analysis must
be flexible, and will probably require some imagination. Where “"necessary”
data on demands or efficiencies do not exist, some reasonable surrogates or
approximations based on experiences in other countries, if necessary, should
be invoked. This leads to a final point: that every number in the analysis
be documented with respect to its source or the assumptions made in deriving
it. 1In this way the more uncertain parts of the analysis can be identified
or alternative assumptions can be made.

The specification of an energy demand for the RES entails three pieces
of information:

l. Measure of Demand Activity: the demand level specified in units of
activity, or other determinant of demand, e.g., passenger car kilo-
meters, tons of steel produced, number of rural households (for
cooking), number of irrigation pumps in operation, etc.

2. Direct Fuel Consumption: the amount of fuel (in joules) of various
kinds ("fuel” includes electricity) delivered to a particular end

use category.

3. Relative Effectiveness: the relative efficiency with which various
fuels provide energy to satisfy a specific activity. Relative
effectiveness 1s distinguished from efficiency in that it reflects
differences 1in utilization practice as well as device efficiency.4

4The relative effectiveness of electric space heating, for example, includes
the effect of different use patterns, and the assumed insulation levels.
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In addition to these basic quantities it 1s useful to define a quantity
known as Basic Energy Demand. Basic Energy Demand I[s the amount of energy
(in joules) which represents the useful energy required by a particular

demand category. This is a derived quantity, independent of fuel type.

Let Dy = amount of fuel 1 used for a given activity

ey = relative effectiveness with which fuel i is used for the activ-
ity

E = Basic Energy Demand for the activity.

Tnen

L )

E= 2_eD (3.1)
i

Rasic Energy Demands are represented on the rightmost column of the
Reference Energy System under "Demand Category.” Under "Utilizing Device"
are shown the Fuel Consumption and Relative Effectiveness. An example, for
cooking rural households, 1is shown in Figure 3.3. A typical list of demand

categories and projection variables is shown in Table 3.1

UTILIZING DEMAND .

D=EVICE CATEGORY SECTOR
Jelaiive
Effectiveness

PETROLEUM .
GAS
> e RURAL
COOQKING HOUSEHOLDS
wOOD
Fuel Conswmticn Basic Inergy lemand
30 z 10%% joules 5 = 0% joules

Figure 3.3 RES Demand Element - Rural Cooking.

-67=



Table 3.1

REPRESENTAT| VE DEMAND PROJECTION VAR{ABLES

SECTOR/CATEGORY

MEASURE OF
ACTIVITY

UTILIZING
DEVICE/ACTIVITY

OTHER VAR! ABLES

Industria!
iron and steel!

Petrochemicals

Cement
Other Large
Rural Small

Transportation
Passenger~Auto

Ship

Alr
Truck
Rallway
Pipellne

Agriculture

Sol ! Preparation
Irrigation

Urban Households
Cooking
Lighting
Misc, Electric

Rural Households
CookIng

Lighting

Commercial

Lighting &
Appliances

Alr Conditloning

CookIng

Municlpal Services

Lighting

Qutput (Tonnes)
Output (Tonnes)

Cutput (Tonnes)
Output (Tonnes)

Qutput (Tonnes)

Passenger-km

Vasseal-km
Passenger-km
Tonne—=km
Tonne-Passenger ~km
Thruput, Barrels/day

Tractor~km
Pump -hours

No., of Households
No. of Households

No. of Households;
applitance ownership

No. of Households

No. of Households

No. of Establishments
and/or Floorspace

No. of Establishments
and/or Floorspace &
Saturation

No. of Restaurants

Urban Population;

Blast Furnace (coke)
Process Heat
Feedstocks

Process Heat
Burners

Process Heat
Electric Drive

Al

Int. Comb. Engline

Diese’

ICE: Jet

Diesel, ICE

Diesel, Electric Drive
Pump; diesel, slectric

Int. Comb. Englne
Diese!l Pump
Electrlic Pump

Stoves; gas, oil, electric
Electric Lights

Motors, electric
devices

Stoves; kerosone &
non commercial

Electric & gas
lamps

Yapor Compression

Vapor Compression

Stoves; gas and electric

Lamps; florescent &

Capaclty Projections
Capacity Projections

Construction Projections
Industrial Valua Added

Rura! Populat!ion

Populatfon, disposable
income, Road km
Passenger vs Freight Travel

Capacity Projections

Number of Tractors
Agricultural Production
Number of Pumps

Disposable income
Disposable income

Rural Electrification

Value Added in Sector

Value Added in Sector
(Including Tourism)

Value Added in Sector
(Including Tourism)

Municipal Budgets

Saturation Incandescent
Other Urban Population; Pumps, etc. Municipal Budgets
Saturation
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Since in most countries there already exiscs a projection of electricity
demand and capacity mix prepared by the electric utility, the RES methodology
provdes an independent projection of electricity demand. Moreover, the sum-
mation of RES end use demands yields a measure of aggregate demand that can
be compared to that derived from projections of national economic growth and
a specification of income elasticity of energy demand. Such projections can
be used to adjust the sectoral RES demands.o

Technology Characterization: 1In order to complete the Reference Emergy

System the characteristics of each process element or technology must be
specified. This applies to the technologies used for final consumption (such
as air conditioners and stoves), the conversion éechnologies (such as for
electric generation and refineries), and for supply technologles (such as
coal cleaning). The following information should be provided for each tech-
nology:

e Primary Efficiency: the ratio of useful energy out of the process
to primary energy delivered to it (for example, electricity out to
fuel in for elactricity production). If significant amounts of an-
cillary energy of some other form 1is used it should also be speci-

fied. For end use technologles "relative effectiveness"” is used

rather than primary efficiency (see above).

° Costs: Capital and operating, expressed in constant dollars for a

given reference year.

Technology characteristics should be specified for each reference year
to reflect likely trends in device efficiency, heat rate, scale economies,
and so forth. The most complete data for current and future technologies, as
they apply in the member countries of the International Energy Agency (IEA),
has been developed in a joint project at BNL and the Kernforschungsanlage
Juilich in W. Germany6

The resource requirements derived in the analysis can then be compared

with projected estimates of resource production to arrive at import require-

5Obviously there will be problems of intersectoral consistency in such ad-
justments; much of the later discussion of input-output analysis (Chapter 6)
is driven by the need to achieve end-use demand corsistency.

6Documented in both German and U.S. reports: "EnergyTechnology Data Handbook,
Vol I; Conversion Techuologies" Kernforschungs Anlage Jiilich, JUL-SPEZ-70,
January 1980 and "Terhnology Review Report, IEA Energy Systems Analysis Pro-
ject, BNL 27074, Brookhaven National Laboratory, December 1979.
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ments or export potential. Other characteristics of the system such as
capital requirements, and sectoral cost of energy, and environmental impacts
can also be calculated on the basis of the complete Reference Energy System.

Option Analysis. Once the Reference Energy System 1s established for

the future years of interest, and the aggregate characteristics of the system
are determined, one 1is ready to perform impact analyses of future options.
In some cases this will 1involve a simple technology substitution, such as
substituting solar cookers for wood burning stoves. In other cases it may
involve a complex set of resource and technology substitutions, such as
increased natural gas production and use in electricity generation, domestic
cooking, and industry. In all cases the basic procedure is to:

l. Identify the process or sectors in which the new resource or tech-
nology will substitute,

2. Establish feasible rates of introduction of the resource/techn.logy
and levels of iIntroduction in the future reference years.

3. Produce a new system description, a Perturbed Energy System, for the
appropriate yeaars, and

4. Calculate the change in resource consumption, cost, and other objec-
tive functions identified above.
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3.2 ENERGY DEMAND AND FUEL MIX ANALYSIS

For the purpose of energy resource and technology assessment 1t 1is
necessary to develop projections of energy demands in a detailed, or disag-
gregated, manner. This approach is required in order to evaluate technolo-
gies that may apply to very specific end uses. To evaluate the use of solar
energy for water heating, for example, the projected growth of this end-use
must be exhibited in the reference system

It is recognized that projections made in this disaggregated manner may
well underestimate the total energy demand in the future because of unantici-
pated new uses of energy. Since the technologies employed for such uses
obviously cannot be defined, it 1is not, in general, necessary to reflect
these uses in the reference systems. However, such demands are frequently
more likely to involve electrical energy than other energy forms; to reflect
this impact on the supply systems, several undefined electrical demands can
be included in the residential and commercial miscellaneous electric cate-
gories (by postulating phantom appliances and demands), and in the demand
category for industrial miscellaneous process heat.

The projections of energy demands and the fuel mix for the reference
years can be developed on worksheets of the form shown in Table 3.2

1. Fuel Demand, Ds = The quantity of a fuel, 1, actually consumed in a

speclfic demand category, such as space heating, automotive trans-—
port, or aluminum production.

2. Total Fuel Demand, D = the total fuel required to satisfy the re-
quirements of a specific demand category. Electricity is considered
as a furt in this sense and D = Dy

3. Relative Effectiveness, e; = the relative effectiveness with which
fuel, 1. is used in a demand category. This parameter depends on
the utilization technology employed.

4. Basic Energy Demand, E = the amount of energy that would be required
in a specific demand category, assuming a relative effectiveness, ey

of 100% for each fuel employed. Thus, for a given demand category
where quantities of fuels, Dy, are consumed with actual Relative

Effectiveness, ey, E = z:eiDi.
i

5. Degree of Saturation, § = the fraction of the potential demand for a
particular energy use actually belng fulfilled at a given time. For
example, 1f 95% of all households have refrigerators, and poten-—

tially all aouses can have one refrigerator, S = 0.95,
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Table 3.2
SAMPLE WORKSHEET

Sector: Residential
End Use: Urban Cooking

1977 1990 2000
Fuel fi ej Dy fy ey Dy fi ej D
LPG 0.60 { 0.6 | 2.2 0.80 | 0.6 | 6.1 0.87 | 0.6 | 10.3
Charcoal 0.38 | 0.3 | 2.8 0.18 | 0.3 | 2.8 0.12 { 0.3 | 2.8
Wood 0.02 { 0.2.] 0.2 0.00 {0.2{ 0.2 [lo.0o1]o0.2] 0.2
Total Fuel 5.2 ‘ 9.1 13.3
Demand (1015]) | |
Basis | |
(103 Hshlds)  354.4 737 1,148
Saturation 1.0 l 1.0 l 1.0
Unit Basic I '
Demand: (1093) 6.2 | 6.2 | 6.2

Notes:

The 1977 fuel consumption estimates are based on an unpublished survey
of household expenditures (Banco Central de 1la Republica Dominicana,
Encuesta de Ingresos y Gastos de las Familias, Mayo 1976 - April
1977) and prices provided by the Banco Central. LPG price was
adjusted upward to ensure that household consumption did not exceed
total sales. Electric cooking, which could not be separated out from
other electricity use, is incorporated in electric appliances.

Projections assume constant Unit Basic Demand and constant wood and
charcoal consumption in urban areas to the year 2000,
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6. Saturated Basic Energy Demand = the Basic Energy Demand that would
exist in a category if there was 100% saturation, = E/S.

7. Unit Basic Energy Demand, E, = the Basic Energy Demand per unit,
e.g., per household, per 1b of steel produced, etc.

8. Fuel Fraction, f;, = fraction of the Saturated Basic Energy Demand
that is satisfied by using the i'th fuel.

£ =2 and S, =5 . (3.2)
E/S -

The Basic Energy Demand derived in this manner is independent of the
fuels employed to satisfy the demand and is projected into the future on the
basis outlined above, including any increased saturation that may be postu-
lated. In categories where a unit basic demand is defined, 1t may be used as
the basis for the projection and, in most cases, is held constant over all
reference years. By specifying the Fuel Fractions, fi, and Relative
Effectiveness, ey, the Fuel Demands, Dy are derived from the basic energy

demands for each future reference year.
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3.3 MATRIX ALGEBRAIC FORMULATION: APPLICATION TO THE DOMINICAN REPUBLIC

There are a number of computational approaches to the mathematical gen~
eration of RES's, especially with the advent of sophisticated computer graph-
ics capabilities and automated graphical displays of both the entire RES net-
work or individual trajectories. Soon after development of the RES concept
at Brookhaven 1in the early 1970's, the Energy Systems Network Simulator
(ESNS) was developed, an approach based on network traveréal algorithms. A
speclal version of ESNS, designed for developing countries, was developed by
R. Malone and A. Reisman in 1978,7 but this algorithm also suffered from the
problem that afflicts so many computer programs: it requires the enourmous
computational and storage capability of a CDC 7600, hardware that is not
likely to be encountered in many developing countries. A project at the
Institute for Energy Research at the State University of New York, under the
sponsorship of the Al Diriyyah Institute of Geneva, Switzerland, has devel-
oped an RES model that features iIinteractive capability, and display on graph-
ics terminals designed specifically for implementation on mini-computers (and
has been implemented in the Dominican Republic). More recently, a new model
based on matrix algebra, and that can be implemented on almost any computer
including the new generation of micro-computers, has now become the standard
tool for computerized RES analysis?

The basic idea behind the matrix algebraic formuation is almost trivial:
the Reference Energy System 1s sliced vertically in the manner indicated on
Figure 3.4. Each 1link in such a slice can be treated as an element of a
vector. Individual vectors are linked horizontally, (i.e. from one slice to
another), by matrices, whose elements represent the allocations and effi-
clencies that characterise the links between the nodes of an RES. The Matrix
approach to RES construction is best 1llustrated by example. Figure 3.5
shows a simple RES for the Dominican Republic, constructed in the traditional

manner as part of a recent energy assessment for that country.9 Notice that

7R. Malone and A. Reisman "Less Developed Countries Energy System Network

Simulator LDC ESNS", BNL 50836, Brookhaven National Laboratory, April 1978.
P. Meler and L. Feinerman "Energy Information for Developing Countries: A
Matrix Algaebraic Model for Tunisia,” XXVth International Meeting of the
Institute for Management Science, Lausanne, Switzerland, 1982.

9Ene:gy Development International et al., "Energy Strategies for the Domini-
can Republic Repert of the National Energy Assessment,” September 1980.
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the right hand side of the RES 1is total fuel consumption by major sector;
nothing appears here in terms of energy end uses (e.g., differentiating in
urban households by the major uses -- cooking, appliances, lighting, personal
transportation) - which is not an uncommon situation when an RES is first
constructed at the inception of national energy planning efforts, at a time
when there is likely no, or only very scanty data on end use.

Let us begin, then by replicating the RES network of Figure 3.5 by a
series of matrix equations, moving from right to left. From the extreme right

of Figure 3.5 follows the Sectoral Energy Consumption Vector, e,

Mining 974
Govt. Services 122
Commercial 401
Industry 7343
Non-Energy 450

Urban Households 3040
Rural Households 3880
Transportation 4120

— -

Which represents total fuel use in each sectur, expressed as thousand tons of
0il equivalent (k to e).

The next vector is the Fueld Consumption Vector, V, defined as:

Mining Central Electricity 0
Self Generated El. 380
0il Products 594
Govt. Central Electricity 31
011 Products 91.4
Commerce Central Electricity 214
Self Gener. Electricity 18
0il Products 169
Industry Coal 0
0il Products 2070
Central Electric 363
Self Gener. Electricity 130
Bagasse + Ag. Wastes 4600
Wood 175
Feedstocks 450
Urban Households, 0il Products 433
Central Electricity 361
Charcoal 2230
Firewood 14
Rural Households, 0il Products 169
Charcoal 507
Wood 3190
Transportation 4120
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hence

\Y F e
(23x1) (23x8) (Bxl)

where F is the (23x8) matrix

0
.609
391
«254
746
.533
421
046
0
.281
.049
017
627
.023
1.0
142
.118
.730
.010
.043
.130
.827

1.0

In practice, the vector V will be the starting point of the analysis,
since these are the data that are most readily available -- say from the
electricity company, the petroleum corporation, and so on. The sectoral

consumption vector e would in practice be calculated from V by the equation

e = G v
(8x1) (8x23) (23x1)

where G 1s an aggregation matrix corresponding to the disaggregation matrix F

(and defined by transposing F and setting all nonzero elements of F equal to

unity).
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Central Electricity 1350
Wood 3370
Charcoal 2735
Bagasse 4600
Coal 0
011l Products 9960
Solar 0

The Intermediate Energy Form Vector, I, follows from Figure 3.7

'his computes from the fuel use vector by two transformations

I = Q I
(7x1) (7x7) (7x1)
I' = A \)
(7x1) (7x23) (23x1)

there ¢ 1s a diagonal matrix that captures losses in electric transmission and

.istribution, namely

E.37O
1
1 0
0 1
1
1
1
nd A 1Is the Aggregation matrix that assigns each element in the fuel use
‘ector V to an intermediate energy form:
1 001 01 0 0 0 01 0O0O0OO0ODTO0OI1 00O0OMWONDNUOODO
0 0 0000 0 O0O0OO0OOOTOT11 0O0O0O0O0OTI1 0010
6 0 0o0 OO0 OO0OOOOTOOOOOTI1 0O0 » 00O
6 0o 0000 OO OOOOT11 O0O0OO0OOTUO0OTODUOTG OTWO
0 0o 0o 00O OO OOOOOOOOOOOO OOOTO0OTQWO
61 1010110101001 T1TC0D590T0°00°1
.25 .2 .2
6 0 0 00 00O 0OOO0OOOOTOOOOOT ODOTOTDWO
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This matrix also takes into account the efficiency of selfgeneration, as
indicated by the entries in the sixth row of A.
The next vector, I*, takes into account the electric sector generation

aix, and 1s defined by:

Hydroelectric 1 132
Hydroelectric 2 32
011 1 187
011 2 962
0il 3 38.7
Wood 3370
Charcoal 2737
Bagasse 4600
Coal 0
0il Products 9960
Solar 0
L —

which computes from the I vector as
I* = E I
(11xl) (11x7) (7x1)

where E is the matrix

ﬂ5.097
0.023
0.138 0
0.713
0.029

1

— p—

which defines the generation mix in the electric sector. The resource

consumption vector, r, is then defined as

Hydro 1 440
Hydro 2 64
011 1 984
0il 2 3435
0il 3 155
Wood 3370
Wood to Charcoal 4570
Bagasse 5000
Coal 0
011 Products 9960
Solar 0
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which computes from I* as

r = A
(11x1)

where the matrix A captures the efficiency of electric generation and of

charcoal production, i.e.

1
3
1
w5
1
19
L
«20
0

The next transformation aggregates the electric generation categoriles to their

I1*

(7x11) (11x1)

—

1
.25

|~

1

respective fuels, resulting in the energy supply vector

—
Hydro

Wood

Bagasse

Coal

01l Products
Solar

which computes from r as

S = B :
(6x1) (6x11)

where B is the matrix

CcCooo o]
o000 O
o~oo oo
O~ 00 0O
O~OO 0O
cooco o

l

(11x1)

QO OO —=0O
O OO OO0

QOO OO0

O OO0 OO0

504
7940
5000

0
14970
0
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Finally, the Energy resource vector, a, is given by

Hydropower
Wood
Bagasse
Coal

Imported Crude
Solar

Imported Petroleum Products

552
7940
5000

0
5330
9440

0

where a 1s defined by the transformations

a

(7x1)

= ™ Z
(7x7) (7x6)

S
(6x1)

where n is the matrix that accounts for refinery losses, i.e

1

1

1
.97
1

and where Z allocates final energy resources to the final resource consumption

vector as

The entire series

equation

a

.356
L] 643
1

TZBAEQATFe

L

Elec

_Electr
L_Electric

—Aggregatio
—Aggregation

- Refinery Losse

of matrix calculations can be collapsed into the single

(3.3)

[_Energy Consumption
Fuel Mix

Aggregation (+ Efficiency of Self Generation)

tric Sector Transmission + Distribution Losses

ic Sector Generation Mix
Sector Efficiency, Charcoal Production

Efficilency

n

S
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3.4 MATRIX NOTATION FOR FUEL MIX TABLES; RESIDENTIAL DEMAND IN THE DOMINICAN
REPUBLIC

To the extent that information is available from consumption surveys, the
matrix approach can also be used to replace the fuel mix tables introduced in
Section 3.2, thus allowing energy end use information to be linked directly to
the supply-side matrix model of the previous section.

Consider, as an example, the residential sector of the Dominican
Republic, for which urban survey data is summarized on Tables 3.3 to 3.6.
This information can be expressed in the form of a network, as indicated on
Figure 3.6. As before, e denotes the efficiency of utilization of the end use
device, f denotes the fraction of each basic ened use met by a particular
fuel, s denotes the saturation level (how many households have a certain
device), and denotes the corresponding basic energy demand.

We next express this network in matrix terms, beginning with total

households, hy, and disaggregating by degree of urbanization. Hence

o= Urban Households 479,000
U Rural Households 494,000
is given by the matrix equation

hU = U ht
(2x1) (2x1) (1x1)

.508
-2

We next introduce a 10x!. vector d of basic energy demands

where

rZir Conditioning, Urban

Lighting, Urban

Cooking, Poor, Large Urban Areas
Cooking, Poor, Small Urban Areas
Cooking, Non-Poor, Large Urban Areas
Coolkking, Non-Poor, Small Urban Areas
Water Heat, Urban

Lighting, Rural

Cooking, Rural

Misc. Appl., Rural

— ]

given by the matrix equation

d = A D hy
(10xl)  (10x10) (10x2) (2x1)
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Figure 3.6. Network Representation of Residential Sector Demand
for the Dominican Republic
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Table 3.3

Urban Households, Summary of Energy Use 1978

(kboe)
Kero—- Elec- Char- Fire-
LPG sene tricity coal wood Total
Cooking, Total 390.9 2233.2 14,
Urban-Non Poor 279.7 0 o+ 784,1 -
Urban-Poor 111.2 1449,1 14,
Water Heating 5.6 - 79.4 NA NA
Air Conditioning - - 45,9 - -
Lighting
Appliances
Total o+ 36.6 236.1 - -
Total 396.5 36.6 361.4 2233.3 14, 3041.7
Table 3.4
Household Energy Use 1978
(in kboe)
Urban Rural Total
Households Households Households
LPG 396.5 0 396.5
Kerosene 36.6 78.6 115.2
Electricity 361l.4 14.7 376.1
Charcoal 2233, 507. 2740,
Firewood 14, 3186. 3200,
Total Energy 3041.5 3786.3 6827.8
Table 3.5
1978 Energy Use in Water Heating
(kboe)
Saturation Total Energy Use
Electric
(205 kWh/mo) 0.11 79.4
LPG
(70 gals/yr) 0.0l 5.6
Solar 0+ N/A
Charcoal (for
clothes washing) Large N/A
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Table 3.6
Fuel Use in Rural Households

(kboe)
Sector Wood Charcoal Kerosene Electricity
Cooking 3186 507 -~ -—
Lighting - - 78.6 13.1
Misc. Appliances - - - 1.6
Table 3.7

Energy Consumption for Cooking, Urban Households, 1978

(From the Survey of Households taken as

Part of the Dominican Republic Assessment)

No. of Char- Fire—~
House- Satura- LPB coal wood
holds tion (kboe)  (kboe) (kboe)
URBAN POOR, LARGE URBAN AREAS 143,783
LPG only 0.200 48.3 - -
Charcoal only 0.441 - 507.1
LPG & Charcoal 0.332 71.6 246.7
Firewood 0.027 - - 3.4
URBAN POOR, SMALL URBAN AREAS 95,855
LPG only 0.020 3.2 -
Charcoal only 0.787 - 657.9
LPG & Charcoal 0.071 10.2 35.4
Firewood 0.122 - - 10.3
URBAN, NON-POOR, LARGE
URBAN AREAS 143,783
LPC only 0.601 144.9 -
LPG & Charcoal 0.40! 86.3 299.1
URBAN, NON-POOR, SMALL
URBAN AREAS 95,855
LPG only 0.201 32,2 -
Charcoal only 0.301 - 235.8
LPG & Charcoal 0.50! 71.9 249,2
TOTAL URBAN HOUSEHOLDS 479,276 468.6 13.7

2,233.2

lEstimates
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where A 1s a diagonal matrix of basic energy demands (whose elements have

dimensions of boe, barrels of 0il equivalent) viz

[1.71
0.497
1.01
1.01
1.01
1.01
1.453
0.147
1.275
0.018

—

and D is a dissagregation matrix that assigns basic energy demand categories

to the household categories, 1i.e.,

0.021 O
1 0
0.3 0
0.2 0
0.3 0

D =1]0.2 0
0.12 0
0 1
0 1
0 0.18

and whose elements represent the saturation level. Thus the entry 0.021 in

row 1 indicates that 0.021 of urban households have air conditioning. In the
case of cooking in urban households, we multiply the saturation level (S =
1.0) by the fraction of households that fall into each subcategory (poor in
large urban areas, etc.).

There are many problems associated with the calculation of basic energy

demand, which is defined for each category of household by the relationship

b = c E
Basic Fuel [Efficiency]
Energy Consumption
Demand from Survey (3.4)
No. of [Saturation]
Households

For example, for rural lighting we obtain from the survey data (Table 3.6) for
kerosene-lighted households

78600 * 0.15
494000 * 0.82

0.0291 = (boe)
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and for electricity lighted households

0.147 = 13100 1.0 (boe)

494000 * 0.18

which suggests that if the standard values, used here, are correct (i.e., on a
btu basis, electricity is four times as efficient as kerosene), then house-
holds with access to electricity for lighting have a basic demand for elec-

tricity® that is about five times higher than that of households® illuminated

with kerosene. One explanation, perhaps, 1is that the survey data is wrong:
but 2 properly designed survey ought not to be in error by a factor of three.
If both types of household had in fact the same basic energy demand for
lighting, then one 1s led to the following equation for calculation of the
efficiency of kerosene lighting:

o = 0.147 x 494000 x 0.82
78600

= 0.75

yielding a value of e that is somewhat unlikely.

In order to maintain accounting accuracy, the expedient adopted here is
to use as basic energy demand the largest of the set of values calculated for
each sector: thus for rural lighting we use the figure based on electricity
(L.e., 0.147 boe/HH/yr). At the same time, we make an adjustment for the

other fuels that we call the supressed demand adjustment (denoted on F!zure

3.6 by 0); thus as more and more households become electrified, the lighting
demand in such homes will be consistent with other electrified homes, rather
than with their previous level of lighting.

The only instance where this procedure still leaves unanswered questions
is for firewood use in urban cooking, for which the suprresed demand adjust—
ment computes to ¢ = 0.12. Even though it i1s true that firewood users would
fall into the lowest income group even among the poor, it seems unlikely that
such families would have but 127 of the cooking demand of the other fuel use
groups. Since firewood users constituted only 3%Z of the total sample (about
20 of 600 surveyed households), sample error may be significant. Moreover, of
all the fuel categories, precise measurement of wood quantities are the most
imprecise, especially in view of the fact that as a non-commercial fuel,
cross~checks of sample survey data with sales information is of course not

possible.
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In the case of urban cooking, if one makes the usual assumptions on
efficiency (0.15 for charcoal braziers, 0.6 for LPG stoves) then the basic
energy demands compute as follows

LPG only 1.02

Charcoal only 1.23

LPG + Charcoal 1.37
The value for LPG only users 1s consistent with that of other studies. How-
ever, we see no reason why charcoal-only users should have higher basic energy
demand; indeed, the evidence, from the survey, on family income, suggests the
contrary. Consequently the reasonable thing to do here is to use 1.02 for all
categories, and to adjust the efficiency of the charcoal brazier; applying

eq. (3.4), to the urban poor in large towns, for example, one obtains

_ 1.02 x 497,000 x 0.3 x 0.441
507100

0.132

The data for urban cooking 1s further complicated by the fact that some
families use both LPG and charcoal; it is likely that such families have less
efficient, table top LPG burners (as opposed to regular stoves with ovens in
the all-LPG households). To calculate the efficiency of such stoves, we again

apply Eq. (3.4) to the data for the urban poor in large tcwns, i.e.,

| o 246.7 x 0.132  71.6 x eppg
143.7 x 0.332  143.7 x 0.332

[charcoal] [LPG]

which solves to eppps = 0.218. This equatioan can also be used to establish
the frac:ion of the total basic cooking energy demand is met by each fuel (a

number required below); for example, the fraction met by LPG is

71.6 x 0.218

_ 143.7 x 0.332
LPG ~ 1.01

= 0.323

This discussion serves to highlight one of the difficulties associated
with the use of basic energy demands in fuel mix tables (or the matrix and
network equivalents): contrary to appearances, such basic energy demands are
not constants, but are functions of consumer income level, and the degree of

access to certailn technologies.
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The next vector captures the end use devices, y

[Electric Air Conditioners

Electric Lighting

Kerosene Lighting

LPG, Cooking, Poor, Large Towns
Charcoal, Cooking, Poor, Large Towns
LPG + Ch, Cooking, Poor, Large Towns
Firewood, Cooking, Poor, Large Towns
LPG, Cooking, Poor, Small Towns
Charcoal, Cooking, Poor, Small Towns
LPG + Ch, Cooking, Poor, Small Towns
Firewood, Cooking, Poor, SMall Towns
LPG, Cooking, Non-Poor, Large Towns
LPG + Ch, Cooking, Ncn—-Poor, Large Towns
LPG, Cooking, MNon-Poor, Small Towns
Charcoal, Cookiug, Non—-Poor, Small Towns
LPG + Ch, Cooking, Non—-Poor, Small Towns
LPG, Water Heat, Urban

Electric, Water Heat, Urban

Kerosene, Rural Lighting

Electric, Rural Lighting

Charcoal, Rural Cooking

Wood, Rural Cooking

Electric, Misc. App.

. -

which is given by the matrix equation

y = S F d
(23x1) (23x23) (23x10) (10x1)

where S is a diagounal matrix of demand adjustment values
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and where F is a matrix of end use device allocation fractions, whose non-zero

entries correspond to the "f" values of Figure 3.6;

1.0
0.955
0.045
0.2
0.432
0.332
0.027
0.02
0.837
0.071
0.122
0.6
0.4
0.2
0.3
0.5
0.083
0.916
0.82
0.18
0.24
0.76
1.0
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Note that the column sums equal unity:

the f values therefore describe the

fraction of each end use that is met by the corresponding end use device. The

fact that some urban households use two fuels (and hence two devices) for

cooking introduces certain complications.

From the urban energy survey,

however, we know what fraction is met by each device. Therefore the end use

device fuel consumption vector h 1s given by the 27xl vector.

[Electric Air Conditioners

Electric Lighting

Kerosene Lighting

LPG, Cooking, Poor, Large Towns

Charcoal, Cooking, Poor, Large Towns

LPG in homes of LPG + CH, Cooking, Poor,
Large Towns

CH in homes of LPG + CH, Cooking, Poor,
Large Towns

Firewood, Cooking, Poor, Large Towns

LPG, Cooking, Poor, Small Towns

Charcoal, Cooking, Poor, Small Towns

LPG in homes of LPG + CH, Cooking, Poor,
Small Towns

CH in homes of LPG + CH, Cooking, Poort,
Small Towns

Firewood, Cookii,, Poor, SMall Towns

LPG ,Cooking, Non-Poor, Large Towns

LPFG in homes of LPG + CH, Cooking,
Non-Poor, Large Towns

CH in homes of LPG + CH, Cooking,
Non-Poor, Large Towns

LPG, Cooking, Non-Poor, Small Towns

Charcoal, Cooking, Non-Poor, Small Towns

LPG in homes of LPG + CH, Cooking,
Non-Poor, Small Towns

CH in homes of LPG + Cooking, Non-Poor,
Small Towms

LPG, Water Heat, Urban

Electric, Water Heat, Urban

Kerosene, Rural Lighting

Electric, Rural Lighting

Charcoal, Rural Cooking

Wood, Rural Cooking

Electric, Misc. App.

which 1s obtained by the matrix equation

h = T A y
(27x1) (27x27) (27x23) (23x1)

where 71 is a diagonal matrix of end use device efficiencies
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1.0
1'0
0.15
0.6
0.132
0.218
0.132
0.15
0.132 0
0.218
0.132
0.15
0.6
0.218
™l = 0.132 ]
0 0132
.0
0.15
1.0
0.3
0.15
1-0
L -

and A is the matrix used to adjust for dual appliance use in urban cooking,

i.e.,

~03=



0.323
0.677

Finally, total fuel consumption is given

rﬁlectricity
LPG
Kerosene
Charcoal
Firewood

defined by the matrix

f = W
(5x1)

0.323
0.677

0.23
0.617

0.323
0.677

by

equation

h

(5x27) (27x1)

and where W 1s the aggregation matrix:

oo ool
cCOoOC oM
cor~oo
cooro
o~ ooo
coo+o
o~ ooo
—~cooo
cooro
o~ooo
cooro
o—~ocoo
—oo00O0
coo+o
coor~o
o~ ooo
coo+o

The entire series of

expression:

matrix equations can
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the (5x1) vector

000010100 1]
0101000000
0000010000
1010000100
0000000010

again be collapsed into the single



f=WmTASFADUR,

[_[_Total Households

Urbanization
Basic Energy Demand Assignments

Basic Energy Demands
I Device Allocations
L Demand Ad justment Equation
L_Dual Appliance Use Ad justment
— End Use Device Efficiencies
- Aggregation Matrix

The use of this system for forecasting future energy demands is illustrated in

exercise E7.
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EXERCISES, CHAPTER 3

E6. TRAJECTORY ANALYSIS

(a)

(b)

(e)

The 1972 RES for India (Figure 3.2) depicts all refined petroleum
products as a single commodity. Redraw the RES o0il trajectory making
the distinction between heavy oil (used in the electric sector),
middle distillate used for industrial process heat, diesel oil for
trucks and irrigation pumping, kerosene for domestic use, jet fuel,
gasoline, etc.

Suppose 10% of the irrigation pumps were replaced by solar systems.
What is the impact on imports of refined products?

If the refined imports are 100 units of middle distillate and 37.1 of
kerosene, what 1s the fractional yield of the refinery (e.g. bbls of
jet/bbl of crude). Does this look like a realistic refinery product
mix 1f there 1is only atmospheric distillation? Assume that the
energy input to refinery (0.94 efficiency) is met from middle
distillate oil.

E7. MATRIX REPRESENTATION OF THE RESIDENTIAL DEMAND IN THE DOMINICAN REPUBLIC

(a)

(b)

Using the network of Figure 3.6 as a reference point, derive a
series of matrix equations for the rural sector.

Mike a projection of rural fuel consumption for the year 2000,
assuming a growth to 798,000 households. Assume that by 2000, (i)
kerosene assumes only a 207% share for lighting; (ii) per household
appliance use of electricity increases 4 fold; (iil) that the average

efficiency of wood stoves for cooking increases to 20%.
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4.1 ELASTICITY CONCEPTS

Fundamentals:* A supply curve depcits the relationship between the

supply of a commodity, such as energy, and 1ts price (Figure 4.1), and is
generally upward sloping to reflect the circumstance that new sources of
supply will be mcre costly than those already In existence: dincreasing the
supply of coal, for example, mean opening new mines, which will in general be
deeper, and exploit narrower scams than those already in production. Deeper
and thinner seams means higher prices will be necessary to justify exploita-
tion of that resource. Supply curves can shift upward, and downward (Figure
4.2): an vpward shift might be the result of mine safety regulations, that
decreases productivity per man—-hour. A downward shift would result from some
new technology that increases productivity.

Demand curves represent the relationship between the demand (consump-
tion) of a particular commodity, and its price; it 1s downward sloping to
reflect the circumstance that, all other things equal, lower prices will
increasc demand (and higher prices will tend to lower the demand). Demand
curves are also subject to displacement; (Figure 4.3); as an economy grows,
demand for a commodity at a given price will increase.

Why should demand curves be downward sloping? The traditional explana-
tion espoused by economists rests on the concept of diminishing marginal
utility. Consider the situation of a rural household newly connected to a
rural electrification project. The satisfaction derived from the first unit
of electricity purchased will be very high; if only a limited amount 1is
available, it will be applied to the use that the consumer values the most--
perhaps a TV. The secund + subsequent kWh's will be applied to uses less and
less valuable; the price that the consumer is willing to pay for the first
unit is higher than the price he i{s willing to pav for the n-th unit. An
industrial enterprise is no different: for the first units of electricty,
used for purposes for whicl: there 1s no substitute, the industrialist is
willing to pay more than for the last n units, for which substitutes may be

readily applied (such as for process heat).1

*This section may be omitted by economists and others familiar with the basic
concepts.

1Although as noted in Samuelson's well known text "Economics: An Introduc-
tory Analysis,” there are some exceptions, such as the demand for diamonds,
which are purchased not for their intrinsic quantities, but for their snob
appeal; 1if their price were suddenly cut, demand may well fall.
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Figur 4.2. Supply Curve Shifts
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Figure 4.3. Demand Curve Shifts

The point of intersection of the supply curve and the demand curve is
the point of equilibrium: the corresponding price is known as the market
clearing price, that is, the price for which supply will exactly equal
demand. As can be seen from Figures 4.2 and 4.3, shifts in supply and demand
curves will result in shifts in market clearing price.

An important concept 1is that of "surplus.” Consider Figure 4.4, in
which the market clearing price is Pp. However, there is a consumer at A,
whe would ve willing to pay Py, but actually experiences only the cost
Pg- And the consumer at B, willing to pay Pg, similarly only pays Pg.
This gap, integrated over all consumers to the left of consumer C, who 1s the
marginal consumer, 1s the crosshatched area ZYC, and is referred to as the

consumer surplus. Similarly, there is a producer at W, willing to sell for

Py, but who actually receives Pos the total area YCX is referred to as

the Producer's surplus.
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Figure 4.4. Consumer + Producer's Surplus

Elasticity. Elasticity is a numerical measure of the response of supply
and demand to price. The so-called elasticity of demand, for example,
measures the reliative change in quantity demanded per unit of change in

price. Mathematically, we define elasticity as:

dQ

e-_2 -9 F (4.1)
@ dp Q
P

The demand for a commodity is characterized as “elastic,” 1f € > 1, which
means that a given relative change in price induces a much greater change in
quantity; 1if a one percent change In price results in a two percent change in
demand, demand would be described as "elastic."” Conversely, if a one percent
change 1in price produces only a onre-half percent change in quantity, demand
would be described an inelastic, which we would in general use to describe

situations for which €< 1 (see Figure 4.5).

~-102-



P
o L \
< Inelastic Demand, €< 1
Po
Q Qo Q
P
;1 Elastic Demand, & > 1
D
Q1 Qo Q

Figure 4.5. Basic Elasticity Concepts

It follows immediately from Eq. (4.1) that the numerical value of the
elasticity depends not just on the slope of the demand curve, but also on the
values of P and Q abour which the unit changes are made. As 1llustrated on
Figure 4.6, if the demand curve is linear, elasticity may vary from less than

unity to greater than unity as we move along the demand curve.
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It sould be noted that many demand functions encountered in energy anal-
ysis are \iaelastic in the short-run, but elastic in the long-run. Energy
demand changed very 1little in response to the 1973-74 oil embargo and the
steep price increases that followed; in the short-run, energy demand tends to
be relatively inelastic, as there are limits to what conservation can accom~
-plish without changes to the capital stock. Over the long-run, however, as
consumers replaced old cars and appliances by new, energy efficient models,
demand proves to be quite elastic; the current world oil glut at the time of
writing (early 1981) 1s in large large measure a result of oil conservation
measures initiated over the past decade (although the recession in the wes-
tern industrialized ccuntries has of course also contributed to the decrease

in demand).

The Tmpact of Taxes and Subsidies

Consider the situation of Figure 4.8, with initial equilibrium at (Pg,
Qo)+ Now suppose a tax of t per unit is imposed, which shifts the supply
curve from Sp to S5' = S5 + t. The new equilibrium is at (P*%, Q*),
Notice that the increase in price to the consumer, P* - Pop 1s less than t;
the consumer bears only part of the burden. The other part is suffered by
the domestic producer, who now receives only the price Pg, corresponding to
the decrease in output. For the slopes of demand and supply curves shown,
consumers and producers share the incidence about equally. Consumers surplus
decreases by the area ADBFG, producers surplus decreases by FBDCE, which is
greater than the revenue to the Government, ABCEFG, corresponding to (P* -
Pg)Q* = tQ*. This resulting distribution of tax burden is a function of
the elasticity of demand (and supply). We leave to exkrcise E8 +he analysis
of the incidence of the tax burden in the case of highly elastic demand.

Consider next the situation where there are no domestic producers of an
energy form—-say, gas oil--the demand for which is met entirely by imports.
The supply curve for such a good can be regarded as essentially flat (Figure
4.9). Initially, Qp units of gasoil are imported at the border price
Pg. The foregin exchange cost 1s F = QPo- A tax of t per unit
results in a new price to the consumer of P* (which is simply the border
price plus the tax. (P* = Py + t). The market clears at Q*, resulting in

a foreign exchange saving of Pp * (Qp - Q*). Government revenue
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increases by Q* * (r* - Pg). In contrast to the previous situation, the
entire cost of tax 1is borne by consumers.

Many developing countries provide externsive subsidies on certain energy
products——kerosene and fuels used in the agricultural sector frequently enjoy
large subsidies. In the case where the subsidized product is completely
imported (Figure 4.10), the effect of a subsidy, say a, is to increase
foreign exchange cost. In the absence of a subsidy, the market clears at
Qo» Pg» with a foreign exchange cost of PyQq. At the subsidy level
a4, the new price to the consumer is P* = Py - a, which results in higher
imports to the level Q*. Foreign exchange costs increase by Pp(Q* - 0p),
whilst the cost to the government treasury is aQ* (and is given by the area
ABFE). Consumer surplus, however, increases only by the area FDBCE; the cost

to government 1s greater than the increase 1in consumer surplus.

Disturbances to Market Equilibrium

Consider a situation for which supply and demand are in equilibirium, at
(P1Q1). As a result of problems with foreign exchnage, insufficient crude
can be imported to meet domestic requirements; supply falls to Q*. Now 1if
the official price remains at P;, note that there exist more buyasrs at this
price (namely Q) than is available. The available supplies must of course
pe allocated in some way; if the price is left uncontrolled, it will rise to
P*, as there will be exactly Q* buyers who are willing to pay P* (or more).
If the price remains controlled, at P;, then the government must impose some
rarioning scheme to allocate supplies. But if the rationing does not allo-
cate the supply to only those users who are willing t¢ pay P*, a black market
is inevitable. The individual at point X would in fact be wiiling to pay
more for oil than even the market clearing price P*; while the individual at
Y, who might be a legal recipient, could net a handsome profit by offering to
sell his allocation (received at price P;) to X for a price anywhere between
Py and Py; 1if the black market price 1is between Py and P;, then Y would
loose by selling, since the value of o0il to Y is exactly Py. The black
market price will depend on two main factors: the size of the shortfall, and
the degree to which the official rationing scheme provides petroieum products

to those who value them the highest.
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Price regulation 1s another intervention that ultimately creates diffi-
culties. Considere Figure 4.12, with initial market equilibrium at Po,
Qo+ Suppose that the government sets the price at P#*: this results in
consumers capturing part of the producers' surplus (the shaded area on Figure
4.12). However, at the regulated price, demand is Qp; consumers demand
more than the producers are willing to supply (Qg - Q* 1is sometimes
referred to as excess demand). The United States experience of regulating
natural gas prices confirms this: by the mid-1970's, the ceilings imposed by
the Federal Power commissior on interstate gas supplies resulted in long
walting lists of customers, increased incidence of supply interruptions where
contracts permitted, and, in severe winters, very severe demand curtailments
to industrial and commercial customers as priority was given to residential

requirements for heating.

Subsidies and Import Fees

Consider the situation on Figure 4.13, in which domestic producers of an
energy good (supply curve Sq) compete with imports (imported at the border
price PO). Initially the market clears at Pp, Qp, the point at which
the import supply schedule intersects the domestic demand schedule D. At
this intiial equilibrium, domestic producers produce Qp units (because up
to this production level the domestic supply curve lies below Pgp), while
imports capture the remaining share of the domestic market, 1i.e., W -
Cp-

Now suppose a teriff is levied on the impurted energy product, in the
amount f. This raises the effective supply curve for imports from 1 to
Si. Now the wmarket clears at Q*, P*, the intersection of the new import
price with the demand curve. Domestic production increases from QD to QS,
whilst imports decline to Q* - q;. As can be seen from an inspection of
Figure 4.13, not only does the absolute amount of imports decrease (with a
concomitant decrease in foreign exchange requirement), but the share of the
domestic market captured by imports declines (from about 50% to 30%, for the
situation sketched in Figure 4.12). At the same time, government revenue
increases by f (QS - Q*).

Consumer surplus decreases from ACG to ABH, the hatched area of Figure
4.13. This 1s offset by an increase in producer surplus (from CDJ to BLJ),

and the increase in government revenue (the rectangle IHFE). The difference
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is the sum of the areas IED and HFG (the crosshatched area of Figure 4.13)
which represents a net loss in welfare, which may or may not be offset by the
foreign exchange gain.

Now consider a similar situation (Figure 4.14) for a non-energy industry
(say for machinery, for which an import substitution strategy wishes to be
persued). The initial domestic supply cruve 1is S,, whilst imports enter at
the world price Py. The domestic market clears at (P, Qp): in
analogy to the previous example, domestic industry supplies Q4, Imports
capture the remaining share of the domestic market Qy = Qp. Now suppose
that the cost of industrial fuel o1l 1is subsidized, resulting in a downward
diesplacement of the domestic supply curve. The market still clears at the
same point, but now the share of the domestic market held by domestic
suppliers increases, from QD to QS whilst imports decline to QD - QB (with a
concomitant decrease in foreign exchange). Finally domestic producer surplus
increases from ACB to ADE. These gains are offset, however, by the cost of
the subsidy to the government treasury that amounts to aQS.

It is important to recognize 1in this context that any subsidy to a
domestic industry (or to domestic agriculture) be it in the form of a
subsidized price of energy, or through some other mechanism, represents
nothing more than a transfer payment; the amount of the government subsidy
has to be found somewhere in the treasury. In many developing countries, the
extent of energy subsidies has 1Increased since the price escalations of
1973-74, and again In 1979-80, as domestic price increases have not kept pace
with world price increases. And in many cases, these subsidies have been
financed by foreign aild, or by assistance from agencies such as the IMF.
Obviously there comes a point at which these agencies begin to take a rather
hard line, and make further assistance contingent on the gradual elimination

of subsidies.
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Estimating Elasticities: The Cobb-Douglas Production Function

Consider the functional relationship

Q=a:- PB
where
= price
Q = demand

Now the elasticity of demand is defined as

29

1))
]
O
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Therefore, differentiating Equation (4.2)

-1
?9_= aBP pe
oP
B8
- 2FP (4.4)
P
but from Eq (4.2) aPB = Q, hence
9 _ & (4.5)
°p P
and
2., .20 (4.6)
Q P

from which follows the important result that B =€ , and that the elasticity
of the Cobb-Douglas production function is given by the exponent of the price
term.

Suppose that the elasticity is to be estimated from a historical data
series by regression analysis. Then by taking logarithms of both sides.

log Q = a + B log P ' (4.7)

. A
from which follows that the regression coefficient B 1is equivalent to the
corresponding elasticity.

For example, suppose we have the general producticn function

Y=f (X,L,E,M,X) (4.8)
where

Y = Output (value added)

K = Capital stock

L = Labor

E = Energy

M = Raw Material

X = Other

Then if we specify these functions in the Cobb-Douglas form, i.e.,

Y=2a2a°'K L 27 M X (4.9)
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the corresponding elasticities follow frum the log linear regression
log Y = a+ B8] log K+ B8y log L + B3 log M + B4 log X +.... (4.10)

Such an estimation is given in example 4.2.

Long-Run vs. Short-run Elasticities: Consider the energy consumption

function
Ce = By + B1Y¢ (4.11)

where C¢ is the energy consumption at time t and Y. is the income level at
t. This implies instantaneous adjustment of consumption to income Llevel.
For reasons of psychology, or the adjustment in capital stock, one can
readily define a more realistic specification involving a single lagged value
of the independent variable:

Ce = Bo * Br¥e + ¥Cpy (4.12)

which implies that adjustments to income are not instantaneous (if y >> B8,
then adjustment can be seen to be very slow).

More generally, (4.12) can be written

In practice, because of multicollinearity problems, one frequently makes the
assumption that the coefficients decline according to a geometric series,

i.e.
Cp = Bg * B1Yp + BIAY g + BIA2Yp g + cue + Up; 0 <A <L (4.14)
which can be written

C, = AC

. = Bo(L = A) + ByY, + Up = AUpyg (4.15)

t-1
or, for econometric estimation, one would write.
Co = Bo(L = X) + B1Yy + ACpy + (Up = M) (4.16)
Now 1f (4.16) has an exponential form
¢e = = ¥v."L ¢l (4.17)
then taking logarithms of both sides yields

log C, = log a + B; log Y, + 7 log Ciry (4.18)
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from which the short run elasticity follows as before, namely B8y; and » = B8,
(L = \); A=,

Now the long term effect i1s that represented by the ultimate change in
censumption from a once-and-for-all change in 1income level, so that, by

setting all C, = E, and Y. =Y, and inserting in (4.15.)
C(1l=2x)=38, (1 =X+ B8Y (4.19)
hence

Y . (4.20)

If estimated logarithmically it follows that the long run income elasticity

is given by

€ -_5%_ (4.21)

Thus, suppose we have the relation

Qp = o+ Qfy + ¥« B2 (4.22)
where

Q¢ = consumption of, say, electricity in the residential sector.

Y, = income

P, = price

then the long run price elasticity is given by

. (4.23)

-115-



4.2 ESTIMATION PROBLEMS

Even though the principles elaborated in section 4.1 appear simple
enough, there are all manner of hazards in applying statistical methods to
the estimation of elasticities and production functions. Multicolinearity is
certainly one of the more serious problems, a condition whereby the assumed
independence of the "independent” variables is not actually reflected in the
data. So called autocorrelation of residuals, especially when lagged vari-
ables are presen In a regression, further confound the analysis. The prob-
lem in all of these instances is that of bias: under what conditions is the
expected value of a regression coefficient equal to the assumed model param-
eter? As we shall see, the algebra of least squares does not always guaran-
tee that estimators are unbiased. Before we discuss these problems in turn,

first two definitions.?

A ) N

B8 is an unbiased estimator if E IB} = 8

A

3 1s said to be inconsistent if the bhias persists for large sample size:
a consistent estimator 23 thus one that is biased only for small

sample size.

Multicolinearity. Multicollinearity is a problem frequently encountered

in econometrics, arising from the situation in which the "independent” vari-
ables are not in fact independent. Suppose, first, that there ‘s an exact

relationship between Xy and X, in the (zero intercept) model.
Y = 81Xy + ByXy + u (4.24)
such that X21 = aXli for all i. Then it can be shown that
' 2 2 -
DY DD
X°X = - 9 .9 (4.25)
02}11 a lei

hence, by reference to (2.19), the determinant computes to
2 2 2
= D Xyt oty Kpy - e Xy ) Xpy=o (4.26)

from which 1t feliows that XTX is singular, and (XTde, required in the

XTX

computation for @ (Eq. 2.41), does not exist.

2For a full discussion of the properties of least squares estimators, see
e.g. A. Goldberger "Econometric Theory," John Wiley ¢ Sons, New York, 1964.

-116-



Clearly, in real situations one rarely finds exact relationships
between the independent variables; but frequently the independent variables

do show some degree of correlation: say X3 = Xj4 + uy, for which

Z le quit’xn +Uy)
DKoy +UD 2D i+ 2ap Ky 0 S WU (4.27)

from which the determinant follows as

hence, multiplying out the individual terms
2 — 2 2 2
3‘2(le1>2 + 20!2?411”1 2_,’(11 + -lei ZUi

-QZ(Z Xli)z - (leiui)z = ZZ:XHU ) lefd (4.29)

xTx =

ylelds
leTx| = Zuf ’ lei - leiui . | (4.30)

If one makes (as does Goldberger, 1964, p. 192), the ad%itional assumption
that ) X;;U; = 0, then it follows that the smaller 2. Uy, the smaller will

be !XTX', hence the larger the variance of g, since
var {8} = o2(x'x)"1 (4.31)

Thus the presence of multicolinearity may cause the the estimated parameters
to have large variances, and their interpretation the.c:fore becomes subject
to considerable uncertainty. There is another more perverse problem: sup-
pose that the independent variabies were in reality perfectly correlated,but
because of measurement errors, the collected data show some less than per-
fect correlation. In this case one can see that the greater the measurement
error, the less the apparent multicollinearity. Multicollinearity 1s an
ever-present potential problem in time series analyses; a model, say, of
historical residential energy consumption as a function of household income
and energy price would typefy the potential problem, because of the likely
correlation of the independent variables. In such situations a frequent
expedient 1s to add cross-sectional data (additional country data, or

regional data) to obtain the income coefficilent. Indeed, the almost
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http:i)2(4.28

universal prescription in the face of multicollinearity is the aquisition of
additional data.3

Autocorrelation: One of the critical assumptions in the LS model dis-

cussed in Chapter Two 1s that the variance of the error term can be given as
E {uu'} = o21 (4.32)

which implies that successive disturbances are drawn independently of pre-

vious values, i.e.

E {“t“t+s} = 0 for all t and all s # 0 . (4.33)

Unfortunately, the assumption of serial independence in the error term 1is
often not very plausible, particularlv in time series analysis.
Suppose, then, that we drop the assumption F {uu'} = 0. From (2.44) we

recall the expression

E {?} =8+ (xTx)‘leE{u} (4.34)
which, since it does not involve E {uu'}, vields, as before,
E {9} = 3 (4.35)
and hence the estimator remains unbiased.
From (2.47) recall the expression for the variance, i.e.
Var {@} = (x'x)7L xF E{uu'} xxx)"l . (4.36)

It can be shown4 that (4.36) will yield a higher value of var {?2 than if

E{uu'} is set to 02I: this implies that we will underestimate the true vari-

A
ance of 8 by application of the usual expression

Var {@} = o2(xTxy~1 (4.37)

The Durbin-Watson d Statistic: is a test used to test for autocorre-

lated residuals. Let zt(t = 1 ... n) be the residuals from a fitted least

squares regression. Then define

3Johnston (1963), for example, notes in this regard (p. 207) "... If multi-
collinearity 1is serious, 1in the sense that estimated parameters have an
unsatisfactorily low degree of precision, we are in the statistical position
of not being able to make bricks without straw. The remedy lies essentially
in the acuisition, if possible, of new data which will break the multi-
collinearity deadlock.”

45ee e.g. Johnson (1963), p. 168
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R (4.38)

a statistic for which Durbin and Watson have tabulated lower and upperbounds

d, and du for various values of n and k. 1In a one-sided test of positive

autocorrelation, then if

d < dy, reject hypothesis of random disturbances
d > dy: do not reject hypothesis

dQ <d < du’ the test is Inconclusive.

Lagged Variables: In the previous section we encountered specifications

involving lagged values of the independant variable (e.g. in Eq. 4.12). What

can we say about application of LS to such a function? Consider the form

A
Applying the results of digression 2.1, the least squares ‘ stimator of B is

n
E (Ye = ¥) (Y o7 - ¥Y")
t=

g = (4.40)
= - 2
Z(Yt-l‘Y')
t=2
where
- 1 n Y
Y = t
— 2
t=2
(4.41)
- 1 n-1
Y' = Y, :
— 2
t=1
But from (4.32), it follows that
Yo = Y = B(Y, - - ¥') + (e - €) (4.42)
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hence, inserting (4.35) into (4.33)

Z; Y-y - ¥') © &
pass B

=R + (4.43)

D, (ty g -1

t=2

Taking expectations, we see that

E{@}=3+E ._Z(Yt‘l-Y')_' €t (4.44)
Z(Yt—l"f')2

It can be shown that if the error term is normally disturbed with zero mean

A
and constant variance 02 then the extimate of B is biased for small samples,

e
although it has the desirable asymptotic property of consistency.5
Let us return to Eq. (4.16);

which we note has very parcicular form for the error term, namely
T . (4.46)

If, and only 1if, u, follows this schemc exactly, will €. be serially inde-
pendent, for which application of LS will give consistent estimates of the
parameter (although biased for finite sample sizes). But 1is it likely that
the error term conveniently follows Eq. (4.46)? For example, if u, is seri-
ally :ndependent, then obviously €. will be autocorrelated; now the estimates
of o« and 8 will not even be consistent. And z2s demonstrated by the classical
sampling experiments of Orcut and Cochrane (1949), the combination of lagged

variabtles and autocorrelation leads to very serious problems of bias.

SSee e.g. Johnson (1963), p. 214. Orcutt and Cochrane examined the scheme
X, = 0.4 X, _ | *+ u, where u, showed positive autocorrelation. The authors
showed that the combination of lagged varilables and autocorrelation leads
to very serious problems of bias. They found that even though lagged
variables would lead to negative bilas, and autocorrelation to no bias, the
combination of the two led to substantial positive bias.
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Income and Price Elasticity of Energy Demand in Tunisia: Let us return

to the example of Section 2.5. In place of the linear model
Y = a+ 81X) + 69X9

we use the lcg-linear specification
Y = o - xj1. x52

In accordance with the discussion of Section 4.1, the price elasticity of
demand 1s equal to B3, the income elasticity of demand 1is B8,. Taking

logarithms,

log Y = log o + B; log X; + B9 log Xy

hence, defining Y' = log Y, and X' = log X, the new data matrices become
5. 521 1 4.54 5.06]
5.663 1 4.60 5.12
5.774 1 b.64 5.20
Y' = |5.883 X' = {1 4,66 5.33
5.934 1 4.66 5.31
6.031 1 4.71 5.37
6.131 1 4.93 5.43
1 4.98 5.52
S — — -~
This data leads to the following matrices
™ 8.0000 37.7394 42.3732
xTx = |37.739 178.2033 200.0442
42,3732 200.0442 224, 6040
[167.923 2.231 -33.667
xTx)l = | 2.231 29.953 -27.099
-33.667 -27.099 30.491
[ 47.000
XTy = |221.5174
249.1690

and rhe estimate for 8

-1.200
@ = —001848
1.500

From which we obtain a price elasticity of -0.18 and an income elasticity of
1.5. These estimates have a sign consistent with expectations, and are

consistent in magnitude with what one encounters in the literature.
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However, as in the case of the linear model (recall Section 2.5), a
t-test on the price elastlcity indicates lack of statistical significance;

the computed value of t is

t = ~0.18 . = =0.766

0.0097 29.95
(8 = 3)

whereas the tabulated value of t with 5 d.f. 1is hence the null hypothesis

cannot be rejected. Indeed, the 95% confidence limit is

0.0097
Bp = =018 % t oy o gas ,/__?;___ V29.95

<8< .

whence

Indeed, this almest a c¢lassic 1llustration of multicollinearity: the
correlation coefficlent between price and income (i.e., between log X1 and log

Xp) computes to 0.999906.
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4,3 INDUSTRY PROCESS MODELS

While application of the econometric approach outlined in the previous
sections can give a general indication of how energy demand will evolve in
responce to fuel prices, 1t chould be noted that this response cannot be
stated in terms of specific technological changes, even though it is recog-
nized that for a change in energy demand to occur, some change or modifica-
tion to production technologyv must take place. Indeed, proponents of the
econometric approach would argue that this 1s one of the advantages of the
approach, in that the effect of technologies yet to be developed can be taken
into account (without actually defining them). Of course, for this to be
valid, one wmust suppose that the type of technological response induced by
the price changes in the historical period that is subject to the econometric
estimation will continue into the future.

An alternative to the econometric approach is that of socalled process
modelling, in which the slate of technological alternatives is explicitly
stated, and for which the model then selects the optimum capital expansion
path for that industry under some given fuel price trajectory. Obviously,
technologies that have yet to be discovered cannot be captured by the model,
which 1s not too serious for short planning horizons, given the very long
gestation periods between discovery of a process, and its ultimate commer-
cialization. Indeed, one might argue that for longer time horizons, the
econometric approach 1s not much better either, given the hazards of project-~
ing industry behaviour on the basis of coefficients estimated from historical
time series. As we shall see in later chapters, a combination of the two
approaches is often the best strategy.

A process model can be viewed as a tool to derive energy demand curves
for specific industries. That is, for some given level of production, (say P
tons of finished steel per year), and for a given set of energy and non-
energy prices, what quantity of energy will be demanded to sustain that level
of output. Clearly that will depend on the specific technologies used in the
production process, and in particular on the degree to which capital can
substitute for energy. A transition from o0il dependent technology to say
coal based technology requires some level of investment; the process model

will determine the optimal level and type of investment given resource
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price trajectories and the investment associated with different technol~
ogles. Obviously, since one 1s trading off capital expenditure for future
fuel savings, thec assumed discount rate becomes important.

Figure 4.15 1llustrates the manner in.which energy demand curves can be
generated. For some production target P, and some energy price \j, we
compute the quantity of energy Q;. Keeping production constant, at Py, but
rerunning the model at energy price Ap will yield another energy demand value
Q»>; by repeating this calculation over & range of energy prices we generate
the demand curve Dj. Increasing the production target from P; to Py, and
repeating the above sequence, allows one to derive the second demand curve

Do, and so on.

AR Non Energy

Resource
Prices
Energy PROCESS Production
Prices MODEL Target
A , P

Qg Energy Requirement
Qr Non Energy Requirement
C Capital Requirements

Dl(Pl)
Energy
Price
A A1
Dy(Py)
A2
Q1 Q2
Q

Figure 4.15. Process Model Derivation of Demand Curves
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In practice, "energy” 1s not a very useful quantity; rather one 1is
interested in specific fuels, and specific fuel prices. But at this point it
becomes difficult to show the relationships 1in simple graphical form, since
for every fuel one needs a separate axis. The demand for coal, say, will be
a function not just of the price of coal, and the costs of coal using capital
equipment, but also on the price of oil, and natural gas, and so forth.

Letting the subscripts ¢, o, and g represent the price of coal, oil and
natural gas, the demand functions of interest can be written as

Qc (P, Acy Ag» Ag)
Qo = £(P, 35, Agy i)
Qg = f£(p, Ag, Aoy Ag)

One way of numerically deriving such functions would be to run the process

It

[}

(4.47)

model over ranges of each of the dependent variables: but for three produc—
tion levels, three gas prices, three oil prices and three coal prices, one
would need to run the model 3% = 81 times.® Actually this is not as formi-
dable as {t appears; 1f the process model is based on linear programming
techniques (as almost all of them are), and if one can store the optimal
solution of the first rum, and use 1t as the starting point in the solution
algorithm for succeeding runs, the oeverall cost can be quite low, especially
if the process model itself is kept rather simple, and does not exceed a few
hundred rows and variables 1n size. The type of process model useful in
energy analysis will 1likely have that necessary simplicity, and be much
smaller than the very large models that might be used by the individual
industry for detailed sector studies.

The data generated by the model could then be subjected to econometric
techniques to estimate the demand schedules of (Eq. 4.47). It should be
noted that this approach will yield results quite different than one applying
the same estimation process on historical data of P, Acr oo Ag; in the
latter case, the demand functions would reflect only historical conditions
(i1.e., over historical price ranges, and valid only for the technologies of
the past). By using the process model generated data, however, the impacts

of new technologies are better reflected in the functional representations.

6There may actually be better shcemes that rely on random combination of
variables that would significantly reduce the number of model runs required
without compromising the ability to make statistically vallid estimates of
the demand functions.
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There is another way of integrating the results of process models into
energy analysis that avoids the need to estimate demand curves explicitly; if
the process model has a linear programming structure, it is always possible
to include it into the overall energy system model, assuming that, that model
also has an LP structure. A discussion of this approach is deferred to
Chapter 10.

What then, is the typical mathematical structure of a process model?
consider, as an 1llustrative example, a very simple model of the steel
industry (Figure 4.16). Assume that there are J steelmaking processes (open
hearth, electric arc, etc.), and let the amount of steel produced by each
technology be denoted X Then 1f the total production level for domestic

steel is x, we require first that

D%y 2 X

Next, let the existing capacity of each type be Cj. Then it follows that
production in each process cannot exceed the capacity of existing plus new

mills of that type, 1.e.

3 . -/
x5 £ Cy+ Cy(N) (4.48)

Xy

OPEN

HEARTH
X3

BASIC X

OXYGEN
X3

— _|ELECTRIC

ARC

Figure 4.16: A Simple Model of the Steel Industry.
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where Cj(N) is the capacity to be added over the planning horizon. In
constraint form, in which all endogenous variables appear on the left hand

side, (4.48) is written

Suppose there are K energy inputs (different fuels) and L non-energy inputs
(labor, iron ore, etc.) and suppose that
€ 5k repregents the unit requirement of energy of type k for pro-
cess j
Ak cost per unitc of k

fj represents the unit requirement for the non-energy factor of
production ¢ for process j.
T, cost per unit of ¢

then the total industry wide consumption of fuel k is given by
ij * ejk = Ek (4.50)
J

and the industry wide input of factor ¢ 1is given by

ij : fj2 =Ty . (4.51)

]

Hence the cost to be minimized is

C=Xg * B +my + Fy +C3(N) + w5 + CRF (1,n) (4.52)

where

“3 is the capital cost for additions of type j.

CRF(i,n) is the capital recovery factor at discount rate i and planning
horizon n.

It should be noted that each technologlical modification of some basic process
(such as oxygen landing in open hearth steelmaking) would be represented in
the model by a separate Xy, since sometimes even minor process and
conservation modifications will result in drastic changes in the mix of
factor (and thus also energy) inputs.

This simple Linear program, then, enables one to predict the £future
energy consumption in the iron and steel industry as a function of energy and
non~-energy factor prices, and as a function of the capital costs for dif-

ferant technologies. This is, to be sure, a highly simplified description of
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the industry, and the models used in practice are considerably more complex;
the Broo.hzven Iron and Steel Industry Process Model, for example, includes
43 technological options just for the production of process steam and cogen-
eration of steam and electricity.7 The objective function can be more com-
plex, too, reflecting industry decision criteria that take into account such
items as taxes and depreciation allowances, and may be framed in terms of a

minimization of net present value rather than minimization of an equivalent
annual cost (see Chapter 7). A dynamic version may also be necessary to be
8

more precise in estimating the capacity expansion path of the industry.

However, even the most complex of process models is based on the basic idea

outlined in these pages.

7F. Sparrow et. al. "The Iron and Steel Industry Process Model,” BNL 51073,
Broonkhaven National Laboratory, Upton, New York, January 1980.

8Actually the specification of planning horizon in such studies is not a
simple matter, because of end effects. If the model considers, say, time
steps of 5 years and the planning hocizon is, say, 20 years, then it 1is
usual to consider 6 rather than ouly 4 time periods in the model, so that
the end effects in the last period do not distort the result.
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4.4 A PROCESS MODEL OF THE EGYPTIAN IRON AND STEEL INDUSTRY

4.4,1 Introduction

The iron and steel industry 1s generally one of the most energy inten-
sive industries, and therefore for any country with a dimestic iron and steel
industry, or a country that plans to build up its own industry in the future,
decisions made in this industry with respact tc process choice, conservation,
aud output levels may greatly affect the overall energy balance. However,
because of the complexity of the industry, and the many different types of
processes and process modifications potentially available, analysis of future
industry developments, aad industry energy demand, is a formidable task.
Figure 4.17 depicts, in highly simplified form, some of the basis unit opera-
tions and fuel requirements in the iron and steel industry: there are funda-
mental choices to be made in how iron ore is to be reduced (with the socalled
direct reduction methods becoming increasingly more widespread, displacing
the traditional blast furnace route to iron making), and how steel is made
(the major choices being the electric arc, open eharth and basic oxygen
processes). In addition, there is considerable flexibility in fuel require-
ments. Filgure 4.18 compares the fuel inputs to blast furnace iron-making in
the U.S. and Japan: per ton of iron produced, Japanese furnaces use much
less coke, but more fuel oil than do U.S. furnaces. Indeed, overall, the
Japanese blast furnaces have a net energy requirement about 25% lower than
U.S. technology. And, as we shall see, dilrect reduction technology, suited
especlally to natural gas wutilization, offer seven further scoipe for
reductions in energy input.

The intent of this section, 1is to illustrate the application of process
modelling approaches to the analysis of energy consumption in a major indus—
try, using the Egypitan iron and sieel industry as a case study. Readers
unfamiliar with the basic unit operations of the industry should review

Fxhibit 4.1 as a first step.

4.4.2 Options for the Egyptian Iron é Steel Industry

The Egyptian Iron and Steel Industry 1is highly centralized, with the

bulk of productive capacity centered at Helwan, just south of Cairo, in a

*This case study 1s based on a report bv Gordian Assoclates on the Indus-
trial/Agriculture Sectors of Egypt (published as Annex 2, Joint Egypt/U.S.
Report on Egyput/U.S. Cooperative Energy Assessment, DOE/IA-0002/03, April

1979) U.S. Department of Energy.
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EXHIBIT 4.1: MAJOR OPERATIONS OF IRON AND STEELMAKING*

Basic Definitions

Iron for industrial use generally contains a number of materials besides
pure iron. These materials can either be added on purpose (in which case
they are called alloys) or be regarded as impurities originating from the raw
materials or the processing operations. In most gqualities of industrial
iron, small amounts of carbon, silicon, and manganese remain. Materials like
phosphorus, sulphur, hydrogzen, copper, zinc, tiu, and oxygen are generally
regarded as undesired elements, 1.e. Impurities. Various types of special
steels are produced by adding alloy materials 1like chromium, nickel,
tungsten, molybdenum, cobalt, vanadium, titanium, aluminium, lead, nitrogen,
copper, niobium and boron.

Depending upon whether the carbon content i1s lower or higher than 2
perceut, chemical associatons between iron and carbon are classified as steel
or cast iron. Steel, in turn, can be classified as either unalloyed steel
(carbon steel) or alloyed steel.

Major Operations

The transofrmation of iron ore into steel and various forms of steel
products takes place in a series of distinctly different processing steps.
The f£ive principal steps are:

1. Preparation of raw materials;

2. Cokemaking;

3. Raw iron manufacturing;

4. Raw steel manufacturing; aand

5. Finishing of steel products.

Preparation of Raw Materilals

Sintering: In the sintering process, the fine ore particles are
agglomerated into a porous mass that is suitable to be charged into the blast
furnace. The purpose of the sintering is, apart from an agglomeration of the
ore concentrate, to burn some of the sulphur compounds contained by the ore
concentrate. The sinteringz machine 1s charged with a mixture of iron ore
concentrate, coke dust, and limestone which 1s 1lit by gas flames. In order
to get the high temperature necessary for the agglomeration to take place,
air 1s sucked through the mixture by the help of large fans.

Cokemaking: The coke, which serves as fuel and reactive agent in the
raw iron manufacturing process (le., in the blast furnace), 1is produced by
heating metallurgical coal in the absence of air to a temperature at which
the major part of the non~carton components of the coal (i.e., volatile
matter, water and sulphur) are driven off. Since approximately 25 per cent
of the coal 1s carburated during the coking process, large amounts of gas
(cpproximately 4-5 000 Nm3/ ton or coke) are generated. In the most common
method of coke manufacturing, the by-product coking process, the coke oven
gas 1s treated in order to remove by-products like tar, ammonia, sulphur,
light oil and phenol. The treated coke oven gas 1is elther used as fuel
elsewhere in the plant, sold as town gas or flared. Coke oven gas has a heat
content of about 500-550 Btu/cu.ft. (GJ/m3).

Raw iron manufacturing: Blast Furnace inputs to the process of raw iron
manufacturing are sinter or pellets. Lump 1iron ore is sometimes also used.

*This overview of the basic unit operations of iron and steel-making is
taken, in some parts directly, form "Emission Control Costs, Iron and Steel
Industry,” Organization for Economic Cooperation and Developmert, Paris
1977, p. 14-33.
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Each ton of raw iron requires approximately 1.6 tons of sinter or pellets.
Sinter, pellets and iron ore contain iron primarily in the form of iron oxide
rand in order to get raw iron, the iron oxide must be reduced. This reduction
ils accomplished under high temperature in the blast furnace. The carbon
‘needed for the reduction 1is added in the form of coke. In order to attain
the high temperature nececsary for the reduction of the iron oxide and the
melting of the metallle iron hot air is injected under pressure at the bottom
of the furnace.

One of the major impurities in the iron ore (and in the coke) is silica
(SI05). This mineral has a very high melcing point and if some method of
removing the silica from the furnace were not. provided, the furnace would
rapidly fill up with ashes and become inoperative. This is pnrevented by the
addition of limestone since, the high temperature of the furnace, the lime
combines with the silica to form a low melting material called slag. The
molten slag is lighter than the melted iron and, therefore, floats on top of
the iron. As the iron is tapped from the bottom of the furnace, the floating
slag is skimmed off. Molten iron and slag 1s drawn off from the furnace 5--6
times each day. Depending upon thelr size, blast furnaces will produce from
a few hundred to over ten thousand tons of raw iron per day.

What happens inside a blast furnac- during the manufacturing cycle is
that when air (preheated to approximately 1 000aC) is blown through the
furnace from the Yottom, the coke burns and forms carbon monoxide which
passes through the furnace. This carbon monoxide is the active agent in the
process since it can combine with oxygen. Part of the carbon monoxide
generated combines with the oxygen of the iron oxide and forms carbon
dioxide. The gas leaving the top of the blast furnace consists of carbon
monoxide (25-30%), carbon dioxide (17-19%), hydrogen (1%) and nitrogen
»(58%). Since this combustible gas has a high load of particulates, it must
ibe cleaned before it can be used as fuel elsewhere in the plant. Cleaning of
the blast furnace gas is therefore considered a normal part of the raw iron
Imanufacturing processes. Blast furnace gas has a typical heat content of
fabout 50 Btu/cu.ft.

Direct Reduction: An alternative way of manufacturing raw iron 1s to
use the so—called direct reduction process. Although many types of direct
reduction processes have been proposed, only a few have been commercialized
so far. A sizeable percentage of the world's installed direct reduction
capacity 1s accounted for by the shaft furnace, the static bed reduction and
fluid bed processes, all of which utilize gaseous reductants.

Direct reduction/electric arc furnace combination plants are becoming
increasingly attractive in the future as an alternative route to conventional
steel-making, especially in the low capacity ranges where the availability of
low-cost natural gas or other fossil fuels might offer some favorable
'economies. A second factor in favor of direct reduction in many locations is
that it does not require coking coal. For these reasons, many developing
countries are basing their steel industry expansion or new facilities on
direct reduction.

Raw Steel Manufacturing: The molten iron which is tapped from the blast
furnace has a high content of carbon (3.0-4.5%) and also contains undesirable
amounts of silicon, manganese and phosphorus. The process of steel manufac-
turing aims at oxidizing these materials and reducing the carbon content to
between 1.7 and 0.03%. For the different grades of steel there are speci-
fications for the content of carbon as well as the concentration of varous
"impurities.” If the production of special steels, various alloys elements
that contribute to the desired properties of the steel are added.
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The three types of steel furnaces in common use today are:

a) the open hearth furnace;

b) the basic oxygen furnace; and,

c¢) the electric arc furnace.

The Open Hearth Furnace Process: Steelmaking in an open hearth furnace
1s a relatively old method of production. The furnace consists of a rather
shallow, refractory-linked rectangular room with openings at both ends.
. These openings are interchangeably used for injection of preheated air and
evacuation of exhaust gases. Adjacent to these openings are either fuel oil
burners or inlet pipes for combustible gas. Underneath the furnace there are
four brick—-filled chambers for preheating of air and (in some cases) gas.

During the steelmaking cycle, preheated air together with fuel is blown
into the furnace from one end for approximately fifteen minutes. The exhaust
gases leave at the other end of the furnace and are led through two of the
brick chambers where they heat the bricks. After fifteen minutes the direc-
tion of the flow is reverse and the heat of the bricks is now used for pre-
heating the incoming air. These changes of flow direction are continued
through the whole steelmaking cycle.

Since the open hearth furnace steelmaking cycle 1s relatively time-
consuming (8-10 hours) compared with other steelmaking process oxygen is
often blow 1into the steel bath with a water—cooled lance for 15-90 minutes
in order to reduce the c¢ycle time. The oxygen accomplishes three things,
namely: 1. reduces the melting time; 2. increases the temperature; and, 3.
raises the rate of oxidization. With the use of oxygen, the tap—to-tap cycle
time can be reduced to between 5 and 8 hours.

Depending upon the chemical composition of the material with which the
furnace 1is lined, one talks about the acid or the basic open hearth furnace
steelmaking process. Characteristic for both processes 1s the high propor-
tion of steel scrap in the charge. For the acid process, however, 1t 1is
necessary to use hgh quality steel scrap (i.e., primarily internal steel
scrap) and pilig iron with a very low phosphorus and sulphur coatent. The
basic process is somewhat less sensitive to the composition of the charge.
As 1in other basic steelmaking processes, however, limestone has to be added
to facilitate slag formation.

The Basic Oxygen Furnace Process: In the basic oxygen furnace process,
pure oxygen is injected into a charge of melted pig iron and steel scrap
through a water cooled lance. The two types of basic oxygen furnaces of
commercial significance are the LD (Linz-Donavitz) and the Kaldo converters.
The LD converter, which is the most commonly used type, consists of a
cylindrical steel shell closed at one end and lined with basic refractory
material. The furnace vessel rotates about a lateral axils for charging and
tapping. A tap-hole near the mouth of the furnace permits retaining the slag
in the furnace during tapping.

Unlike the open hearth and the electric arc furnace processes, no
supplementary heat source is provided during the BOF cycle. The only sources
of heat are the heat in the hot metal and the heat generated by the reactions
between the oxygen and the metalloids in the hot metal. The Kaldo process,
in which the furnace vessel also rotates around 1ts veritcal axis, has a
somewhat better heat economy than the LD process and can therefore use a
higher proportion of scrap. The Kaldo process can also use raw iron with a
relatively high phosphorous content, something which 1Is not possible in the
LD process. However, the LD process has a shorter tap—to—tap cycle time than
the Kaldo process (approximately on hour vs two hours).
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In a typical low—carbor steel cycle, the furnace is first tilted for
charging with scrap and hor metal and then brought to a vertical position.
When the oxygen injection lance 1s lowered into the furnace, a vislble reac-
tion flame begins to leave the furnace mouth almost immediataly. Lime and
fluorspar fluxes are then added to the furnace through an woverhead chute.
The reaction flame decreases quite suddenly when the carbon content of the
steel has reached about 0.06 percent. 1In order to make sure that the carbon
centent has reached the desired level, temperature readings, slag samples,
and refined metal samples are taken for analysis. Finally, the furnace 1is
tilted to tap the steel into a ladle. Carbon, ferro-manganese, ferro-
silicon, aluminium, etc., may be added to the ladel as tappling proceeds.

The Electric Arc Furnace Process. In the third method of steel manufac-
fure, the electric arc furnace process, a cold charge of steel scrap 1is
melted and refined with electric power as the source of heat. The genral
iconfiguraticn of the electric arc furnace is a shallow-depth, large-diameter,
Ecylindrical shell with a dislied bottom. The shell is covered with a remov-
able roof through which are inserted three graphite electrodes. The entire
shell and roof are lined with high-performance refractories.

A furnace heat cycle begins with the loading of apartial charge into the
top of the furnace. The roof is then closed, and the elctrodes are lowered
so that the heat developed by the elctrical resistance of the metal in
combination with the heat radiated from the electric arc metls the charge.
After the 1initizl charge is melted, the balance of the charge is put into the
furnace, and melting and refining proceed to completion of the heat. In
order to reduce the process time (which 1s around four hours), oxygen can be
lanced through the heat during a period of 15 to 30 minutes. When the
desired chemical properties of the steel have been attained the steel 1is
tapped into a transfer or teeming ladle and the remaining slag 1s dumped from
the furnace into a slag pit. Refractory patching 1is then done to make the
furnace ready for the next heating.

The elctric arc furnace process 1is characterized by flexibility of
operation and close control c¢f heat chemistry. Therefore, it may be used to
produce the full range of carbon and medium-alloy structural steels and
specialty alloys, stalnless teels, tool steels, and superalloys. In the case
of high-alloy and special steels, the steel coming from the steel furnace
generally needs a final adjustment (or refining) in order to meet quality
specifications. The main refining reaction at this stage 1s dgassing which
1s generally carried out under vacuum
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large integrated complex owned by the Egyptian Iron and Steel Company.9
There are, in addition, a number of smaller steel-making facilities which
produce reinforcing iron using open hearth technology. The principal

companies are:

Capacity Metric Tonnes Per Year!0

Steelmaking Rolling
Cooper Works, Alexandraia 100,000 100,000
Abu Zaabel, Abu Zaabel 100,000 250,000
Delta Steel Co., Cairo 50,000 80,000

Clearly, both the Abu Zaabel complex and the Delta Steel Company will
have to buy steel for rolling from the Helwan complex for the time being
ontil and if they are 1llowed to raise their own steelmaking capacity.
Outside of these few rolling facilities, the existing Egyptian Iron and Steel
industry consists entirely of the complex at Helwan.

The planning for the cowplex started in 1955; blast firnace No. | was
commissioned in 1958 and was followed by No. 2 in 1960. The German made
furnaces were identical, with a nominal capacity of 150,000 tpa each when
using a charge of Aswan ore.

Aswan ore is rather low in iron content (42~43%) and, in some instances,
high in silicon. It is planned to phase out the use of Aswan ore as the
El-Gedida ore deposit at Bahariya Oasis is developed.

The energy demand for the facility was furnished in its early days by a
dedicated 60 MWe power station, fuel o0il and imported coke. Steelmaking was
done in 17 ton Thomas converters, of which four were eventually installed,
two with each blast furnace. Thomas converter technology was selected
because of the high phosphorous content of the Aswan ore. This phosphorous,
which remains in the residue in the converters, has alwavs been sold as
fertilizer; however, due to its unsuitability for most Egyptian soill condi-
tions, a large portion of it has had to be exported.

As the use of imported coke represented a heavy drain on foreign
exchange resources, the nuxt major development at Helwan was the installation

of coking plant. The original coking plant, of Russian design and origin,

9For a gord general discussion of the problems of the Iron and Steel Industry
in Developing Countries, see e.g., The Iron & Steel Industry in the Develop-
ing Countries, Report of the 3rd Interregional Symposium on the Iron and
Steel Industry, Brasilia, Brazil, 1973, U.N. Report ID/139.

10A11 refrence to tonnages in this section are in metric tonnes (1.1023 short

tons).
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was a 50-oven battery with an annual capacity of 380,000 tonnes. It was
commissioned in 1965 using an imported coke blend, as there was no coal of
coking quality in Egypt. Some of the coke oven gas from the cokery was used
for firing its own ovens, after which the surplus was piped across the road
for use in the steel works. A second battery of coke ovens was installed in
1972, raising the coke capacity to 640,000 tons/yr. This moved the gas
balance into surplus and led to the establishment of a fertilizer plant
(calcium ammonium nitrate) to utilize this excess coke oven gas.

As regards rolling capacity, facilities were commissioned in 1958 along
with the first blast furnace given an ability to roll plate, sheet and heavy
sections. In 1969, the rolling capability was furhter extended by the
installation of a Russian strip mill with a capacity of 300,000 c¢pa. This
facility had to be started using imported slabs because of steel production
shortfalls and for quality reasons.

Naturally, some capacity was needed for handling the steel scrap
generated in the complex. This was provided by two 12-ton electric arc
furnaces which were commissioned in 1958. They utilized both imported and
local scrap to give a production of 40,000 tons/yr.

Early energy conservation was achieved by using the blast furnace gas to
drive a Hungarian gas turbine power plant. This power station, which can be
run on distillate fuel oil as well as blast furnace gas, was started up in
the 1960's.

In 1964, the decision was taken to embark upon 2 major expansion of the
Helwan complex to raise the capaci:y to 1.5 x 106 tpa of steel (1.75 x 106
tpa plg iron). This was to be achieved by the installation of two new 1,033
w3 Russian blast furnaces each with a capacity of 670,000 tons/yr (Figure
4.19). This, together with an expansion of the two existing furnaces to
300,000 tons/yr steel (410,000 tons/yr pig iron), would give the following

total capacity:

Annual Capacity (tonnes)

Blast furnaces 1§ 2 410,000
Blast furnace '3 670,000
Blast furnace 4 670,000

1,750,000

The increase 1In the capacity of the old blast furnaces was to be

achieved by changing to Bahariya ore and using a 100 percent sintered feed.
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The necessary sintering capacity was achieved in 1968 when a Russian sinter-
ing plant with a capacity of 30,000 tpa came on stream.

Current planning is aimed at eventually shutting down the Aswan iron ore
mine and relying solely upon the better quality Bahariya ore (Fe 52%, Si 8%,
lower P). It should be noted tht the iron ore mines but not the cokery are
ovned by the egyptian Iron and Steel Company. The new mine at El Gedida near
the Bahariya Oasis is an open pit operation which started functioning in
1974. 1t appears that reserves are sufficient for approximately 15 vears at
current consumption rates. It has a dedicated railway line to the Helwan
complex, although it uses normal shunting and marshalling techniques and not
the unit train method. The expansion of the iron and steel making capacity
is being Lmplemented in two stages, the first of which was completed when
No. 3 blast furnace commenced operations in 1974, At this stage, half the
new sinter plant (full capacity 3.3 x 106 tons/yr), No. 3 blast furnace, and
three of the six continuous casters were operational. The second stage
which will include the No. 4 blast furnace, is scheduled for start-up in late
1978,

As regards the steelmaking capacity in the expanded plant, this will be
provided by three 80-ton basic oxygen furnaces. One of these was started in
1974 along with the No. 3 blast furnace, and the remaining two will be com—-
missioned with the No. 4 blast furnace. Additional coke production will be
provided by a new 65-cven battery with a capacity of 550,000 tpa, raising the
total coking capacity to 1.25 million tons/vyr.

The switch to Bahariya ore has caused some difficulties with the old
Thomas converters and it has been found necessary to add phosphate rock to
the feed to raise the phosphorous level. A decision on the future of the
Thomas converters will be made on receipt of U.S. Steel's study of the whole
Helwan complex.

Energy Considerations: In the early days of the Helwan complex, energy

consevation was achieved by utilization of blast furnace gas to generate
power. At this stage, the only energy sources available to the complex were
fuel oil, power and coke.

With the advent of the coking plant, coke oven gas was added to the
available energy sources. However, it was found that the supply became some-—

what erratic after the ammonium nitrate plant was started up adjacent to the
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cokery; and since the arrival at the site of natural gas in October 1977,
there has been a concerted effort to switch the complex facilities awav from
colce oven gas. This process is still under way.

The emphasis in the Helwan complex has bheen wore towards reducing the
coke rate than on pure energy conservation because of the effect of coke
imports on the foreign exchange position. To this end the coking plants were
installed, allowing coke imports to be replaced by cheaper coking blends.
Although it was stated above that there is no coking coal in Egypt, there is
in fact a poor quality deposit in the Sinai. It is a high—-ash, high-
volatility coal which, it is believed, might be used in a !:3 mix with high-
quality, imported coke blend. Plans under consideration before the 1967 war
were to mine this deposit at 300,000 tons/yr. There has been a lot of
discussion about the use of local petrocoke in the coking blend, but this is
still in early experimental stage. The high-sulphur levels in the coke may
well discourage its eventual use.

As mentioned above, the capacity of the old blast furnaces Nos. | and 2
were to be raised by injecting fuel oil into the tuyeres. This was, in fact,
superceded Dby the injection of oxygen enriched natural gas. The oxygen
concentration is currently 237%, but the target is for 27% as the maxinum.
No. 3 blast furnace was switched to unenriched natural gas in March 1978, and
this has led to an immediate reduction in the coke rate from 750 kg per tonne
when injecting fuel oil to 620 kg per tonne with natural gas. Oxygen at
Helwan has been provided to date by electric driven air compression and
separation unit. The final phase of the expansicn will include an additional
new oxygen plant, possibly to be based on steam turbine technology.

With the commissioning of the No. 3 blast furnace and the arrival of
natural gas in 1977, the complex had access to a diverse range of energy
sources, namely:

e coke oven gas

e natural gas

¢ waste heat from the converters
® blast furnace gas

e fuel oil

e coke

@ electric power
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They were thus able to -- and in most instances did -- take the oppor-
tunity to maximize their energy utilization efficiency. However, all energy
considerations at the Helwan complex have to reflect the high foreign
axchange component of coke regardless of its relative merits 1in terms of
overall energy efficiency terms.

The two new blast furnaces (Nos. 3 and 4) will he accompanied by six new
continuous casters, three for slabs and three for billets., Wnile continuous
casting is energy efficient, a utilization level of the three commissioned
casters of 257 1in 1576 is very low and may reflect an opportunity for
improvement,

Assessment of Current Demand and Efficlency: A discussion of energy

consumption presently used for the production of iron and steel in Egypt, and
the efficiency with which this energy is used, cannot be based on actual
operating data. Sufficient data on which to base an analysis is simply not
available. 1In its p.. o, design data for the first- and second-stage devel-
opments of the Helwan iron and steel works were used. At the very least,
this data will permit an estimation of the kinds of energy sources and the
minimum quantities that could be used, provided the plant operates at design
conditions. Departures from design conditions and some of their causes will
be treated later.

The Helwan iron and steel mill was originally designed to operate on
three energy sources: coking coal, fuel o0il, and electricity. Actually,
fuels such as coke oven gas and blast furnace gas are also used, but these
represent fuels derived from coal (or coke). Table 4.1 shows the quantities
of each energy source used in the Integrated production of iron and steel and
the total thermal energy equivalent of each. Total energy input to the mill
is seen to be 34.98 million GJ or 39.89 GJ per tonne of steel produced. In
addition to the 877,000 tonnes of steel capacity, the energy shown also
accounts for 83,000 tonnes of surplus pig iron which 1is sold.

Conversion fuels, which leave the plant for consumption elsewhere or are

used internally to generate electric energy, are shown as credits for the

process. The total energy credit of 3.54 GJ reduces the energy consumed to a
net total of 31.44 million GJ or 35.35 GJ/tonne steel. )
It 1s difficult to compare this net specific energy consumption with

U.5. practice, because energy usage is sensitive to the mix of final products
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Table 4.1
Fuels and Energy Sources Used to Produce
Iron and Steel at Helwain in 1978

Quantity Per Energy
Tonne of Steel Total Quantity (106 GJ)
Input Fuels and
Energy Sources
Coking coal 1.099 t/t 964,000 tonnes 29,34
Fuel oil 0.136 t/t 118,900 tonnes 5.14
Electricity 158.5 kWh/t 139 (106) kWh 0.50
Total Consumption 34,98
Fuel Credits
Blast furnace gas 52.2 Nm3/t 51(106)Nm3 0.18
Coke oven gas 122.0 N,3/¢t 107(¢1906)Nm3 1.99
Tars and pitch 0.035 t/t 31,000 tonnes 1.08
Light cil 0.008 t/t 7,000 tonnes 0.29
Total Credits 3.54

34,98 x 106 6J
877,000 tonnes of steel

6
Net energy consumption 31.44 x 10° 6J 35.85 GJ/tonne

877,000 tonnes of steel

]

Total energy consumption = 39.89 GJ/tonne

produced. However, U.S5. energy consumption for all stages through to
finished products can vary anywhere from a low of 35 GJ/tonne of structural
mill products to a high of 49 GJ/tonne of tin-plated steel strip. On this
basis the energy consumption shown for Egyptian steel'based on design data is
quite good.

Actual energy consumption 1s probably considerably above that calculated
from design data. Actual production of steel in 1976 was 700,000 tons
compared to almost 900,000 of capacity. Operating a mill below its rated
capacity will always lead to less efficient use of energy. Also, the contin-
ucus casting equipmert, which should serve to produce 600,000 tonnes of BOF
steel, 1s reported to have been used only 25% of the time. The use of the
cast Ingot route will considerably increase actual energy used relative to
design estimates. Apparently there also has been some difficulty with the
high salt and silicon content in the El~Gedida ore, which has caused some
upsets in the operation of the blast furnaces. Finally, the low phosphorus
El-Gedida ore has required that this element be artificially added to the

Thomas furnaces in order to produce good quality steel.
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Discussion of options: As mentioned previously, tentatively planned new

steel capacity has been proposed using two technologies: the traditional
blast furnace-BOF steel convertor route and the merging direct reduction-
electric furnace route. Although there 1s general agreement that the direct
reduction-electric furnace route does not necessarily reduce total energy
consumption in steelmaking, it does have one significant virtue for Egypt's
emerging iron and steel industry. Most direct reduction processes for the
production of sponge iron substitute a reducing gas—-—generally reformed
natural gas-—for the coke used in the blast furnace process. This, of
course, is an impertant consideration due to the lack of metallurgical coke
in Egypt and the general availability of natural gas.

It is logical that any alternative to steel produccion by the presently
existing technology should involve exploiting fuels and energy sources
readily available in FEgypt. These energy sources include natural gas, fuel
011 and electricity, although there is some concern about the future avail-
ability of electricity. Traditional thinking invariably couples direct
reduction iron with steel produced in the electric furnace, because of the
view that sponge iron 1s the equivalent of scrap steel. However, it is
entirely possible to produce steel from sponge iron by the open hearth process
and thereby replace electric energy used by the electric furnace with fossil
fuels. Although a greater amount of total energy per ton of steel produced
is required by the open hearth process than by the electric furnace, a
reduction in electric energy usage would result if open hearth technology is
principally used.

Based on these considerations, there are four options that should be
explored with respect to developing the Egyptian steel industry.

l. A major expansion of steel production through the direct reduc-

tion-electric furnace route and a minimization of iron produced
by blast furnaces. This option will reduce the industry's
dependence on coking coal, which must be imported, and require

the use of energy resources available, namely, natural gas,
fuel o0il and electricity.

2. A similar processing sequence could be basad on direct reduc-
tion followed by the use of an open hearth steel furnace fired
by fuel oil and operating in 100% cold charge.

3. A large part of the burden to produce iron can be avoided by
importing major quantities of iron and steel scrap. This
option will reduce fuel oil and natural gas consumption and
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require no more electricity than would be used by electric
steel furnaces operating on iron made by direct reduction.

4, The possibility exists of reducing the steel industries depen~
dence on imported coking coal by finding suitable alternatives
more readily available. As mentioned before, in the Sinal a
poor quality coal exists and could be blended with imported
coal for the production of coke. Also, there is the possibil-
ity that petroleum coke, if it could be produced in sufficient
quantity and of the appropirate quality, could be usad to
replace or diminish the need for imported coking coal to
support blast furnace operations.
In addition, there is a fifth optlion for improving energy efficiency.
That 1s the promotion of 1igorous energy conservation programs in all
plants. Among the measures which may prove effective in reducing energy con-
sumption are better combustion operations (minimum excess ailr, combustion air
preheat, etc.), scrap preheating, maximum use of continuous casters, insula-
tion of reheat furnaces and soaking pits, and installation of furnace
recuperators., A target for energy efriciency improvement for 9% from 1972 to
1980 has been set for the U.S. primary metals industry, of which 3% has been
achieved. It is reasonable to expect that a 5% improvement is achievable by
"o0ld" plants in Egypt by 1985, and a further 10% by the year 2000. The
capacity of these old plants corresponds to about 300,000 tons/yr steel
production. It 1s not believed likely that major energy efficiency savings
can be achieved from the newest plants, and therefore potential energy

svaings, based entirely on 300,000 tons/yr steel production, are estimated as

follows:

"01ld Plant” Annual Additional
Energy Savings for Annual Savings
Consumptions 1985 (5%) by 2000 (10%)
Coking coal tons/yr 330,000 16, 500 33,000
Fuel oil tons/yr 40,800 2,000 4,100
Electricity million kWh 47,500 2,400 4,800

In the projections of energy efficiency for 1985 and 2000 which follow,

these savings have not been included.

4.4.3 Formulation as a Linear Program

In addition to the previsouly described planned expansion at Helwan,
which is expected to be completed by 1982, there is a tentative schedule of
new iron and steel facilities in Egypt to the year 2000. Although there is

no commitment to locations or the type of facilities, preseut concepts indi-
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cate the rate of growth and the anticipated ctechnology which wmight be
employed.
Year Site Teclinology Steel Capacity
(106 tons)
1982 Helwan Blast furnace, BOF steel 0.8
El1 Dekhela,
Alexandria Direct reduction, electric steel 0.8
El Sadat City* Direct reduction, electric steel 0.8
1987 Nubiria Canal* Blast furnace, BOF cteel 2.0
1990 El Dekhela* Direct reduction, electric steel 1.6
El Sadat City* Direct reduction, electric steel 1.6
- Direct reduction, electric steel 1.8
2000 Helwan* Blast furnace, BOF steel 1.5
Nubriria Canal* Blast furnace, BOF steel 2.0
—-_— Direct reduction, electric steel 1.8
Total increase 14.7x106 tons

(* Tentative)

Rather than simply accept the above schedule as given, the purpose of
the model is to examine the sensitivity of energy consumption to such process
choices in a systematic manner. Indeed, we might even be interested in the
energy consequences of the overall year 2000 production target of 14.7 tons.
For purposes of the model, we shall use the term "existing” as corresponding
to the Helwan configuration as projected for the end of 1982, as illustrated
in Figure 4.20.

Total steel capacity: Total steel production capacity by the year 2000

14.7 mt/yr.

is expected to be X = Let the steel production in different

processes, Xj, be defined as follows:

Existing New
Basic Oxygen Xi X1
Electric Arc Xé X2
Open Hearth Xé X3
Open Hearth with
Oxygen Lancing Xz X4
Thomas Converter Xé X5
hence
5 5
X, + X' =X
QX+ DK
j=1 j=1
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Figure 4.20.

The Helwan Complex by 1982




Production in each facility must be less than or equal to capscity: 1f we

denote the capacity variables by ﬁ; then we have for new facilities the

constraint set

—' * : \ j= -ao/
XJSXJ TTJ(S, _]]., =+

where vj(S) is the capacity factor for the j-th steel making process. In

constraint form we therefore have

Xj<0 ’ j=1,...4

And ror production in existing facilities (from Figure 4.19)

X! < 1200
!
K<
X? = 0
Xé = . ?
XS = 265

Iron making: There are three sources of feedstock for the steelmaking
facilities: Blast furnace Pig Iron, Direct Reduction Iron, and Scrap. Let
us Ignore the latter for didactic simplicty. Then let iron production in the

different processes, Z;, be defined as

js

Existing New
last Furnace with Natural Gas Z1 Zi

Blast Furnace with Oxygen Enriched
Natural Gas VA z!
2 2
Blast Furnace with Fuel 01l Z3 Zé
Direct Reduction Z4 ZZ

Then capacity constraints follow in analo to steelmaking as

Zj - Zj ’ ﬂj(I)SO

and for existing plants, from Figure 4.19

N N NN
D=2t = =
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Total iron production must equal total input to steelmaking processes, i.e.,
¥7,+ Lory- Ty v B
EDIIEDIRED IS

or, if it 1is assumed that existing steelmaking plants are fed entirely be

existing iron making capacity, we have two constraints

It is also necessary to make sure that direct reduced iron is limited to

electric arc and/or the open hearth processes: hence

A A
Zx; + ij >z, + 23
j=2

j=2
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EXERCISES, CHAPTER 4

E8. Impact of Energy Taxes

Using graphical analysis, discuss the short-run impacts of imposing a
tax on kerosene, given a completely 1lnelastic demand for kerosene, and a flat

supply curve (assuming kerosene is imported at the world price).

E9. Import Quotas

Using graphical analysls, discuss the impact of an import quota on
imported oil. Under what circumstances would an import quota system lead to

a black market?
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5. ENERGY SYSTEM OPTIMIZATION MODELS.
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5.1 THE BASIC LINEAR PROGRAMMING APPROACH

Consider the simple Reference Energy System depicted on Figure 5.1. The
end use demands shown on the right, D1, Dy, and D3 are known; as in our pre~
vious discussion of Reference Energy Systems (RES) in Chapter 3, the system
1s demand driven. Recall that in the RES, intermediate fuel and supply vari-
ables are defined by the series of matrix transitions discussed in Section
3.2. However, the coefficients of those transition matrices that represent
the market shares of each fuel meeting end use demand categories, or the
electric generation mix, require exogenous specification by the analyst-which
tranclates, in practice, to a great deal of judgement on the part of the
analyst 1in an attempt to bring supply and demand into balance. Indeed, in
many early developing country energy assessments, such supply-demand balances
were derived manually even for future years.

Suppose, however, that we wish to replace "judgement" by a more precise
criterion: in particular we wish to determine that set of values of the

endogenous variables that minimizes (or maximizes) some mathematically

Nucl §4 Nucl
o
Resid
—-
Gas
Electricity
8 — ————— »
Hydro So Hydro Xy
@
Coal
e Yo Residential
Space Heat
Gasoline
.
/ X2 + I].
81
Gasoline
Imports Diesel
—P o
/ X3 + 12
I
Coal S ?iesel
o) mports
i Coal Industrial
- » Process Heat
Coal Sy c
. as
- »
X6

Figure 5.1. A Sample RES
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defined objective: minimum total annual cost, minimum capital requirement,
minimum net present worth, among other possible criteria. Such an objective
can be established as a mathematical function of the mix of technoiogies and
fuels used to satisfy the given end use demand, and 1is referred to as the

“objective function.' Obviously this optimization will in general be con-
strained: since all of the variables in the RES represent real activities,
all variables must be constrained to be greater than or equal to zero (the
"non-negativity constraint set"). Further, a series of constraints must be
imposed to ensure that sufficient energy supplies are *rought into the system
to satisfy the exogenously specified end use demands. Where these con-
straints are linear, and where the objective function is linear, we obviously
have a linear programming problem of the type introduced in Section 2.4.
Suppose, then, that in our example the applicable objective 1s the mini-
mization of total system cost. The objective function is therefore given by
Min S = D c X + ZZ:ch YD e S+ Doe,l (5.1)
i j k )
where the Cj1 represent the costs per unit of activity. Note that the cost
functions are strictly linear, passing through the origin (herein lies one of
the more serious problems in LP - the inability to take into account econ-
omies of scale, and fixed charges that are independent of the level of activ-
ity. We return to this problem later on). We turn now to each of the con-
straints in the LP.

End Use Demand~End Use Device: Each end use demand can be met by dif-

ferent end use devices, each of which may have a different efficiency (and
cost). TFor each of the three end use demands, energy balance requires the

following equalities:

R .
€1 €2
Btu Btu Btu Btu Btu (5.2)
yr yr Btu yr Btu
1 1
Dz = Y3 —_— + Y4 —
€4 €, )
Btu Btu| [vM Btu| [vM (5.3)
yr yr Btu yr Btu
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1 1

D3 = Yg _— + Yg S +
€s €6
1b Steam Btu 1b Steam Btu 1b Steam
yr yr Btu yr Btu
Y7 _i_
€7
Btu 1b Steam (5.4)
yr L- Btu

Intermediate FEnergy Balances: For each of the 5 nodes in the second

node set of Figure 5.1, we have one emergy balance equation

X =Y + Yy (5.5)

Xo + 11 = Y3 (5.6)

X3+ Iy =Yy + Y, (5.7)

X5 = Yg (5.8)

X = Y7 (5.9)

The first of these equations represents the balance for electricity: since

transmission and distribution losses may be substantial, and differ according
to user class (lightly loaded, low voltage rural lines incur higher losses
than a large industrial user connected directly to the gird). Thus 1in place

of 5.5 we write

(1= e K, = L Y. + L v (5.10)

- 1 - 5
1 -ty (1 - ty,)

where
te is the loss factor for the high voltage grid (2-3%)

tDj is *he loss factor for distribution to the j-th user class (1-12%)

Note that X; denotes the quantity of electricity at the generation busbar;
the Y denote the quantities of electricity at the respective user meters.

Electric Sector: The total electricity output at the busbar, in Btu, 1is

X1. This 1s made up of contributions from the different generation types,

l.e.
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1
3412

[kwh] [Btu] ﬁé#1
L?tu

where Ej is the output of generation type j, which 1s in turn related to fuel

ZEj = X (5.11)
3

input by the appropriate heat rate; for example, for residual oil plants we

have

Ep = ——_ - X, (5.12)

hj

[kwh] [.‘ﬂ] [Btu]
Btu

where hg is the heat rate in Btu/kwh
Refinery: Here the refined product outputs are related to the crude in-
put by the socalled yleld coefficients, which measure the units of crude oil

necessary to produce a unit of refined product:

1 1
s +I = — M X '}' —— X +.na
3 3 Wy 4 Wo 2
[B .
Btu Btu Crude [Btu Resid] Btu Crude [Btu gaso] (5.13)
Crude Btu Resid Btu gas

Of course, as we shall see later on, this is a conslderable simplification of
a real refinery: we make no distinction for the moment among different crude
types, and we impose no special constraints on the mix of refined products
that might bhe available from a particular crude. It might be noted, however,
that many of the best known energy system models currently in use do not even
make the elementary distinction between different kinds of refined products.1

Supply Constraints: The variatles representing domestic energy supply

are typically constrained according to whatever resource bound may be pre-

*
sent. Each energy supply variable S; may thus be bounded by a limit Sy, 1i.e.

leor example, the widely used BESOM model (Brookhaven Energy Systems Optimi-
zation Model), and 1its derivatives DESOM and TESOM (for dynamic and time-
stepped optimization model, respectively), make only a distinction between
crude o1l and the summary category "refined products.” Only the more recent
MARKAL model, developed at Brookhaven 1in collaboration with the
International Energy Agency, aud the BEFAM II model (see Chapter 10), make
the necessary distinctions between different refined products, and recognize
the only limited degree of substitutions among them.
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Existing Capital Stock: A final constraint set will account for the

existing capital stock. For example we may wish to make sure that existing

nuclear plants are fully utilized, thus

51 > 8} (5.15)

wlhere Si 1s the existing generation in nuclear plants, and S; is the model
forecast for nuclear generation in the scenario year. Such simple capital
stock constraints are not without their problems; a more reasonable (but
necessarily more complicated) formulation is deferred to section 5.2.

Our LP is now complete: the constraints (5.2) to (5.15) will ensure
that the end use demands are in fact met (assuming that the set of supply
constraints are not so low that mathematical iInfeasibility occurs). In a
real application a typical energy system LP may have several hundred to over
a thousand constraints, and several thcusand variables; modern computers

process such problems with little difficultye2

2The coefficient matrix of such LP problems 1is typically quite sparse, making
them particularly suited to such proprietary algorithms as the Contrel Data
Corporation APEX code, which can devour a thousand row LP with several thou-
sand variables in a matter of seconds. Even on relatively small machines,
virtual storage capability of modern computers makes obsolete the cumbersome
overlay procedures once necessary. Indeed, 1t can be stated without much
risk that the real limit to solving very large LP's lies not so much in the
storage and computational bounds of modern machines, as much as in the
analyst's ability to comprehend and interpret the output.



5.2 CAPACITY VARIABLES

In the previous section we noted that it was desirable to take into con-
sideration the existing capital stock, with the justification that it was
probable that, say, an existing nuclear plant would still be in szrvice in

the planning year. However, a constraint of the type
t
S1 Z_Sl

raises a number of objections; what we really wish to do 1is to make the
distinction between the energy variable (the Btu's or Kwh in the RES) and the
capacity variable, which has dimensions not of ¢nergy but of power (i.e. Mw,
rather than Btu). Thus the type of constraint that is required is one that
ensures that the energy output of an existing facility does not exceed its
capacity. Hence if we let El be the capacity of existing nuclear power

plants then the applicable constraint becomes

E; < E; 8760 PF 1300

where PF is the plant factor., Because the future captial stock is likely to
have quite different technological and economic characteristics than the
existing capital stock, it becomes desirable to make explicit the distinction
between old and new, especially on the supply side for the electric and re-

finery sectors. Taking the electric scector as an example, we thus rewrite

Eq. (5.11) as

:Z:E + ZE:"' =% 2 (5.17)

3412

where Ej is now the electricity generated in new plants of type j, and Ei the
electricity generated in existing plants of type j. In addition we require a

capacity constraint for each new plant type, 1i.e.
Ey' CE' + 8760 + PF for all j (5.18)
o
where Ej is the new capacity of type j; since this 1s also an endogenous

variable, which should appear on the left hand side, the socalled "con-

straint” form of (5.18) is written

B} - 53 e760 °F < 0 . (5.19)

-158~



Notice that the LP now decides to what extent the existing capacity is uti~
lized; for example, in Eq. (5.16), if Ey = 0, the implication 1is that the
existing plant 1is retired. If E; > 0, but the corresponding capacity con-~
straint is not binding, the implication 1is that the existing facilities are
used only partially.

It is now time to consider more carefully the objective function. Thus
far we have simply noted that each endogenous variable has associated with it
sowe unit cost (recall Eq. 5.1). Assume for the moment that we wigh to
minimize the net annual cost of the energy system. It follows that the ob-
jective function must have dimensions of § per year. Therefore, writing in

the dimensicns of the terms of Eq. 5.1, we have

= o+ +
min S Zicxi'\i ZJ:CYJY:] zk,csksk
$ S Btu S Btu S Btu
yr Btu yr Btu vr Btu yr
Intermediate End Use Domestic
Energy Devices Supplies
-
+ I 0 .
2%4CIQ . + z;:CEnEn (5.20)
$ Btu $ | [kwh]
Btu yr Kwh
Imports Electric
Generation

The Interpretation of the Cp, 1s the most straight forward: in the absence
of any special bilateral supply arrangements, these are simply the world
market prices (plus transportation costs to port of entry).

Before one can specify the remaing cost coefficients one must consider
from whose perspective the system is being optimized. As we shall see later
on in Zhapter 9 in the context of refinery operation, it makes a great deal
of difference as to whether the optimization is from the perspective of a
private sector enterprenuer in which domestic fuel costs are simply extant
market prices, or whether the perspective 1s that of a central government,
for which use of price as an energy system optimization may be quite mis-
leading. For example, the owner of a private coal mining enterprise faces a
market clearing price for coal that 1s related to world market oil prices,
and that has little to do with his actual cost. To be sure, in most devel-

oping countries mineral resources are in the hands of some nationalized
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enterprise, precisely in order to ensure that any such market induced rents
accrue to socilety as a whole, rather thar to some fortunate capitalist.
Nevertheless, the distinction between price and cost is an important one,
that is frequently forgotten.3

From all this it becomes fairly obvious that the coefficients CEn’ CYj .
represent the non-fuel operating and mainterance costs for electric plans and
end use devices, respectively; and the Cgy represent the unit costs of domes-
tic fuel resources, f.o.b. mine. In the case cf hydropower the Cgy might
represent the power sector's share of any upstream regulaticn or watershed
management scheme, and in the case of solar technologies they are simply
zero. Fuel markups due to transportation are imposed on the intermediate
fuels: thus, for example, the cost coefficient Cy; for natural gas repre-
sents the non-fuel operating costs of gas pipelines (compressor operation,
distribution system maintenance, etc.), or the Cyy for coal represents
average rall freight cost for delivery to end users.

How are capital costs entered into the objective function? Clearly if
the objective function has dimensions of §$/yr, one must annualize the capital
costs using the capital recovery factor (see Chapter 7). In general, we
would always include capital stock variablas for electric, intermediate fuel,
and end use sectors; and for certain imports where appropriate (e.g. LNG
imports require expensive terminal facilities). Whether one also applies
capital costs to domestic fuel sectors depends on the level of information.
One option is to simply constrain domestic resources at the level believed
sustainable from existing mines, wells etc.; and then examine the shadow
price for this constraint (as described in the next section). Alternatively
one must set up an explicit supply curve, which in general will be upward
sloping to reflect the increasing cost of incremental supply (oil wells get
more expensive as one moves further offshore, mines become more expensive as
ever deeper, or narrower seams must be exploited). The linearization of

supply curves 1is illustrated in example 5.1. Thus, finally, we add to the

objective function the terms

3Although, as we shall also see later on, when the optimization is from the
perspective, say, of the state owned electricity enterprise, it, too, would
use market prices for fuels it must purchase from other nationalized sec-
tors., Therefore, where subsidization of petroleum products 1is used for
some soclal or developmental objective, great caution must be exercised in
selecting the appropriate measures.
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CRF (1,n) {Z a X, + 'j‘aYJYJ' + Zasksk (5.21)

where

CRF (i,n) 1s the capital recovery factor (for interest rate 1 and
amortization period n)

a 34 is the capital cost for the corresponding capital stock
variable j;.

The capital requirement is given by the expression

z:°‘xixi * Z"‘Yij + 2 adk

+ ) a1, SagE < (5.22)
where we write this as an inequality constraint wherein C is the total capi-
tal available for energy sector investment.% Where such a capital limitation

is not imposed, we keep Eq. (5.22) as & socalled "free" row in the LP, in

which (5.22) becomes an unconstrained accounting equallty.5

4Caution 1is required here: (5.22) represents the undiscounted capital re-
quirement over the planning horizon. This 1is unavolidable in a static model
applied to some future year: recall that a static model will establish the
optimum system in the scenario year, but says nothing about how the system
reached that optimum.

SMost modern LP solution algorithms allow the use of any free row as the ob-
jective function, often by a simple control card change. Energy system LP's
are often run in "multiobjective" fashion to establish the trade-offs be-
tween ditferent objectives. Employment maximization, and the minimization
of investment capital and Foreign Exchange requirements are the most fre-
quently encountered in developing country applications.
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5.3 INTERPRETATION OF THE SHADOW PRICES

Assoclated with every linear programming problem, the primal, is another
LP known as the dual; if the primal is a problem, the resulting dual is a

maximization problem. Thus, if the primal is

min z = ZE:Cij, or, in vector notation

CTX

(1xm) (mxl) (5.23)

S.t A X > b
(nxm) (mxl) (nxl)

X >0

then the dual 1is

T
max z = b N

(1xn) (uxl) (5.24)
s.t AT 1 < ¢
(mxn) (nxl) (mxl)
™20 .

Note that there 1is one dual variable for each row in the primal; and one con-
straint in the dual for each variable in the primal.6 Suppose that one of
the constraints in the primal is binding: 1in the context of our energy sys-

tem LP, suppose that one of the domestic supply constraints of the type

is binding, which means that all of the available resource is used. One
might then ask how the optimal solution would change if this binding con-
straint were relaxed by 1 unit. Mathematically, one is interested in tha
partial derivative of the objective function with respect to the binding com

straint; the value of this derivative 1is known as the shadow price,

6This has a number of important computational implications: if the primal
has more constraints than variables, say 10 constraints and 3 variables,
then it 1s more advantageous to solve the LP using the dual. The number of
constraints determines the size of the basis, and a basis of dimensions
3 x 3 obviously is much easler to manipulate than one of dimensions
10 x 10. In most of our energy system applications, hcwever, the number of
variables in the primal exceeds the number of constraints, and we cannot
make use of this property of the dual.
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which is thus defined by

Tr(s:) - 9z . (5.25)
'a(s;‘)

In a minimzation problem, relaxation of a binding constraint will reduce the
objective function value, and thus the shadow prices are negative. But note
that the shadow prices have meaning only at the margin: increasing the value
of S; by one numerical unit may or may not decrease the objective function by
7(8:). This is because some other constraint may become binding, and other
variables may enter the solution, before S: has been increased by one unit.

hienever a constraint is non—binding, the corresponding shadow price is zero
(since a change in the RHS of a non-binding constraint will not, at the
margin, affect the value of the objective function).

Given that the shadow prices of the primal are equivalent to the vari-
ables of the dual LP, what interpretation does the Dual have? If the primal
determines the optimal mix of activities such that the overall system cost 1is
minimized, then the dual determines the price structure that will optimaily
allocate a resource constrained system to maximize system output.

We can summarize the primal of our Energy System LP as follows

Min. C1Xp + CoXy9 + C3X3 (objective function) ™~
S.t. G1Xq, = D Demand Constraint
GgX9 < S Supply Constraint (5.26)
G3X) + G4X3 = 0 IEF/Demand Constraint

G5Xg + GgX3 = 0 IEF/Supply Constraint
X1,X9:%3 > 03 non—negativity

wher.

X1 Demand variables

X9 Supply variables

X3 Intermediate Energy Form (IEF) variables
Cj vectors of cost coefficients

Gj coefficient matrices

The demand constraint ensures that energy demands will be met, whilst
the supply constrain ensures that supply does not exceed domestic resources.

The IEF/supply constraints capture the relationship between supply variable
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and IEFS (e.g., electric generation); whilst the IEF/demand constraints
represent the allocation of fuels (and end-use devices) to the individual
demand variables. In defining the dual of this problem, one should note

first that any constraint of the type
Ax &b

can be converted to a greater than or equal to inequality by multiplication

by minus 1l; 1i.e.,
-Ax > -b

bringing it to the form of (5.23). Second, it can be shown that if the i~th
constraint in the primal is an equality, then the corresponding dual variable
A{ 1s unrestricted in sign; 1in a minimzation problem, if the i-th constraint
is a (greater than or equal to) inequality, the Ay must be < 0. Finally,
note that even though each constraint, including equality constraints, has
associated with it some shadow price (dual variable), those corresponding to
constraints with zero on the right hand side will not be part of the
cbjective function of the dual -- since the objective function coefficient
for that row of the primal is zero. Since our =zero equality constraints
represent energy balances, the corresponding shadow prices for these rows
have no particular economic interpretation, since the equality 1is absolute.
Writing down the dual is easier if we first rewrite (5.26) as an ordered

matrix equation, 1.e.,

Min. C;X;+CyXy +CaX3y Objective function

s.t. G1Xj = D Demand Constraints
GoXo £ S Supply Constraints
G3X1 +G4X3 = 0 IEF/Demand Constraint

GsX9 + GgX3 = 0 IEF/Supply Constraint

Since the constraint set for the dual requires transposition of (5.27), the

dual can be stated as
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S

S.t G + GT ! <cC

1D 3" =
(5.28)

+ Gt Glnn <c

27s 5" A

1 T .
G, w G6n S C3

where

mp dual variables associated with demand constraints

Tg supply constraints
m! IEF/demand constraints
" IEF/supply constraints

and where the superscript T represent transposition.

How then are the various shadow prices to be interpreted. The wp
repfesent the partial derivative of the primal objective function with
respect to the magnitude of the end-use demands. Comparison of the
magnitudes awong the mp therefore offers guidance as to where conservation
will be most cost effective from a total systems viewpoint and may pinpoint
I e sectors where government action may be the most important.7 One can also
compare the magnitude of the shadow price with the unit cost of the
conservation measure, say Cpy. Conservation investments are justified in

all instances for which
™i > CDi .

Indeed, it can be argued that even in a full market aconomy, such a condition

would warrant a government conservation policy, especially where conservation

Even though the shadow price for an equality is unbounded, in this particu-
lar case we can predict that the result of lowering the end use demand will
be a decrease in the total system cost. For computational reasons, most of
the more sophisticated algorithms will change equality constraints of this
type to inequality constraints, since they are computationally less demand-
ing (for example the REDUCE option in the APEX LP code used on CDC
equipmentwill automatically make such a change).
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benefits might be insufficient to warrant the investment when seen only from

the standpoint of the end user.8

The wg represent the value of additional domestic energy resources to

the energy system: if we have bounded supplies at the currently
sustainable level, then the value of ng 1is to be compared to the cost of
the next increment of supply (the next step in the supply curve). Where we
use the full supply curve step function in the analysis, the optimal level of
supply development will be given hy the solution itself and unless we run
into an absolute upper bound on resources, the corresponding shadow prices
will be zero. Even more important policy guilidance emerges from a comparison
of the =wp and wg; whether priority should be given to supply
enhancements, or to conservation investments, emerges directly from a ranking

of the respective shadow prices.9

8The shadow price associated with each end use demand constraint does not
differentiate among fuels (i.e. reflects the value of a reduction of space
heat, rather than oil for space heat, or electricity for space heat); More-
over, 1if system cost 1s being used as the objective function, then the end
use demand shadow prices cannot be used to differentlate becween conserva-
tion strategiles targetted at reducing oill imports as opposed to strategies
that would simply reduce more abundant domestic resource. Use of minimiza-
tion of o1l imports as an objective function, however, would be required to
vield such guidance from end use demand shadow prices.

For a discussion of the interpretation of shadow prices in a dynamic energy
systems LP, see Abilock et. al., (1976). In a dynamic model there 1s the
additional category of shadow prices corresponding to capacity growth
equations.
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Example 5,1: Shadow Prices for Republica

Let us return to our hypothetical country Republica, Introduced in Section 2.3. There we con-
5 ldered the problem

Max X + Xz

Sete le] + 5x2125 (labor)
2%y + 4x5, < 10 (energy)
X|s XZZ.O

Therefore the dual can be written

Min 25 :T‘ + 10 Trz

s¢ts 10 mt+3m >
5Ty +4 7, >1

[Th.’s can be solved graphically:

o 8—

56-—-{

10m + 21, > 1

T2

ObJjective Function
0 (2571" + ]07"2 = 8)

| | ™

o1 o2 .4 .6 .8 1.0

From thls figure, the optimum solution Is 7 = 0.0666, and 2 = 0.1666. Therefore, an increase of one
unlt of energy would Increase the optimal solution of the primal by 0.1666 units. Let us confirm this.
The optimal value of the old primal was § = 3,33, at the point Xy = 1,66, x5 = 1,66, Therefore, if we
change the energy resource constreint by 1 unit, we expect an objective finctlon value of S = 3.33 +
0.166 = 3.5, We leave It to the reader to conflrm that the solution of the LP

Max xp ¥ Xy
Sete IOx| + 5x2125
2 + 4xpy < 11
X1, xziO
S Xy = 'e5, X, = 2 with S = 3.5, as expected.
Finally, fNote that the values of T, and Ty correspond to the values of the Lagrange multipliers

obtained in Section 2.4 for the same problems This conflrms that the dual varliables of the LP are
equivalent to the Lagrange multipilers.
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This brief paper describes the family of energy system opti-
mization models developed at Brookhaven National Laboratory
starting with BESOM, the origlnal energy systems optilmization
model (of which a FORTRAN version 1is avallable in addition to the
more advanced programming language versions suitable only for the
biggest machines), DESOM, a dynamic version of BESOM, TESOM, the
time-stepped version, and the most recent MARKAL, for market al-
location model which was developed in collaboration with the mem-
bers of the International Energy Agency for collaborative R&D
systems analysis.

G. Hadley "Linear Programming” Addison-Wesley Publishing, Inc., Palo

Alto and London, numerous editions and printings.

Probably the most widely used linear programming text in the
U.S., familiar to most who have ever taken a graduate level
course in LP., Although this requires a thorough understanding of
matrix algebra and advanced calculus, 1t has few rivals as a
reference text, including discussion of many applications.
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EXERCISES, CHAPTER 5

E10. Addition of Capacity Variables and Capital Constraints

Add to the LP of Eq (5.28) and equation to represent capacity variables
in the energy supply and energy conversion sectors, and rewrite, and

interpret, the dual of this expanded LP.

~169-



ENERGY INPUT-OUTPUT ANALYSIS

6.
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6.1 FUNDAMENTALS OF INPUT-OUTPUT ANALYSIS!

Consider an economy that consists of three sectors: agriculture,
machinery, and counstruction. Let the domestic output of each of these three
sectors be denoted x;, X2, and x3, respectively. Let the final demand in
each sector be denoted y;: final demand is typically broken down to private
consumption, government consumption (say for defense), investuent and foreign

trade (exports less imports). For given final demand, say machines, we write

asy] X1 + agg X3 + asy X3 +
8 $ $ .
3 _mach [$ Agr.] 3 mach [$ mach] § mach. [$ Const]
S Agr. $ mach $ Const
y2 = X2 . (6.1)
r—Final Gross
Demand output
for of machine
machines sector

Thus part of machine output goes to the agricultural and construction sec~
tors——the coefficient aj; captures the requirement for machinery per unit
output of agriculture, and so on; part of the output is consumed by the
sector itself, and part of the output goes to final demand (exports, pur—
chases by government, etc.). The complete three sector economy 1s thus cap-

tured by the three equations
allxl + 312X2 + 813X3 + fl = Xl
agyxy + agoxg + ag3xy + f2 = X9
ajlx; + azoXg + aj3x3 + f3 X3

which, as usual, can be expressed more compactly in matrix form as?

A X + f = X (6.2)
(nxn) (nxl) (nxl) (nxl)

for an n-sector economy.

lThose familiar with conventional 1nput-output analysis as used 1in the
_8eneral context of development planning may proceed directly to Sectiun 6.2
2This input-output model Jje said to be “open” in the sense that final demand
is exogenously specified. It is possible to “close” and I/0 model by assum
ing that final demands can be determined in the same way as interindustry
demends (see Digression 6.3). However, it 1s never possible to completely
close a static system, since Investment necessarily requires exogenous
specification.
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Digression 6.1: National Accounts!

We begin with the usual ldentity for total supply belng equal to total demand:
Supply Oemand
X+ME=C+G+E+ 1 +4§ (1)

where

Domestic output

Competitive Imports

Private consumption

Government

Exports

Gross fixed capital formation

AS = Stock changes

In this discussion we make the Important distinctlon batween competitive and non-competitive im=
ports.e To use the example glven by Taylor (1979), wheat imports Into a country growing that crop would
be classifled as competitive; jet alrcraft Imports into almost every developing country would be clas~
sifled as non-competitive (or compiementary). Competitive Imports are treated as being equlvalent to
domestic output, and are therefore added to supply In Eqes (1),

The second identity relates total Inputs to domestic output, l.e.

—MmMoOO ox

LU T S T [ 1}

X =wl + wN + K + TIND 4 uNC

where
MNC = Non-competitive Imports
W = Wage rate
L = Employment
V = Rate of return on non=incoiporated enterprise
N = Capltal In non-incorporated enterprise
r = Rate of return on capltal (rent, dividends, Interest)
K = Caplital in Incorporate enterprise ( or Nationallzed Industries)
TIND = |ndirect Taxes (value added, import tarrifs)
The total return to non-incorporated enterprise, wN, may be quite substantial In devaloping
countries, given the typical preponderanceé of peasant farmers and small independent trades peoplo.
Indeed, this distinctlon between Incorporated and Incorporated enterprise will prove useful in subse~

quent discussions of commercial and non-commercial energy forms.

The rate of return on caplital decompcses Iinto two parts: depreciation, and after~-deprecliation
return on caplital (e.g. dividends to stockholders). The non-ccipetive Imports MNC shown In (2) are
Just those necessary for domestic production (e.gs reflned products for a small country without a
refinery): other non-competitive Iimporis may go to final demand (e.ge such as Imported luxury goods to
households}.

Gross DOomestlc Product (GDP) Is deflned as

GOP = wL + vit + rK + TIND (3)

lems as sume of payments to primary Inputs plus business taxess Of course, by substitution of (1) and
(2) Into (3) GDP Is aiso equal to

GDP=C+G+E+ |+ 5-M-MC | (4)
Finally, value added at ‘actor cost, Y, is defined by

Y=wlL + VW~ rK (5)
which is the sum of _ayments to particlipants in the production process. Disposable Income, yD!SP
accrues to persons. and foliows from (5) as

yDISP - y . TDIR _ gCORP (6)

where

IR = Direct taxes (Income taxes, corporate profit taxes)

SCORP - Corporate retained earnings and deprecation allowances.
Clsposable income then s used elther for consumption or for savings, i.e.

YDISP = ¢ + sPRIV. | (7
One can alsc view forelgners as an actor in a natlonal economy: whenever imports exceed exports,

then the rest of the world makes up the difference. Thls current account geflcit Is made up by forelgn
ald, dlrect Investment, and commercial lending, and such payments obvliously contribute to the potential
savings flows Thus

SFOR = e+ M - g, (8)
Flnally, government recsipts come from direct and indirect taxes, whilst Its expenditures fail unden
the rui.rlic government consumption. Thus

sGOVT _ TIND 4 {DIR _ 5 (9)
We leave It as an exerclise for the reader to show by substitution of these identitles the vallidity of

the savings~Investment Identity
SPRIV 4 gCORP 4 gFOR 4 sBOV = | +Ag (10)

1This discussion, and notaticn Is based on Chapter 2 of Taylor (1979).
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Suppose that the vector of final demand is given; the problem then

becomes one of solving (6.2) for X. If we rewrite (6.2) as

X - Ax = f (6.3)
or

(I -AX =f (6.4)
then by premultiplying both sides by (I = AL we obtain

X=(-a7lg | (6.5)

The (I - A) matrix is sometimes referred to as the "Leontief" matrix, In
honor of W. Leontief, the father of modern input-output analysis (and for
which he received the Nobel prize in eccnomics).S

The final demand vector f decomposes in the input-output framework as

follows:
f=C+G+E+1+ 8 (6.6)
where

C is the vector of private consumption

G is the vector of government consumption

I is the vector of investment

E is the vector of exports

S is the vector of stock changes (which is usually ignored in the

simple treatments of I1/0).
If one makes the additional assumptions that capital and labor are

linear functions of output in each sector, then the input-output framework

provides a basis for linking capital and labor requirements to particular

°Input-output can be traced back to Francois Quesnay and his Tableau Econom-
ique presented first in 1758. This was designed to show how goods and ser-
vices circulated among the four socioeconomic classes of prerevolutionary
France—-land owners, farmers, traders and manufacturers. Whilst Quesnay's
work established the fundamental interdependence of economic activities, it
was Leon Walras who established the necessary mathematical framework in
terms of a set of simultaneous linear equations. 1In his 1874 work "Elements
d'Economie Politique Pure.” It remained for Wassily Leontief, however, to
publish the first input-output tables for the U.S. economy, and to bring
input-ocutput to the state of being a tnol of applied rather than merely
theoretical economics. "Quantitative Input-Output Relations in the Economic
System of the U.S." Review of Economics and Statistics, 18, p. 105-25
(1936).
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levels of final demand. Thus 1f ap and ay are the vectors of sectoral
labor-output and capital output ratios, then the total labor and capital

requirements in the economy compute to

L = XT ap (6.,7)
(ixl) (1xr)(nxl)
K = X' ap . (6.8)

Let us return to Republica, introduced in Chapter 2.3. Table 6.1 shows
an input-output table for Republica, inm which we have added construction,
electric power and petroleum refining sectors to agriculture and manufac-
turing. Such an input—-output table, also known as "transactions” table, is
denominated in monetary units, and shows the transactions -- purchases and
sales~-between sectors. For example, the table indicates that the power
sector purchases 5 units from the construction sector, and 15 units (of oil)

from the refining sector. There are &4 quadrants to Table 6.1, as follows

Interindustry Final Use
Transactions
: II

Direct Factor
Purchases
v

Value Added
11X

The total inputs to the Republica power industry, for example, thus consist
of purchases from other industries (quadrant I), plus imports, plus payments
to labor, government (for taxes) and payments for use of capital, which to-
gether represent "value added,” which 1s the difference between total output
(or sales) to final demand and purchases from other industries. Note that
the distinction between "investment,"” in the final demand column, and "capi-
tal" in the primary input row; the capital row represents that part of the
capital stock that 1is depreciated during the year plus payments for use of
capital, whereas the investment volumn represents the flow of new investments
during the year.

In the direct factor purchases quadrant (IV) are shown those inputs that

are used by final users =-- governments and households. Civil servants
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Table 6.1
Input-Output Table for Republica

&0 |w o
[~ H =4
o~ (1} ]
=3 =]
~ i 1v] )]
] w o a
(=1 2 v B o
v o) el e ke — =
v o a v @ ) o “ o A
=] = & =] = o | [ =] &
& | ] [&] &) 3 [of)] i [+}] Q oy o
i [+1} oo - U A (o] £ 7] 8 oy (@]
3 =] ~ ¥ — L [~ Ew} &
&) L] & & o ml (4] 1 5] | 9] (4] i %]
Lol Eel 0 9] - o [} [ < [ [ 9]
5 5§ 5 2 3Bl & 5 E 5|8
< § O £23 A = &) £ — & o
1. Agriculture 15 3 5 0 0 23 26 14 20 12 72 95
2., Machinery 10 10 15 5 5 45 10 5 5 15 35 80
3. Construction 5 7 10 5 5 32 5 10 5 20 52
4, Electric Power 5 3 2 0] 2 12 3 20 0 0 23 35
5., Petroleum
Refining 7 4 3 15 0 29 15 15 0 3 33 62
TOTAL DOMESTIC
PURCHASES 42 27 35 25 12 141 59 64 25 35 ]183 [324
5. Imports 8 3 0 0 37 48 5 0 0 0 5 53
7. labor 20 30 10 5 3 68 1 12 0 0 13 81
8. Capital 5 10 3 3 5 26 0 0 0 0 26
9., Taxes 20 10 4 2 5 41 35 0 2 0 37 78
TOTAL VALUE
ADDED 45 50 17 10 13 1135 36 12 2 0 50 1185
TOTAL INPUTS 95 80 52 35 62 1324}1100 76 27 35 1238 562

employed by government exemplify the intersection of the labor row and gov-
ernment consumption column; the intersection of the lahbor row with the columm
household consumption would represent payments to domestic servants. Pay-
ments of taxes by households and by the export sector (export taxes and
license fees), are also shown in this quadrant. Republica can be seen to

have a poor trade balance,with imports exceeding exports by 53 - 27 = 26
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units,4 with oil imports (37) accounting for the entire payments deficit:
the magnitude of this deficit 1s set for reasons of pedagogic illustration
rather than beingrepresentative of any particular, real situation.

Dividing each column in the intermediate demand sector by the sectoral

output, the A-matrix of technological coefficients computes as follows

- _ _

L3 5 4 9 [ 0157 0.037 0.09  © 0

95 80 52

o 10 15 5 5 0.105 0.125 0.288 0.142  0.081

95 80 52 35 62

2 2 10 5 3t _] o052 0.0875 0.192 0.142  0.081] (6.9)

95 80 52 35 62

s 3 2 4, 2 0.052 0.0375 0.038 0 0.032

95 80 52 62

748 3 5, 0.073  0.05  0.057 0.428 0

95 80 52 35

- 4 L _
whence
[(0.842  -0.037  -0.096 0 0

-0.105 -0.875 -0.288 -0.142 -0.081
(I - A) = [-0.052 ~-0.0875 0.807 -0.142 -0.081
-0.052 -0.0375 -0.038 1.0 -0.032
-0.073 -0.05 -0.057 ~0.428 1.0

and the inverse follows as

1.212  0.072  0.173  0.042  0.021
0.205  1.22 0.487  0.307  0.147
(r -a)l =J0.130 0.157 1.3 0.267  0.128 (6.10)
0.0815 0.059 0.084  1.03 0.045
0.142  0.700  0.149  0.479  1.03 | .

— -—

4Notice that imports could also be treated as negative exports, rather than
treating them in the primary inputs sector. The column "Exports"” would
therefore become "net exports” (= Exports - Imports). For example, if im-
ports to the agricultural sector were removed from the input row, inputs to
agriculture reduce to 87. This would require that net exports show 20 - 8 =

12. This reduces final demand to 64, and total output becomas, again, equal
to 64 + 23 =87,
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We leave it to the reader to show that multiplication of inverse matrix by
the vector of final demands yields the gross output vector shown on Table 6.1

It is also useful to account for the savings—investment balance for
Republica. Suppose that of the 26 units paid as return on capital, 4 is in
the form of corporate savings, and 22 is in the form of payments to individu-

als. Then from the definitions in Box 6.1

¢DISE _  _ GCORP _ .DIR

= (81 + 26) - 4 - 37 = 66

PRIV
but this equals C + § RI , hence

PRIV

S 66 - 65 =1 |,

Government savings compute to

GOVT IND DIR

S =T + T -G
=41 + 37 - 76
= 2 .

And foreign savings are given by

SFOR

IMPORTS - EXPORTS
53 - 25 = 28 .

Now the sum of the savings terms equal investment, i.e.

I =4+1+ 2+ 28 =35
which equals the value shown under the column heading "investment"” on Table
6.1,

A number of critical assumptions must be clearly understood if the
input-output technique is to have any operational utility. The most impor-
tant, concerns the constancy of input coefficients: each additional unit of
new output 1is produced by an unchanging proportional combination of inputs
from other sectors, an assumption that also implies constant returns to
scale. Thus the input-output model does not allow the possibility of substi-
tution among inputs, an assumption that becomes increasingly questionable
with increasing length of planning horizon. There are a number of ways to

compensate for this problem, possiblities discussed exhaustively elsewhere in
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the general context of the use of input-output for development planning.5 We
shall, however, return to this subject later in this chapter in the context
of reducing energy inputs over time (which of course 1is one of the major

objectives of any comprehensive energy policy).

5Todaro (1971) has an elementary discussion of this subject, with some simple

numerical examples to illustrate the implications of such assumptions. For
a more advanced treatment, see e.g. L. Taylor "Theoretical Foundations and
Technical Implications,” in Blitzer et. al., (1975).
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Digression 6.2: Dynamic !/0 Systems

Tho model discussed in Sertion 6.1 would be termed “static" in the vocabulary of input-output, in
that it does not rest on any explicit theory of Iinvestment. In the most widely usaed "dynamic" /0
mode!, an accelerator-type investment relationship is used in which current demands for investment
goods depend on the expectation of future output growth. Thus
D(t) = KkIX(t X 1) - X{(t)] (1)
where

X(t) is the vector of output at time t
D(t) is the vector of investment demands for new capital formatlion
k is a diagonal matrix of [icremental capital-output ratios

Further, fet R(t) be a vector of eplacement capital demands, glven by

R(t) = Ok(t) (2)
where

0 is a diagonal matrix of depreciation coef ficients,
where

k(t) Is the vector of capital stocks at time t.
Finaliy, If B is a matrix of capital coefficients, whose element b;: describes the amount of output of
sector i to produce a unit amount of Investment in sector j. Typlcélly many rows of the B matrix will
be zero, as many sectors produce only for consumption or intermediate demands. And again we have the
usual compuilational assumption of constant coefficients, which violates the reality that changes in
the prices of capital goods would change the mix of capital goods used for Investmant. Thus we
replace the Investment term | in the static model by the expression.

(1) = BOIkX(t + 1) = X(1)] + R(1)) (3
the dynamic verslon becomes

Y(t) = C(t) + G(T) + E(t) + BCUIkX(t + 1) = X(t)] + R(1)) (4)

If Y'(+) = C(t) + G(t) + E(t), i.e. final demand exciusive of investment consumption, then the dynamic
version of £q. (6.2) is

AX(t) + YT (1) + BKkIX(t + 1) = X(t)}] + BOkX(t) = X(t) (5)
which can be rewritten as
(I = A =~ 80k - BK)X(t) + BKX(t + 1) = Y!(t) (6)

The prcblem now Is to solve for X(t + 1) given X(t = 0), Writing B for Bk, then premuitiplication of
all terms of (6) by B™! yields

X(+ + 1) =B lvret) + (1 +871(1 = A - BOK) IX(1) (N

The question now is whether or not the Inverse B! exlstss As alreay noted, many rows of B_will be
Zero, since some produclng sectors do not meet Investment demands: thus B is singular, and B™' does
not exist. Consequently some special decomposition procedures must be Invoked In order to solve (7,
a subject treatad in some detai! alsewhere in the Literature. The point to be made here is simply to
show some of the problems involved in ..ore "realistic" versions of the |/0 framework.
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Digresslon 6.3: Computing the Leontieff Invurse Without a Computer

We observed earlier that one method of computing the inverse of the matrix A was to make use of
the series

=m =1 +a+ea2+,,, a0
However, this method Is applicable only If the sume of the elements In each column A s less than
unitye. Fortunately, this is true of most matrices of technological coefficlents -- see, for example,
the matrix (6.9) for Repubiica. Let us apply this Inversion formula to thls situatlon.
1 0 0 0 0
Q 1 0 0 0
I =]0 Q 1 0 0
0 0 0 ] 0
0 0 0 0 1
1.157 0.037 0.096 0 0

0. 105 le 125 0.288 0. 142 0. 081
I +A =10.,052 0.0875 1.192 0. 142 0.081

0.052 0.0375 0.038 1.0 0.032

0.073 0.05 0.057 0.428 1.0

ven without adding any of the higher order terms, ! + A looks not ali that unlike the

at this polnt, e;
shown In Eqe (6.10)!

inverse (I = A)~

Let us compute AZ:
70.157 0.037 0.096 0 0 0,157 0.037 0. 096 0 0
0.105 0.125 0.288 0.142 0.081 0.105 0.125 0.288 0,142 0. 08!
0.052 0.0875 0.192 0.142 0,081] X |0.052 0.,0875 0.192 0.142 0. 081
0.052 0.0375 0.038 0 0.032 0.052 0.0375 0.038 0 0.032
0.073 0. 05 0.057 0.428 0 0.073 0.05 0.057 0.428 0

0.0355 0.0188  0.0441 0.0188 0.01077
0.0578 0.054 0.1113 0.0933 0.0379
= |0.004 0.0039 0,077 0.074 0.,0027
0.0016 0.0015 0.0249 0.0244 0.0006
0.041 0.0029 0.0486 0.0151 0.,0223

at this point, then | + A + A2 equals

119 0.0558 0.140 0.018 0.010
0.162 1179 0.399 0.235 0.118
0.092 0.126 1269 0,216 0.108
0.068 0.049 0.063 1.024 0.004
0.114 0.079 0.105 0.443 1,022

which should agaln be compared to (6.10),. 2 3 4
After two more iterations, we have | + A + A + A” + A , which computes to

1,206 0.0684 0.166 0.0387 0.019
0.203 1. 21 0.468 0.292 0.142
0.122 0. 151 1.318 0.256 0.125
0.078 0.0568 0.,0787 1,036 0,043
0. 136 0.0968 0,139 0.4M 1.032

The percentage error for each element at this point Is glven by comparison to (6.10), and shows

0.04% 5% 43 7.8% 9%
0.95¢ 0.8% 3.9% 5% 3.4%
6.15% 3.8f 0.9% 4.1% 2.3%
4.2% 3.7% 5% 0.52 4.4%
4.2% 3.2 6.7% 1.6% 0.19

which Indicates both the convergence ot the msthod, and the convenience of the serles expansion as a
method for computing the Leontieff Inverse.

]Thls condlition can be weakened |f the matrix Is Indecomposable, In which case the !imit n— o, A" = 0
if the sum of elements in each column Is less than or equal to unity, and [f at least one of the
columns sum Is less than unlty.
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6.2 ENERGY DENOMINATED I/O TABLES

The key to solving the interfuel substitution dilemna is the recognition
that is is not fuel forms per se that are required by a production activity
(or to satisfy personal consumption demands), but energy services—--process
heat, motive power, space heat, and so on. Indeed, there is no reason why
one cannot add additional rows to our three sector economy that depict energy
service and energy supply. Suppose that the only type of energy demanded in
our economy were industrial process heat (IPH) and residential space heat,
that can each be satisfied only by either coal or oil as a fuel. We can thus

write for industrial process heat the equation

811 Xq + 819 Xy + 813 Xy = hI (6.11)
Bt_ulP_H_ [$ Agr] M [$ Mach] M [$ Constr]
S Agr $ Mach $ Constr

where the 814 represent the unit energy service demand (in this case indus-
trial process heat) per $ of output in Sector j. Industrial process heat can
be supplied by the refinery sector (in the form of refined 0oil), or by the

coal mining sector (as coal). Thus for the coal mining sector we may write

blc X, + blI hI + fc = X, (6.12)
Btu Coal [Btu Coal] Btu Coal [Btu TPH] final Gross
Btu Coal Btu IPH demand output
for coal, of coal
Btu

whare f, represents imports/expcrts of coal. The coefficient by repre-

sents the fraction of IPH that is met by coal, and the coefficient b, repre-
sents the Btu of coal that must be mined to produce 1 Btu of coal delivered
to users~-which would take 1into account the Btu losses of coal cleaning.
Similarly for the refining sector, we must, as usual, differentiate between
crude and refined products. For refined products (of which in our hypo-

thetical model there is only one, a middle distillate!) we have

b2I hI + fD = X (6.13)

G
Btu RR [Btu IPH] final ross
Btu IPH demand Output
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Thus bpy represents the fraction of IPH met by refined oil, again ad justed
for the efficiency of conversion. Final demand for refined oil again depicts
exports minus imports.

Finally, for the crude oil sector, one has the equation

b3D : X, + fR = X . (6.14)

Btu Crude [Btu Dist-] [Btu Cr'J.dE] [Bt:u CrudEI
Btu Dist.

Here bj3p represents the Btu of crude oil required to produce a Btu of
refined product, the final demand fRp represents crude imports (or exports)
and xp represents total domestic crude output.

We are not quite finished, howevernm 1In general, some level of energy
services will also be required in the production of energy supplies (Refin-
eries need process heat, coal mines require electricity). Thus we must add

to (6.11) a term for each energy supply sector; thus (6.15) becones

gIc xc + gID xD + gIR XR
Btu T [Btu coal] [P IPH | Bey pist] | PP TR (Bey crudey
Btu Coal Btu Dist Btu Crude
+ 811%1 + 812%, + 813%g = hI . (6.15)

Finally, some sectoral output is required per unit of energy supply provided:
for example, coal mining requires some contribution from the machinery sectorv

for equipment. Whence, for the machiner sector,

e X oAy *p oAy *R
2Mach | orpey coar] 2NN | gy pise) |2 MM 1 By crude)
Btu Coal Btu Dist. Btu Crude

+ 321){1 + 822){2 + 313X3 + f2 = Xz (6- 16)

with analogous expressions for the agricultural and construction sectors.

Let us now write these equations in the order coal, crude, refined oil,

IPH, and the sectoral outputs agriculture, machinery, and construction. in

the manner of Table 6.2
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Table 6.2
Hypothetical Energy I/0

Ref. Final Gross
Coal Crude Prod, IPH Agr. Mach. Constr. Demand Output
3 + + =
+blc*~:C blIhI fc X
+b3DxD + fR = XR
+ =
bZIhI + fD X
Bre®e  TBrr¥r  terp*p B Xy tepp¥y XXy = h
41X TaR%R tAp¥p Tap X tapyX, taaxy v f = ox
~ 3 + =
aac¥e TAR®R tap¥p Tay ¥y TagX, taxy Xy
A% Ty tayp¥) Taq Xy FagoX, tagxy A+ By o= oxy
If one partitions the matrix into three by three blocks, each block has

coefficients demomiated in the following units (or are zero)

Energy

Energy (Service Non-

Supply Product) Energy
Energy Btu Btu Zero
Supply Btu Btu
Energy Btu zero Btu
(Service or
product) Btu $
Non~Energy .,i_ zero ._i_

Btu $
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It now becomes

Hh
ll

convenient to

output vector for energy supply (xc, X

output vector

output vector

final demand for energy supply (fc’ £

adopt a simpler matrix notation, as follows

for energy-products (hI)

for non energy sectors (xl, Xyy X

R)

final demand for energy products (fP)

final demand for non energy sectors (fl’

from which follows immediately the matrix equations

where the A matrix elements are defined on Figure 6.1 and Table 6.3

Energy
Supply

Energy
Product

Non-Energy

+ ASPXP

R’ XD)

D’

f2 R

Energy Energy Non-

Supply Product Energy
ASS ASP 0
Btu/Btu Btu/Btu
s . pr
Btu/Btu Btu/$
AIS 0 AII
$/Btu $/$

f

37

3)

(6.17)

Figure 6.1 A-MATRIX SHOWING ENERGY SECTORS AND UNITS IN ADMISSIBLE SECTORS
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TABLE 6.3
A-MATRIX COEFFICIENTS

A = input-output coefficients describing sales of the output of one energy/

SS
supply conversion sector to another energy conversion sector and con-
vereion losses incurred in producing or distributing energy. Conver-
sion losses may be excluded if all coefficients are calculated on the
basis of delivered energy.

ASP = Input-output coefficients describing how distributed energy products
are converted to end use forms.

ASI = 0 implying that energy supplies are not used by non-energy producing
sectors; energy 1is distributed to the non-energy-producing sectors via
energy product sectors.

APS = input~output coefficients describing how energy prnducts - final energy

forms ~ are used by the en: 'gy-supplying industries. For example,
electricity use for lighting & .efinery would be included here.

APP = 0 1implying that energy products are not used to produce energy
products.

API = lnput-output coefficients describing how energy products ~ final energy
forms ~ are used by non-energy sectors. Examples are industrial
process heat or electric drive.

AIS = input-output coefificients describing the uses of non-energy materials
and services by the energy industry. An example of this would be re-
quirements for machlnery for oil drilling or coal mining.

A = 0 implying that energy product-sectors equipment require no material or
1P
service inputs. This 1s because they are pseudosectors and not real
producing sectors.

AII = ilnput--output coefficients describing how nonenergy products are used in
the non-energy producing sectors. Coefficients in thls submatrix are
enumerated in purely monetary terms.

Relationship of the Extended I/0 to the RES: 1t should be obvious that

the information contained in the A A and AP matrices can also be stated

’
in terms of the Reference Energysgyst;:. For ixample, the coefficients of
the ASP matrix represent the mix of fuels (or intermediate energy forms) that
meet individual end use demands for energy services: 1in terms of the ccmpu-
tational structure introduced in Section 2.2, the ‘%P matrix corresponds to
the F-matrix. Tie general relationships between the extended I/0 table and

the RES are depicted on Figure 6.2,

-187~-



-881~

P
Xg A Ac
SS SPp {3
[]
CENTRAL THANSMISSION
HEFINING AND [TRANSPOHTATION SIATION ofsTRIBUTION {DECENYRALIZED ] UTILIZING DEMAND
RESOURCES | EXTRA:TION -] CONVERSION | AND STORAGE | CONVERSION G STORAGE | CONVERSIC DEVICE CATEGORY
13.4 N 1030y 330 \ ..
NUCLEAR o -se > >0 TIanFNG \ -
HYOROPOWER —}nS:3 > > o 1217 121.7
v DAM )} HYDROELECYRIC " b y > ro - -
{NDUCTION MOTOYt  A§ST] ELEC DRINE
(§.03) 189.6 a) - 83.3 R
S o — ] (0.24)_— ®
\ /'ETS\' FURNA € g0l AND STEJL
10.6%) 11,6
Py & —ee—e
PuLlGP§ETS
“iebueTion pot il
1062 ““";:"""‘““‘ WY AT | TZ%b,
COR >o- =] >o- STOVE )\ COKING, WATE
Rl 7 \6,1.9'95."0/ MEATING
st I NN
\7»/01 / >— 1.
o IMOCESS HE#
/" '\ akD isc.
woop e—}p—-=—2-f- - K — oo i
~
ANIMAL 457
waste * |||/ ————~"7""7 -——==r-
CHCP RES, o—f 22 b} o ] I
s
3202 (olio) . 32,1 _
R T1] S === -——=1-F "1 T STEAM ENLINE RAIL e
“N_—a0 (0.26 \\ SR £ A M {: () 11,6 .
- \ GASOLINE ENBINE  AbTOMOBILE
7S ., 182.8 __ (qis) 2T.4
O i-C ENGIJE 85, TRUCK ¢
o 25.4_j0.d8) 7.4
i-C ENGIJE = RAIL
50.3 e 208 , /_ 82,3 82,3
FEEDSTOCHS ~ PEJROCHEMICELS

ANIMAL
POWER

HUMAN
ER

POWE

unit 10'° Joure

SECYON

RESIDENTIAL-
COMMERCIAL

Xp

INDUSTRY

AGRICULTURE t=eeaa

TRANSPORTAIION
RESIDENTIAL -

COMMIRCIAL

INDUSTRY

Y

TRANSPORI’ATION\
TRANSPORTATION

12

TOTA

HESOURCE CONSUMPIIONT 5217

COMMEKCIAL ENERGY 2692,5 (IMPORTS:678.2)
NON+ COMMERCIAL ENERGY: 2528
ANIMAL ENERGY: 4512

Figure 6.2,

© TRANSPORTATION

+ TRANSPORTYATION

o uAi-yAL" t

tOTAL DRMANDIIBO2.2

General Relatlonships betwecen the I/Q and the RES

433 {a3o) . 13
" GAS TuRB|NE AN} TRANSPOR)
47,5 {(0.30) 9.5
hd M SHIP
N, 36.5 (0do) _ 7.4 _
PUMPSETF = JRRIGATION e
352 (0.3 3.3 R
N e .
. MOTORIZED WELL IRNIGATION
15.0 . 3,2 .
/ Y TYRACTOHE *° [IRRIGATION]
172.2 nzT - 422 o
. sC, AGRIC.

TRANSPORTATION

INDUSTRY

‘fAPI
TAANSPORTATION
AGRICULTURE

AGRICULTURE

AGRICULTURE

AGRICULTURE



6.3 RES-TRANSACTION TABLE RELATIONSHIPS

At this point let us return once again to Republica, and create an ex-
tended I/0 table as shown on Table 6.4. In accordance with our general
scheme, we move the electric power and the refining industry into the first
two rows, and define two energy product sectors--electricity and process
heat, All of the transactions between the power and refining industry shown
on Table 6.1 in fact represent sales/purchases of energy: the transactions,
in each case, can be assumed to be equal to price times quantity (defined as
price/100 Btu, and 10® Btu). Given the following set of ensrgy prices,6 one

can readily enter the elements for the A__ and AP sectors:

PI S
Refined oil : 1 unit/106 Btu

Electricity : 2 units/10% Btu.

Thus, for example, the 20 units shown on the transactions table as sales of
electricity to Government implies a sale of 10 x 106 Btu of electricity; or
the 4 units of sales from refining to machinery imply a sale of & x 10°® Btu
of refined oil for process heat. As noted above, the information in the
enersy sectors of the extended I/0 has a one-to-one correspondance with the
reference energy system, which is shown on Figure 6.3. We leave it as an
exercise to the reader to compera cach RES entry with 1its counterpart on the
extended transactions table. In this instance, since all of the crude oil
is imported, we treat imports as negative exports, and thus the intersection
of the crude oil row, and the exprrt column, indicates the oil imports as 106
Btu (i.e. equal to -107,3). Indeed, by comparison of the RES with the ex-
tended transactions table, it becomes clear that associated with each link in
the RES is a price and a monetary transaction that provides the relationship

to the transactions table.

6In this analysis we assume that sales of electricity and oil from the elec-
tric utility and the refining company are at constant price across all sec~
tors. Of course in practice, this would rarely be the case, since electric
rates, for example, would vary by customer class, with the residential con-
sumers paying more per kWh than a major industry. Whilst this may seem at
first glance just a matter of algebra, in practice, a full reconciliation
between price, energy and total monetary transaction among sectors may be
difficult to establish.
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Table 6.4
Extended Transactions Table for Republica

e
} g
1 o c _ o
2 > €3 ) ] - 3
oy &) Q — Lol n o o [} Q,
~ - = 3 > o ] c e ] o
2 4 2|3 o5 £33 &8 ., § 2 |3
| & -] | &) N g [ ¥ =t 5 o -
[ -t o o] ()] [ &) - W o] — | 9] 0w — n
308 218 1% Tg|lE ¢ogo§ ¢l
5 @ &3 £} & 8 318 8 4 5 & 5
Crude 0O 0 107.3 - - | - - =} - - =107.3 -{-107.3 | 0
Electric Power|{ 0 O o t17.5 o | - - =] - - - - 0 17.5
Refining 0 52.5 0 0 44 | - - =y - - - - - 96.5
Electricity 0 O 1.0 - -1 2,5 15 1§y 1.5 10 0 0} 11.5 ¢ 17.5
Process Heat 0O O 0 - - 17 4 31115 15 0] 0l 30 44
Agriculture 0O O 0 - - 115 3 5]126 14 20 12y 72 95
Machinery 0 5 5 - - {10 10 15¢t1%10 5 5 15] 35 80
Construction 0 5 5 - -4{5 7 10)1 5 10 0 5| 20 52

From the transactions table we recompute the matrix of technical

coefficients as follows

0 0 107.3 0 0 0 0 0
9.5
0 0 o L3 0 0 0
17.5
0 223 0 0 A4 0 0 0
17.5 44
0 0 L 0 o 235 1 1
96.5 95 80 52
br}
0 0 0 0 0 A S
95 80 52
0 0 0 0 0 H»o 3 3
95 80 52
0 5 5 0 o L0 10 15
17.5 96.5 95 80 52
0 5 5 0 o o 1 10
17/5 96.5 95 80 52
L |

From which the inverse (I - A)~l follows as
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(—. 3.64 1.17 3.647 1.17 G.256 0.182 0.266

0. 1.06 0.0147 1.06 0.0147 0.0408 0.0295 0.0418

0. 3.28 1.054 3.28 1.05 0.23 0.164 0.239

0. 0.064 0.0147 1.06 0.0147 0.0408 0.0295 0.0418

0. 0.0863 0.0107 0.08%6 1.01 0.107 0.0756 0.114 (6.18)
0. 0.112 0.0139 0.112 0.0139 l.21 0.0725 0.173

0. 0.779 0.0967 0.779 0.0967 0.216 1.22 0.488

0. 0.678 0.084 0.678 0.084 0.1316 0.158 1.33

We ace now In a position to use the extended I/0 for analysis of plan-
ning scenarios. For example, given some new vector of final demand, we may
wish to determine a new vector of gross output, and the assoclated energy

requirements and the level of oil imports. Suppose, then, that for the year
1990, we anticipate the following final demand vector, which reflects a 20%
final demand increase in non-energy sector output and a 25% increase in final
demand for both electricity and process heat requirements of households and
governments. Since the level of crude oil imports is one of the unknowns, we
obvicusly cannot specify it in the vector of final demand; however, by set-
ting the corresponding entry to zero, crude oil requirements will emerge in
the first element of the gross output vector--we simply have to remember that
in this instance the entire crude oill "output” is in fact imported. The new

vector of final demands, then, computes as follows:

f = (6.19)

Tye ignore, for the moment, how such an increase in final energy demand might
be established: clearly it will depend on changes in household income and
changes in price.
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Table 6.5
Revised Transactions Table for Republica

~
g & = a =} &
5] > o o o c >
A o ] 4 1 o .
—~ — -] > > ) g o
i 19 &0 8] Lo ~ 8] 7] =
(@] Lal = ot 0 ~ J = jan] (@]
~ i 9] )] = = —
[ L =] 8] 1] J o~ ") ~ ~
- 3] o 3] 3] — £ D « «
=2 [¢]] U QU o) ~ 8] ] (=] Is]
o —~ ) —~ Y 50 ] 2] - o
3] ] @ {1 A < = &) B =
Crude 0. 0 132 0 0 0 0 0 0 132
Electric PFuier 0. 0 0 21.6 O 0 0 0 0 21.6
Refining 0. 64.9 0 0 54,31 0 0 0 0 119.2
Electricity 0. 0 1.23;7 0 0 3. 1.8 1.2 14.3 21.6
Process Heat 0. 0 0 0 0 8.4 4.8 3.6 37.5 54.3
Agriculture 0. 0 0 0 |[18. 3.6 6.0 | 86.4} 114.0
Machinery 0. 6.181 6.17(1 0 0 12, 12.0 18.!1 42, 96.5
Construction 0. h.18] 6,171 O 0 6. 8.45 12.1 24, 62.9

which, when multiplied by the Leontieff matrix (6.18), results in the new

gross output vector

132.0
2l.6
119.2
21.6 (6.20)
54.3
114.0
96.5
62.9

I

from which o1l .. ports follow as 132, an increase of 23%.

Glven this new gross output vector X', one can readily reconstruct a
corresponding transactions Table; we simply multiply each column of the A

matrix by the corresponding gross output. The revised transactions table is

shown on Table 6.5
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6.4 INTERFUEL SUBSTITUTIONS IN THE I/0 FRAMEWORK.

Suppose we wish now to analyse the possibilities for substituting coal
for oil in electric generation, and coal for oil in industrial process heat
applications. This implies that inputs to the process heat column will not
only be met by the refining industry, but also by the new coal mining indus=-
try. Similarly, inputs to the electric power industry will consist not just
of refined oil products, but also of coal.

These changes result in the new transactions Table 6.6. We assume that
of the total process heat requirement of 44, 20 units are supplied by coal;
and of the total fuel supply to electric power, 20 units of oil are replaced
by coal (which reduces the input Lo electric power from refining from 52.5 to
32.53). Thus for the base year, oil imports compute to 62.8, shown as
negative exports to preserve the arithmetic consistency of the table,

Assume now the same increases in final demand as considered previously
with, the f-vector of Eq. 6.19 replacing that shown on Figure 6.5. Repeating
the I/0 analysis then yields the following gross output vector denoted (A),
which is compared with the output of the previous, non-coal scenario (B):

(4) (B)

Coal Non-Coal
Scenario Scenario (A)-(B)

Coal 49,4 0 49,4
Coal Mining 49.4 0 49.4
Crude 0il 77.5 132,0 =54.5
Electric Power 21,6 21.6 0
Refining 69.7 119.,2 ~49,4
Electricity 21.6 21.6 0
Process Heat 54.3 54,3 0
Agriculture 114.1 114,1 0
Machinery 100.3 96.5 3.8
Construction 65.3 62.9 2.4

As before, crude oil imports appear as positive quantities 1in the gross out-
put vector; to avoid this, the algebra of I/0 needs some modification, as

presented in the next section. Arithmetically, however, the results stay the
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same; in any event, our example shows the expected declines in crude oil
imports, and refinery industry output for the level of coal substitution
assumed. What is not possible in this simple I/0 framework is question of
how much coal substitution must. Unfortunately, the more interesting problem
of determining the level of coal substitution that 1is necessary to achieve a
given level of o0il imports is not possible in this simple I/0 framework; only

trial and error will yield the desired answer.

Table 6.6
tntroducing Coal to Repubilica
&
hel
o 6 > 4 o § S
c o + 8 [ 3 1] + = ]
— Bt pa =1 > 4 o c c []
< CHE- £ 5 4] 5 gl o
= [ -c- [ @ -5 g L .g < 4‘2 +— he) +=
) + el +« 0 _ + ] L L 0 - 3
-— — A~ Q — @] (& — £~ U] n ] o] ] i ] Q
3 038 2 2 s/2 495 % d 3 335 z| &
o Q o w x| w a} < = & T U BV S u S
Coal 0 40 0 0 ) 0 0 0 0 0 0 0 40
Coal Mining 0 0 0 20 Jd 0 20 0 0 0 0 0 40
Crude 0 0 0 0 62,8 0 0 0 0 0 -62.8 0 |-62.8( O
Electric Powar 0 0 0 0 0 i7.5 0 0 0 0 0 0 17.5
Ref inlng 0 0 0 32.5 0 0 24 0 0 0 0 0 5645
Electricity 0 0 0 0 | 0 2,5 1.5 1 1.5 10 0 0| 11.5) 17.5
Freocess Heat 0 0 0 0 0 7 4 3 15 15 0 0| 30 44
Agriculture 0 0 0 0 0 15 3 5 26 14 20 12 | 72 95
Machinery 0 3 0 5 5 0 10 10 15 10 5 5 15§ 35 83
Construction c 2 0 5 5 5 7 10 5 10 0 51| 20 54
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EXHIBIT 6.4 Hybrid Operation of the I/0 Model

The usual framework for the I/0 analysis presupposes that the vector of
final demands is exogenously specified, and that the interest focusses on the
appropriate gross output vector that meets this set of final demands. 1In
some developing countries, however, such final demand projections may not be
available. Rather what is available 1s a set of sectoral output projections,
i.e., the xy vector. Within what we shall term the hybrid extended I/0
model, then, the quantities fg, fp, and xy are exogenously specified,
and the problem becomes one of solving for fy, xg, and Xpe .

Some algebra quickly yields the requisite modifications. Recall the
extenlled I/0 equations (6.17):

ASSXS + ASPXP + fS = XS
APSXS + APIXI + fP = XP (6.21)
AISXS + AIIXI + fI = XI

hence, taking the unknowns to the left-hand side, and now the known quanti-

ties to the right-hand side

(Agg = DXg + Agp¥p = -t
Ape¥g - IXp = £, = Ay X, (6.22)
Arg¥s * f; = X A%

which can be solved by the system

[ks = |Agg = I Asp 0 ~f5
Xo| = | Apg -1 0 o |~Ep = ApX; (6.23)
£l = | A 0 I X = AgX;
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6.5 AN ENERGY INPUT-OUTPUT MODEL FOR PORTUGAL

To illustrate the application of an energy denominated I/0 model, we
shall analyze some of the problems in setting up such a model for Portugal,
extracted from a recent BNL study.* Portugal has no oill resources of 1its
own, and imports 70% of its total energy requirement. The specific question
to be addressed was the degree to which conservation strategies could
alleviate the severe oil import burdens expected for the future. In theory,
this 1s a quite straight-forward procedure: for a given level of final
demand, determine gross output for given levels of conservation, the latter
achieved by manipulating the coefficients in the Apy sub-matrix that
defines the basic energy demand requirement per unit of sectoral output. In
practice, however, there are numerous data problems to be resolved in setting

up the energy I/0, problems that are the focus of this section.

Background
By 1977, the Portuguese economy had begun to stabilize following the

dislocatrions of the 1974 Revolution and the return of an estimated 500,000
former colonists, The period from 1974 thceough 1976 was characterized by
increasing private consumption (both in absolute terms and relative to other
expenditures), decreasing savings, expanding government spending, rapid
inflation, and record-breaking trade and current account deficits. The large
balance of payments deficit allowed Portugal to maintain investment at abcut
20% of GDP. By the end of 1977, the rapid growth in private consumption had
subsided, but the consumer price Index still recorded its greatest increase
since 1974 and the balances of trade and current account reached new lows.
Table 6.7 reveals the composition of GDP by expenditure in 1976 prices for
1976 and 1977 as reperted in the OECD 1979 Portugal Survey. As the table

indicates, Portugal 1is dependent upon international trade for many goods.
Imports amounted to 33.5% of GDP in current prices and the trade balance to
15.5% of GDP.

Portugal has been able to run chronic trade deficits in the past because

of the high value of remittances by Portuguese citizens working abroad, and,

*This section 1is based on the detaliled and much longer report; S. Rogers et
al., "Application of the Brookhaven Energy-Economic Assessment Model in the
Portugal-U.S. Cooperative Assessment,” BNL 51424, Brookhaven National
Laboratory, Upton, NY, June 1981,
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Table 6.7
(106 1976 contos)

1976 1977
Private Consumption 367 370
Government Consumption 66 72
Gross Fixed Capital Formation 79 88
Stock Changes 8 8
Exports (Goods and Services) 79 84
Imports (Goods and Services) 142 156
Foreign Balance -63 72
GDP at Market Prices 457 466

Source: National Statistics Institute and OECD Portugal Survey, July 1979.

to a lesser extent, tourism. As Table 6.8 shows, Portugal's current account
has fared better than its trade balance and even recorded a surplus in the
second half of 1978. The contribution of worker remittances and tourilsm are
significant, outweighing the trade deficit in the second half of 1978.

The improvement of the current account since the first half of 1977 is
also attributable to the authorities' monetary and foreign exchange
policies. The escudo depreciated by more than 50% since 1973, having depre-
ciated by 20%Z against the dollar between December 1977 and April 1979.
Because of the large import content of domestically produced goods (particu-
larly manufactured goods), this policy contributed to bhoth the raising of
domestic prices and the redistribution of income growth away from wages
toward profits, exporters in particular, as well as shifting the terms of
trade In favor of Portugal.

The tightening of monetary policy has been employed as a means to
counter both inflation and the balance of payments deficit. By raising most
interest rates and imposing controls on credit, the monetary authorities in-
tended to constrict private credit and thus private consumption, easing do-
mestic inflationary pressures caused by excess demand and redvcing consump-
tion on all goods and services, including imports. Consumer spending
increased 0.87% 1in 1977 and 0.5% in 1978 compared to an average of 4.3% from
1973 to 1976.

Recent plans have included the revaluation of the escudo, the relaxation
of import duties, and a somewhat more liberal monetary policy. Portugal's

recent economic performance has significantly improved 1ts international
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Table 6.8
(10° contos)

1975 1976 1977 1978 197811

Trade Balance -42.8 ~63.7 -96.4 -105.2 -46.5
Services (NET) -4,7 -3.4 ~4,9 =4.4 3.0
of which Tourism 2.6 5.5 10.3 19.6 13.9

Workers Remittances 26.6 29,2 43.6 74.3 46.5
Current Balance -20.9 -37.9 -57.7 -35.3 3.0

Source: Bank of Portugal, converted from US$ at current exchange rate.

credit rating. The authorities plan to run external deficits for the next
five years or so as a means of ameliorating the immediate burdern of invest-
ment financing placed upon the general consuming public since 1977. The
ultimate success of this financing strategy can only be determined when
Portugal's loans come due.

Energy plays an important role in Portugal's trade balance. Nearly 70%
of its energy was imported in 1977, nearly all in the form of petroleum and
petroleum products. Total expenditures of foreign exchange on petroleum rose
from 9% of the trade balance in 1971-1973 to nearly 30% in 1977 (in current
prices). In this same year, 1imports of petroleum and petroleum products
accounted for 16.3% of the total import bill, up from 6.77% in 1973.

Table 6.9 reveals the level and configuration of energy resource

consumption and imports for 1977.

Table 6.9

1977 Energy Resource Consumption (103 TEP)
Resource Consumption Imports
Coal 443 347
0il 6,521 6,521
Hydropower# 2,324 -
Natural Gas - -
Nuclear* - -
Wind* -— -
Biomass 600 -
Solar* - -
TOTAL 9,888 6,868

#In terms of fossil fuel equivalent.
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Sector Defini:cion

One begins with a definition of the sectors to be used in the analysis.
As indicated on Table 6.10, three different sector types must be defined:
energy supply sectors, energy product sectors, and non-energy sectors. These
should be defined in such a way that the total matrix has no more than 50
sectors, 1n order to keep the anlaysis tractable, ideally, the energy

product sectors should be in the form of basic szuergy demands—-lighting,

Table 6.10
Sector Definitions for Portugal

1) Coal

2) Crude 011

3) Refined 0il Products

4) Thermal Electric
Energy 5) Hydroelectric
Supply 6) City Gas
Sectors 7) Natural Gas

8) Nuclear

9) Wind

10) Biomass

11) Solar

12) Coal~Based Feedstocks
13) 0il-Based Feedstocks

Energy 14) Motive Power
Iroduct 15) Industrial Process Heat
Sectors 16) Electric Power

17) Household Nonelectric
18) Household Electric

12) Agriculture and Fishing

20) Mining

21) Food, Beverage, and Tobacco

22) Textiles

23) Clothing, lLeather, Wond, and Furniture
24) Paper and Printing

25) Chemicals, Rubber, and Plastic

26) Glass
Nonenergy 27) Cement
Sectors 28) Other Nonmetallic Minerals

29) Iron and Steel

30) Nonferrous Metals :

21) Metal Products, Machinery, and Mirc¢. Manufacturers
32) Construction and Public Works

33) Water, Sanitation, Commerce, and Services

34) Road and Rail Transportation

35) Water Transportation

36) Air Transportation
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mocrive power, cooking, and so on. Unfortunately, in scme case-—as in our
example-—-such data is not available, Thus for the household, sector, for
example, one can only distinguish between electric and non—electric, since
there were no data available to disaggregate electric consumption into end
uses——lighting, cooking, air conditioning, and misc., applicance use.

In order to utilize the I/0 technique at all, one must of course start
with an existing I/0 table. In almost all cases, where such tables do exist
they are too detailed, and to make the analysis tractable one must aggregate
the 1/0 table to between !0 to 20 sectors. The Portuguese I/0 table has 60
sectors: and Table 6.11 shows how these 60 sectors were aggregated in such a
wav as to highlight the more energy-intensive consuming sectors. The manner
in which the I-0 could be aggregated was constrained by the similarity or
dissimilarity of sectors. For instance, one would not combine cement with
agriculture since the two sectors have very little in common in terms of
either their production processes or energy consumption patterns. Some
sectors which are currently insignificant in terms of their contributioa to
GDP were, nonetheless, kept separate because they are particularly energy
intensive and are 1likely to be quite important in the future; the most
noctable of these are the cement, chemicals and glass, and transportation

sectors.

Definition of the Final Demand Vector

The next problem is that the year of the I/J table is not the same as
the base year to be utilized for the energy study. The base year in the
Portuguese case was to be 1977, but the I/0 table was for 1974, There are
two options here: either one modifies the entire I/0 table of 1974 to 1977
prices (and then use 1977 prices throughout the subsequent analysis), or one
adjusts the known 1977 final demand matrix bacx to 1974 (and then use 1974
prices in rhe analysis). In general, the secord optidn is somewhat simpler.

Three different reference points were employed in this adjustment of the
disaggregated final demand matrix: (l) a deflated 1977 final demand vector,
(2) sectoral value—~added growth rates (in real terms), and (3) 1977 energy
resource consumptiocn. It was necessary to use these three reference points
as checks against one another because of inconsistencies between the various
Portuguese accounts. Differential sectoral inflation rates (food inflated at

nearly 3.5 times the rate of manufactured goods based on historic wholesale
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Table 6.11

Aggregation of the 1974 I/0 Table

Original Sectors 60 x 60

Sectors in BEEAM

01
02
03
04

05
06

07
08
09
10
Il
12
13
14

15
16
17

18
19
20
21
22
23

24
25
26

27
28
29
30
31
32
33

34

36
37

Agriculture

Forestry

Cattle

Fishing & Fish Conservation

1
j,

Petroleum Extraction Coal Mining & Mfg.

20
Extracted Nonmetallic Minerals
Meat and Meat Products
Milk
Fruit Products
Edible 0il 21

Animal Feed
Other Edibles
Beverage
Tobacco

Textiles and Mixtures
Textiles, Cotton & Mixtures
Hand Fiber Textiles

Clothing

Footwear

Tanning and Shearing
Wood

Cork

Furniture and Bedding

23

Pulp for Paper
Paper and Cardboard Products
Printing

Rubber and Rubber Products
Plastic Products

Chemical Based Products
Resins

Nonedible 0Oils

Paints, Varnish, and lLacquer
Other Chemical Products

25

" \___\\v,.___}\_NT:,__J \___~\\/,___J e

Petroleum and Coal-Derived Products 8;

03
Glass and Glass Products 26
Cement 27
Other Nonmetallic Minerals 28
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Agriculture and Fishing

Mining

Food, Beverage, Tobacco

Textiles

Clothing, Leather, Wood,
and Furniture

Paper and Printing

Chemicals, Rubber, &
Plastic

Coal
Crude 0il
0il Refining

Glass

Cement

Other Nonmetallic Minerals



Table 6.11 (cont.)
Aggregation of the 1974 1/0 Table

Original Sectors 60 x 60 Sectors in BEEAM

38 Ferrous Metals 29 Iron and Steel

39 Nonferrous Metals 30 Nonferrous Metals

40 Metal Products

41 Electric Machinery

42 Electric Materials & Machines 31 Metal Products, Machinery,
45 Naval Construction & Repairs and Misc., Manufacturers

44 Transportation Materials
45 Other Factories

46 Civil & Public Works Construction 32 Construction & Public Works

04 Thermal Electric

47  Electric 05 Hydroelectric

48  Gas 06 City Gas

49 Water and Sanitation
50 Commerce
54 Communications

55 Horeca nable to translate
(u = ) ? 33 Water, Sanitation, Commerce,

56 Educational Services .
and Services

57 Housing Services
58 Other Services

59 Banking ~

51 Highway & Railroad Transportation 34 Road & Rail Transportation
52 Ocean & Inland Transportation 35 Water Transportation

53  Air Transportation 36 Air Transportation

60 Government Government is included in

final demand

prices), different sector definitions, and the devaluation of the escude by
nearly 50% against the dollar between 1974 and 1977 made it unlikely that the
Portuguese accounts would be in accordance with one another. It was also
impossible to distinguish betwzen the effects of domestic inflation, world
inflation, and exchange rate devaluations on the domestic prices index, a
significant issue considering that imports (of primarily intermediate goods)
constitute nearly 40%Z of the value added in manufacturing. This problem was
circumvented by applving growth rates in exports and imports developed by the

Ministry of Commerce and Toutism.
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Private Consumption: The OECD 1979 Portugal Survey, based on statistics

from INE and the Central Department of Planning (CDP), reported 1977 Private
Consumption as 370 x 10® 1976 contos. The distribution of private expendi-
ture between food and nonfood items was based on government estimates which
indicate that in 1977 approximately 50% of private expenditure was spent on
food and beverages. The disaggregation of private consumption into food
(including beverages and agricultural products) and nonfood products was
performed in 1976 prices and then deflated. Private expenditure on nonfood
products was disaggregated into the same relative proportions as exhibited in
the 1974 I1/0 table. Private expenditure on food and beverage and agricul-
tural products was distributed between the two sectors 06 to 34% respec-
tively. The 1974 1/0 revealed a distribution of 56 to 447 respectively. The
redistribution was performed to bring the corresponding value added in the
two sectors more ip line with estimates of these parameters. The defini-
tional distinction between food and beverage on the one hand and agricultural
products on the other was not made explicit in either source. Separate
deflators were applied to food and nonfood products: 1.633 and 1.164 (the
Lisbon wholesale food and manufactures deflators respectively, from INE).
Private consumption of energy products (motive power, household nonelectrig,
and household electric) were derived from historical data series.

Government Consumption of Goods and Services: The OECD survey, again

based on INE & CDP statistics, reports 1977 goverament consumption as 72.3 x
10% 1976 contos. Government consumption was disaggregated according to the
1974 1/0 table which records no government consumption of food products. As
a result the manufacturers index was used. This 1is not conceptually the
ideal index to use since approximately 68% of government expenditures in 1974
and 75% in 1977 were on wages. However, i government wage index was not
available. Government consumption of non-energy products was disaggregated
according to the 1974 I/0 proportions.

Gross Fixed Capital Formation: Gross Fixed Capital Formation (GFCF) in

1977 amounted to 78.8 x 10° contos according to INE and CDP statistics.
Since approximately 907% of GFCF originates from the manufacturing and con-
struction industries, the manufacturing index was used. Because no disaggre-
gated account of GFCF by source for 1977 was-available, the 1974 disaggre-

gation was used.
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Exports and Imports: A fairly disaggregated account of exports and

imports for 1977 in 1977 prices was available, as were sectored growth rates
for the same. Since it was not possible to disassociate domestic inflatlon,
world inflativn, and the price effects of devaluation, no satisfactory
import—export price indices could be developeda. As a result, volume growth
rates from the Ministry of Commerce and Tourism were applied to the level and
confizuration of trade in the 1974 1/0. The value of energy imports was
calculated as a percentage of total Imports based on Bank of Portugal and IMF
statistics. Because of the different sector definitions, the probable
difference in accounting methods, domestic and world inflation, multiple
currency devaluation, and import and export controls it 1s difficult to
compare the trade balance implied by the given growth rates and that which is
glven by both sources in 1977 prices. The 72.8 x 10® conto deficit
translates into §1,893 million if the 1977 exchangc rate is used and $2,839
million 1f the 1974 exchange rate 1is used. The trade balance, in 1977
prices, reported by the World Bank based on Bank of Portugal and IMF statis-
tics 1s $2,531 million. The 1974 and 1977 trade balances are shown on Table

6.12, and Table 6.13 shows the results of the adjustment process.

Table 6.12
Trade Balances
(1974 103 contos)

Nonenergy Sectors 1974 1977

19, Agriculture & Fishing -16,490 -15,570
20, Mining -2,131 -3,240
21, Food -3,379 ~-1,774
22, Textiles 5,113 3,711
23. Wood 11,172 9,747
24. Paper 1,752 1,282
25. Chemicals -8,937 -14,716
26. Glass 126 -107
27. Cement 32 19
28, Non-Metal Mining 112 -135
29, Iron & Steel -6,530 -7,263
30. Non~Ferrous Metals -3,139 ~3,448
31. Metal Products =22,443 -19,523
32, Comstruction 0 0
33, lidsc. Services 170 162
34, Road, Rail Transport 0 0
35. Watar Transport 3,524 3,425
36. Air Transport 28 24
Nonenergy Balance =41,020 =47 ,4G6
Energy Balance -11,568 -19,273
Taxes 102 lzg
Net Trade Balance -52,486 -66,551
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Table 6.13
Final Demand & Value Added
(1012 Joules and 103 1974 contos)*

1977 1977
Final Demamd Value Added
by Sector

Coal -14,762 -
Crude 0il =247 ,467 0
Refined 01l Products -13,429 833
Thermal Electric 0
Hydroelectric 6154
City Gas 0
Natural Gas 0 73
Nuclear Gas 0 0
Nuclear 0 0
Wind 0 0
Biomass 0 0 1012
Solar 0 0 Joules
Coal-Based Feedstocks 0 0
0il-Based Feedstocks 72 0
Motive Power 7,144 0
Industrial Process Heat 227 0
Electric Power 898 0
Household Nonelectric 12,098 0
Household Electric 9,959 0
Agriculture and Fishing 7,542 47,082
Mining -103 2,269
Food, Beverage, and Tobacco 61,326 15,586
Textiles 10,026 11,292
Clothing, Leather, Wood, & Furniture 26,444 11,099
Paper and Printing 5,176 5,952
Chemicals, Rubber, & Plastic 4,878 9,497
Glass 667 1,081 103
Cement 33 449 1974
Other Nonmetallic Minerals 3,145 5,524 Contos
Iron & Steel ~-6,521 1,901
Nonferrous Metals -3,284 450
Metal Products, Machinery 47,496 36,195
Construction 37,112 20,078
Misc. Services 73,400 94,314
Road & Rail Transportation 8,904 6,418
Water Transportation 5,079 3,578
Air Transportation 5,929 3,055
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Completing the Base Year Transactions Table: Referring back to Table

6.1, complete specification of the extended table of technical coefficients
(the A-matrix) requires information on 6 submatrices. ULet us use T to repre-
sent the corresponding transactions tables~—thus Tp; corresponds to the
previously defined Agj. Ubviously, both Ty; and Ty;g can be derived
directly from the existing [/0 data, once the aggregation scheme has been
settled.

The elements of the Tpy matrix have dimensions of BTU (or joules):
Tpy must therefore be constructed from energy sales data. THus, for
example, we need to know how many Btu of, say, industrial process heat were
consumed in the Cement [ndustrv. Given knowledge of the sales of petroleunm
products to that induscry, and some assumptions about the efficiency of the
end use devices involved, Btu (Joule) estimates can be derived. Teable 6.l4
shows a typical work sheet, as used in the Brookhaven assessment. In expla-
nation of this Table, the sales data from refinery and utility sources are
listed in the far right-hand column. These entries are then moved to the
appropriate end-use: LPG, for example, 1is assumed to be used for process
heat. When multiplied by the assumed efficiency, a basic energy demand of
(46,7)(0.68) = 31.8 is obtained. This is repeated for each fuel: in most
cases tne end-use category follows directly from the fuel type: gasoline,
for example, is not likely to be used in anything but motive power.

It should be noted at this point that it may he desirable to be much more
specific about energy end-use categories. Because different industries have
different tempeature requirements, "industrial process heat” mav be much too
general a category. For example, to assess the degree to which solar indus-
trial process heat has any application the low temperature forms of process
heat (hot water, hot air) should be distinguished. Indeed, one may wiszh to
maintain an industry identity in the prccess heat categories, and talk about
cement kilns, food industry driers and so forth. Some of the more recent
Brookhaven models include this type of sophistication, and the interested

reader 1s directed to the appropriate reports.8

85ee e.g., P. Meler and V. Mubayi, "Modelling Energy—Economic Interactions in
Developing Countries: A Linear Programming Approacn,” BNL 29747, June 1981.


http:46.7)(0.68
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Worksheet for the Tpp

Table 6.14

Matrix

NomrFerrous Metals tSector 32)

Coal Based 0il Based
Feedstocks Feedstocks Motive Power Process Heat Electricity Total
f e Dy i fy ey Dy I e Dyl fy e Dy{ fi e DN E e Dy
DIRECT FUEL USE
LPG 31.8  0.68 45,7 46.7
PETROL 0.3 0.2 1.5 1.5
GAS/DIESEL OIL S 0.2 7.3 7.3
FUEL OIL 127.8 0.68 202.7 202.7
GASOLINE
NON-ENERGY PROD. 0.4 1.0 0.4 0.4
QAL
JTHER
E1ECTRICITY 177.1 1.0 177.1 177.1
TOTAL FUEL
LEMAND, D, 0.4 8.8 249.4 177.1 435,7
This colum
fram otility &
refinery sales
data.
BASIC ENERGY
DEMAND, E, 0.4 1.8 169.6 177.1

E = basic encrgy dmeand
e; = efficiency

D4

= fuel demand




Finally there are the Tgg: TPS’ and TSP' These submatrices contain
the information that 1s contained in the Reference energy system; eXercise
6,3 illustrates the details,

Having then specified the complete Transactions matrix, tha2 corresponding
A matrix follows quickly by division of the corresponding base year gross
output vector, 1in the manner discussed in an earlier section. And at this

point one is rendy to use the model for practical analyis.
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EXERCISES, CHAPTER 6
Ell. Savings-Investment Identity

Using the definitions of Digression 6.1 for savings by government,

corporations, foreigners and households, show that total savings equals total

investment.

El12. Republica Gross Outputs.

Suppose that exports of agricultural goods increase from 20 to 30 units.

Using the Inverse Matrix (6.9) (see Table 6.1), determine the impact on gross

output.

E13. Interpretation of the Agg Matrix/Acp Matrices

Suppose we have an Assmatrix with 7 sectors:

51 Sy Sq S, S5 Sg
Crude | Coal Coal/ Resid. 0il Fired Gaso-
Elect. Electr. line

S7
Electric
Power

Crude 1 2

Coal/ t
Elect.

S¢4 1
Resid. -

S5
011 fired
Elect.

S¢
Gasoline

S7
Electric
Power

(a) Explain each of the non-zero entries shown above.

(b) If only gasoline and electric power appear in the vector of final demand,
say Yg and Y7, compute the gross output vector X. (Hint: Use the rela-

tionship Agg X + Y = X)

(c) Partition the above matrix into the Agg, Agp, and Apg, submatrices.

-210-



7. MICRO ANALYSIS
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7.1 THE ANALYTICAL PROCESS

This Chapter turns to the techniques of the area of analysis defined in
Chapter 1 as micro analysis. The distinction between our use of the term
micro analysis, and project investment analysis, is perhaps a fine one: many
of the analytical tools -- such as rate of return calculations -- are the
same. The major point of distinction i1s one of degree of project specific
detail. Micro analysis as part of the overall planning process deals with
the evaluation of particular technologies to particular markets, using
generalized data, perhaps based on a "typical"” facility. For example 1in
assessing the applicability of solar water heating for application to hotels
or hospitals, calculations at the planning stage might be made for a typical
100 room facility, rather than some specific facility.

Indeed, while a great deal of attention has been focussed on the tools
of what we here term macro analysis (as is the concern of most of this book)
relatively little attention has been given, either in the research literature
or in practice, to the process of translating general energy strategies into
investment programs involving the application of specific technologies to
specific markets. Thus, while manipulation of an energy supply/demand model
may quickly allow the conclusion that industrial conservation or use of solar
hot water heating in the commercial sector will reduce oil imports to some
more desirable level, it 1is an altogether more difficult process to set forth
a financially feasible investment plan contzining a portfolio of specific
projects reccmmended for implementation.1 Figure 7.1 illustrates the rela-
tionship of national energy planning to energy sector investment. The feed-
back loop indicated has two dimensions - a veal time dimension, insofar as an

energy plan drawn up at some time depends on the investment achieved up to

1This is of course not a problem confined solelv to energy sector invest-
ment. For example, in Tunisia for the period of the fourth Development Plan
(1973-1976), investment was the only macro-economic objective not met (or
exceeded). The World Bank, in its review of the prospects for the 5th Plan,
noted that the otherwise excellent economic performance was offset by
investment, "...which was 10 percent short of target because Government
investment remained 30 percent below target. Investment performance during
the Fourth Plan showed that the Government's and p-..lic enterprises' capac-
ity to identify, prepare and implement projects still needs considerable
strengthening. The measures taken by the Government since the beginning of
the decade to shift greater responsibility to the private sector, and
supperting it through a generous incentive system, were reflected in the
excellent investment performance of this sector that exceeded its target."”
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TAXES, CREDITS, ETC. | PLANNING

PROJECTS
FOR
IMPLEMENTATION

Figure 7.1. The Planning Process.

that time, and an analytical dimension: a plan that glves little attention
to what can in fact be financed in the way of investment is likely to be a
failure. Thus energy analysis must include a first order consideration of
investment criteria - not as a substitute for detailed investment planning in
preparation for a loan application, but as a means for improving the
precision of the energy plan. This is a major goal of what is here termed

micro analysis.
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Field Demonstration and Survey Decislons

One of the wost important factors in chaping a successful national ener-
gy planning effort 1is the degree to which its various component activities
can be coordinaced. Glven the rveazlity, ir most developing countries, of
restricted budgetary resources for the enerpgy planning activity, an effective
allocation of raesources is critizal to ultimate success. Thus, urtiless energy
consumption surveys and fleld demonstrations are viewed as activities inti-
mately linked with the planning proc-sg, and pglven structure and prioritiza-
tion by the needs of analysis, rescurces are likely to be wasted.?2 Figure
7.2 depicts the overall process of micro analysis. The basic notion here is
that of uncertainty. The point o the analvtical process 1is to reduce the
variablility of an tnitial rate of return calculatlon (step 3) to the point
at which the probability of an unsound investment decision, as it may be
imposed by a financing institution, 1s reduced to acceptanle levels.o
Supnose, for exampie that the macro analysis points to solar hot water heat—
ing as a desirable strategy (1}.4 The initial step iz to identify a series
of gpecific domestic hot water heating 1n detached houses, flat plate
collector systems for hotels, etc., and to perform a first rate of return
calculation using whatever data 1s availakle. This may require,. for example,
the use of U.S. or European cost estimates for flat plate collectors even
where local manufacture is ultimately envisaged. This flrst computation also
requires some other assumptions (4) - such as the price of competing fuel oil
and or electricity the level of {nvestment iax credits, if any, and so

forth.”

2Indeed, the fallure of the U.S. Department of Energy 1is in large measure
attributable to the lack of coherence among 1its constituent entltles (even
despite the ever increasing amounts of money made aveilable to the agency; -
the Energy Information Administration collecting data largely for its own
sake; the wvarious technology offices each pursuing 1its own favorite
projects; and the Planning and Analysis arm becoming bogged down 1In disputes
over models, assumptions aad goals.
3For example, the World Bank now rwguilres that sn applicant demonstrate the
sensitivity of the rate of retvrw to major assuwptions and applicants are
encouraged to use more formal tethods of probabllity avalyeis.

The figures In parentheses refer to the steps shown In Figura 7.2.

For a full discussion of the role of such variables in rate of return
calculations for raenewable technologies sce e.g., V. Mubayi et al.,
"Harnessing the Sun for Development: Actions for Consideration by the
International Community at the U.N. Conference on New and Renewable Sources
of Energy,” Nairobi, Kenya. Aupgust 1981.
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Because of the many uncertainties, the resulting rate of return can he
viewed as a probabilistic function, of mean r (5). If we denote Tmin as the
minimum acceptable rate of return on investment {mere of which below), then
the shaded area represents the probability of making an unsound investment.
The idea of the analytical process is to reduce the variance of this proba-
bility distribution, hence minimize the probability of making an unsound
decision. Obviously there are some variables over which the analyst and
planner has no control - such as the world price of oil. However, because
many petroleum products and electricity are presently still subsidized in
most developing countries, selective elimination oi the existing subsidies
provides a point of policy leverage which should be included 1in the
aralysis. By rvepeating the rate of return calculation for ranges of
assumptions one can generate the desired probability distribution for r.
Whenever possible, the sensitivity to each assumption should be established
(6).

The next step is to prioritize the importance of each assumption accord-
ing to its relative influence on the rate of return calculations (7), and to
rank the technology/market pairs on the basis of candidate rate of return (8)
and market size (9). Given the existing Information, there may also be
considerable uncertainty over the potential market, since particular technol-
ogies may be suited only to very limited nousing types (or specific indus-
trial processes), whose occurence may or may not be well established.

At this point the results of (8) and (9) must be combined. A technology
may have a very high r, but small potential market (e.g. technology C of
Figure 7.2), and may not deserve any further attention. Technology B of
Figure 7.2, however, may merit both a field demonstration to establish loral
costs, and a survey to identify market size more carefully.

Figure 7.3 demonstrates this in a more specific way, for illustrative
purposes using the example of solar hot water heating for luxury hotel appli-
cation. Assume that the two most important parameters subject to uncertainty
is the collector cost C (TD/m2 of locally manufactured flat plate collector),
and the hot water consumption (in 1iters/room/day).6 The first analysis

might be done with U.S. data for flat plate collector costs, say Cj + Y1 and

®1n actuality total consumption will not be the only important parameter — to
properly size the solar units requires a breakdown between kitchen, laundry

and guest use.
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Figure 7.3. Field Testing and Survey Decisions.
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some very sparse hotel data from a cursory initial survey, say Dy ¥ §;. The
preliminary analysis might yield a rate of return r; + oy, where ry 1is less
than rpq..+ This would be sufficient to warrant a pilot survey (say of the 10
major hotels) to establish hot water consumption with greater precision - say
Dp + &y, where S, is less than §;. A second analysis may yield ry + 0y (09
less than oy), upon which one may now make a decision to field test (to
reduce the variance of collector costs, yj), as well as a further data survey
(the next 20 hocels, with more details on consumption patterns). The final
analysis reduces the uncertainty to the point at which the probability of an

unsound decision Is considerably reduced.

Dealing With Uncertainty

In addition to the technological and data uncertainties sketched in the
previcus section, the planning process must deal with other types of uncer-
tainty - future conditions of the world energy market, oil and gas production
in the country itself, overall national economic growth and its sectoral
composition. The wrong way of dealing with such questions is to attempt to
predict the future, and then design the energy plan to fit that future. The
correct way 1s to accept the impossibility of predicting the future, and to
identify policies that are flexible and robust. A useful framework here isg
that of mathematical game theory, that pits the energy planner "against" the
rest of the world in a so—called two person zero-sum game.7 Assume that the
world oil price is the principal dimension beyond the control of the national
government - which may take on the values shown. The national government
itself may elect one of three strategies-say A, B, or C. The so called pay-
off matrix (Table 7.1) displays the results of all combinations of government
strategy and oil price in terms of some national objective - e.g. GDP growth
or employment. In the simple example shown, policy B dominates policy C .
(i.e. is better under all conditions of future oil price), whereas the choice
of A or B depends on the level of risk aversion of the decision-maker. If
all three oil price outcomes are regarded as equally likely, then the com

servative choice is strategy A, since the worst GDP impact is 3. If the

"The 1llustrative example used here assumed that the choices of the parties
are independent - that 1s, the World 01l Price 1is unaffected by the choice
of the National Government. Such a model would not be appropriate to very
large exporters (such as Saudi Arabia), very large importers (such as the
U.S.) or smaller countries that may strongly influence regional markets
(such as Indcnesia in South East Asia).
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Table 7.1
The Payoff Matrix

External Conditions Beyond Control of the
National Government
(e.g. World 0il Price in 1985)

$32/bbl $40/bbl $60/bbl
Conditions A 3 4 6
Controlable
by the B 8 4 2
National
Government C 2 3 2

decision-maker is Indifferent to risk, then the optimum strategy is B8,
Where the decision-maker (or the analyst) views the different scenarios as
being of differing likelihood, application of the appropriate probabilities
will of course modify the c¢ptimum choice for a given level of r. sk aversion,
This discussion underscores two further points of note, The first
concerns the proper use, and limitations of modelling: the current state of

the art 1s such that energy-economic models cannot be used to identify

optimum strategies: at best they can be used in a simulation mode to compute

the elements of the pay off matrix given some particular set of policy

parameters, The second i1s that the choice of energy strategy is necessarily

linked to the overall development goal; what matters 1s not so much the

absolute level of oil imports but the effects of the implied foreign currency

burden on the developmeut of non-energy ScCtOFS.g

81f all three oil price cases are equally likely, then strategy A has an
expected value of E(A) = 0.33 x 3 + 0.33 x 4 + 0.33 x ¢ = 4.29. E(B),
however, computes to 4.62.

9Many of the most successful economies in South and East Asia (Japan,
Singapore, among others) illustrate this point.
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7.2 FUNDAMENTALS*

The essential concept of engineerirg economics is the time value of
money. One dollar today is not equivalent to one dollar 1 year from hence.
If today's one doliar were invested at interest rate i, then that dollar
would be worth 1(1 + 1) in one year's time. If the interest is reinvested,
then after two years we have 1(1 + 1)(1 + 1). Gerneralizing, if the amount
P(o) is left in a savings account for n pericds, then the amount in the bank

at the end of the n-th period 1is
P(n) = P(o)(1l + {)M (7.1)

This 1s, of course, the definition of compound interest. We say that the
dollar amount P(n) at the end of time period n is equivalent to the amount
P(o) at time zero.

To eliminate the tedium of having to compute the quantity (1 + {i)R, this

1s tabulated in so called annuity tables as the Compound Amount Factor (or

CAF(1, n))1~—although with the advent of cheap, programmable electronic pock—

et calculators, the convenience of annuity tables is perhaps less obvious.
There is, of course, the reciprocal problem. Given some amount of money

P(n) at some future time n, what 1s the equivalent worth of that amount at

time 0 =-- a quantity termed the present value. By rearranging (7.1), we

quickly obtain

P(a) = P(n) » — %+ (7.2)

(1 + 1)n
The quantity 1/(14+1)"® is known as the present worth factor PWF(1, n), which
1s the reciprocal of the compound amount factor, and 1is also tabulated in
annuity tables.

In many situation one deals with situations that generate a whole series
of disbursements and/or receipts. Suppose, for example, we invest 1$ at the
end of each c¢cf 4 years in a savings account paying interest 1, and are inter—
ested in the amount of money at the end of the 4th vear. For this we draw

the following cash flow diagram

*This section can of course be omitted by readers familiar with engineering
economics.

Annuity tables are almost always arranged in such a way that one page re~
lates to a paticular interest rate, and the rows of the tables identify the
number of time periods.
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1 2 3 4

Clearly one could compute X from first principles, as follows:

1 x CAF(1 = 6, n = 3) = 1.1910

+ 1 x CAF(i = 6, n = 2) = 1.1236
+1 x CAF(L = 6, n = 1) = 1.0600
+1 = 1.0000
5.3746

To eliminate the tedium of this arithmetic, we introduce the so called series
compound amount factor (SCAF(i,n)), which, when multiplied by the amount of a
uniform series of n payments, yields the equivalent amount at the end of the
n—th time period. Thus SCAF (6%, n = 4) = 4.3746. Algaebraically, we have
the definition '

n-1
SCAF(1,n) = D (1 + D)t + 1
e=1

which can be shown to equal

SCAF(1i,n) = ﬁlfi)n_l
1

Again there is the reciprocal problem. Suppose we wish to accumulate some
amount Y by the end of the n-th time period, by setting aside n equal
payments, Z. For this situation we introduce the socalled sinking fund
factor (SFF(i,n)), such that

Z=Y . SFF(i,n)

The definition of the series present worth factor, SPWF(i,n), follows in

a similar fashion. Suppose we have the cash flow situation:
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Table 7.2

Summary of Formulae

n = Time period (in years, unless otherwise stated)

i = Interest Rate (per year, unless otherwise statec) )
CAF (i,n) (1 + 1) = _—~l—-———- Compound Amount Factor
PWE (i,n)
PWF (i,n) S — = _——l————— Present Worth Factor
(1 + 1)o CAF (i,n)
+1 )]
SCAF (i,n) = Si—ilu*i = ---—--l Series Compound Amount Factor
SFF (1i,n)
SFF {i,n) = —— . = ———l—————— Sinking Fund Factor
(1+1)2-1 SCAF (i,n)
n
CRF (i,n) = 1 (+D) = L Capital Recovery Factory
(1+1)2-1 SPWF (1i,n)
+1 )=
SPWF (i,n)= (1+i)™1 = - Series Present Worth Factor
1(1+1)0 CRF (1i,n)
CRF (i,n) = SFF (i,n) + 1

RN

1 3 4 n

From first principles, by applying the (single payment) present worth factor

to each payment

n
X= ). 72—

13yt
o aw

n
2y
o+t

Z . SPWF(i,n)
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which as again to be found in the annuity tables. The reciprocal problem is
known a5 the Capital Recovery problem: given a loan of amount Y at t=0, what
is the annual repayment Z, 1if repaid over n time periods at interest rate I.

In anology to the previous derivations, it is readily shown that
Z =Y . CRF(4i,n)

where CRF(1i,n) is the so—-called Capital Recovery factor.
At this point one might emphasize the following points:

1. Unless otherwise stated, it is to be assumed that &sll disbursements
and receipts occur at the end of each time period. The annuity
tables for discrete compounding always make this assumption unless
axplicitly stated to the contrary.

2. To assist selection of the correct annuity factor, the following

chart has proven useful:

CAF
—
CRF SCAF Amount
Amount p» Uniform » at time r
at time O Annueal [End of
A < Series  <@— series]
SPWF SFF
FWF
For example, 1if the value of the series 1is known, and the quantity
of Interest is at the end of the series, apply SCAF.
3. Never apply arithmetic operations to money amounts that do not have

the same time reference.

Continuous Compounding

The discussion thus far assumes that interest is accrued at the end of
each time period: Interest of 6% on 1 dollar held for 1 year 1s added at the
end of that year, to yileld §1.06. Suppose, however, that interest 1is
compounded quarterly for which we speak of a nominal annual rate of i, and a

quarterly rate of %. Then the effective interest rate is defined as

-224-



' 4
r = (1 + :) -1
4

which, for a nominal annual rate of 12%, is

4
_<1+9.12) -1
4

.1255

2]
i

note that the effective rate is higher than the nominal rate.

It interest is compounded m times per year, then the above generalizes

m
r==<} +.£> -1
m

Return to the cowmpound amount factor CAF(i,n), defined as

to

= (1 + 1)

If interest is compounded m times per year, this can be written

¢

If we let k = ?, then

ki
- (1 + i)
k
It can be shown that as m - «, k = x», and that

L&
lim (1 +E> = e (= 2.7182)

k — o
Hence the compound amount factor for continuous compounding is given by
CAF*(1,n) = eln

By applying this result to the other expressions of Table 7.2, the following

continuously compounded annuity factors are readily derived:
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CAF*(i,n) = ein
PWF*(i,r) = e~in
SCAF*(1,r) eln - 1
r =
’ eI -1
i-1
* = _°
SFF*(1,r) . Cy—
CRF*(i,n) = & "L
’ 1 - ™1l
- ain
SPWF*(1i,n) = 1 -«
el -1

Gradient Series

In many situations a series of receipts or disbursements is not uniform,

but increasing over time with some constant Increment

—— sty Gy e

0 1 2 3 4 5 6

Suppose one wished to determine the equivalent amount at the end of the 6~th
time period. Note first that the above cash flows can be broken in two -— a

uniform series in the amount X, and a so-called gradient series:

A
s5aly?

4a N

3A * -----

24 s
A T -----
X
0 1 2 3 4 5 6



Inspection of this diagram readily confirms that

Y = A * SCAF91,5) + 4 * SCAF(i,4) + & * SCAF(i,3)
+ 4~ SCAF(1,2) + A ~ SCAF(i,1)

which, by reference to Table 7.2, can be written as
5 2 4 _ 3 . 2 . 1 .
(1+1) 1 + (1+1) 1 + (1+1) 1 + (1+1) 1 + (1+1) 1

= A
1 i 1 1 i
hence
= S 1) -1+ D)% -1+ D)3 -1+ (1+1)2 -1 + ()] -1
1
A
"7 }(1+1)5 (DY + D)3 + 142 + el w| - 8

Now the quantity in brackets is readily seen to be equal to the series
compound amount factor: thus

v = 2 scar(i,6) - 24
i i

SCAF(1,6) - 6
i

= 4

The quantity in brackets is known as the Gradient compound amount factor
(GCAF), whose general definition is

SCAF(i,n) - n
i

GCAF(i,n) =

To convert to a uniform series of the amount Z, one simply multiplies by the
sinking fund factor SFF(i,n)
SCAF (i,n) - n

A * SFF (i,n)
i
hence
z =8 (1+1)0 -1 | ! - q - 1
1 1 (1+i)8 - 1 (1+1)% -1
=2 -1 spp(i,n)
1 i

’1 - n * SFF(i,n)
1

The quantity in brackets 1is called the Gradient to Uniform Series Factor
(GUSF), which is sometimes to be found, together with the GCAF, 1in annuity
tables.
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Compound Growrh Series

In the case where the gradient is defined as a compounded growth rate,
present worth must be calculated from first principles. For example, in the
following diagram, coupound growth at a rate g 1s given by

xy = xp(l+g) Il

? 1

The present worth quickly follows as

i1
B x;(1 + g)J
B Z (1 + )3

3
-

which is not amenable to simplification except in the special case of 1 = g.

Interest Rates

Prevalling interest rates tend to have a number of components =-- the

real time value of money (i,551), the inflation rate (ij,¢1), and risk

(irigk)+ Thus
(U4 1) = (1 + 1p01)(0 + 130510 (1 + dp46))

In the U.S., the real iInterest rate or time value of money has historically

been some 2-37, as measured by relatively risk free long term debt —— such as

U.S. Treasury Bills, corporate bonds rated in the highest category ("AAA")
The nermal business risk premium typically runs at some 5-107 above the

real rate plus inflation. For example, recent prime interest rates, charged

by the U.S. banks to their best corporate customes, have run to about 207% at
a time when in.'lation rates have been 10-12%. Tt should be noted that in the
context of project financing, normal business risk 1includes two quite

distinct components: technical risk, which relates to the ability of a

project to produce a product at some given cost, over the duration of the
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Exhibic 7.1:

Financing Sources and Terms

Financing terms

vary greatly.

in a recent

Venezuela and Venezuela/Mexican credits were mstablished bv the Agreement of

San Jose (also known as the

conditcions

energy investments.

Below is

investment

(27 1interest),

for typical
shown

planuing

oil

the sources

studv of

facility);

and are available

and terms of

rhe

for

Financing Terms

developing coun“ry investment programs can
financing considered

Pominican Republic.

they carry oxtremely favorable

the domestic

The

portion of

Grace perilod Loan period Interest Commission
Source (years) (years) (%) (%)
Export Cedits construction congtruction
period + 1/2 yr  period + 8 yrs 7.75 1.125
Commercial Banks construction construction
period + 1 yr + 5 yrs 12.5 1.5
Venezuelen Credits construction construction
period period + 20 yrs 2 0
Inter—-American
Development Bank 5 15 8.5 1.25
World Bank 4 13 10.6 0.75
Venezuelan Mexican
Credits 5 15 2.0 0
Suppliers Credits 2 10 15 0.5
Banco Exterior
de Espana 5 12 8 0.375
OPEC 5 15 8 0
Bilateral 4 15 7.5 0.5

*"Planning for National Energy Investment in the Domincan Republic, Phase I,”
prepared for La Comision Nacional de Politica FEnergetica de la Republica

Dominica, by Energy Development International, May 1982.
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project life, and commercial risk, which relates to the ability to sell a

product at a given price over the life of the project.

Depreciation

Depreciation is a measure of the loss of value of an asset. In account-—
ing terms, depreciation is used to recover the initial value of the invest-
ment. There are many different wethods of depreciation, and because of the
tax significance, tax regulations usually determine the choice of method
used. In generzl, a business wishes to depreciate its investment as fast as
possible (thereby minimizing short-term tax liability): whereas Government
has an interest in slower depreciation rates (thereby maximizing short run
tax revenue). In addition, to secure the 1interest of stockholders where
private corporations are concerned, it is desirable that the hook value of an
asset (i.e., first cost less cumulative depreciation) corresponds reasonably
well to market value of that asset: 1if depreciation is too slow, the book
value will overstate the value of the asset (as measured in the marketplace),
and hence overstates the value of the corporation itself. Especially in an
inflationary world, corporations are interested in rapid depreciation, since
the benefit of a given future depreciation deduction becomes increasingly
less when inflation is taken into account.

The simplest method of depreciation is the so-called straight 1line
nethod of depreciation, in which the (constant) annual depreciation, d, is

given by the relatioaship

P -I.l

n

(=N
]

where

n = asset life

rt
i

salvage value

purchase price

For example, a §$10M asset depreciated over 5 years by the straight line

method results in the following book value over time.
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Year

Thus the annual depreciation expense is $2 million and the NPV of deprecia-

tion deductions over the asset life at interest rate i = 12% is
$2M - SPWF(12%) T

where T is the applicable rate of income tax. For T = 40%, this evaluates to
NPVg; = $2 miilion * 2.605 * 0.4 = $2.884 million

More widely used are the socalled declining balance methods of deprecia-

tion. Here salvage value is ignored (although tax rules usually do not allow
an asset to be depreciated below salvage value): the starting point is the
choice of rate, usually expressed as a multiple of the straight line rate.
Thus the double declining balance (DDR), or 200% declining balance methods
are based on a depreclation rate that 1is twice that of the straight line
method (which is the reciprocal of the asset life). Return to our numerical
exanple. The schedule of depreciation follows from the following table,
where each year's depreciation charge 1is computed by applying the deprecia-
tion on rate to the current (remaining) book wvalue. Here the DDE method

requires a rate of 0.4 (= 2x 1/5)

Book Value Book Value
Year at Start Depreciation Di at End
1 10 0.4 x 10 = 4 6
2 6 0.4 x 6 = 2.4 3.6
3 3.6 0.4 x 3.6 = 1.44 2.16
4 2.16 0.4 x 2.16 = .864 1.29
5 1.29 1.2 0
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As 1inidcated on the diagram below, this method ylelds a much faster rate of

depreciation in the early years

Straight Line Method

Book
Value

Year

Here the NPV of depreciation deductions is given by

= 0.4 4 x .893 + 2.4 x .797 +1.44 x 712 + ,864 x .636 + 1.29 x .567
= $§3.116 million

a gain of some 50.232 million.
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7.3 INVESTMENT CRITERIA

Investment Criteria quantify the merit of a given investment project or
set of projects; and in many cases the measure of merit of the proposed
investment(s) is evaluated with respect to some baseline. The matter is far
from simple, however, since many different rankings can be used; and because

different criteria may yield different rankings of projects, the choice of

method 1is often subject to considerable uncertainty. Rate of return on
capital investment, net present value, and benefit/cost ratios are among the
morn commonly encountered criteria. Great care must be exercised in the
selection of the appropriate method: and many of the necessary assumptions
(such as the correct value of discount rate or the cost of capital) may

significantly affect the outcome.

Net Present Value(NPV).

The NPV criterion is perhaps the simplest of all investment criteria:
by bringing all disbursements and revenues associated with a given project to
time t=0 (by using, say, the PWF and SPWF factors discussed above), the NPV
is readily computed. If C; represents the net cash flow in year j (receipts

J
less disbursements), then

n
- C
NPV = C, + ;Tﬁ‘]{)—j (7.4)
j=

where C, represents the initial outlay (and therefore usually has a negative
sign). Given a set of alternative projects, that with the highest NPV is the
one to be preferred: projects with negative NPV would not normally be under-
taken. Even a project with positive NPV should sometimes not be persued, if
the NPV of doing nothing (say simply leaving the available capital in high
yield securities) is higher.

The NPV criterion should not normally be used to evaluate project
alternatives of different project life. To compare, say, a two year project
with a 5 year prcject, it 1s necessary to bring both to 4 common project

life; thus 1f
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Discounted Cash Flow Rate of Return(DCFRR)

NPV B

It

The DCFRR, or "internal" rate of return, r, is defined by that value of
discount rate for which the net present value of cash flows 1s equal to zero,
i.e. that value of r for which

Co + zz: (7.5)

(1+r)j

where Cy is the net annual cash flow.

Consider, for example, a purchase of a fixed interest security in the
value of $100, yielding 10% per year. If the security is held for 6 years,
what 1is the DCFRR. The cash flow can be represented as

ilOO

100
’ ~234-



Applying the identity
n
o="“__.1_+c
= (1+1) ]
j=1

to the above cash flow, one obtains
10 10 10 10 100 10

0 = -100 + + —+ + + +
(1+r)  (1+0)2  @Q+r)3  Q+0)% (1+e)5  (1+r)3

to be solved by trial and error. Let us try r = 0.1 (/). Then substituting
into the above equation one obtains

0 = =100 + 10 + 10 + 10 + 10 + 110

(1.1) (1.21) (1.331) (1.464) (1.610C)
0 =-100 + 9.09 + 8.26 + 7.551 + 6.83 + 68.32

which is met exactly. Thus for the very special case of a fixed interest
security, the internal rate of return i1s equal to the interecst rate.

A more common situation is that of a purchase of equipment of zero (or
almost zero) salvage value; e.g. the installation of a solar hot water heater

with, say, an n-year life, cecsting Y, and with annual fuel savings of f:

f
T T T T T _I:____T
' n
Y
Applying the DCFRR identity, we have
0=Y+
Z(1+r)J
hence
Y = f * SPWF(r,n)
Thus the DCFRR is defined by that value of r for which
SPWFI(r,n) = % = 2 (7.6)

Figure 7.4 plots the DCFRR as a function of XA for a number of time periods.
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Exhibit 7.2: Discounted Cash Flow Rate of Return of a Stock Purchase

If the purchase price of a stock 1s P S$/share, and the anticipated selling
price 6 years hence is S (S > P), and the annual dividend is D;, define the
equation for computing the after tax DCFRR if the tax rate on ;apital gains
is 1., and the tax rate on dividends i1ST43. The hefore-tax cash flow can he

represented as follows:

&,
DglS
be  Ds
Dy D, Dy I
1 2 3 4 5 6

b

hence, setting net present value equal to zero

. i(_Di(l—Td)+ s (s-P)Tg

St (1+r)6  (1+r)6

Purchase . Selling Capital
Price Dividends Price Gains Tax
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Benefit Cost Ratio

Introduce the following notation:

Bj = Annual Benefits
Ej
K

Annual Expenses

Fixed investment (at time t=0)

Then the B/C ratio 1is defined as
NPV benefits

B/C =
NPV costs
n
>
. (1+1)J
B/c = 32

n

= E;

Sk <
(1+1i)J

J=1

For the specilal case where the Ej and Bs; are constant, then (7.7) reduces to

]
B/C SPWF(i,n) B SPWF(i,n) B
SPWF(i,n)E + K SPWF(i,n)E + K
B

E + R CRF({,n)
Now the rate of return, r, is given by

B - E
0 -K + A
Z_(l+r)J
J

hence
B - E
K =
zE.:(1+r)3
J
thus
CRF(r,n) = 2 _E
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Solving (7.8) for B, and imserting into (7.7) yields

_ CRF(r,n)K + E (7.8)
CRF(1,n)K + E

B/C

from which foliows that 1f r = 1, B/C = 1. As we shall see later on, the B/C
criterion tends to favor the most capital intensive projects, which is per-
haps one reason why it is the investment criterion chosen by agencies charged
with building water resource projects =-- big dam projects yield high B/C

ratios !

Revenue Requirements Method

The revenue requirements method starts out at the opposite end of the
DCFRR method. The DCFRR method starts with a specification of all known cash
flows, and then searches for the discount rate that 1is equivalent to the
opportunity cost of capital invested in the venture. The RR method, however,
starts with a required rate of return on capital, and then computes the
minimum revenue that must be obtained to cover all of the costs. One
encounters two variants of the method: the present worth of revenue require-
ments (PWRR) method (which should be self-explanatory), and the levelized
annual revenue requirements method (LARR), frequently used by electric
utilities in the evaluation of alternative generation expansion plans.

In the simplest case of debt capital, annual revenue must be sufficient

to cover the cost of capital recovery and operating costs: thus

RRy = K * CRF(i,n) +E, 7.9
] (1;om) + By (7.9)

where ij 1s the cost of debt capital, K is the initial investment, and Ej are

annual expenses. If Ej is a constant, then RRj is constant, and equivalent

to the levellized annual revenue requirement. If E; varles from year to

year, then

E
PWRR = K + Z__j__ (7.10)
from which levelized annual costs follow as

r
LARR = CRF(ij,0) + K + Z_ij__ (7.11)
j=1(1+id)
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Most investments are based on a mix of debt and equity capital. Let

f4 = fraction financed by debt
fe = fraction financed by equity (=1 - f,)
14 = cost of debt capital

1, = cost of equity capital.

Dj = Depreciation in the j=th year
Vi = Book value 1in the j-th year

T

j= Taxes 1In year j

Where the book value Vj 1s the remaining, undepreciated capital, given by

j-1
Vi =K - ZDj (7.
1=1

The after tax cost of capital r, (or, in the case of a regulated utility,

allowed rate of return), is defined by

r = fd . id + fe . ie (7.
from which follows the annual revenue requirement
where taxes are given by

Ti = T(RRj - Ej - Dj hd erdld) (7.

assuming a tax rate T, and that interest can be deducted as an expense
tax purposes. Substituting (7.15) into (7.14)
. o= . . . T P . - -
RRJ EJ + DJ +r Vj + (RRJ EJ Dj ijdid)

hence

+ Vj(r—fdid)
(1-7)

(7.

12)

the

13)

14)

15)

for

16)

lpor a full discussion of the RR method, see D. Phung "Cost Comparison of
Energy Products: Discounted Cash Flow and Revenue Requirement Methods."

Energy, 5, p. 1053-1072, 1980.
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The Choice of Investment Criterion

To 1illustrate the dependency of decision on choice of criterion,
consider first the three projects of Table 7.3. Projects A and B differ only

in the magnitude of revenues and operating costs -— both have the same net

annual cash flow of $3 million, and both require the same investment cost of

$10 million. Yet the B/C ratio differs considerably, whilst both NPV and
DCRFF show identical values. Project C requires only $9 million in first
cost, but generates the same $3 million in net annual revenue. As one might
expect, both NPV and DCFRR increase: but the B/C ratio is only 1.27, less
than the B/C ratio of a project that generates the same net annual revenue,

but that costs $1 million less. Thus 1t can be seen that the B/C ratio

favors capital intensive projects.

Table 7.3
Pro ject Comparisons (in $§ million)
A B C D
Initial
Investment 10 10 9 20
K
Annual Cost 0.5 3.5 3.5 4,0
E.
J
Annual Revenue 3.5 6.5 6.5 10.0
B.
J
Annual Cash 3 3 3 6
Flow
C.
J
(= Bj = Ei)
NPV 6.95 6.95 7.95 13.9
(at 1 = 12%)
DCFRR 27 .47 27.3% 307 27.3%
B/C 1.54 1.23 1.27 1.32
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Now compare project D with projects A and B:

D is defined as the sum of
A + B.

Note that DCFRR remains unchanged at 27.37%7, whilst NPV doubles. Thus

one may state that for projects of constant annual cash flow over the life-
time of the project, DCFRR 1is a function only of the ratio of annual cash

flow to investment, whereas NPV is also dependent on the absolute magnitude

of the project.
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7.4 CAPITAL BUDGETING

Whilst the discussion thus far has ewphasized the evluation of single
projects, we now turn to the problam of choosing comblinations of projects
from amcng a larger set of acceptable projects, a choice dictated by a con-
straint on total capital investment. Recall, fer example, the alternatives
of Table 7.3. Suppose the $30 willion dollars was the maximum possible
capital outlay. Which projects would we select? In this simple example, the
choice is not too difficult -- One bullds project D and project C, since D
and © yields a higher NPV than any other combination.

n general, however, the problem is not so simple, especially where NPV
and DCFRR yield different rankings, and where the number of possible projects
ls quite large. Consider, for example, the set of projects iisted on Table

7.4,

Tahle 7.4
Project Portfolilo
Project

1 2 3 4
Investment, Xy 10 20 11 18
Net Cash Flow 2.8 5.5 3.5 4.5
Cy
NPV (ati = 12%) 5.8 11 8.7 7.4
DCFRR 25% 23.7% 28.2%  21.2%

Then for some particular total capital constraint Kpax»> the choice of

project 1s given by
n
T
max ZLJXi (NPV4)
1

n (7.17)
sete D KXy < Kygy
1

Xy = 0 or 1 for all i

where K; 1s the capital requirement for the i-th project, and the Xy are the

decision variables to be ideutified.
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which is a sc—~ralled binary programming problem, since the decislon variables
take on only the values zero or one —~- corrsponding to the build no—build
decision for each project. For our numerical example, if we assume a capital

limatation of $40 million, this yields the problem:

max 5.8X; + 11Xo + 8.7X3 + 7.4%,
s.t. 10X] + 20Xy + 11X5 + 18X, < 40.
Xl’XZ’X3’X4 =0orl

Such binary programming problems, unfortunately, are very difficult to solve,
even on a high speed computer: 1in constrast to standard linear programming
techniques, for which a solution can be guaranteed within some well defined
number of iterations, large binary programming problems may require
inordinate amounts of computer time.

For small problems, a graphical solution is possible, by drawing out a
complete decisioi. cree, and evaluating the value of each branch in the manner
shown on Figure 7.5. The solution is given by searching the NPV column for
the maximum value that still meets the $40 million capital limitation —-
which is seen to be build projects 1,3 and 4, yielding a total NPV of $§21.9
million, with the capital requirement of $39 million.

One might compare this solution with that yielded by simple rankings:

if one orders the alternatives by NPV, one obtains

Cumulative
Project NPV Capital
2 11 20
3 8.7 31
4 7.4 49
1 5.8 59

on the basis of which would build projects 2 + 3. On the other hand, 1if one
ranks by DCFRR

Cunulative
Project NPV Capital
3 28.2 11
1 25.0 21
2 23.7 41
4 21.2 59

one would build projects 1 and 3.
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CAPTTAL
ACTIN QosT v

o MNothing 0 0

Build 4 18 1.4

Build 3 11 8.7

Bulld 3 +4¢ 29 141

Build 2 20 11

Build 2 + 4 38 18.4

0 _~-Buld2 +3 3 1.7

1 Build 2, 3 +4 49 27.1

0. Build 1 10 5.8

0 ~
1IN Build 1 +4 28 13.2
0 Build 1 +3 21 14.5

0 INBuildl, 3, +4 39 219

0,~Buildl +2 30 16.9

0/ TRe] il 1, 244 18 24.2
o_Buildl, 2 +3 A 25.5

Build 1, 2,3+4 59 32.9

Figure 7.5: Decision Tree Solution to the Capital Budgeting Problem
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How does one reconcile the NPV and DCFRR approaches? Return to the project
portfolio of Table 7.4; here if NPV is the criterion, one would select
project 2; if DCFRR is the criterion, one would select project 3. We have
asserted that the correct decision criterion is the maximization of XNPV.
This appears to run against the conventioral wisdom that maximization of rate
of return is the criterion of choice. In fact, by applying the DCFRR method
correctly, one obtaius the same result as by maximizing NPV. The key 1is to
recognize that one must evaluate the rate of return on each increment of
investment in order to assure that each increment of capital justified its
expenditure. Thus 1if we require that each increment be higher than some
minimum acceptable rate (usually the borrower's cost of capital), the results
will be consisten’..

Return again to the project portfclio of Table 7.4; since we used
i = 127 for the NPV calculation, we require that the rate of return on each
incremant of capital be greater than 12%. Since all 4 projects have a DCFRR
greater than 12%, all projects are initially acceptable. If any project
showed a DCFRR < 12%, it should be eliminated from further consideration.

We next evaluate the DCFRR for each increment of capital. Comparing
project 1 to doing nothing gives a rate of return of 25% versus 12% -- and at
this point one would select project 1. Next we compare project 3 and project
1; building project 3 requires an additional $IM of capital; for projects of
zero salvage value and constant return, Eq. 7.6 defined DCRFF as that value

of r for which

SPWF(r,n) = %

where Y is the initial outlay and f the annual return. Thus the incremental

rate of return is given by

S1IM - S10M

= 1.42 = SPWF(r,10)

which yields, by inspection of the appropriate annuity table,
r ~ 607

Therefore, at this point, we build project 3, since the first $10M yields 257%
(as 1f we had built only project 1), but the additional capital expenditure
of $1M yields 60Z, which is higher than 12%.
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If we were to build project 4, rather than 3, we require an additional $7M;

thus the incremental rate of return is given by

$18M - S11M
$4.5M - $3.5M

= 7.0 = SPWF(r,10)

for which r = 7.5%7. This is less chan 12%, and thus project 4 need not be
considered further.
Finally, if we were to build project 2 (against building project 3), the

incremental capital 1s $9M: hernce

S20M - S114 _ . & .. SPWF(r,10)
$5.5M - $3.54

for which r = 20%Z. Since this 1is greater than 12% the increment 1is justi-
fied, and thus project 2 should be built. This 1is the same result as that
yielded by a maximization of NPV.
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7.5 ANALYSIS OF UNCERTAINTY

Thus far in this discussion we have assumed perfect knowledge of all
disbursements and receipts, and their timing. In reality, almost every
varlable necessary for the computation of investment criteria is subject to
uncer tainty, and therefore the determination of the robustness of the con-
clusions of a ranking of projects with respect to uncertainty of assumptions,
by whatever investment criterion is chosen plays an important role in invest-

ment planning.

Fundamentals

Consider, first, some fundamentals. If X 1s a random variable of mean

2 .
/Uk and variance oy, and if k is a constant, then the mean and variance of the

product

are given by
B {kx} = ug = k - oy

(7.18)

Var {kX} = 05 = K2 Ui

Suppnse that the net cash flow in year t is a r.v. with mean p. and variance

2
O Then the net present value 1s also a r.v. with expected value and

variance
E{NeV} = i ke
— (1+i)t
t=1
n 2 (7.19)
Ot
Var{NPV} = 25 _?II;;E_E

t=1
The above is readily generalized. Consider for example, the function
y = (xl,xz...xn)

where xy are independantly distributed random variables (r.v.'s) of variance

c%. Obviously, if the Xy are random variables, then y; 1is also a random
2

variable: and it can readily be shown that the variance of vy, Oy, is

given by
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2 2 2
03 = QZ.) a% +( 8y 0% + e+ <§Z_> cﬁ .
8x1 axz axn

For example, 1f y 1is the linear function
y = Rkypxp + koxg + w00 + knXn

n
then if the x; are independently distributed variables of variance oy, the

variance of y is given by

03 = k%o% + kgoé + e kﬁo

5N

. (7.20)

In the special case where the Xi; are normally distributed (denoted
- 2
Xy = N(xy,04{), then y is also normally distributed as

y = N(kyx) + koXy + ves kpip, kiod + ko3 4+ ...l k202 . (7.21)

Consider for example, the NPV criterion. Suppose the net annual cash flow cjy

is defined as

¢j = Ry =05
where Rj are the revenues in the j-th year, and Oj are the operating ex-
penses, each of which is subject to uncertainty, distributed with means

u(Rj), u(Oj), and variances OZ(Rj), UZ(Oj). From the definition of NPV

u(Rj) - w(0y)

E NPV} =

t
oy (D

" U(Rj) = U(Oj)

=y -

t t
o (DS T (1)

Applying the result of (7.20), the variance of the NPV is

n

var {Nev} = D

o2 (Ry) g 92(05)
—_— + —
oy (1+D2E cmp (141)2€

note that the variances are additive !

For multiplicative functional forms, say of the type

y = X%

=249-



the variance of y computes to

o§ = x%c% + x% % .
Thus, suppose a particular revenue stream is a function of price plus yield,
both subject to uncertainty, say
then, if P, and Y. are independant (which might be a reasonable assumption if
Py is a world market price,. and the contribution made by Y. to the market is

evtremely small), then
2 - v2,2 2,2
J = Y 03 + P (o3
Re t Py t Y, .

Unforturately, if P., Y. are normally distributed, the distribution of Ry 1s
complex (a modified Fessel function of the third kind). But 1if the
logarithms of Py and Y, are distributed normally, (in which case we say that
Py and Y, have "lognormal” distribution), i.e.,

log Py = N(Pt,o%t)

Then it follows from the definition of logarithms that 1f
Re = PY,

then taking logarithms of both sides yields
log By = log P. + logY:

hence from (7.20) log By 1s also normally distributed.

Time Uncertainty

A fundamental result in probablity theory concerns the expected value of
a discrete random variable (r.v.). If the values that this r.v. can take on

are Xy, with probability Py, then the expected value of X, denoted E{X} is
given by

[3%]
~

n n
Efx} = D pyxg 5 D By =1 (7.2
1=1 1=1

Suppose, then, that there 1s uncertainty in the timing of some disbursement:
for example in a wind electric project, it is unclear when batteries must be
replaced -- which might occur, say in year 5 with probability 0.2, in year §
with probability 0.5, in year 7 with probability 0.3. If the cost of the
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battery pack is $5000, what 1s the present value of battery replacement.
From (7.22) we have

E{NPV} = ps - NEV{Xs} + PeNPV{xg} + PoNPV{X7}
= 0.2 - 2900 4,5 3000 4 5,5 3000
(1+1)° (1+1)6 (1+1)7

which, for i=12%, yields

1GO0 - PWF(5,127%) + 2500 * PWF(6,12%) + 1500 ° PWF(7,12%)
2512

In general, the NPV of a random variable occurring in year j with

probability P, at a value X; is given by

j ]
al 1

NV = ) Pifi (7.23)
s=1 (1+1)

Stochastic Project Life

The above discussion 1s readly extended to stochastic project 1life.
Especially when dealing with new technologies, for which there is insuffi-
cient operating experience, prcject life may be verv difficult to establish
with precision. Consider a prcject rhat may last i years with probability

P;. Then 1t follows immediately from (7.22) that
N n i
E{in} - 2 g By
i=1 i=1 j=1
To put this In a discounting framework, we simply define

X: = Cj

(1+r)j

from which

i

i=1
n i
1=l j=1
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Consider the following numerical example:

j E C1 Pl E X'l (at r = 12%)
1 10 0.0 8.929

2 10 0.0 7.7972

3 10 0.333 7.118

4 10 0.333 6.355

5 10 0.333 5.567

Applying (7.24) yields

3 4 5
E{NPV} = 0.333 + D E{x;} +0.333 -+ D Efx}+ 0.333 3 E{x;)
j=1 j=1 j=1
= 0.333 * 23.84 + 0.333 + 30.199 + 0.333 - 35.766
E{NPV} = 29.90

Notice that 1f we had ignored the variablility of N, and simply used the

series present worth Factor using n = 4 (corresponding to E{N} = 4), then

E{NPV} = 10 * SPWF(1,4)
= 30.37

It follows that the assumption of fixed project 1life, when the project life

is in fact stochastic, may result in an overestimate of Net Present Value.

In the simple numerical example given here, the overestimate is only some
1.5%; depending on the discount rate and probability distribution of N the
error could be much greater.

The bias in the estimate of variance is more serious, however. From the

basic definition of variance
varfw} = E{w?} - (g{w}?
hence if

N
W=D %y,

i=1

then in our discounting framework

A
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which, in analogy to the above discussion, can be written

i

ZPi‘ }(Z > (ZPi E| D x; ) (7.25)

j=1 j=1

Following Beyl (.981), introduce the substitution

i
j=1
Again from the definition of variance
2
Var{Zi} = E{Zif —( E{Zi})z
hence
E{zi] = var{zi} + (Efz(})?

i

= Zoz(Xj) +<Z E{Xj}>2 . (7.26)

j=1 j=1

substituting (7.26) into (7.25), and recalling that
E{lx}= 2EfX]

Then (7.25) can be writtenl

n i i
Var NPV = ZPi{ZGZ(Xj) +<Zg{xj}>2]

i=1 Lj=1 =1

. <ZpiZE{xj}>Z (7.27)

Return to the previous numerical example, but now also taking into

account the variance of the cash flows:

lFor extensions to the case where the Xj are not independent, see Bey (1981).

-253-



j E Cj Py Var Ci E X 2 x;
1 10 0.0 4 8.929 3.18
2 10 0.0 4 7.797 2.53
3 10 0.333 4 7.118 2.02
4 10 0.333 4 6.355 1.61
5 10 0.333 4 5.567 1.28

Let us first compute Var{NPV} assuming N=4. From (7.21)

n
24c.
var{NpV] = {0}

2
t=1[(1+1)t]

which in the case of constant cz{cj}, reduces to

SPWF(1,2n) * o2 {c;}
22.6

If we take into account the uncertainty in project life, and use (7.27), note
first that the last term of (7.27) is equal to (E{NPV})Z, already evaluated
at 29.90. The first term of (7.27) evaluates to:

0.33  [7.73 + 23.842] + 0.333 [9.34 + 30.1992] + 0.333 [10.62 + 35.762
928.3

hence Var {NPV} = 928.3 - (29.90)2 = 34.29, some 50% higher than where the

uncertalinty in project life 1s not taken into account.
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7.6 SOLAR HOT WATER HEATING IN TUNISA: APPLICATION TO HOTELS

As an {illustration of the type of first order analysis of the
application of a specific technology to a specific market, we shall analyze
the application of flat plate solar collectors for meeting hot water demands
in Tunisian hotels. The tourist industry is very important to the Tunisian
economy, and these are numerous large hotels that currently rely on fossil
fuels, and electricity generated by fossil fuels, for meeting hot water
needs.

The calculations to be shown here are typical in terms of data
inadequacies encountered in developing countriec. To begin with, there 1s no
data on hot water consumption in the tunisian hotels -- neither on quantity,
nor temperature, nor end-use. This data must be inferred from what we do
know about fuel use one or two major hotels that were included in the first
energy assessment conducted in Tunisia a few years ago. Because there are
grounds for believing that such solar hot water heaters may be cost
effective, the Tunisian energy planners have expressed an interest in this
application provided that the collectors can be manufactured locally.
Indeed, there are several working prototypes of such collectors, constructed
by manufacturing subsidiaries of STEG, the Tunisian electric utility.

However, there 1is no information on the 1likely cost range of such
locally manufactured collectrs. Given these uncertainties, we formulate the
problem as follows: given that a rate of return of investment of 15% 1is
required, what 1is the maximum allowable cost of locally manufactured
collectors for some level of solar system efficiency.1

If A is the area of collectors to be installed, and x is the allowable
cost in $/sq.ft., and Fj(A) is the fuel saving in the j-th year, then it
follows that for the investment to be profitable at a 15% discount rate, the

present worth of future fuel savings must equal the investment cost, that is;

j(A) . A

Cx =
2(1 + 0. 15)j

from which x solves to

1Obviously, the more efficient the solar system, the higher is the affordable
cost, all other things equal.
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enl YL
A (1 + 0.15)]
=1

In the special case whoere annual fuel savings are a constant (equivalent to

the assumption of constant fuel cost), this reduces to

x = L SPWF(15%,n) F(A)A
A

where SPWF(15%,n) is the series present worth factor.

If we make the more reasonable assumption of some constant annual esca-
lation of fuel costs, say & S/bbl/yr, then from the earlier discussion of
gradient annuity factors (Section 7.2), X computes to:

1 1

— * SPWF(15%,n) * Ay * F(A) + = * & ° F(A) GCAF(i,n) PWF({i,n)
A A

X

where GCAF(i,n) 1s the gradient to annual series factor and PWF(i,n) is the
prasent worth factor.

In order to solve this equation we need to quantify the relationship
between the area of flat plate collector -o be installed, and the concomitant
fuel saving. Obviously the starting point must be solar insolation, for
which data is fortunatelﬁ available, (Table 7.5). To give the calculations
some more specific context, we shall assume the hotel in question 1s the
Tunis Hilton, for which the insolation data for Sidi Bou said, just north of
Tunis, is suitable.

Suppose the monthly insolztion 1s I, the overall efflciency of the solar
system is ¢g, the efficlency of the existing fossil fueled boiler is &g, and
the total monthly hot water demand is D. Then for some area of solar collec-

tors, A the Btu of useful energy delivered by the solar system, is ag is

a = I €g A

Btug] Btu Btu [sq.ft.
s I s

sq.ft. Btug

hence the fossil fuel saving 1s

€

However, ag 1s always subject to the upperbound D.



Table 7.5
Solar Insolation on a Horizontal Surface (1978)

Calories per cm?
Sid1 Bou Said Kairouan Gafsa

January 6107 8916 , 8372
February 7049 9470 5364
March 11962 15588 15040
April 12893 16327 16905
May 16278 19591 19746
June 19523 20784 19838
July 20197 20165 20007
August 17210 20489 17073
September 13969 15920 -
October 9846 11882 -
November 6817 9492 -
December 6413 9093 7961
Total 148264 177717 (170000)

approx.

The specificationof D is more difficult, since no direct data ec:ists.
An existing assessment does Include fuel consumption for the Tunis Hilton:
and we here make the assumption that 60%Z of the total fuel consumption of
600,000 liters/yr goes toward hot water whose temperature requirements are in
the range that could be provided by flat plate collectors. Obviously chis
assumption needs to be subjected to some close scrutiny: a sensitivity
analysis reveals however that the results are not greatly affected by the

value of this number. Thus the total annual useful energy demand is given by

D, = 0.6 600,000 * 0.2642 * 150,000 * 0.5 = 7.13 x 109

T
L1 ) el Buf [) Bt
yr L gal yr

assuming an 0.5 overall system efficiencv. This has next to be disaggregated

by month: we make here an arbitrary disaggregation that reflects a summer

peak cf room occupancy:
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Fraction

Month Total

Jan. 0.06
Feb. 0.08
March 0.08
April 0.09
May 0.07
June 0.10
July 0.12
Aug. 0.10
Sept. 0.08
Oct. 0.08
Nov. 0.08
Dec. 0.0¢6

To do these computations by hand is extremely tedious, since they must
be repeated for each month over a range of installed collector surface area.
Moreover, since one of the objectives of the exercise is to determine the
sengitivity of the result to input assumptions, a small computer program
seems indicated. A sample output of such a program is chown on Table 7.6.

For the parameter values listed at the top of the page, the program
establishes the fraction of hoc water needs met by the solar system, as a
function of the collector surface area: obviously the more collector area
installed, the higher the fraction of hot water demand is met. Even without
considering any scale economies,2 the relationship between collector surface
area and sclar fracticn 1s linear only up to the point at which the system 1s
of sufficient size to meet the total demand of at least one month (in the
example of the sample table, this occurs between 25,000 and 30,000 sq.ft. of
collector area). The row "solar cost, $/sq.ft.” indicates what one could
afford to pay (i1f 15% vate of return on investment is required): as the cost
of solar collectors goes down, so does the cost-effective collector area, and
the solar fraction, go up. Thus at 18$/sq.ft., one would only install some
2000 - 25000 sg.fr.; whereas at 13$/sq.ft., 40000 sq.ft. of ccilector area
would be justified.

The bottom three rows show what the fossil fuel cost wouild have to be
for given collector cost. For example, 1f 1t turns out that local
manufacture of collectors costs 20$/sq.ft., then to justify any solar

installation (at 15% rate of return) requires an oll price of $40/bbl. The

2Although the program used to generate the data of this table does not con-
sider scale economies, it would be no great problem to incorporate these
into the equations.
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Table 7.6
Sample Output

SOLAR HOT WATER HEATING,

APPLICATION

TO HOM1ELS IN

TUNISTIA

«40=S0OLAR SYSTEM EFFICIENCY
15=SO0LAR SYSTEM LIFE.YEARS

«50=F0SSIL FUEL BOILER EFFICIENCY

35.,00=FUEL COST»3/BBL+INCREASING AT 2.00%/YR
1,00=HOT WATER DEMAND ADJUSTMENT

«15=DISCOUNT RATE

11.11=%VALUE PER 10.6 BTU DELIVERED BY SOLAR SYSTEM

MONTHLY MONTHL Y
INSOLATION HOT WATER

25000,

BTU SOLAR ENERGY DELIVERED FOR COLLECTOR SURFACE AREA QF

S A e S S e S e e e 8 S . S e T e S S i s S T T e S " T — " o —— " s e L W P T e i g - —— ——— s T o —— e o ——— —————— — T o -y ——— . =

FIRST
SOLAR
SOLAR

FUEL
ruUEi
FUEL

BTU/SQ.FT. DEMAND
10.,.6BTU 5000, 10000,
22400, 516, 44,8 89,6
25900 591, 51.8 103,6
44000, 558, 88,0 176,0
47400, 02, 94,8 189.6
59300, 471, 119.8 239.6
71800, 651, 143.6 2a7,2
74300 771, 148.6 297.2
63300, 657, 126.6 253.2
51400, 550, 102,8 205.6
36200. 569, 72.4 146,8
25100, 630, 50.2 100.4
23600. 553, 47,2 94,4
1090.,6 2181.2
YEAR SAVING 12.1 24,2
FRACTION .15 o 31
COST+3/SG.FT. 17.9 17.9
COST AT 10. $/S0.FT 16, 16,
COST AT 20. $/SO.FT 40, 44,
COST AT 30. $/SG.FT 65. 6S5.

15000. 20000,
134,4 179.2
155,.4 207.2
264,0 352,00
284 ,4 379.2
359,4 471.0
430.8 57444
4458 594 ,4
379,8 506, 4
308,4 411.2
2l7,2 289.6
150.6 200.8
141,6 188,.8

3271.8 4354,2

36,3 48.4
e 46 «61
17.9 17.8
16. 16,
40, 40,
65, 65,

A S D > S T D . — S o ) — T —— — N — — S T . et s, D e WD e e . . o — —— —— —— ——— o ——— e

30000, 35n00. 40000,
2648.8 313.6 358,4
310.8 362.6 414,4
52860 558.0 558.0
Hh68.8 602.0 602.0
47140 47140 4710
651.0 651.0 651.0
771.0 771.0 771.0
657.0 657.0 657.06
550.0 550.0 550.0
434 .4 506.8 568.0
301.2 351.4 401.6
283.°2 330.4 377.6

5795.72 6124,3 6381,0

Abded 68.0 70,9
«81 +86 <990
15.R 14,3 13.1
19, 22. 25,
47, 52, 58,
75, 83. Q2.

- s Ty e T D s P e O Gy T gy — D Y e - ey, G it T S


http:COST,$/SO.FT
http:BTU/SQ.FT

higher the o011l price, the more solar panel area becomes cost effective for
fixed panel cost: thus at $52/bbl, and 20$/sq.ft., one would install as much
as 35000 sq.ft.

In fact, because solar panel costs currently fall in the 20-40$/sq.ft.
range (fully installed, U.S. prices), the range of 13 to 18S$/sq.ft. for local
manufacture in Tunisia seems attainable. The conclusion from this kind of
analysis, then, would be that the solar hot water heating in Tunisia should
certainly be examined further; on the other hand, had the costs been, say, in
the 50 - 1090$/sq.ft. range, for the current level of oil prices, one could

then reject the technology as a feasible option for the near future.
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EXERCISES, CHAPTER 7

El4. Rate of Return

A company is considering the installation of a waste heat recuperator
for $12,000, to bhe depreciated over 5 years using the double declining
balance methcd. The equipment qualifies for a 3 1/3% investment tax credit.
Maintenance and operation costs are estimated at $500 per year. Salvage
value after 5 years 1is estimated at $2000. The equipment 1s expected to
reduce energy costs by $4500 per year. What is the after-tax return on

investment? Corporate Income Tax is 487%.

El5. Net Present Value Comparisons

Two plans are proposed as follows:

A B
First Year Investment $1,800, 000 $800,000
Annual 0 M 40,000 $20,000, rising by $1000/yr.
Special Maintenance
at 5 year intevals 100, 000 -
Life 25 years 25 years
10th year Investment - $800, 000

If the cost of money is 12%, compare the net present value of the two

options.
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8. THE ELECTRIC SECTOR
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8.1 INTRODUCTION

Analysis of investment decisions in the electric sector 1is a subject
with a long history of scholarship, with a rich literature, and extensive
applications in practice. Many complex mathematical models are used by
electric utllities for planning purposes, some of which, such as the WASP
model, have found application in a number of developing countries. ! But
given the existence of a number of excellent literature reviews, such as that
of Anderson (1972), we shall not attempt to provide any detailed review
here. Rather, the emphasis will bte on an elaboration of the fundamental
concepts involved, and an exposition of modelling approaches that lend them=-
selves to integration with other energy sectors, or to integration with
energy svstem—-wide and economy-wide models. Thus, while many of the finer
points of reliability analysis, and transmission line planning, are not taken
up in any great detail here, we pay a great deal of attention to the inter-
action between investment requirements in the electric sector to investment
flows throughout the economy -- a subject taken up in some detail in Chapter
10.2 In this chapter, then, we develop the fundamental concepts; the linear-
ization of lecad duration curves, formulation of the investment decision as a
mathematical programming problem, the complications arising from the addition

of a spatial dimension, and some environmental considerations.

lyASP (for Wien Automatic System Planning Package) is a serles of six com-
puter codes originally developed for a study of developing countries by the
International Atomic Energy Agency (IAEA), and is designed to find the
optimum power system expansion plan. By minimizing the discounted cash flow
of all capital and operating expenses over the =study period Dynamic
programming techniques lie at the heart of the system. See TAEA (1973),
Appendix A for details.
2For an excellent presentation of the details of electric sector planning in
the context of developing countries, see Munasinghe (1979).
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8.2 THE CAPACITY EXPANSION PROBLEM

Basic Concepts: The starting point for analysis of the electric sector

investment decision is the lcad duration curve, which characterizes the frac-
tion of time that the electrical load in a given system is greater than or
equal to a particular output level, Figure 8.]1 depicts an annual load dura-
tion curve, plotting systemwide demand (in MW) against the number of hours
per year for which that demand 1s attained. Generation capacity must be suf-
ficient to meet this demend: che basic question being what types of capacity
should be built. Clearly, if we only built one type, say, oill fired plants,
then for much of the year those plants would be sitting idle. The more
expensive the initial capital cost, the less desirable is it to have 1 plant
sitting idle: and hence we might wish to meet some parts of the demand curve
with capacity that is less expensive. We would even be willing to settle for
less efficlent equipment to serve the peak hours, since such equipment would
not be in operaton very frequently. The basic trade-off, then, 1s between

capital intensive, generally fuel efficient plants (exemplified by nuclear

AN

8760
Utilization, hrs/yr

Figure 8.1. An Annual Load Duration Curve

-266-



or large fossil fueled steam electric plants) and relatively cheaper, but
usually less efficient capacity to serve the peaks, or "peaking plants”
(exemplified by combustion turbines).3

Consicder, then, the average annual cost of production for the k-th type

of generating capaclity, expressed in cents per kWh., which can be stated as®

_ T CRF * 100 + 9k " %
U 106

Ac (8.1)

where

m 1s the capital cost, in $/kw

U is the utilization rate, in hours/yr
CRF 1is the capital recovery factor

qy is the heat rate, in Btu/kWh

gy, 1s the fuel cost, in cents/106 Btu.

£

Suppose there are three units varying 1inversely in a caplital costs and
operating costs (which would be the case, say, for nuclear, nil steam elec-
tric, and combustion turbines). The average cost per kWh produced as a func-
tion of utilization of these plants is shown graphically in Figure 8.2. This
figure 1indicates that for any plant used more than Upg hours, capacity of
type k = 1 would be used: for any plant operated less than Up hours,
capacity of type k = 3 1is indicated. The crossover points Ug and Up
follow directly by equating the AC expression for each pair, i.e.,

_ 100 m; CRF - 100 mo CRF

Up = (8.2)
9 9 = 91 9
106
g = 100 T CRF - 100 m3 CRF (8.3)
43 937 95 9

10€

3Hydroelectric capacity, whether conventional or pumped storage, 1s less
amenable to such generalizations, as we shall see in later sections.

When we ignore, for the sake of simplicity of notation, non—-fuel operating
costs (that may be a function both of Installed capacity, or operating
level, or both).
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Up Ug 8760

Utilization, hrs/yr

Figure 8.2 Average Production Costs

It follows immediately that the levels of capacity that provide the optimum
mix 1s given by the intersection of Ug and Up with the annual load
duration curve, as shown on Figure 8.3. Thus, for our three plant example,
if one had no existing plants, one would build a system with the indicated
levels of each of the three types of capacity. In practice, however, one
constructs only increments corresponding to the difference between desired
and existing capacity, subject to retirements. We leave to the reader, in
Exercise 8.1, to show that a drastic change in fuel cost, even with no load
growth, may require the retirement of an existing unit to be replaced by a
more modern unit, using either the same fuel more efficiently, or some other

fuel.
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Figure 8.3. Optimal Generation Mix.

Linearization of the Load Curve: For application to linear programming

models one must linearize the load duration curve in the manner shown on
Figure 8.5. Generally for the type of indicative planning that might use LP
approaches, four or five segments suffice.? 1In this pedagogic exposition, we
limit ourselves to three sectors, I1dentified as base, intermediate and peak
modes. Note that the segmentation is horizontal, rather than vertical.

A Linear Programming Formulation: Consider first a static model, in

which the problem is one of identifying the optimum system .or some future
point, say n years hence, given some level of existing capacity. In such a
model, we are not concerned with the timing of investments within the n-year
period, which is the focus of dynamic models: and since we are concerned

just with a single snapshot of the future system, we can frame the analysis

5Anderson and Thanart (1972), for example, in their study of Turkey, used

four segments, using a nine segment trial run only to identify the degree of
error introduced by use of the four-segment scheme.
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Figure 8.5 Linearizing the Load Curve




Example 8.1: Optimal Generation Mix

Suppose we have the followlng data

Capacity T Qi O'g
Type $/kW Btu/kWh Q:/IO Btu
Nuc lear 1 1000 . 10200 200
oIl 2 600 9900 500 (about 30$/bbt)
Combustion
Turbine 3 200 12000 600

If the applicable capital recovery factor is 0.1, and assuming no existing or hydro
capacity, determine the optimal generation mix for the annual load duration curve shown on
Figure 8.47

Using (8+.2) and (B.3), wae compute the crossover points as follows:

Ug =100 1000 x 0] = 100 x 600 x el = 1374

 900.x_500.=_10200 x 200
10°

Uy =-100.x 600 x 0.1 = 100 x 200 x Q! = 1777
12000 x 600 - 9900 x 500
1o*

Since Uy lles to the right of Uy, no part of the oll capacity curve lles below either the
nuclear or combustion turbine curve. Thus we compute the Intersection of k = 1 and k = 3 as

UP =100 x 1000 x 0,1 = 100 x 200 x Q.1 = 1550
J2QQJL§QQ;i¥QZQQJLZQQ
10

Plotting these points on the load duration curve of Figure 8.4, the optimal mix is Mw combustion
turbine, and Mv of nuclear.

k=1
\ (nuclear)
~

-\\\‘\\‘~‘- 'ii;;“

I I I | | | ! [
1200 1300 1400 1500 1600 1700 1800
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in terms of identifying chat system which, at the given time point, minimizes
its total annual cost, including both appropriately amcrtized capital costs
as well as operating costs.
The following notation is required:
xk(P) is the generation in plants of type k to meet demand in the
p~th model [GWh/yr]
d(P) is the energy requirement in the p-th mede, [GWh/yr]
Xk is the capacity in plants of type k, in [MW]
z(P) is the number of hours in the p-th mode
ank 1s the plant factor of gensration type k in the p-th mode.
Tk 1s the capital cost of generation type k, iIn [$/kW]
Or 1s the {uel cost, for generation type k, in [q‘./lO6 Btu]
Bk 1s the heat cate for generation k, ia [Btu/kWh]

CRF is the capital recovery factor.

The first requiremeut is that we generate sufficilent energy to meet each

portion of the load curve: for each mode p we thus require that

Z <K(P)y > d(p); p =1, ... P . (8.4)
n

The socalled capacity constraint requires that generation cannot exceed the

physical limitations of installed capacity, i.e., for each plant type k,

Z al -_:;_- () <xK k=1, ...% (8.5)
P pk p

or, in constraint form, and ncting the dimensions of each term

1000 + . oL ikepyoyk (o (8.6)
P 8Pk Zp -

i 1] fewn]
GW hr| | yr

Several points are important here. First, note that XK ig specified in MW,
xk(p) in GWh/yr. If we left xk(p) as MWh/yr, then we see that the coeffi-

cient fcr xk(p) would, for the baselvad portion, compute to

1 1 1 1
. = . = 0.0001756 . 8.7
760 > ( )

pk P

a
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Since the coefficient for XX is unity, for this constraint, the coeffi-
clents would vary by 4 orders of magnitude. In large LP's, this is a very
undesirable state of affairs, and great efforts are typically made to dimen-

sion each variable such that the resulting constraints are well "scaled,”

6

which means variation by at most over 2 orders of magnitude. Thus the use

of GWh/yr for the xk(P), which makes the coefficient of Eq. (8.7) equal to
0.1756.

Second, note the presence of the Tk factors in Eq. (8.6). These take
into account the fact that any particular plant, even when operated exclu-
sively in a baseload mode, does not operate 8760 hours per year: with sched-
uled maintenance and forced outages even the most efficient unit may operate

only 60-80% of the possible number of hours - hence apk for baselcad plants

would be in the 0.6 to 0.8 range.7

The objective function is written as

MinS=ZlOOO- SRF -+ m  xk 4+
k

E_M% é/gj [,;_‘SEI[MW]

1 1 6 Lk
S s L . 106 xkep (8.8
5 k K Too 108 ) )

[_ ¢ Btuf [$ 1068ty kWhy |GWh
LIOGBtu kWh Btu GWh yr

6This is only one of several issues in computational optimality in very large
linear programs, which, when both time and space dimensions are added, can
quickly reach several thousand constraints and variables. Modern LP algo-
rithms, mostly proprietary packages developed by the computer hardward
manufacturers (such as the Control Data Corporation APEX-III code, or the
IBM MPSX package) function best when the coefficient matrix is tridiagonal
in structure (i.e., with as many zeros above the diagonal as possible) and
with as few equality constraints as possible. Tridiagonality, as in the
case of gcaling, requires thought by the analyst (by rearranging the order
of appearance of rows and columns in the matrix generator). Substitution of
equality conatraints by inequality constraints should also Ye done by the
analyst whenever possible, although some automated optio.s, such as the
REDUCE option in the APEX code, automatically make such _ounversions (in
additlon to eliminating any redundant constraints and variables).
7The controversy surrounding the discrepancy between ex ante expectations and
actual reliability are well known, particularly for the larger baseload
units whose economic depend critically on plant factors. The prudent
analyst does a series of runs with different values of the plant factor in
such situations, to determine the robustness of the predicted investment
decision as a function of such assumptions.
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8.3 ADDING A SPATIAL DIMENSION: The Siting Problem

The simple LP presented in the preceeding section would not be a very
useful tool in practice, First, with respect to application in developlng
countries, we have not considered hydroelectric generation, which, because of
its unique dependence on hydrological factors, obviously requires additional
information. Second, the LP has not taken 1into account the inventory of
existing plants, not all of which would typically be retired for the particu-
lar year of analysis. Third, even if we analyze only the single year of a
static model, as soon as we introduce hydroelectric generation into the sys=—
tem it becomes necessary to consider seasonal effects. At a minimum we
should differentiate among wet and dry seasons, although an even finer dif-
ferentiation may be required for practical application. Finally, we have yet
to consider the spatial dimension, which in turn 1is importaunt for many rea-
sons. First, as soon as hydroelectric projects are introduced into the slate
of generation alternatives, one must recogunize that each hydro project is
unique to a particular location (which is not true, in general, for thermal
plants). And particular locations imply the need to consider more carefully
the question of transmission losses; a project remote from the load centers
may be less desirable than one that 1is slightly more costly in terms of
reservoir construction, but that lies close to the load center.

Introduction of hydroelectric generation, and explicit representation of
existing plants, require relatively minor changes to the LP of Section 8.2;
it 1is mainly a matter of notation, and the understanding of the unique
characteristics of conventional and pumped storage hydro plants. However,
adding the :patial dimension requires a fundamental modification, to allow
the movement of goods (in this case electricity) from one place to another;
which leads to a programming problem typically categorized as transhipment
problems; or, more generally, as multi-regional or spatial programming prob-
lems.

Transhipment Problems:8 The basic idea of the transhipment problem is

to extend the mass (or energy) balance equations to allow imports and exports

at each location in the problem. For example, suppose we have two adjacent,

8The use of such transhipment model formulations for power system analysis
appears to have been first used in the USSR-the earliest such reference in
the literature known to the author 1s Makarova et. al, (1966)



interconnected, electric utilities. Then, adding a subscript to denote loca-
tion, if the regions were not interconnected, Eq (8.4) to both regions would

result in

2 ey 2 d () (8.9)
k
Z x5(P) > dy(P) (8.10)
k

As soon as an interconnection is present, then for each region, and each

mode, the following equality must hold?

Generation + Imports - Exports = Demand

hence
k -
; xX(P) +y, (B) =y ,(P) > d (P) (8.11)
k -
Ek: X§(P) + y,,(P) = y,,(P) > dp(P) (8.12)

where Yij(P) denotes the quantity of energy shipped from i1 to j in mode p.
In the case of electricity one must also take into account transmission
losses: 1if y ,(P) is sent out from region 1 to region 2, only (1 - Q)y12(P)
actually is received by region 2, where Q is the fraction lost in transmis-
sion. Thus, generalizing (8.11) and (8.12), one obtains

§ xli((P) *¥y(P) (1 -Q) -y . (P) > dy(P) (8.13)

Further generalizations to an arbitrary number of adjoining utilities (or
subregions), and the manner in which the transmission flows yij are linked to
the capacity of transmission lines, are discussed in later sections.

The Siting Problem: Let us now turn to a complete exposition of a ca-

pacity expansion model that includes consideration of space (represented hy

the index subscript 1), of hydroelectric and existing plants, and of season-

IThe assunption here is that baseload generated in one region is used in the
baseload portion of the curve the other region, and so on. In the presence
of diversity, this need not necessarily be so, and baseload generation in
one region might serve intermediate load in the other. Indeed, diversity
among adjacent systems 1s one of the reasons for interconnection —- if the
peaks are not coincident, then the peak of the interconnected system is less
than the sum of the individual peaks, which lowers the total generation
capacity required in the interconnected system to meet the same reliability
criterion.
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ality; for ease of exposition we shall use but two seasons in this discussion
(represented by the index t); a wet season (t = 1) and a dry season (t = 2).
The results are generalized without difficulty to any number of seasons in &
single year. For hydro reservoirs we thus assume at most an annual cycle.10

Energy Balance: The first requirement, obviously, 1s that sufficient

capacity be operated to meet the requirements of demand. Thug, for each sea-
son t, the energy generatad Iin each mode p is equal to the demand in that

mode, subject to adjustments for impovts and exports. Thus, for the i-th

location,
K
k .
+ + ~ \
Z Xy (P) ert(p) Z yjit(p)(_l 21444
k eel jeAy
generation in generation in imports
new plants existing plants
Z y a, (p)D,(t) (8.14)
jehy th it i
exports demand
where

2q¢:(p) is the fraction of the total demand in the t~th season in i1
that occurs in the p-th mode (see Figure 8.5)

x?t(p) is the generation in plants of type k in season t in mode p
at 1, in GWh

Yijt(P) is the energy input into the line from i .. j in season t in
mode p

;et(p) is the energy generated in the e-th existing facility in
seasen t in mode p

jS is the transmission loss factor (see Section B.4 below)
dji is the transmission distance between i and j
Dy(t) is the seasonal energy demand in location i.
All of the terms in this constraint have dimensions of energy, i.e., GWh

(per season).

10gven though this formulation includes a time dimension to capture season-

alities, such a model would not normally be classified as "dynamic."” Dynamic
is a categorization generally applied only to models that attach a time
dimension to the investment decision path —-- which the model being described
here does not do.
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Build Limits: Genreration in new plants cannot exceed the capability of

capacity actually provided. Thus

P
1 1 k k
2T T Ml LK (8:15)
) pk it

[] H [GWh]  [Gw]

where X? is the new capacity of type k at i. In constraint form this becomes
P t = 1, * e 8 ,T
1 1 k k
— T - ( = LK B Ll
EE: A 2 (p) xit(p) Xi <0 for i 1, ,n (8.16)
p pk It k=1, .o ,K

where

apk = capacity factor of generation of type k In the p~th mode

z;+(p) = hours in the p-th load curve segment in season t in region 1
Clearly, for each i1 and k, at least one of the T constants in (8.16) will be
binding.

Existing Capacity Limits: 1In analogy to the previous section, generation

in existing plants 1s alse bounded by the available capacity, i.e.,

t= 1 ) L BN ’T

P
1 1 .- = ) -
Z P _Z_G_) Xet(p) _<_ Xe 0 for {all e (8.17)
p e it

where a, 1s the plant factor, and ie the installed capacity of the e~th exis-

ting facility.

Regserve Margin Requirements: The reserve margin requirement can be
stated as
n K n
D%+ 2 25y (1+u)s. O P, (max) (8.18)
e 1= D 1
e i k i
existing new peak demand

capacity capacity
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where

Pi(max) is the peak annual demand at i

s, 1s a diversity factor that adjusts for noncoincidence of
demand peaks

4 1s the desired reserve margin.

Adjustment for Pumped Storage Hydro: It 1is assumed that the pumping

energy for pumped hydro generation always occurs in base loaded plants12 (see
Figure 8.€). Thus, assuming the index k = 6 corresponds to this mode, the

energy balance equation for p = 1 requires the additional term

P
1 . 6 -
- o {xit(p)'f- > xet(p)} (8.19)
p=2 e€b6,i
where
et is the turbine efficiency
ep is the pumping efficiency
e€b6,1 denotes the set of existing pumped storage plants at loca-
tion 1.

This term is of course negative, representing the pumping energy required for
given peak generaticn.

Hydro Limits: Because of the inherent site specific engineering features

of hydro projects, special treatment of hydro capacity 1s necessary. In
particular, unlike thermal plants, there will typically be very wide varia-
tions in construction costs ($/kW), and thus rather than using a homogeneous
hydro build variable (as 1is done for nuclear and coal), we use a separate
variable for each potential project in the region. Thus in the energy balance

Equation (8.14)

lporenstein (1974) has explored a more sophisticated method of incorporating
reliability issues using chance-constraints, but concludes that an adequate
treatment within an LP framework 1s intractable. Almost all the electric
sector spatial programming models Iin the literature use the formulation
(8.18), or a close equivalent.

2Pumped storage projects are assuming Increasing importance in many devel-
oping countries: in India, several large projects in a nuwber of Southern
States are now underway including the Kadamparai project in Tamil Nadu, and
the Nagar junasagar facility 1In Andrha Pradesh--see Ahamed (1975) and
Subrahmanyam and Singh (1975).
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Figure 8.6: Assumed Adjustments for Pumped Hydro

we delete the term xft(p), representing generation in new hydroplants, and re-

place it by
s
2 X, (p) (8.20)
he€l

where

hé€l is the set of potential hydro projects in Subregion 1

5
xtﬁ(p) is the hydrogeneration 1in season t in mode p in the h-th
potential hydropro ject.

In the simplest treatment of hydroelectric generation, we may assume that a
table of potential projects 1is available, specifying for each project the
seasonal generation limit. Table 8.1, for example, shows the table used by
Gately (1971) in his study of Southern India. If the maximum energy capacity
of the h-th project 1in season t is denoted xgh(max), then the generation

5
variables xth(P) are subject to the constraint

P s 5
Z:Xth(p) S_xth(max) (8.21)
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Table 8.1
Typical Hydro Power Projects Constraints (In Madras, India?)

Energy Capacity

Power Capacity (in 10° MW-hrs) Construction
(in MW) wet dry Cost
wet dry season (in Million
Project season x?h(max) xgh(max) Rupees)
Pandiar-Punnapuzha 100 75 250 165 150
Cholathipuzha 60 45 135 90 65
Kadamparai 35 27 72 48 62
Paralayar 35 27 63 42 41
Suruliyar 35 27 70 46 40
Cconoor-Kallar 50 38 60 40 g4
Lower Moyar 70 52 94 64 ile
Upper Manimuthar 90 45 162 80 123
Upper Amaravathy 70 35 173 85 141
Upper Thambarapani 200 100 195 95 250

4Adapted from Gately, (1971), p. 45.

500
MW

100§
MW

Figure 8.7: Capacity as a Function of Plant Mode.
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As to the power cutput (in Gw rather than GWh of energy) it must of course be
noted that this will depend on which part of the load curve the plants serves.
Figure 8.7 should 1llustrate this point: a hydro project of constant energy
output might yield 500 MW as a strictly peaking unit, but only 250 MW as a
base load plant. The shaded area on Figure 8.7, representing the energy out-
put, 1is constant for all three cases shown. The capital cost of the hydro
plant will be strongly influenced by the power output, since this determines
the size of the turbine generator sets required. Thus, for new hydro pro-

jects, the build limits are given by

(8.22)

where Xh is the installed capacity of the h—-th hydro project (in GW). This
installed capacity is subject to the project specific limit X (max), as also
specified, for example, on Table 8.l in the case of Gately's study of Southern
India. Thus

xg S(max) (8.23)

It should be noted that use of this kind of data table externalizes a number
of important decision variables. In particular, specific bounds for seasonal
energy capacity does not allow the model to build more, or less, interseasonal
storage than the fixed amount assumed in the table. We shall formulate a more
complete representation of such issues in Section 8.4.

Trangsmission Limits: The energy transmitted from place to place cannot

exceed the line capacity provided. Thus, for each season t,

1 A\
— Y, (P)t :—-——- y..(p) < Y (8.24)
zp: zjt(p/ ije 154 z, . (p) it ij
power flow power flow line capacity
from 1 to j from j to 1 from 1 to j

hence, in constraint form;

Yoy Y Lty -1, <0 (8.25)
454 zjt(p) ijt %4 z,.(p) it i =
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In the event that there 1is an exl¢ting line between i and j, (8.25) becomes

P PRORD Y !

> ch(p) ij -;zit(p) ji

— y (p-Y <Y . (8.26)
t i3 = 1j

Note also that the O M costs fcr generation include fuel costs for nuclear and

oil fired plants, but exclude fuel costs for coal and lignite fired plants,

since thece are treated directly by the model (see below).

The Objective Function: We are now in a position to state the objective

function for the basic energy transhipment model presented thus far, namely

min s = Z Zk: X:wkCRF + }; ; ; 21: xl;t(p)ck8.76

i
capital costs of operating costs of
new generation plants new generation plants

+ Z }: Z x,.(p)0,8.76 + Z Y, .o d, .CRF
t p e

137y
(i, ¥ H

operating costs of capital costs of
existing facilities transmission line
construction
+ Z vy dy ot Z ?i.dijao (8.27)
(1,3) (1,3

operating costs of operating costs of
new transmissicon exlsting transmission
lines lines

where

m,  1s the capital cost of the k-th generation type, in $/kW

O 1is the O M cost of the k-th generation type, in ¢/kWh

Oy i1s the capital cost of transmission line construection, in
$/MW/mi
0, 1s the O M cost of transmission lines, in §/MW/mi

CRF 1s the appropriate capital recovery factor.

It should be noted that the operating costs of transmission lines include only
such items as right-of-way maintenance: the energy losses are accounted for
by upward ad justment of the amount of generation required to meet a specific
demand level.

The question of appropriate cost expressions has received some attention

in the recent literature, particularly in light of the fact that market prices
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may not be suitable for an evaluation of alternative investments in a devel-
oplng country. Where a substantial part of construction costs are labor
costs, as 1s generally the case for hydroelectric, social costs may be much
lower than market costs. Conversely, the critical issue for nonlabor costs
may be the foreign exchange requirement. A number of approaches have been
suggested to capture these considerations. Lahiri (1979) and Bhattia (1974),
in particular, have used adjusted cost coefficients tc derive a soclal cost
objective function, whose solution 1s then compared to that obtained using a
market cost objective function. Another might be to drive the model in an
explicit multiobjective mode, using foreign exchange minimization, employment
maximization, and market cost minimization objective functions. An employment
maximization objective might be particularly useful in situations where the
determination of social cost of labor is imprecise, since employment require-
nments can more readily be determined.

The major disadvantage of using linear programming is the conflict with
the indivisibilities of transmission line construction. In particular, one
must make a priori decisions as to the voltage levels of particular links, and
then use cost functions and loss coefflcients corresponding to that voltage
level. The LP solution, however, then yields transmission levels in terms of
GW of power transmitted, which may or wmay not be appropriate to the assumed
voltage level. One expedient is to augment the node~to-node transmission
variables (which would correszpond to the voltage level required to connect
likely new facilities to the grid) with an assumed network of a much higher
voltage accross greater distances——corresponding to a super grid intended for
regional reliability and bulk power transmission to serve major load centers.
On Figure 8.8, for example, we connect A to B, and B to C with transmission
variables using, say 230 kV for loss and cost coefficient determination: we
connect A and C, however, with a transmission variable corresponding to 400
kV. It is, of course, an inherent feature of LP that choice between alterna~
tive voltage levels between the same set of nodes (on Figure 8.8, between the
115 and 230 kV lines between A and B) will always be in favor of that showing
the least unit cost. Gately, in his analysis of the southern India Grid, did
experiment with integer variables to denote possible transmission links of
different voltage: however the computational effort involved, and the
requirement for mixed integer programming in such an approach, appear to be

serious disadvantages.
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Figure 8.8: Transmission Line Definition.

An obvious expedient is to insepct the LP solution for unreasonable power
transfers. Where excessively large transfers are indicated for the voltage
level assumed, a second iteration might superimpose some additional, higher
voltage links between appropriate points; and similarly where unreasonably
low transfers are indicated, for the assumed voltage lower cost lines of lower
voltage (albeit of higher unit losses) might be inserted.

Coal Supply: Suppose k*K 1s the subset of generation types that burn
coal. Suppose further that each type of plant can only burz coal of one type
(a reasonable assumption, since, for example, a lignite burning plant has
different technological characteristics to, say, a bituminous coal plant), and
ler the plants that burn coal of ctype % be denoted K:. Then it follows th

the total coal requirements of coal type ¢ in season t at location i, Bioes
is given by

p
Biae = ;’:‘(t i Yasexet(p) * 1;(’; ; YYkalIt(p) (8.28)
where eel

Y, is the heat value of the 2-th coal, in ton/Btu

e 1s the heat rate of the e-th existing plant, in Btu/kWh
Bilt is the coal requirement of type % at i in season t, in 106

tons/year
BK is the heat rate of new plants of type k

*
keX, 1s the set of plants that burn coal of type .

-285-



Define next the following notation:

MiQt coal of type % mined in 1 in period t, in 10° tons

Siﬁt minemouth stockpile of coal of type ¢ at 1 at the end of the
t-th period, in 10% tons

cijza coal shipments from I to j in period t in 106 tons

Siit power plant stockpile of coal of type % at 1 at end of period
t, in 10" tons.

Iizt industrial use of coal of type 2 at 1 in season t, in 106 tons.

Siié industrial coal stockpile of coal type ¢ at 1 at end of t-th

season, in 10° tons.

Then the maintenaunce of mass balance at each node 1 for each coal type 2,

and for each season t, requires that

1 - 1 p— M
Mizt+ Si.@(t-l) SiZt +Z Cji?.t jEZAi (‘ijzt

J€A4
coal cocal from mine coal ship- coal ship-
mined stockpile ments to 1 ments from 1
att - 1 - '
*oSiace-1) T Siae T Bibe
coal from power coal
plant stockpile burnt
tey - ree - = R .
+ Siz(t-l) Siet Lige = (8.29)
coal from Indus- industrial
trial coal stock- coal use
plle

However, the three types of coal stockpile are indistinguishable for any
given location, and thus we utilitize the single storage variable Sjg(t) to
denote total coal of type % 1in storage at i at the end of the t-th season.

Since industrial coal use will, Iin general, be specified exogenously, the
Iy9¢ Will occur on the right hand side of the corresponding constraint
form. Also, since optimal mirning production requires constant output, the

Miot variables can be defined as

d
t -—
Moot ® 365 My (8.30)
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where ﬁia is the annual production of coal type 2 in i and d¢ the number of

days in the t-th season. Thus the constraint form of (3.29) becomes

[o W

- - <
el ﬁ - l,‘ + } ] - - = .T. L] »
365 10 T Siace-1) TS T 4 Ciaee }m« Cijor 7 Bioe = Tygpe (83D

J ‘:Ai J€Ai

The quantlty of coal ' mined at i, Rig, is, in turn, made up of the
segments of a location specific supply curve, each segment of which reflect.
an lncreasing cost per ton. Suppcse there are three steps to the curve, with
increments g g5 o= 1, <. ,3. Each will bave a different price, of

course. They are also bounded, as indicated on Figure 8.9, by

0 Lmy S0y
(8.32)
08mgp S
hence ﬁi is given by the constraint
- 3,
M, - %l migs =0 (8.33)

The objective function requires a term corresponding to the price of each

supply function step, viz.,
3 .
Zi: AJ-J Piei Pinj (8.34)

where py i is the price, in §$/ton, of coal type ¢ at step j in region I.
Some cost will also be associated with the storage variables. For this

we need the additional objective function term

2o 2u 2 8,0 (8.35)

t 2 i

where 0 Js the cost of storage in $/ton (land, site preparation, handling
equlpment, etc.).

Railroad Capacity Constraints: From Eq. [8.34] we see that the total

coal to be shipped across any link (i,3j) in the t-th season is

L

2 ;Cijlt + Cjilt} (8.36)
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Figure 8.9. Representation of Coal Supply Curves

This 1s counstrained by the capacity of the rail line in question, ghy Rij'
Because of important, seasonally dependent non-coal rail freilght traffic,
however, the available capacity for coal shipments 1s a time dependent
furiction; thus the actual capacity limit is §R(t) . Rij' Thus for each sea-

son t, and each link (i,j), we have the equation

L
1,21 {Cijlt e }_<_ MO (8.37)
The total rail capacity Eij can be determined from the expression
= .
Rij an(i,j) + V£ nz(i,j) (8.38)

where

ny(1,j) is the number of double track lines from i to j
V is the capacity of a double track line, in 106 t/year
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np(1,3) 1s the number of single track lines from 1 to j

f' is the capacity of a single track line as a fraction of the
capacity of a double track line (and is in the neighborhood
of .33). Note that the capacity of two single track lines
1s less than that of one double track line.

Finally, 1f the cost of coal transportation is 8¢ S$/ton/mi, the objective

function requires the term

QZ Zt: (12’_3) dijgt{Cdiju +Cj12t} . (8.39)

In actuality, however, railroad transportation rates are rarely expressed
in terms of cost per ton per mile: even in a country such as the U.S., where
most of the freight carrying rallroads are privately owned, extensive govern~
mental regulation of freight tariffs creates a fairly non-systematic rate
structure. In developing countries, rates for nationalized railroads are most
frequently set by central planning authorities, with a rate structure that is
generally some form of step function with respect to major distance and
freight volume classes. Such a structure can be accommodated in our modelling
framework by applying the transportation cost term not to coal movements
through 1individual railroad 1links [as given by (8.39)], but to the Bigt
terms, which represent the amount of coal of type ¢ burnt in season t at
location i. If we require that each coal type be associated with a unique
coalfield, then the distance implied by each Bygo¢ term 1s readily computed,
and the appropriate cost'coefficient applied. Thus the objective function

term for coal transportation 1is

T N L
)DEDIEDD Bloe " k(L) (8.40)
L N ’

where k,(1,2) 1is the rate that applies to coal movement from the f%-th coal-
field to location i. However there are two problems with this formulation.
First 1s that the requirement that each coal type be associated with its own
coalfield may significantly increase the problem size, since in the pure tran-
shipment version of the problem it would be possible to have multiple coal
flelds all of the same coal type. Thus, whereas in the pure transhipment
model, the number of constraints in (8.28) is a function of the number of coal
types, in the version suggested here the number of constraints i1s a function

of the number of distinct coalfields. Our initial evaluation indicates, how-
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ever, that for most developing country applications this is not a severe limi-
tation, as there will tend to be a very limited number of coalfields that
represent potential fuel supplies, each of whose coal characteristics are so
different that they would in any case require separate coal types.

- More serious, however, 1s the point that 1if there is no objective func-
tion coefficient assoclated with coal shipments through individual 1links,
there 1s no guarantee that an optimal path through the network has been deter-
mined--the only thing that is assured is that the capacity constraints not be
violated. The way out is to bring back an objective functioan term of the type
(8.39), but to make the g; term extremely small, say on the order of 0.1% of
the k. values. This will ensure that an optimal path is indeed found, but

will not significantly distort the actual cost of rafl haul.
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8.4 THE TREATMENT OF ELECTRIC TRANSMISSICN IN SPATIAL PROGRAMMING MODELS.

The energy balance equacion (8.14) accounts for transmission losses by
assuming that some fraction Qij of the power Yij entering a line from 1 to j
is lost, with the receiving node therefore receiving only Yij(l - Sldij). The

rationale for such a formulation is as follows. Consider the following simple

circuit:
Re
+o VAA
I
E Ry,
- 0
where

Rt 1s the resistance of the transmission line,

Ry, 1s the resistance of the load,

E is the applied voltage.

The total power transmitted, P., is given by

2
pt=__E___, (8.41)
+
Re TRy
and the power loss in transmission, PLoss’ is given by the well known formula
2
= 12 E “
P =IR =00°» (R |, (8.42)
Loss t {R +R} t
t L

from which follows

R
= t
PLOSS Pt {m} . .49
t L

Thus we see that the power losses in transmission are equal to the total power
transmitted times the ratio of line resistance to total system resistance. In
the notation of the model, the loss in any particular line is given by the
expression Yijszdij’ which 1s clearly analogous to (8.43), since Yij repre-
sents the total power transmitted from i to j. 2 thus represents the loss
per unitof input per mile; one should note, liowever, that § 1is itself a func-

tion of line length, as we shall see below. Although (8.43) suggests that the
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losses can be determined exactly by knowledge of Ry and Ry, in a model of
the type considered in here, in which a multitude of lines of different
characteristics make up the capacity of transmission between two ad jacent
nodes, Q 1s clearly not a parameter that can be eaglly determined, even if it,
too, were indexed to correspond to the line length dij'

One .possibility might be to let @ be an endogenous model parameter.

Overall system losses in our model compute to

n

n
L, = :Zi ;8760Yij9dij' (8.44)
- J=

k!
But since good overall system design would in general hold transmission losses

to about 2 to 3% of generation, we require that, say,

Ly $6=0.0251 D D D xe(p) + ), 2. D D, x‘fc@){ (8.45)
p t

P t e 1 k |

where G represents total generation, and thus the problem would be to select
that value of § for which Eq. (8.45) is satisfied.
There are several problems here. First, if one were to combine Eq.

(8.44) and Eq. (8.45) into a coustraint, namely,

n. o
> L876OYideij - 0.025G =0 (8.46)
i 3]

2 appears as a multiplicative term with other problem variables (the Yij)» and
hence cannot be solved endogenously in a linear programming framework. Thus
one could only use a trial and error method, specifying values of exogenous~-
ly, and having the model compute the resulting transmission losses. More
serious, however, is the fact that § is not the constant ‘mplied by (8.46),
since, as we noted above,  is itself a function of distance. In fact, the
loading of transmission lines 1s generally dependent on two considerations:
thermal capability and system stability, factors that merit some discussion
here.

Thermal capability is essentially self-explanatory. The choice of con-
ductor size is based upon its mechanical behavior under conditions of elevated

temperatures where large currents are being transmitted. Wind speed, radia-
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tion, and convection, as well as the incidence of solar heating and ambient
temperature, are included in the judgment, and published conductor tables con—
tain suggested maximum currents for average operating conditions. Selection
of a given conductor for a desired current level, therefore, specifies the
resistance per length of line (usually in ohms per mile), and the correspond-
ing line losses may then be determined for a range cf currents (loadings) and
line lengths. However, this simple procedure becomes ccmplicated by other
factors when the system operating voltage level is increased. Under such conm
ditions, 1t 1s necessary to decrease the effects of corcna and associlated
electromagnetic radiation and audible noise by effectively increasing the sur—
face area of the conductor so as to reduce the voltage gradient at the surface
of the conductor. The maximum single-conductor size used for this purpose 1s
about 1.5 inches in outside diameter and is applied to transmission lines
operating at the 230~ to 275-kV level. For higher voltages, so-called “bun-
dled” conductors are used, typlcally with two subconductors per phase at 345
kV, three subconductors per phase at 500 kV, and four subconductors per phase
at 765 kV. The net result for all these configurations 15 that the actual
thermal capability is often well above the maximum capacity of the assoclated
system. Also, the resistance per mile and the subsequent line losses are
lower than for single-conductor lines of the same current capability.

System stability margin is related to the maximum transmission-line load-
ability that can be tolerated without danger that the alternators of the sys-
tem will pull out of synchronization following a severe fault or a sudden
major change in load requirements. The standard surge impedance loading (SIL)
curves, also known as "St. Clair curves,” are based upon this consideration.
These cur es specify line loadability as a function of length of line in terms

'

of the so—called "natural power,” or surge-impedance loading, defined as

t)
Ex

SIL = — MW, (8.47)
Z9

where

SIL = surge impedance loading,
Ep = line-to-line veceiver—end voltage in kV,

Zg = surge Impedance in ohus.
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Figure 8.10. Transmission Line Capability

In general, the St. Clair curves are not used for distances less than 50
miles, so that line loadability up to that distance is limited by the thermal
capability. Safe transmission MW levels beyond 50 miles are limited by SIL.
Line losses are therefore dependent upon the square of the line current for
the prescribed load level and the resistance of the corresponding line length,
with the resistance of the line per unit length being the only constant fac-
tor. Figure 8.10 shows a typical SIL curve.

The use of these St. Clair curves to determine  values 1is described in
detail in che next section. Typical values emerging from such calculations
are given in Table 8.2.

For existing tranemission lines, this table can be used tc determine bhoth

the approximate current line loadability ({i.e., the-Qij), as well as the ép*
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Table 8.2
Summary of Typical  Computations

Typical line

Voltage, kV Line length, mi loadability, MW S'Z,mi'1
765 50 4878 0.00027
100 3686 0.00020

200 2710 0.00015

345 50 864 0.00039
100 653 0.00030

200 480 0.00021

230 50 306 0.00038
100 170 0.00029

200 136 0.00022

138 50 127 0.00048
100 95 0.00034

propriate value of  to be used. For new transmission lines, i.e., those cor-
responding to the Yij variables, it is necessary to assume a particular volt-
age, but this can generally be established with the advice of the electric
utility.

Calculation of the  Parameter: Consider the American Electric Power

Company {(AEP) 765-kV transmission system. The conductor used throughout the
system 1s known as "Drake,"” a 795,000 circular mil (CM) aluminum—conductor-
steel-reinforced (ACSR) cable having a resistance of 0.1288 ohm per mile. The
rated current of this conductor is 910 amperes. Four Drake subconductors,
spaced 18 in. apart, make up one phase of this three~phase line.

Thus, the actual thermal rating of this line is 4 X 910 = 3640 amperes,
and the resistance per mile cf four conductors in parallel = 0.1288/4 = 0.0322
ohm per mile. Assuming unity-power-factor operation, the thermal capability
of this line is

Prp = V3 x 3640 x 765 x 103 = 4823 Mw.

From Gabrielle et al. (1964), the Zp of this line = 270 ohms. The

surge—impedance loading of this line is then:

(765)2
270

SIL = 2168 MW.
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Table 8.3

765kV, 4-bundle configuration

Voltage Level = 765 kV (AEP 4-bundle configuration)
Conductor: "Drake": 795,000 CM ACSR, R = 0.0322 ohm/mile
Rated Current = 910 amperes/subconductor, 3640 amperes/phase

Z, = 270 ohms? SIL = 2168 MW
Line Line losses
Line length, loadability,P Q
niles MW MW/100 miles MW % loss/input/mile
50 4878 132 66 1.34 0.00027
100 3686 75 75 2.04 0.00020
200 2710 40 81 3.0 0.00015
300 2168 39 78 3.6 0.00012

8From Gabrielle et al. (1964)
PFrom St. Clair curves at normal loading without series compensation.

From the St. Clair curves, this amount of power may be transmitted for 300
miles without exceeding stability limits. Also, from the curves at 50 miles

(for normal loading):
Psg = 2.25 x SIL = 2.25 x 2168 = 4878 MW.

In this case, the loadability of the line at 50 miles is essentially equal to

the thermal capability. Thus, the 3-phase power loss for 50 miles of line is
Ploss = 3I% x 50R = 312 x 50(0.0322).
But at 50-mile loading:

6
1= 4878 x 10 = 3682 amperes.

3 x 765 x 103

Ploss = 3 x (3.682)%2 x 10% x 50 x 0.0322 = 65.5 MW.

Percent loss in terms of power received is

% loss = —108S x 100 = 033
PLoad 4878

x 100 = 1,34%;
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Table 8.4
138 kV, Single Line Configuration

Voltage Level = 138 kV (Single-conductor, single three~phase line
configuration)

Conductor: "Hawk," 477,000 CM ACSR, R = 0.212 ohm/mile

Rated Current = 670 amperes/phase

2y = 400 ohms? SIL = 50 MW
Line length,
miles Line Line losses
(loading loadability,b Q
condition) MW MW/100 miles MW yA loss/input/mile
50 (Heavy) 150 26 13 8.7 0.00164
50 (Normal) 113 14 / 6.2 0.00117
100 (Normal) 85 8 8 9.4 0.00086
150 (Normal) 70 5 8 11.4 0.00068

AFrom Gabrielle et al. (1964)
“rom St. Clair curves at loading indicated without series compensation.

and § for cthe 50-mile line is

_ Ploss - 65.5 .
(p + Plogg)S0 (4878 + 65.5)50

(8.48)
Load

]

0.000265 loss/input/mile

Table 8.3 shows these results for a series of line lengths at the 765kV
voltage level.

In order to cast some light on the behavior of subtransmission components
in the system, similar calculations can be made for the 138-kV level, resul-
ting in the data shown in Table 8.4. It is clear, however, that this config-
uration involves very laige line losses. If the conductor is changed to
954,000 CM ("Rail") with a resistance of 0.1 ohm/mile, the losses would be
halved for the same level of power transmission. A further reduction of power
loss by another factor of 2 would be accomplished by using a double-circuit

configuration composed of the "Rail" conductors. Such arrangements are
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Table 8.5
138 kV, double Line Configuration

Voltage Level = 138 kV (Single-conductor, double three-phase line
configuration)

Conductor: "Rail,™ 954,000 CM ACSR, R = 0.108 ohm/mile

Rated Current = 1300 amperes/phase

Z, 340 ohms SIL = 56 MW
Line length,
miles Line Line losses
(loading loadability,d Q
condition) MW MW/100 miles MW % loss/input/mile
50 (Heavy) 168 8.2 4.1 2.4 0.00048
50 (Normal) 127 4.4 2.2 1.7 0.00034
100 (Normal) 95 2.9 2.9 3.1 0.00029
150 (Normal) 78 1.7 2.5 3.2 0.00021

8From St. Clair curves at loading indicated without series compensation.

popular with electric utiiities at the 138~kV level. The surge impedance, Z,,
for these changeé remains approximately the same so that almost the same SIL
may be used. Results are shown in Table 8.5.

Again these results are compatible with those of the btulk transmission sys-
tem. The overall conclusion, with respect to total average loss at both bulk
and subtransmission levels, is that typical line designs cause the percent
line losses to be more or less equally divided between the two levels at an

average of about 2.5 percent.13

13por further discussion of the degree to which approximate methods accurately
simulate real power flows in a transmission grid, see Crevier (1972).
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8.5 INCORPORATING WATER RESOURCE PLANNING CONSIDERATIONS

There exists an of course an enormous literature in the water resocurces
engineering fileld that deals with the design, operation and overall optimiza-
tion of a water resources system, in which hydropower generation is an impor-
tant component. However, there is very little indeed on the more general
subject of integration of warer resource projects and entire power systems
(i.e., more than just hydropower production), although individual aspects of
the system have been addressed.l%

Basic Continuity Relationships: The basic continulty constraint about

each potential reservoir site, for some season t, follows from Figure 8.11 as:

— — -— M — * =
Sce-1) Qe T Rye T Ty T By T Qe T Sy (8.49)
where Si{¢t 1s the storage at the end of the t—th season
Qi 1s the inflow in season t
Rit 1s the downstream release in season t
E{t 1s the evaporaticn and seepage loss in season t
Q?jt is the diversion from i to j in season t, where j is some loca-
tion in a different basin.
It 1s the irrigation release in season t.

In turn, the inflow 1is given by

Qi = Rei-1ye + Qe+ Qg (8.350)
Inflow Release Natural Inflow from
at 1 at 1 -1 flow in~ other river
crement basins
in i-th
reach

To reduce the number of constraint sets, we substitute (8.50) into (8.49), and

rearrange in constraint form, to yield
Si(e-1) * R(i-1)e + Qe + Qf1¢ ~ Ty = Eq¢ - Q4 = Sy ~Rye =0 . (8.51)
A minimum flow requirement in any stream reach is captured by the bound set

Ri¢ > Ryp(min) . (8.52)

l4some of the relevant discussion include Reger u Schwarts (1973) or Windsor
(1975). For a good discussion of water resource screening models, that
follows a general philosophy of approach similar to that discussed here, see
Cohon, (1972). O'Laoghaire and Himmelblau, (1974), 1is another excellent
treatment.
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Figure 8.11: Generalized Water Project Configuration.
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The continuity relationship for irrigation demands are given by15

- ) + R .
Iit<1 x) Gsit IDit (8.53)
Irrigation Ground- Irrigation
releases water demand
supply

where A is the loss factor in the surface canal system.

Capaclty Relationships: The quantity of water in storage, Sj;, cannot

exceed the storage capacity of the rercervoir, Vy, i.e.

Sip £V {for et =1, ... T} (8.54)

or, in comstraint form, since V; is also a model variable,
Sig = Vy <0 {fort=1, ... Th - (8.55)

Unfortunately, the capital costs of reservoir construction are not, 1in
general, a linear function of storage volume, typically following an S curve
as shown on Figure 8.12. A linear approximation subject to an upper bound of
maximum storage capacicy that could reasonably be expected of a specific site,

however, would appear to suffice for our purposes; hence we need the bound set
vy < Vi(max) : (8.56)

and the corresponding objective function term is

ZE: aiVi (8.57)
1i
where &y is the unit cost of reservcir construction in $/Acreft.

Similarly, the irrigation releases cannot exceed the capacity of the

irrigation canal system, ICy
Ije - T¢; <0 {e=1, ... 1} (8.58)

with the corresponding objective function term

> alic, . (8.59)
i

where ai is the unit cost of canal system construction.

15The subject of cunjunctive use of groundwater and surface water 1is another

that has received extensive attention in the literature, with highly complex
optimization models addressed to the details of system operation, see e.g. Yu
and Haimes (1974).
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Cost

Storage Capacity Vj V4 (max)

Figure 8.12: Generalized Storzge/Cost Relationship
Adapted from O'Laoghaire + Himmelblaqu"T%)

Hydro Erergy Production: Suppose Qpit is tnz flow through a power

tvrbine in season t, and 1f (hyy + h /2 is the average head in season t,

i(t-l))
then the energy generation in season t 1s given by

P h + R |
5 _ 1t " Ta(t=1){ b
thi(p) = 1.024 Q > g 107°%e . (8.60)
kWh | GWh|
[GHh] e (41 L) l}—ﬁi’ [ ]

Since not all releases need necessarily flow through the turbine, this is
hetter expressed as an inequality, and rearranging in constraint form, cne

obtains

P h,, + h
o -~ \
ini(p) .02 e 1076 ) TG 1)‘ Qe < O - (8.61)
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The inequality simply ensures that releases take place even if a hydroproject
is nor built at a particular location.
There is, however, a more serious problem to Eq. (8.61), in that hj. and
Qpit appear as multiplicative terms, and therefore (8.61) does not meet
linearicy requirements. This is a problem long recognized in LP formulations
of multipurpose reservoir projects.16
There appear to be twc approaches to the linearization of (8.61). One is

to assume a value for Opits lJeaving the head hjy as a variable related to

storage by a linear function of ccnstant k, namely
8¢ = khie = 0 . (8.62)

The problem here i1s that a priori assumptions about the flow Qpit run counter
to the objective of optimization, quite aside from the fact that the relation~
ship between storage and head is not linear - although piecewise linearization
may be possible.

The other is to assume a value for hj., which would certainly be reason-
able for high head proijects, but which for most variable head plants presents
some problems. In particular, as noted by Cohon,-- the major problem
kere is that Qpit, and hence, from (8.61), xft(p) may be positive even if Sj.
is zero, an unlikely situation. However, when using the first approach, and
(8.62), hj. can be nonzero only if Sj¢ is nonzero, and hence, from (8.61),
energy can only be produced if a reservoir is in fact constructed.

Finally, it should be noted that (8.61) replaces the original hydroenargy
constraint (8.21); thus

hit + hi(t—l)
2

x5 (max) = 1.024 e 10-6

th Q (8.63)

pit

and implies that data tabulations of the type illustrated on Table 8.l rest on
a priori specification of head and discharge.

Evaporative Losses. Evaporative losses from reservoirs may constitute a

significant fraction of the available resource, and must be explicitly
considered in any modelling framework. Obviously, the quantity evaporated

will be a complex function of temperature, humidity and wind movement, and is

l6For further discussion, see e.g. Loucks (1969) or Cohon (1972).
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Surface
Araa

Volume

Figure 8.13: Surface Area - Storage Relaticnship

captured as an “"evaporation coefficient,” say 24(t), that typically is quoted

in dimensions of ft:/month.17 Thus

(8.64)

Eit = €i(t) . mt . 2

AF ft_] months [Acres]
season mont?J season

where Ay is the surface are~ of the reservoir in the t-th season. The sur-

’Ait + Ai(t:-l)

face area can of course be defined in terms of the volume in storage, Sy¢;
unfortunately this relationship, determined by the topography of the site,
proves usually to be nonlinear in character, as shown on Figure 8.13. TFor the
purposes of this generalized model, however, iterative adjustment of an
assumed linear relationship between surface area and storage volume probably

suffices (since the iterative adjustment 1s necessary anyway for reasons of

17The €4(t) coefiicient 1s thus, of course, a function of season. For exam-

ple, O'Laoghaire and Himmelblau (1974), notes a value of evaporation
coefficient for the Highland Lakes area of Texas of 0.55 for the summer
months May-October, falling to 0.29 for the rest of the year.

~304~-


http:ft/month.17

transmission line and hydropower generation epproximations). Thus, for any

particular run we rewrite (8.64) as

+ 5
2

5
B , /)it i(t-1)
B, = ei(u)mtﬁs ; z (8.65)

Al
where kg 1s the first estimate of the slope of the surface area-volume rela-

tionship. Then, for a computed value of Sy,, we adjust in the second
Al
iteration to kg-

Water Requirements for Thermal Generation: The outflow in each section

must be adequate to support the withdrawal needs for thermal generation; if

the set H represents thermal generation types, and £} the withdrawal water

requirement for the k-th generation type, then

k
Z.x (p) Q, - £ ()R, <0 (8.66)
S e k we ol e =

(GHh] G—Agg] [ 1 [AF]

where fw(t) 1s the fraction of total streamflow that can be withdrawn for
thermal power stations in season t.

Even once through cooled plants will involve some degree of evaporative
water loss.18 Such losses are generally expressed as cfs per GW of installed

capacity, say v;. Hence the consumptive loss Z is given by
k it

Z Z ((p) 3600 v 1 3565 (8.67)

ke p

o o (S *

or, in constraint form

(p)3600 v! t=1, ... ,T}=o0 (8.68)
;;1 ; it k 43560 { t

Typical values for Yi would be 5 cfs/GW for fossil plants, 12 cfs for

nuclear.

18Evaporatively cooled thermal plants, say using mechanical and natural draft
cooling towers, would of course imply a. even greater consumptive use, but
such systems are unlikely to be in use in most developing countries for the
forseeable future. In any event, all one needs to accomodate such technology

is to use a higher value for the Yi coefficient in Eq. (8.68).
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8.6 ENVIRONMENTAL CONSIDERATIQNS

Whilst environumental considerations have not heretofore received as much
attention in developing countries as thev have in the developed countries
there can be little doubt that as development proceads, environmental 1ssues

19 Because fossil fueled elactric power

will become increasingly important.
generation 1is one of the major sources of polluta+wia, particularly sulfur
dioxide and particulates, it 1is Inevitable that thesge, together with vefiner-
ies, will be among the first sources subjected to closer environmental
scrutiny.20

Incorporation of emission limitations on new facilities (ELNF) proves to

be relatively straightforward. For the case of sulfur dioxide (809), if we
define
wt = 509 removal performance of subtechnology t,

B¢ = heat content of the 21~th coal, in tons/1013 Btu,
sulfur content of the 2~th coal in 1b/1lb coal,

Te
then 507 emissions at node 1, in 1b of S0y per year, from plants that are

subject to ELNF, are given by

- C* . . Q 1 -
(Ciﬁt Liﬁt) BZ , 2000 1.998 (1 wt), (8.69)
(1015 Bew] ;:cs)n 1b S [ 1b Fb 50,
10 Btu 1b Lfon l1b S
I
where C¥* are the quads of coal of type 1 burnt at node i in technology of

1Lt
type t not subject to ELNF (i.e., accounts for existing capacity). But the

emissions of Eq. (8.69) are limited by the ELNF for that node, say §i 1b
$09/100 Btu. Hence

19ror example, the fact that such considerations are important in the Indian
context 1s evidenced by the public concern over the emissions from the
refinery under construction at Mathura, which could cause significant damage
to famous monuments such as the Taj Mahal. In Bombay, public concern cver
environmental questions is reflected in controversies over industrial sitiag
in the Bombay Metropolitan area (see, for example, numerous reports in the
Times of India and other major Indian newspapers over the period September
1977 to June 1978 on the controversy over the proposed siting of a natural-
gas based fertilizer plant utilizing the newly discovered gas from the Bombay
High fields. The Bombay Bachas Committee, an environmental group, was at
the focal point of this controversy).
20For a comprehensive discussion of Environmental Issues 1in Developing

Countries, see e.g., Bowonder (1980).
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3996 D D (Cipe = Ciye)8300(y - ¥p) C
T L -

"'\"7 .
z Zi (Cioe - C;v,c)

which can be written in the form of a linear constraint as

T L
Z Zbilt;399689,01(1 -¥e) - -Si : 109}

T L
N v % ", . _
<5 Lcut{w%pm(l - ) - &y 1o9$. (8.71)

g 109, (8.70)

Ambient Air Quality Coustraints: The incorporation of ambient air quali-

ty restrictions is more complex and requires prior knowiedge of atmospheric
dispersion and transportation characteristics, and explicit quantitative know-
ledge of a transformation matrix, say T, the element Tij of which describes
the ground~level pollutant concentration at location j attributable to a unit

emission in location {. Ceterls paribus, Tij will be a function of stack

height; the higher the stack, the greater the geographical ~7spersion of the
resultant emissions. Recall the expression for total S0 emissions in county

i, namely,

T L .
> ZcimegqQ * 2000 * 1.998(1 - #.), (8.72)
t=1 =1
or
T L
~ Ay
Clot ¢t. (8.73)
1=1 2=1
where @y = By0,(l - ¥.) - 399%. Then if Ty;4(SO) captures the S0p

concentration in j attributable to a unit emission in i, total S07 in j, to be

constrained by the ambient 50, standard in j, say AQSj (S09), 1s given by

n T L
L{ CiP,t(DO,t}Tij(SOZ) L AQS3(S0p) - A4(S0y), (8.74)
=10t=1 o=1

where Aj(S07) is the measured average ambient S02 conceitration in j.
Unfortunately, the determination of the transfer matrices Tij is not a

minor matter, since it requires application of a trajectory-diffusion model to
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each county in the problem area. Because the computation of sulfate concen—
trations depends on complex atmospheric chemistry, and because such diffusion
trajectory models require the solution of three-dimensional partial differen-
tial equations over long time periods (to simulate the weather of a typical
~month or season), the computational effort 1s considerable. However, once
these calculations have been completed, and the transformation matrices for a
unit emission determined, the matrices can be stored on tape and accessed by
the matrix generator for the LP as needed.

The above constraint set 1s of course most sulted to annual average con-
centrations, given the nature of long-range transport that 1s captured by the
transition matrix T, the corresponding ambient standards being those for an-
nual arithmetic mean. There 1is, however, very good evidence that the maximum
24-hour concentration may be the most critical from the standpoint of stan-
dards compliance. In order to capture such Impacts, 1deally one would have
available the results of detailed short-range dispersion modeling studies for
typical sites in each of the counties for which coal-fired capacity was allow-
able. 1If one makes the assumption that the maximum ground-level SOj concen-
tration from a new source would occur within the immediate region in which

that new source 1s located, then for each location cne can require that

T L
, * 1 * *
ZE: :E:\Cizt = Cigedper © ——— Dy < AQS1(S03) = A44(S03),  (8.75)

t
87606%
1015 e 1b SO r m SO
u 2 ||¥r)|_PP® 5Y2 [ppm SO5]
yr 1015 Btu||hr||1b SO5/hr

where

AQS?(SOZ) is the 24~hr average ambient air quality standard in county i;

A;(SOZ) is the measured annual maximum 2Z4-~hr average SOy concentration
in county 1i;

Dy is the dispersion factor relating emissions to maximum 24-hr
average ground-level 50, concentration.

One should note, of course, that any locations for which the expression

* *
AQs{(809) - A;(SO;) 1s negative implies violations of an ambient standard
whicii in turn would force the Cy,, term 1n Eq. ('0.8) to zero, implying

that the model would site no new coal capacity {in a nonattainment area.
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8.7 AN LP OF THE JORDANIAN ELECTRIC SYSTEM*

The purpose of this section is to 1illustrate the basic modelling con-—
cepts of this Chapter by formulating the capacity expansion problem of an
actual electric utility system—-that of the Jordian Electricity Authority
(JEA).

The problems faced by JEA are typical of those in many developing econo-
mies; very rapid growth in electrical demand (in 1980, electric consumption
in Jordan rose by 21% over 1979), rapidly growing systems in which new capa-
city additions may be an order of magnitude larger than those currently in
existance, and a2 transition from a heavy dependence on Diseal generation to
steam cycle thermal units. Table 8.6 lists the installed capacity of JEA and
current plans for capacity additions. Figure 8.14 shows a map of the

Jordanian National Grid.

Table 8.6
JEA Installed Capacity

Hussein Thermal Power Station Steam 3x33 99

Combustion Turbine 1xl14 14

Combustion Turbine 1x18 18
Marka Combustion Turbine 2120 40

Diesel 45 45
01d Aqaba Diesel 5.8 5.8
Aqaba Central Diesel 2x3.5 7
Karak Diesel 3xl.5 4,5
Ma'an Diesel 1.87 1.87
Tafila Diesel 1.3 1.3
Total Existing Capacity (Dec. 1980) 236.47
Hussein Thermal Power Station Steam 3x66 198
Marka Combustion Turbine 2x20 40
Agqaba Central Diesel 3x5 15
Karak Combustion Turbine 1x20 20
Total Under Construction 273.00

Source: JEA Annual Report, 1980

*The writer acknowledges the assistance of Niazi Musa and Ziad Khamis, of the
Jordan Electricity Authority (JEA), Amman, Jordan, for providing the essen-
tial data. However, the responsibility for the accuracy and content of this
discussion is solely that of the writer, and does not necessarily reflect
the views of either JEA or messers Musa and Khamis.
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To set up the problem as an LP, one begins with a linearization of the
load-duration curve, as indicated on Figure 8.15. For illustrative purposes
we have divided the curve into 6 segments, somewhat arbitrarily named, We
assume that the load curve will maintain its ghape (and therefore its system
load factor) into the planning year. Using the identical load curve shape
for a projected system demand of 7000 GWh/yr resuits in the load curve of
Figure 8.16. If there are N existing plants (including those under construc-
tion), and M types of additional capacity that could be built to meet the

demand, then

N+M
Do xi(p) =d(p) 5 p=1, ... 6 (8.76)
i=1

where x;(p) 1s the generation at plant 1 that contributes to the p-th demand

block, and where the d(p) are given by Figure 8.16, and for which

6
Z d(p) = 7000 GWh
i=l
This constraint will ensure that sufficient power is generated to meet the
anticipated demand.
Generation at each plant, however, may not exceed its capacity. For

existing plants

6

11
Z 1000 * — * —— * x3(p) < Xy :i=l, ... N (8.77)
p=1 Zp  3p1

MWt [ ] |yr| |[GWh{  [MW]
GW hr| | yr

Zp is the number of hours in the p-th block,

where
Xy 1s the installed capacity
api is the availability of the 1i~th plant in the p—-th block.

For .xample, assume that for technical reasons the new 66 MW Hussein Thermal
Power Station units would only be dispatched into the base load portions of

the load curve (p=1,2). Thus, applying (8.77) yields:

-311-



175 Super Peak (= 0.002)

163.6-;1 Seasonal Peak (= 0.021)

150 13
1?&&\
700 \\\\\\ Peak (= 0.079)

N
100
2700 \\\\\ Intermediate (= 0.152)
47/
Base X (= 0.234)
5000 ’/1///
50 \\\\
8000
Base
(= 0.512)

l l | | l | l l |
1000 2000 3000 4000 5000 6000 7000 8000 9000

hours

Figure 8.15: 1980 System Load Curve (from 1980 Annual Report of the
Jordanian Electricity Authority)
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1000 + 2+ 1 v xay+1000 L 1 (2) <198

0.65 8760 0.711 8000

There 1is one such constraint for each existing facility. For p = 1,
apy = 0.65, which corresponds to the assumed annual plant factor (PF). In
actuality, apy represents the probability that the unit will not be available
to meet a given load curve portion. Thus for the peak segments, api is a

functionéf the forced outage rate (FOR);
For intermediate segments, api will lie iIn the range
(1 - FOR) < ayy < PF

and only for p = 1 does api equal the PF. The rule used here for the inter-

mediate segments is

- 8760
api = PF o« 2~ 7
Zp

hence

0.65 8760 _ 4.711
8000

a';l

<

which explains the second term of the above capacity constraint.

For each new generation type we have an analogous capacity constraint

6
S 1000 Lol e exm < s i1, e (8.78)
- <

p=1 P 2pj

where Xj(N) is the MW of additional capacity of type j added by the model.

For each fuel j we have a fuel balance equation of the type

6
3 ST oxg(p) 108 g _Eg. - Fy=0 (8.79)
e 10

Gwh| [kwh| [Btu]| [106Btu [106Btuy]
yr| |GWR| |kWh Btu

B4 is the heat rate of the i1-th plant

where

Fj i1s the total fuel consumption of type j
i&Fj is the set of -plants consuming fuel j.

-314~-



Unfortunately no information on plant specific beat rates was available: for
purposes of this illustrative analysis we therefore made the following

assumptions:

Exiscing New
0il-Steam 11000 10500
Coal~Steam - 10000
Diegel 23700 13700
Shale 01l Steam - 10500
Finally, the objective function 1s the minimization of annual cost,
namely
-~
Min § = D Fyt Aj+ Zi‘I‘{i(N) . 7y + CRE(r,N) (8.80)

where \j is the fuel cost, in $/100 Bruy,

»

w4 1s the capital cost of rapacity
c¢f type 1 in $/MW, and CRF(r,N) {s the appropriate capital recovery factor
for discount rate r over N years. The following assumptilons were made for
the cost coefficients:

Fuel Costs

Coal 85 $/ton, 3.86 $/10% Bru
Diesel 43 §/bbl, 7.11 /106 Btu
Heavy Fuel 0il 26 §8/bbl, 4,32 S/l()6 Btu
Capital Cost, $/kW
Coal 4350
011 325
Shale 011 350
Diesel 120

The cost of coal in Jordan is bagsed on a 1981 quotation for Austrialian coal
delivered to the Israeli port of Eilat.

The solution is shown on Flgure 8.17. New coal capacity serves to meet
the base load portion of the Hsad, whilst the existing Hussein Thermal Power
Station, assumed to be less efficien:.1s relegated to Iintermediate duty. The
seasonal peak 1s mestly met by new diesel capacity, whilst the existing
Diesels serve only to meet the exivems peak. This 1s of course an antici-
pated resulit, predictable on the basis of haat rates (the worse the heat
rate, the fewer hours per year will such a unit be diapatched).

Indeed, *the assumptions made conceraning heat rates will affect the solu-
tion. To illustrate the sort of sensitivity analysis that would be conducted

in an actual planning study, suppose that heat rates for new diesel capacity
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Figure 8.17: Optimal Solution
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could be improved from 13700 Btu/kWh to 12330 Btu/kWh, a 10% improvement.
Such an improvement 1s quite consistent with the Increasing use of low speed
marine diesel technology in electric utility applications. As 1indicated on
Figure 8.18, the fuel savings assoclated with such increased efficiency
justify the capital expediture of new diesel canacity, and retiring the old
units; all of the peak portions of the load curve are satisfied by new diesel
capacity, with an improvement in objective function value of some $3 miilion

per year.
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Figure 8.18: Solution Under Improved Diesel Heat Rates
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EXERCISES, CHAPTER 8

El6. CAPACITY RETIREMENTS

Suppose, in example 8.1, that the system had been built at a time when
residual o1l was $5/bbl, with distillate price of llO¢/lO6 Btu, and residual
price of 105¢/Btu. What was the optimal mix of the original system? At what

residual oil price does it become eronomic to retire the o0il steam electric

plant and replace 1t by a nuclear plant?
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E17. APPLICATION OF LP TO FACILITY SITING

Consider the following geographical situation

: EXISTING Py
] et

® SITEA

2 Lot cavTER 4
Diqqo= 200MIW

-

«»

A new site nust be chosen for the necessary 175 MW to meet the 1990

load. Formulate the siting problem as an LP.
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APPENDIX

COMPUTER PROGRAM QUTPUT

The APEX-III linear programming package (the LP package used on CDC
hardware) produces three output files: an equation listing, a listing of
constraints (indicating shadow prices associated with each constralnt at the
optimal solution), and a listing of the optimal vlaues of the variables. The
shadow prices are listed under the "MARGINAL” column of the constraint list-
ing. The output reproduced here is for the base case computation of the text

{with heat rate, of 13700 Btu/kWh) for new diesel capacity.
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Text
Constraint Name Equation
SCAPExxxx (8.76)
ECAPNkkkk (8.78)
EDEMpp (8.77)
EFUELzzzz (8.79)
EANCST (8.80)
Text
Variable Name Notation
ECAPVkkkk M
EOPppkltkk k(p)
EOPppxxxx 1(p)
ET0Tzzzz j

GLOSSARY OF CONSTRAINTS

Explanation

Capacity constraint, existing facility
XXXX

Capacity constraint, new capacity of type
k.

Demand constraint for the p-th load curve
segment.

Fuel consumption equation for fuel zzzz.

Objective function.

GLOSSARY OF VARIABLES

Explanation
MW capacity additions of type k.

GWh generated iIn new plants of type k
dispatched into the p-th seagment.

GWh generated in existing plant x dispated
into segment p.

Consumption of fuel z.
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9.1 TECHNICAL ASPECTS OF REFINERIES!

Given the remarkable lack of refinerv s2ctor detail in many energy
models it would seem that a brief discussioun c¢f the basic technical aspects
of refineries and their operations 1is necessary before we discuss the
approaches to modelling refineryv operation and capacity expansion.2

Crude 0il: Crude oil is a mixture of thousands of different hydrocarbon
compounds as well as compounds containing sulfur, nitrogen, and various
metals. The proportions of the compounds comprising a given crude oil deter-
mine its properties. It should come as no surprise, then, that almost no two
crude oils are alike:3 Table 9.1 lists the most frequentlv enccunted crude
oils traded in the International Market.

The specific gravity or density (measured as mass per unit volume) of
crude petroleum is a rough indication of its composition. API gravity, ex
pressed in degrees API, is mathematically related to specific gravity in such
a way that it usually indicates the relative gasoline and kerosene contents
of the crude petroleum. Light crudes with APT gravity between 30 and 50
generally contain high levels of gasoline and kerosene, while heavy crudes,
which have lower numerical API gravity than light crudes, contain low levels
of these products and large amount of asphalt and residuum.

Sulfur compounds whicl exist in crude oil are corrosive to handling and
processing equipment in the refinery. A very low sulfur level in the feed-
stock to catalytic reforming, cracking, and hydrocracking is critical for
these refining processes to perform normally. These processes rely on cata-
lysts to convert a large portion of crude oil into valuahle high~octane gaso-
line. However, the expensive catalysts can be "poisoned” by coming in con-
tact with sulfur which makes them less efficient and sometimes totally use-
less in performing as originally designed. In order that these processes
function properly to meet demand for high-octane gasoline, the refiner must
desulfurize feedstocks containing high amounts of sulfur. Other important
reasons for desulfurization are that sulfur in gasoline has an offensive
odor, and that it can destroy engine parts in automobiles. Finally, fuels
should be low in sulfur from the standpoint of environmental considerations.

The heavy metals that make up ash in crude oils tend to build up in the
heavier streams such as the residuum and heavy gas oils. When these must be
processed further, metais such as vanadium, nickel, and iron can poison
catalysts with the same effects as sulfur. In some cases heavy metal poison-
ing is irreversible, while sulfur poisoning can be remedied by simply burning
off the sulfur.

The most important constituents of crude oil are hydrocarbons. Hydro-
carbons by definition are organic compounds consisting entirely of atoms of

IThis discussion 1is taken, in some parts verbatim, from F. Sebulsky (pre-
sented in the 1978 EMTP) and J. D'Acierno and A. Hermelee "Physical Aspects
of the YU.S. 0il and Gas Systems” BNL 51076, Brookhaven National Laboratory,
Novem ber 1979,

ZAs usual, though, this section can be omitted bv those already familiar with
the rudiments of refinery operation.



Table 9.1
World Crude Oi! Exports Streams

Mo t Commong

De. ignation Grav=  Sul- Operators,
;f Crude Producing Ity fur Pour Shipping Participants or
Stream Country °AP | wWt3 Polnt Pcint Producers
Amna Libya 3641 0.15 + 75° F Ras Lanuf, Libya Mob i 1/Galsens/LNOC
(58M)
Angul| le* Gabon 32,0 0.74 + 3°C EIF
Arablan heavy* Saud! Arabia 28,2 2.84 =~ 30° F Ras Tanura, Saudi Aramco/SaudiArabia
Arabia
Arablan light- Saud! Arabla 38,8 1.10 - 30* F Ras Tanura, Saudi Aramco/Saud! Arabla
Berri Arabla
Arablian light Saud! Arabia 33.4 .80 = 30° F  Ras Tanura, Saudl! Aramco/Saudi Arabla
Arabla
Juaymah, Saudl
Arabla (SEM)
Sidon, Lebannon
Arablan medium Saudla Arabla 30.8 2.40 + 5°F Ras Tanura, Saudl Aramco/Saudi Arabla
Arabia
Arablan Tedlum— Saudia Arabia 20.7 2,51 = 40° F  Zuluf field (SBM) Aramco/Saudi Arabia
Zuluf
Ar juna¥® Indonesta, Java 37.7 0.12 + 80°* F Arjuna fleld (SBM) ARCO
Arzew blend Algerla 44,3 0.10 = 21° C Arzew, Algeria Sonatrach
Attaka* indonesia, East 43,2 0.07 - 30° F Santan Term., E. Unlon Ot 1
Kal imantan Katl
Bachequero, 16.8° Yanezusia 16.8 2.40 -~ 10®° F La Salina, Venezuaela Venezuela
Bachequero, Ven.
(13° APl) Puerto
Miranda, “en.
Bai Hanssan Jambur lraq 34,1 2.40 - 18°C Tripcll, Lebanon INOC
Bu Attifel Libya 40.6 0.10 + 39° C Zueltina, Libya AGIP/LNOC
Barsrah lraq 33,9 2,08 + 15°C K. r al Amaya, INOC
- lraq (S8M)
Bekapal® Indonesia, East 41.1 0.08 -32,5°C Fleld (SBM) Total
Bery|®t Us Ko 3945 0.36 <-65° F Bery!l fleld (SBM) Mobl | et al
Bonny |light MNigeria 37.6 0.13 + 36° F  Bonny, Nigeria (SBM) BP/Shell
Bonny Med:um Nigerla 26.0 0.23 <=~ 5° F  Bonny, Nigeria (SBM) B8P/Shell
Boscan Yenezuela 10.3 5.4 + 50° F Bajo Grande, Ven. Yonezauela 1
Brass River Nigeria 43,0 0,08 - 5° F Mouth of Brass (58M) AGIP/Phit!ips/NNOC }
Brega Libya 40.4 0.21 + 30° F Marsa el Brega, Esso Libya/LNOC |
Libya (SBM)
Bun ju Indonesia, E. 32.2 0.08 + 17° F  Balikpapan, E. Kali Pertamina
3urgan (Wafra) Neutral Zone 23.3 3,37 - 5° F  Mina Saud, Neutral Getty
Cabinda* Angola (Cablnda) 32,9 0.15 + 65° F Molongo flelid (SBM) Gulf
Cinta* Indonesia, 32.0 0.08 + 95° F Fleld (SBM) I tapco
Sumatra
Cyrus* lran 19.0 3,48 = 10° F Field (SBM) Amoco/NI10C
Darlus* lran 33.9 2,45 0° F Kharg lIstand, lIran Amoco/NI0C
Dubai® Dubai 32.5 1.68 + 5° F Flald (SBM) Dubal Pet. Co.
Duri Indonesia, Sumatra 20.6 0.21 + 57° F Dumei, Sumatra PT. Caltex
Ecuador crude Ecuador 30.4 0.87 + 20° F Puerto Balao/Ex- Gulf/Texaco
Orlente) moraldas, Ecua.
Ekhablnskaya UeSeSeRe 307 0.37 =17.5°F Okha, Sakhalin, UeSe SaRe
UeSeSeRe
Ekof Isk* Norway 35.8 0.18 + 15° F North Tees, U.Ke Phillips
E1 Bundug¥ Abu Dhabl 38,5 .12 ~ 10°C —_—
Emeraude Congo(Brazzaville) 23.6 0.50 - 36* C DjJeno, Congo (SBM) Elf
Eocene 18.6 4,55 =~ 20° F  Mina Saud, N.Z. Getty

Neutral Zone
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Table 9.1.

cont

Worid Crude Oil Exports Streams

Most Commen

Deslignation Grav- Sul- Oparaters,
of Crude Producing Tty fur Pour S Ipping Participants or
Stream Country °AP | Wtg Point Point Producers §

tscravos* Nlgeria 36.2 0.16 + 50° F  Escravos River, Gui f

Nigerla (SBM)

€s Sider Libya 37.0 0,45 - 1°C Sidra, Libya Qasls

Fereidoon blend¥* Iran 31.0 2,60 - 10° F Kharg Istand, lran Amoco/NIOC

Forcados blend Nigerla 30.5 0.18 + 5° F Forcados, Nigerla BP/Shel |

(SBM)

Forties* UeKe 36.6 0.28 + 30° F  Flrth of Forth, U.K, BP

Gamba Gadern 31.8 0,11 + 23° C  Gamba ($BM) Shel |

Gulf of Suez blend* Egyy - . le + 40° F Ras Shukheir, Egypt Amoco/EeGePuCe

Handil¥* Indonesia, E. 30.8 0,09 + 35°¢C Fileld (SBM) Tota

Kal imantan

Hass| Messaoud Algeria 44,0 0.14 - 24°C Bougle, Algerla Sonatrach

Hout Neutral Zons 34,1 1.7 0° F Ras Khafl, N.Z. Arabian Ol Co.

lranian heavy Iran 30.8 1.6 - 5°F Kharg Island, iran NIOC & former I0P

lranian 1ight lran 33.3 1.4 - 20°F Kharg !sland, Iran NIOC & former (OP

Isthmus (see

Reforma)
Jatlibarang Indonesia, Java 28.9 Oeil +110° F  SBM Partamlna
Kerindingam*t Indonesia, E. 21.6 0.30 < 10° F Santan Term., E. Kali Union Otl
Kal imantan
Khaf ji Neutral Zone 28.7 2.88 - 35°C Ras Khafjl, N.Z, Arablan Ol1 Co.
Kirkuk lraq 35.9 .95 - 36° C Banlas, Syrla, INOC
Tripoli, Lebanon
Klamono Indonesia, Irian 1847 0.97 + 40°C —— Pertamina
Jaya
Kuwalt Kuwalt 31.2 2,50 0° F Mina al Ahmadi, Kuwait/Gulf/BP
Kuwait
Labuan |ight* Malasi, Sabah 3640 0,07 + 60° F Labuan, Sabah (SEM) Shel |
(Samarang)
Lagomedio Venezuala 32.0 1.3 = 15° F Puerta de Palmas, Yenezuela
Yenezuela
Mandji blend Gabon 29,0 1.26 Cap Lopez, Gabon ERAP
Melahin® Indonesia, E. 24,7 0.27 < 10° F  Santan Terms E. Kall Union O}
Kalimantan
Minas (Sumatran Indonesia, Sumatra 35.2 0,09 + 90° F Dumal, Sumatra P. T. Caltex
I1ght)

Montrose*t Ue Ko 41,9 0.23 + 20°F —_— Amoco et al

Mubarras* Abu Dhabi 38.1 0.93 = 30°F Field S8M ADOC

Murban Abu Dhabli 39.4 0,74 - 15°C Jabel| Dhanna, ADP(C

Abu Dhabl
Ninian¥*t UeKe 35.1 0.41 + 45° F —_— Chevron, et al
North Rumalla Iraq 34.3 .98 - 19° C Fao/Khor al INOC

Amaya, lraq

North Slopet UsSeAe 26.8 1.04 ~ 5°F Vvaldez, Alaska ARCO, Exxon, et al

Oman Oman 34,7 0.97 = 24° C Mina al Fahal, Oman Pet Deve Ltd. Oman

Pennlngfon' Nigeria 37.7 0.08 + 37° F Apoi (offshore) Texaco/Chevron

Poleng Indonesla, Java 43,2 0.19 + 15° F  Surabaja PeT. Clitles, Ashland

Plpertt UeKe .08467 0.92 - 9°C Kirkwall, Orkney Is. Occidental et al

(SeGs)
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Table 9.1, cont.
World Crude Ol Exports Streams

Most Commong

Des ignation Grav- Sul- Operators,
of Crude Producing Ity bur Pour Shipping Participants or
Stream Country *AP | wt% Point Point Producers 3§

Qatar !and (Dukhan) Qatar 40.9 1629 =~ S5*F Unm Sald, Qatar QPC

(SBM)
Qatar marine* Qatar 37.0 1.50 + 25° F  Halul Island, Qatar QFPC
{SBM)
Qua |boe* Nigeria 37.4 0.106 + 50° F  Qua Iboe, Nigerla Mobi |
(SBM)
Ratawi Neutral Zone 23.5 4,07 + 15* F  Mina Saud, N.Z. Getty
Reforma (Cactus Mexico 33.0 1.56 =5t010°F Pajaritos, Mexico Memex
Reforma)
Ramashkinskaya UeSe SeRe 32.6 .61 =~ 20° F  Ventscl!s (Baltic) UsSeSeRe
Odessa, UeSe.S.R
Rostam* Iran 35.9 155 =22.5°C Lavan Island, lran Iminico/NIOC
Sarir Libya 3645 0.14 + 26° C Marsa sl Harlga, AGEC
Libya
Sassan* lran 33.9 1,91 - S*F Lavan Isiand, Iran Lavzn Pgt. Co.
Sepinggan*t Indonesia, E. 37.9 0.10 + 15° F Lawi-Lawl Term, Union Ol
Kal Imantan Ea Kallie

Serla light* 8runel 38.8 0.05 + 60° F Field SBM Shel |

Statfjord™*t Horway 38.2 0,27 + 20° F —_— Mobl | /Statol

Sirip blend Iran 27,1 2.45 - 33° C Ras Bahrgan, Sirtp/NICC

27.1° AP| lran (SBM)

Taching China (PRC) 33.0 0.04 95° F  Dalren, China P.R.C.

Tarakan (Pamusian) Indonesla, E. 19.5 0.14 - 45° F Tarakan Island Tesoro

Kaiimantan

Tembungo* Maiaysia, Sabah 37.4 0.04 + 25° F Fleld (SBM) Exxon

Thistie*t Ua K 37.4 0.31 + 40° F —_— Conoco/Burmah et al

Trinidad blend Trinidad 33.6 0.23 + 57° F Point Galeota, Amoco

Trinidad (SBM)

Tyumen UsSeSeRe 34,0 0.97 - 20°¢C —_— UseSeSeRe

Umm Shalf* Abu Dhabi 37.6 1.38 + 5° F Das !sland, Abu Abu Dhabl Marine

Wallo Export Mix Indonesia, 35.4 0,68 + 20° F Kasim Terms, We Petromer Trend

Wo lrian Irian

Zakum* Abu Dhabl 40. 1 0.98 + 5° F Das Island, Abu Dhabl ADMA

larzaltine Algeria 42.0 0.08 - 9°¢C La Skhirra, Tunisla Sonstrach

Zueitina Libya 39.6 0e23 + 55° F, Zueltina, Liby (SBM) Occidental/LNOC

®hol ly or partially offshore t Production not stabllized, values couid change

tField not In productin, Developmant expected

$Particlpation or ownership In foreign crude=oil production Is In a state of fl.x In many areas and agree
ments are often too complext to describe In detail In this IImited space. For r re Information and clarifl
cation of abbreviations ses 1975 and forthcoming 1976 editions of the Internatiunal Petroleum Encyclopedia
published by the Oil & Gus Journals' parent company, Petroleum Publishing Co., Tulsa, Okla.
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carbon and atoms of hydrogen. Figure 9.1 shows some examples of the types of
hydrocarbons found in crude oil and in refined petroelum products.

One of the important characteristics of the element carbon 1is that each
atom of carbon can form chemical bonds with four other atoms. This property
allows carbon to link up with itself to form simple or complex chains or even
rings. The simplest kind of hydrocarbon occuring in crude oil 1is a straighc-—
chain paraffin. The straight—-chain might be anywheore from two carbon atoms
In length to as high as thirty or more carbon atoms. Straight-chain paraf-
fins in the gasoline bolling range have very low octane number and are unde-
sirable components of gasoline, However, straight-chain paraffins 1in the
diesel range have very high cetane numbers and in general are desirable com
ponents of diesel and furnace oils. Regularity of the structure of straight-
chain paraffins allows them to crystallize readily, so crude oils and pro-
ducts containing large amounts of straight-chain paraffins tend to have very
high pour points and are waxy. On the other hand, branchcd-chain paraffins
have high octanes and lower cetane numbers. Consequently, branched-chain
paraffins are very desirable componernts of gasoline. Their irregular struc-—
ture makes it more difficult for them to crystallize.

Aromatic hydrocarbons have the carbon atom arranged in six-membered
rings. They contain a deficiency of hydrogen which is represented by alter-
nate double bonds between carbon atoms. In general, aromatics contribute
very high octane numbers to gasoline and very low cetane numbers to diesel
fuel. They have poor burning characteristics beca.se of the deficlency of
hydrogen and in general have very poor lubricating properties.

The carbon atoms are also arranged in rings in cycloparaffins, or naph-
thenes as they are commonly called in the petroleum industry. Both five-
member and six-member rings saturated are found in petroleum. In contrast to
the aromatics, naphthene rings are saturated with hydrogen. They bur:u more
cleanly than aromatics do and tend to be intermediate in octane and cetane
values. Naphthene rings contribute very low pour points and can be desirable
components of lubricating oils.

Olefins are the final type of hydrocarbon to be discussed here. 0Olefins
do not occur naturally in petroleum but are formed from the hydrocarbons in
petroleum by some refining processes. In general, olefins contribute very
high octane numbers, verv low cetane number and have poor burning charac-
teristics.

Figure 9.2 shows critical properties of four different crude oils from
around the world: Merey Heavy Crude from Venezuela; Arabian Ligcht which is
known worldwide as a marker crude; Taching, a crude oil from China; and a
North Sea Crude from the Forties Field of the United Kingdom. The bar charts
indicate the relative amounts of light and heavy products that can be made
from these crudes. The Merey Crude 1s a low gravity, high sulfur material
with very high contents of nickel and vanadium. Note that it only has about
5% by volume of material boiling in the gasoline range, and nearly half of
the Merey Crude will remain as a residue even under vacuum distillation. It
has a fairly low pour point and, in areas of the world where sulfur pollution
1s not a serious problem, would be an attract:ive crude oil for making heavy
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indusctrial fuel. However, it would not be an attractive crude oil to meet
the light product demands of the United States or western Europe.

Arabian Light is a far more attractive crude for these markets. t con-
tains 18% gasoline, has an attractively low pour point, and contains only l47
vacuur tower bottoms. These bottoms, however, are high sulfur and would re-
quire desulfurizacion or dilution with lower sulfur material before they
could be burned in many areas of the world.

The Taching field in China produces a very interesting crude. It is
very low in sulfur and reasonably light in its product distribution. Note,
however, its very high pour point. This crude will still be solid on a hot
summer day. Most of the heavier products from this crude would be so waxy
that they could not meet most pour point specifications. However, the low
metals and the high wax content to this crude would make it very attractive
as a feedstock to a refinery that had appropriately designed conversion
facilities. It would be expected that the heavier fractions in Taching would
be very readily converted to the more desirable gasoline and middle distil-
late products in a refinery that was appropriately designed to handle it.

The Forties Crude probably presents fewer problems to a refiner than any
of the other crudes shown. It is attractively light, containing 257 gasoline
and only 15% vacuum tower bottoms; it is wvery low in sulfur, although not so
low as the Taching; and has a moderately low pour point, though not so low as
the Arabian Light. The vacuum residual fraction contains only about 0.8%
sulfur and would generally be acceptable as a low sulfur industrial fuel
without further conversion.

Refinery Products: There is an enormous diversity of petroleum products
made to individual specifications: Table 9.2 shows the products made by
petrolenm refineries and petrochemical plants in the U.S. in some 17 basic
classes of refined products.

In general, the products which dictate refinery design are relatively
few in number, and the basic refinery processes are based on production of
the large-quantity products such as gasoline, and middle distillates. Stor-
age and waste disposal are expensive, and it is necessary to sell or use all
of the items produced from crude oil even if some of the materials must be
sold at prices lower than the cost of crude oil. This will have some rele-
vance to the economics not only of the refining operation itself, but to pro-
duct pricing policy, especially where the industry is nationalized.

Refineries: The basic refinery problem, then, is to convert crude oil,
or a blend of crude oils, to a mix of refined products. Three basic types of
processes occur in refineries: Separation, primarily by fractional distll-
lation, Conversion, in which hydrocarbon structure is altered, aud Treating,
especially for sulfur removal. A simple refinery may consist only of a
distillation tower plus a few simple treatment processes (Figure 9.3); at the
other extreme complex refineries, such as that depicted on Figure 9.4), may
contain numerous major conversion processes and extensive blending and
storage facilities to meet the wide range of product specifications.
Appendix B lists the refineries in the developing countries of Africa, Latin
America and Asia: even in many small refineries catalytic reforming, and
hydrotreating are frequently encountered.
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Table 9.2
Products Made by the U.S. Petrcleum Industry

No. of Products

Class in Class
Fuel gas 1
Liquefied gas 13
Gasolines 40
Motor 19
Aviation 9
Other (tractor, marine, etc.) 12
Gas turbine {(jet) fuels 5
Kerosenes 10
Distillates (diesel fuels and light fuel oils) 27
Residual fuel oils 16
Lubricating oils 1,156
White oils 100
Rugt preventitives 65
Transformer and cable oils 12
Greases 271
Waxes 113
Asphalts 209
Cokes 4
Carbon blacks 5
Chemicals, solvents, miscellaneous 300
Total 2,347

Source: Petroelum Refining Technology and Economics, Gary and Handwerk,
Marcel Dekker, NY, 1975.
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Crude Distillation: Distillation 1s the single most important process
used 1in a refinery. In distillation, the hydrocarbons i1in petroleum are
separated according to their bolling points. Those hydrocarbons with low
toiling points are evaporated from the mixture first, condensed and col~
lected. As the distillation proceeds, higher and higher boiling hydrocarbons
are evaporated and recovered in a sequential fashion.

Figure 9.5 shows a bolling point curve for Kuwait Crude. Temperature 1s
plotted versus the volume distilled at that temperature. Gasoline, which
comprises about 23 volume percent of this crude, comes off first. This is
followed by kerosene, and a crude oil fraction known as gas oil, or more
properly, atmospheric gas oil. About 507 of Kuwait crude oil, can be dis-
tilled overhead at atmospheric pressure. When the temperature gets over 650°
F, however, some decomposition of the hydrocarhbons begins to occur. In order
to distill more hydrocarbons overhead, it is the usual practice to use vacuum
distillation. This allows the actual temperature to be reduced, although by
convention temperatures corrected to atmospheric pressure are used in plots
like this. The next fraction to come over is called vacuum gas oil. This
material is useful as 1Industrial fuel; 1t 1s also the fraction from which
lubricating oils are manufactured. In many refineriles, the vacuum gas oil is
cracked in scme refinery process to make gasoline and kerosene, which have
higher values in most markets., Hydrocarbons boiling much over 950° F gener-~
ally cannot be distilled even under a vacuum; so what is left above 950° F is
called vacuum residum. Its main use is as a heavy fuel oil, although some
amount can be disposed of as asphalt or bitumen used fcr paving roads or
waterproofing.

Vacuum Distillaticn: The heavier fractions of crude oil that make up
topped crude cannot be further distilled by atmospheric distillation without
the occurrence of thermal cracking (product breakdown at high temperatures).
However, this material can be distilled under vacuum because the boiling tem~-
perature decreases with a lowering of pressure.

There are six main products from a typical crude distillation unit:
fuel gas, wet gas, virgin naphthas, gas oils, and residuum (in order of
increasing boiling points). Fuel gas consists mainly of methane, and this
stream is also referred to as dry gas. In some refineries propane may be
used as a fuel gas., Wet gas contains propane and butanes as well as methane
and ethane. Propane and butane are separated to be used for LPG separately
as a petrochemical plant feedstock. Butane 1is also used for gasoline blend-
ing. Naphtha or heavy straight-run (HSR) gasoline is fed to the catalytic

3Vacuum distillation towers separate topped crude into its components. Low
pressure is achieved in the tower by a series of steam ejectors located on
the vapor outlet stream at the top of the tower. To improve vaporization
and enhance the overall performance, steam is mixed with the feed. The ef-
fact of steam is the lowering of actual pressure exerted on the hydrocarbons
below the total vacuum pressure in the column. The basic principle of frac-
tionation and overall operation 1is the same as for atmospheric distilla-
tion. Two major differences are the use of steam and larger column diam-
eter. The lower operating pressures cause significzut Increases in volume
of vapor per barrel of liquid vaporized and, as a result, the vacuum distii-
lation columns are much larger in diameter than atmospheric towers.
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reformer to prduce high-ocrane reformate for gasoline blending. Gas olls
(light, atmospheric, aund vacuum gas oils) are processed in a catalytic
cracker or hydrocracker to produce gasoline, jet, and dissel fuels. Vacuum
residuum 1s rhe still bottoms from vacuum distillation and can be processed
into heavy fuel oil or cracking stocks. For asphaltic crudes, the residuum
can be processed furcher to produce asphalts.

Cavalvtic Reforming: After distillation, probably the most widely used
refining process is catalytic reforming of naphthas. Table 9.3 shows the
Research ootane vumber and the Motor octane number of three different naph-
thas. These octane aumbers vun from as low as about 37 for Kuwalt to as high
as 69 for Indonssian crude oil konown as Handil. Howaver, none of these naph-
thas is suitahlie to make specification gasoline as it is distillad from tne
crude oil, Catalytic reforming 1s used to increase the octans number of
these naphthas so that they can be used as gasoline or as components in a
gasoline pool.

Figure 9.6 shows the chenical reactions that take place in catalytic re-
forming to aceccmpliish this goal, During catalytic reforming, some straight-
chain paraffins {(very poor in cctane property) will be cyclized and converted
to aromatics, while others are cracked to form lighter parafifins and are
thereby remcved from the gasoline pool.a

Obviously, the refiner pays a prilce for this increased octine content.
Part of thls price is the cost of the large amounts of energy that are
required to operate a catalytic reformer. Figure 9.7 shows another part of
the price. The volumerric vield of high octane reformate from reforming a
low octane narhthac is vrelatively low. For example, raising the octane of a
Kuwait naphtha te 96 results in a loss of 26% of the volume of the naphtha
charged. For every 100 barrels of Kuwait naphtha, only 74 barrels of 96
octane reformate are obtalned. Since petroleum products are sold by volume,
this represents a real loss of salable gasoline. The quality of the naphtha
as reforming charge stock is one determinant of the value of any particular
crude oil to a refiner, although this can be offset by the value of the rest
of the crude barrel for making other products.

Catalytic Cracking: In the United States, and to an increasing e:rtent
worldwide, the demand pattern is for more light products, particularly trans—
portation fuels and petrochemical feedstock, than typically occur naturally
in crude oil. The process that 1s most used to satisfy this demand is cata-
lytic cracking. The main purpose of catalvtic cracking 1s to convert heavy
fuels in the gas o0il and vacuum gas oil boiling ranges into gasoline boiling
range materials. Figure 9.8 shows some of the chemical reactions which take
place during catalytic cracking. For example, side chains can be craciked off
heavy aromatic compounds to .orm light high octane aromatics and olefins
which also have high octane numbers., Heavy paraffins, whether straight- or

4During catalytic reforming, Cg naphthene rings in the naphtha are dehydrog-
enated to yield aromatic molecules. As noted earlier, aromatics have very
high octane numbers. Note that as a by-product of this reacticn, hyvdrogen
molecules are also manufactured. Cs naphthene rings cannot be directly
dehydrogenated to make aromatics. If, however, there are one or more side
chains on a Cg ring, isomerization to a Cg ring can take place. This (g
ring, theun, can be sequentially dehydrogenated to produce an aromatic ring.
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Table 9.3
Octane Numbers of Naplithas

Naphtha Research Octane Motor Octane

Mid-East (Kuwaict) 37.1 40.0
United States (South Louisiane) 51.2 47.0
Indonesian (Handil) 69.1 64.0
Specification Gasoline 91-99 83-91
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Table 9.4
Catalytic Cracking
Typical Yields

Feed Products

100 Barrels

Gas 0il (600-1000°F Boiling Range) 2.0 Barrels Light Gases
10.0 Barrels Propane & Propylene (C3)

18.0 Barrels Butanes & Butylenes (C;)

65.0 Barrels Gasoline (92.5 Octane)
14,0 Barrels Furnace 0il (Low Quality)
5.0 Barrels Heavy Fuel 011l

114,0 Barrels of Products
Plus 5% Coke on Catalyst

branched-chain, are catalytically cracked to a mixture of lighter branched
paraffins and olefins. The chemical mechanism of cataly.ic cracking tends to
favor the formation of branched products which are particularly attractive
from the standpoint of octane number,

Typical yields from catalytic cracking a vacuum gas o1l are shown 1n
Table 9.4. From 100 barrels of gas oil charge, about 65 barrels of high
quality gasoline are made, along with 14 barrels of furnace oil. About 5
barrels of heavy fuel o0il are recoverd, mostly representing material that is
too difficult to crack. Along with these liquid products, the equivalent of
barrels of fuel ovil in light gases 1is obtained. These are used as refinery
fuel. In addition, 10 barrels of C3 hydrocarbons and 18 bharrels of C; hydro-
carbons are produced. The saturated {3 and C4 hydrocarbons can be sold as
liquefied petroleum gas (LPG). The propylenes and butylenes can either be
used as petrochemical feedstocks or converted back into the gasoline range by
other processes. Note that in catalytic crac:ing, a total of 114 barrels of
products 1s made from only 100 barrels of feed. In addition, the 5% coke
which is deposited on the cracking catalyst when burned in the regenerator
supplies nearly all of the energy required to operate the process. Catalytic
cracking 1s a very attractive refining process and indeed represents the
heart of many modern refineries.

Hydrogen Treating: The hydrogen made as a by-product in catalytic re-
forming finds a number of applications throughout the refinery. All hydrogen
treating processes have some characteristics 1in common; these are described
in Figure 9.9. The purpose of hydrogen treating is to remove sulfur, nitro-
gen and oxygen compounds or to hydrogenate either olefinic or aromatic double
bonds in certain refinery streams. Removal of sulfur, nitrogen and oxygen
from petroleum products reduces the corrosiveness of these products and
improves their storage stability, As Figure 9.9 shows, sulfur 1s removed
ashydrogen sulfide, nitrogen is removed as ammonia, and oxygen 1s removed as
water. Unsaturated hydrocarbons can also be hydrogenated in a treating
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Table 9.5
Other Refinery Processes.

Process Objective

Coking Minimize yield of residual fuel o0il by severe
thermal cracking of vacuum residuals.

Visbreaking Milder thermal process, reduce viscosity of
bottoms, and to make more modest amounts of
lighter products than coking

Polymerizstion Convert light molecules back into gasoline or

fuel o1l boiling range.

Alkylation
Residual Desulfrization Reduce sulfur content.
Paraffin Isomerization Convert low octane, straight-chain paraffins

to high octane branched-chain paraffins,

process. The last chemical equation in Figure 9.9 shows both aromatic rings
and an olefinic side chain being hydrogenated to a dicycloparaffin with a
paraffinic side chain. Actually, the olefinic bond can be saturated with
considerable ease, but the saturation of :he aromatic double bonds shown is
realtively difficult and would require a very active hydrogenation catalyst
and fairly severe processing conditions.

Other Important Refinery Processes: Include Alkylation, Isomerization,
Coking and Visbreaking, and are summarlzed on Table 9.5.
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9.2 A LINEAR PROGRAMMING REPRESENTATION OF REFINERY OPERATION

Refinery optimization is one of the classic applications of linear pro-
gramming, and i1s in wide use by the major oil companies. For pedagogic
reasons, however, we shall develop the mathematical programming statement of
refinery operation and capacity expansion in terms of the simple, hypocheti-
cal refinery illustrated on Figure 9.10. But once the fundamental principles
of formulating process balances and blending operations as linear counstraints
are understood, extension of the model to even the most complex process
configurations (as shown, for example, on Figure 9.4, which depicts a real
refinery) 1s merely a matter of additional algebra, and assembly of the

necessary supporting data.

LPG
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ATM. P Reforming
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e
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Figure 9.10. Hypothetical Refinery
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We begin this discussion with a description of the constraint structure
that captures the physical and engineering relationships of the refinery:
mass balances around each process unit, conversion efficiencies, stream
splitting and blending. A serles of linear equations, then, models all
possible flows through the refinery, from the input crudes to the refined
product outputs. Whather or not the model 1is driven by some given set of
refined product demands depends on the application of the model. If the
refinery model depicts the national aggregate of refinery operation, say as
part of a larger energy system mecdel, then indeed one might view the
uptimization as demand driven, with the objective of identifying the optimal
capacity expansion path and operational conditions that meets rhe given set
of product demands. In this context optimality would be taken to imply mini-
mizatlon of a suitable specified cost function. On the other hand, if we
take the perspective of a single refinery, the appropriate criterion will be
profit maximization, driven not by any requirement to meet a particular mix
of refined products, but likely to be constrained by investment capltal
requirements (assuming the refinery to be profitable to begin with). Objec~
tive functions will be discussed further in the next sectiou.

In general, around each major unit operation we require a capaclty con-
straint, that links throughout to the Installed capaclity; and a mass balance
equation, that relates possible outputs of a process to possible inputs.

Atmospheric Distillation: The capacity constraint requires that the sum

of crude inputs be less than or equal to the existing capacity of the unit.

N
xy < C(A) (9.1)

ed
i
where

X4 18 the quantity of crude type 1i.
No. 18 the number of crude oil types available.

E(A) is the capacity of the atmospheric distillation unit.

As 1illustrated on Figure 9.4, in a real refinery there may be a great aumber
of product streams from atmospheric distillation: for our purposes let us
assume four streams y; through y4, corresponding, say, to Naphtha, Middle

disgtillate, Gascil and residuum, and two possible crudes, x1 and x3. Then



y1 = all X1 +
[bbls Naphtha 1]  [bbls/Naphtha i] [bbl Crude 1]
bbl Crude 1 J

a12 X2
bbl Naphtha 1{ [bbl Crude 2) (9.2)
bbl Crude 2

where the aij are the socalled yield coefficients. Similarly, for the other

naphthas we have

y2 = azp x3 + a9 %3

(9.3)
y3 = a3y x1 + a3y xp
and hence the generalized constraint set 1s
NA
yi; = zi: as; * X453 j=1, «o. N (9.4)
] J3 1 N
i=1

where Ny 1Is the total number of product streams from atmospheric distilla-
tion, which includes middie distillate streams and heavy ends. Table 9.6
shows some typical vield coefficients, as used Iin Bhatia's refinery modelling
study of the Indian subcontinent.l

As indicated on Figure 9.10, each of the output streams from the distil-
lation unit can be routed either to some further processing unit, such as

reforming or catalytic cracking. Thus we split each stream as
y1(G) + y4(R) = y;  i€R (9.5)

where y;(G) is the straight-run fraction of type i routed directly to gaso—
line blending, yj(R) 1is the stralght-run fraction of type i routed to the
reforming unit, and i R is the set of fractions that are candidates for the
rnforming unit. Similarly, for the Middle distillates streams that are
candidates for the cracking units (say the set 1i€C),

yi(C) + yy(F) = y; ieC (9.6)

1R.K. Bhatia "A Spatial Programming Model for India's Petroleum and Petro-
chemical Industries” Thesis submitted to the University of Dehli, Dept. of

Economics, 1974. A short summary paper was published in Indian Economic
Review.
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Table 9.6

Yield Coefficients for Straight—Run Fractions of
Typical Crudes (ay4)

Assam Gujarat
i (Lakwa- {Ankle- Agha
Rudra- shwar Jari Arabian
j sagar 46.99 340 Rostam Light Darius
240 API) API) API 350 API 330 API 340 API

Gas .029 041 034 .015 .03 .017
Naphtha .097 .112 .165 .152 .130 .178
Kerosens .169 .148 .140 .197 .190 .178
Diesel .275 .170 .20 .235 .186 .196
Residue .430 . 529 463 .40 .46 .43

Source: Bhatla, op. cit., p. 241

where y;(F) represents

the heavier

straight-run fractions

routed directly to the fuel oil blending operation.

that might be

Reforming: The capacity constraint for the reforming unit is given by

S yiR) < 2GR

i€RrR

where C(R) represents the capacity of the unit.

(9.7)

The mass balance equation

follows 1in analogy to (9.2) - (9.4); 1if we suppose only one output streaw

("reformed gasoline"), then

z] = by y1(R) + byg ya(R) + by3 y3(R)

(9.8)

where the bij represent the yield coefficients (bbl of reformed gasoline of

type 1 per bbl of input naphtha j), and z] 1s the output of reformed gaso-

line.

Cracking: In direct analogy to the reforming equations we have

.

ieC

2_y1(C) < ¢(C)

vy = dig y4(C) + dy5 ys(C)
vp = dgy y4(C) + dys y5(C)

(9.9)

(9.10)

where vi 1s the cracked gasoline, and vy 1s cracked oil; and C(C) is the

capacity of the catalytic cracking unit.
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Strictly speaking one should carry through the subsequent treatment
processes the original source of crude: as shown on Figure 9.7 in the case
of reforming, reformate yields from naphtha vary considerably across crude
source.? This requires in practice, one of two steps; either one carries
through an additional iIndex in all of the yleld coefficilents and distillation
unit output streams to identify the original source of crude, or one defines
the set of distillation outputs in such a way that different output streams
are unique to specific crudes (i.e., one differenriates between "Kuwait naph-
tha," "Arabian Light naphtha,"” etc., with the straight-run vield coefficients
ad justed such that the yield of Kuwait paphtha from Arabian Light is zero!).

Blendiq&:3 Each of the refinery products muet wmeet certain quality
specifications——premium gzsoline, Ffor example, must meet a certain octance
number . The refinery meets such product specifications by blending the
various process streams, since each process stream typically is of different

quality. Table 9.7 illustrates typical product quality requirements.

Table 9.7
Typical Product Quality Specifications

Regular gasoline RVP < 9 psi
RON > 90.5
200°F < ASTM 507% < 2300F

Preamium gasoline RVP < 9. psi
RON > 100.3
200°F < 4STM 50% < 230°F

Jet fuel (JP4) 2 psi < RVP < 3 psi
Fuel oil SFS < 175 at 1229F

RVP = Reld vapor preasure

RON = Research octane number

SFS = Viscosity Constraint

ASTM50%Z = Temperature zt which 50% of the mixture is vapcrized.

The algaebra of the blending operation can best be illustrated using
gasoline blending as an example. Suppose there are two‘gasoline products,
regular and premium gasoline, whose octane number are QR; Qp . Also, let the

inputs to the blending process, and their octane numbers, be given by

20f course another way of saying this is thet "naphtha" is not a very precise
label, as the chemical speciation of a product in the naphtha boiling range
can vary quite widely.

3This discussion is adapted from Murtagh (1981).
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Naphthas y1(G) wp

y2(G) w3
y3(G) w3
Reformed Gasoline z1 w4
Cracked Gasoline V] wo

Then the material balances are

¥y1(G) = y1(G)(R) + y1(G)(P)
y2(G) = ya(G)(R) + ya(G)(P)
¥3(G) = y3(G)(R) + y2(G)(P) (9.11)
z1 = z1(R) + 27(P)
vl vi(R) + wvi(P)

[

where g(P) indicates the fraction of input stream g blended to premium gaso-
lines, ard g(R) the fraction blended into regular grade gasoline. Assume
octane numbers blend 1linearly by volume: then the octane constraint for

regular gasoline is

wl * Y1(G)(R) + wy * yp(G)(R) + w3 y3(G)(R) + wy z1(R) (9.12)

+ w P

5128 " Py
where PG is the total volume of regular gasoline produced, 1i.e.,

3

Pq = Eg;yi(c)(a) + z1(R) + v (R) (9.13)

Eq. (9.12) and (9.13) can be combined into the single constraint
Qg = W) ¥1(E)R) + @ = wy) y2(C)(R) + @ = ¥y) ¥4(6)(R)

+-(QR - w4) z1(R) +-(QR - w5) VI(R) <0 (9.14)

with an analogous expression for premium grade gasoline.

The above example assumed that the product quality specification itself
blended linearly by volume. Obviously, for such specifications as viscosity,
that requirement is far from met. To get around this problem, refinery
engineers have developed so called "linear blending numbers” for each speci-
fication. For example, suppose fuel o0il is to be blended from a number of
process streams in such a way as to meet the 175 SFS constraint (Table 9.7).
This specification corresponds to a linear blending number of 10.1. Then if
the avallable process streams, and their linear blending numbers are as

follows:
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X1 10.1 (from crude unit)

X2 12.63 (from crude unit)

%3 8.05 (vacuum gasoil)

X4 6.90 (atmospheric gasoil)

X5 8.05 (from fluild catalytic cracker)
X6 4.40 (from fluid catalytic cracker)

then the product quality constraint follows quickly as
10.1x7 + 12.63x9 + 8.05x3 + 6.9x;4 + 8.05x5 + 4.4x%g < 10.1z (9.15)

where

Tetra-ethyl lead additions: non-linear blenuding response. The addition

of tetra-ethyl lead (TEL) to gasoline, in order to raise the octane number,
resists the expedient of linear blending numbers: the response 1is clesrly
non-linear, of the type illustvated on Figure 9.10. Let xrR), be the
quantity of TEL that is added. Let p Le the required octane number cf the
product gasoline, and suppose firsv that there 1is only one gasoline blend
stream to which TEL is to be added. Suppose further that the TEL response

curve can be adequately linearized by the simple linear expression

p =P (x + x (9.16)

A Xt 8pXqpp TEL

from which we see that 1f no TEL is added, the resultant RUN of the "blend”
is the RON of the blend stock, Pp. If there is more than one blend stock,
then

. ' = ,
:Z:PAi x + BAXTEL PXp (9.17)

3
bS

where

X = in

and gA is the "average” responsiveness

N e x
v L LB

gA ""—"‘—Z: xy
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Figure 9,10¢ ﬁ§ng1iﬁéér blending response of TEL to a gasoline blend stream.

Finally,;ifib, véquires two linear segments to characterize the response,

then since both must be satisfied, the constraint set can be written

N =
D Buxy t ke = X
1

D Pay®y ¥ Oy = g (9.18)
1

Xg - zz:xi =0

Typical values for gA are in the range 4.3 — 4.9, and for gé 1.65 - 2.08.

Capacity Expansilons: 1In all of the capacity constraints require that

throughput cannot exceed installed capaclty. 1In the event that we wish to
allow expaneion cf any unit operation, we modify these constraints by addi-

tion of a variable to represent added capacity, i.e.
Ne

D xg - (&) < C(a) (9.19)
i

and in exact analogy for reforming and cracking units,
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http:capac.ty

D yi®) - c®) < C(R) (9.20)
i€R

STy1(0) = G(6) < B(0) (9.21)
i€C

where C(A), C(R), C(C) represent the requisite additional capacity of atmos-

pheric distillation, refcrming and cracking, respectively.
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9.3 OBJECTIVE FUNCTION SPECIFICATIONS

There exist a number of quite different forms of objective function,
each reflecting different situations of ownership, market conditions, size
and the objective at hand. Clearly a privately (or multinationally) owned
refinery, operated to maximize profit (or returns to investment) will show
differences to that of a state owned enterprise where minimization of, say,
foreign exchange requirement for petroleum products may be the most important
criterion. For the purposes of this discussion, let us introduce the fol-
lowing notation

Y1 = aquisition cost of the i-th crude, including all freight
charges to the refinery gate (in $bbl)
Ay = revenue to the refinery operator, $/bbl of product
Q. = operating cost of the k-th refinery unit, $/bbl of feed
ap = capital cost of the k-th refinery process, S$bbl/day of
throughput.

Case A: Private Sector, Single Refinery, No Expansions. In this case

we assume that the refinery is operated by an independent refiner, whose
share of the market is such that he faces a given set of prices per bbl of
product, and cost per bbl of crude, that is determined by others (in the
world or national market). Here, then, the objective is to maximize profit,

given simply by

Z = max :E:Aj Pj - :;: YiXq{ - z?:Qk * C(k) . (9.22)

J

Revenue Crude Operating
Cost Cost

1f we are concerned only with the optimization of an existing refinery, we

constrain the set of expansion capacity variables to zero, i.e.
C(k) = 0 for all k

Note that by setting to zero, rather than simply deleting the variable, the
reduced cost (shadow price) associated with these 2zero constraints can be
compared to the cnst of capital to the company concerned, which gives an

Indication of the likely rate of return of expansion.
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Case B: Private Sector, Expansion Possibilities, Crude Limiations.

Frequently 1t 1is not possible to use the optional mix of crude stocks:
changing market conditions, or supply disruptions, may require the addition

of crude o1l constraints of the type
xy £ t§ (9.23)

where ty is the upperbound to Lhe import of the i-th crude. Another situa-
tion might require a constraint of the type

Dooxp e
leI

where 1 I 1s the set of imported crude types, and t* is an upper limit for

01l imports, perhaps given as a government imposed import quota. Finally,

many small developing countries have encountered situations in which they are

forced to accept shipment of & certain quantity of heavier crude for each

shipment of premium grade crude. In thils case we have a constraint of the

form

Z hiyxy = 0 . (9.25)
i

where the hj are the fractions of each type c¢f crude. Finally, if, oy is the

upit capital cost for the k-th process, the objective function is

Z = max ; ZAjpj - Zkixi - Z «C(k)
[ 1

k
Revenue Crude Operating
Cost Cost
- Zakc(k)CRF(i,n)} ‘ (9.26)
k

Capital Cost

where CRF{1i,n) is the appropriate capacity recovery factor at discount rate i

and amortization period n.

Case C: Public Sector Owmership; Fixed Product Demand. This 1s a situ-

ation that is typical of developing countries, where an important objective
is the minimize the foreilgn exchange requirement tc meet the country's over-
all petroleum product demand. In Tunisia, for example, up untlil very re-

cently much of the production of indigenous high quality crude was exported
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on the European Spot Market, with the Tunisian refinery at Bizerta importing
lower grade crudes (at a considerable profit to the overall transaction). We

need the following additional notation:

indigenous demand for product j, bbl/yr.

dj
Bj

export selling price fo refined product j, $/bbl (net of any
transportation costs)

03 = import price fo refined product j, $/bbl, (landed at a princi-
pal port)

exports of refined product j, bbl/yr

B3

Iy = imports of refined product j, bbl/yr.
First we need to add a constraint that allows imports and exports of
refined products whilst meeting the balance of demand by the indigenous

refinery, 1.e.

Pj"Ej+Ij=dj . (9-27)

Then it follows that the objective of minimization of foreign exchange 1is

given by

Z = uwin Z ,\ixi + ZBin - ZUJEJ . (9.28)

i€l
Crude Imports of Exports of
Aquisition Refined Refined

Products Products

Such an objective function would also require some form of capital coo
straint, to prevent the problem from becoming unbounded (since if refining is
profitable, maximization of exports will minimize Z, and hence unlimited

capacity would be added 1f left unconstrained). Thus one would require that

Z ag * C(k) <D (9.29)
k

where D is the assumed capital bound. Alternatively, one could minimize cost

subject to foreign exchange and capital limitations, 1i.e.
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min Z = Y Aqxg STl + ) aC(KCRE(H, x)
1 k

Crude Operating Capital
Cost Cost Costs

+ ZBjIj" XO‘JEJ

Cost of Export
Imported Revenue
Refined

Products

with the additional constraints

D axC(k) <D

D Mxit P BT - 3agEy CF
i€l
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9.4 EVALUATING REFINERY OPTIONS IN THE SUDAN

Background ‘

The Sudan 1s currently experiencing very severe economic difficulties,
brought about by a severe shortage of foreign exchsnge that has in turn
created shortages of petroleum products (as the Sudanese 01l Company, the
General Petroleum Corporation, GPC, 1s unable to open the necessary letters
of credit through the Bank of Sudan). Fortunately, for some years now a
number of multinational oil companies have been very active in o1l and
natural gas exploration in the Sudan, and Chevron is now at the point of
negotiating terms for the exploitation of the Unity 0il fileld, with produc-
tion level by the mid-1980s expected at around 25,000 bbl/day. But as indi-
cated in Figure 9.11, the Unity Field lies scme 650 km south of the Khartoum
area, 1s far to the south of the main centers of economic activity, and some
550 km from the proposed refinery site at Kosti, on the White Nile.

How then to exploit these o0il resources? There are two basic choices at
the 25,000 bbl/day production level: (1) refine the crude oil to produce
petroleum products for domestic consumption (and thereby eliminate the need
for the importation of refined products through Port Sudan), or (ii) export
the crude on overseas markets. Whilst (1) has the advantage of assured
supply to the domestic economy, the current economics of refinery construc—
tion and operation are quite unfavorable. On the other hand, option (ii)
would require the construction of a pipeline of some 1500 km in length, to
bring crude to export at Port Sudan.

Because of the critical position of foreign exchange, 2 key criterion in
terms of analyzing the potential options must be the impact on foreign
exchange flows, Table 9.8 and 9.9 summarize the capital and operating cost

estimates for the crude export, and Kosti retinery option, respectively.

Foreign Exchange Impact

In evaluating the foreign exchange impact, we assume that both the
refinery operation or crude export would be assigned to the White Nile
Corporation, a body that has in fact been created to explore and promote
financing options for the refinery. We shall assume that 50% of the crude is

provided free (the Government of Sudan share in the production sharing
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Figure 9.11 The Democracic Republic of the Sudan

agreement with Chevron), the other 507 provided to the White Nile Corporation
at an assumed wellkead price of $27/bbl.4 Then from these assumptions, and
the cost data of Tables 9.8 and 9.9, one can readily derive income statements
for the White Nile Corporation, Chevron Sudan, and the Government of Sudan
(operafring through the General Petroleum Corporation, GPC), presented on
Table 9.10 for the crude export option, on Table 9.11 for the refinery

option. The results are showa for two possible export prices for Sudanese

4At the time of writing, negiotiations between the Government of Sudan and
Chevron regarding the wellhead price were still underway. $27/bbl 1is the
author's estimate of what Chevron would require to yleld a 15% return on
investment.
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Table 9.8
Cost Estimates, Crude Export Option

Capital costs, 106s Operating costs, 106$/yr
Foreign Foreign
Total currency Local Total currency Local
Pipelinel 620 5752 452 15 10 5
Pt. Sudan Facilities
(storage, marine
terminal) 100 932 72 5 3 2
Total 720 668 42 20 13 7

lossumed distance = 15 km (550 km Unity Field-Kosti, 130 Kosti-Khartoum,
320 km Khartoum—Atbara-Pt. Sudan). Cost 1s 3x Bechtel estimate of $206 M
_for the Unity Fieid-Kostl section).

ZApplying 7% local cost share estimated by Bechtel for Unity Fileld-Kosti
Pipeline.

Tahle 9.9
Cost Estimates, Josti Refinery Option
Capital costs, 1063 Operating costs, 106$/yr
Foreign Foreign

Total currency Local Total currency Local

Pipeline 206 193.4 14.5 5 3 2
Kosti Refinery 695 625.5 69.5 54 40.5 13.5
Total 901 819 82 59 43.5 15.5

crude, at $26/bbl (a pessimistic case), and $31/bbl (a more optimistic
case). Given the rather unique characteristics of the crude from the Unity
Field, (very low sulfur, very high pour point), the price f.o.b. Pt. Sudan is
subject to some uncertainty.

For the refinery option evaluation, we consider two cases; case A
assumes that the refinery output will be sold to the local market at prices
roughly equivalent to present levels (which 1in turn are based on petroleum
product i1mports from Kuwait, at price levels based on the official OPEC
price). Case B, on the other hand, assumes that the refinery output is
valued on the basis of current spot market prices (considerbly below those
involved in contracts with OPEC country governments). This would be a

reagsonable perspective for evaluating the economics of the Kosti refinery if
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Table 9.10
Income Statements, Crude Export by Pipeline

Asgumptions: White Nile Corporation 1s 50Z Gov't of Sudan, 50% Chevron;
wellhead price $27/bbl.

Incone Statement of White Nile Cerporation

(526/0b1] [$31/bb1]

Gross Revenues (25,000 bbl/yr) 237 282
Operating expenses ( 20) ( 20)
Cost of crude (12,500 bbl/yr x $27.4) (125) (125)
Gross income 92 137
Income Statement of Chevron--Sudan
Income 46 68.5
Depreciation1 (18) (18)
Taxable income 28 50.5
Tax at 50% (14) (25.25)
After tax income 32 43.25
(Rate of reCurnz) ~67 ~10.5%
(Rate of return at zero tax rate) ~117 ~18.57%
Income Statement of Govt. of Sudan/GPC
Iacone 46 68.5
Debt service (2% interest, 20 yr soft loan)3 19.4 19.4
Net return 26.6 49.1

%Assume straight lire depreciation over 20 years.

“Discounted cash flow rate of return, r, given by SPWF (20,r) = Investment/
After Tax Cash Flow.

3Applied to foreign share of the Sudan Equity = 360 - 42 = 318.

the Sudan were in fact to purchase 1its petroleum products on the spot
market.” (See Table 9.12)

To examine the impact on foreign exchange flows, schemutics of the type
shown 1In Figure 9.12 will be used. For the crude export option, let us assume
that the White Nile Corporation keeps its books in U.S. $, given that the
bulk of revemuas and expenditures are in U.S. $ rather than Sudanese Pounds
(LS). Note frow Figure 9.12 that the White Nile Corporation goes to the Bank
of Sudan to purchase LS to meet local operating expenses. We leave to the

reader to follow each individual cash flow shown on this figure in terms of

5The main reason why the General Petroleum Corporation does not presently
utilize the spot market to a greater extent is institutional: because of
the severe shortages of foreign currency, the 30 day credit terms offered by
the Kuwaitl's as part of the long-term contract appear very favorable to the
Bank of Sudan, which must open the necessary letter of credit. Spot market
purchases, of course, require immediate payment.
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Table 9.11
Income Statement, Refinery Option

Assumptions: White Nile Corporation {is 50% Govt. of Sudan, 50% Chevron;
wellhead price $27/bbl.

Income Statement of White Nilz Corporation

Case A Case B
(current costs) (spot market)
Gross revenue 340 234
Operating expense, local ( 9) ( 9)
Operating expense, foreign ( 50) ( 50)
Cost of crude (125) (125)
Gross income 156 50
Income Statement of Chevron—~Sudan
Income 78 25
Depreciation (22.5) (22.5)
55.5 2.5
Tax at 50% (272122 __(1.5)
After tax income 50.25 23.5
(Rate of return) 9.5% <1.0%
(Rate of return at zero tax) 16.57% ~1.0%
Income Statement of Govt. of Sudan
Gress Income 78 25
Debt Service 22 22
Net income 56 3

Table 9.12
Official and Spot Market Prices (March 1982)

Current cost of

Kuwaiti petroleum Meditteranean (Italy)
C.I1.F. Pt. Sudan spot market price
($/ton) ($/ton)
Gasoil 329 263
Jet Al 378 305
Gasoline (regular) 358 271
(premium) 382 281

the computations presented in the ahove tables. The net result is a foreign
exchange inflow of $50.6 million, offset by » LS 10.0 million debit (assum
ing, for simplicity, a l:1 exchange rate).

In the case of the refinery options, 1t is assumed (Figures 9.13 and
9.14) that the White Nile Corporation maintains its books in Sudanese
Pounds. It wust therefore go to the Bank of Sudan to obtain the necessary

foreign currency to meet the foreign currency cowmponent of operating costs
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(for such items as catalysts and refinery spares that must be purchased
overseas, and for foreign labor). Crude costs are of ccurse alsc in U.S. §,
based on the wellhead price.

As oue might expect, when one evaluates the refinery option in terms of
current spot market prices, the economics look quite unfavorable, as evi-
denced by rates of return that are barely positive (Case B, Table 9.11).
This implies that {t would be very difficuit to artract an equity partner
Into the White Nile Corporation and given the fact that over the past year
many refineries have been closed down, or are running at significant losses,
it should come as no surprise that the economics of a new refinery {espe-
cially one that requires a 500km pipeline to bring crude to the plant gate)
appear unfavorable. To be sure, when evaluated against official OPEC prices,
the refinery option suggests about a 16% rate of return on the foreign equity
partner's share, and significant benefits to the Bank of Sudan's foreign
exchange position. To the extent that a worldwide economic recovery begins
to eliminate the current oil glut that has led to depressed spot market
prices, at some point in the future the Refinery option may become attrac-
tive. However, under suclh conditions, i1t would alsoc be reasonable to assume
that Sudanese Crude could also be exnorted at the more optimistic price of
§31/bbl (or even more), an option that has comparable foreign exchange

benefits to the refinery option.

=373~



10. ENERGY~ECONOMIC LINKAGES
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10.1 INTRODUCTION

Some of the difficulties of using even the extended, energy dencminated
Input-output framework to analyse energy policy issues were alluded to 1in the
closing swctions of Chapter 6. In our analysis of Republica, for example, we
saw the need to use an iterative approach if one were interested in determin-
ing that combinaticn of eccnomic activities that would result in oil imports
of a glven level. One way around such sitvations is to combine the input-
output model with seme kind of optimization framework, that in particular
allcws the solution to constraipned optimization problems ({whose constraint
set might include, for example, upper bounds on energy imports, or lower
bounds on particular levels of renewables). Moreover, given that we intro-
duce an element cof choice in the energy system, there is no reason why one
cannot relax some of the more confining assumptions of conventional input-
output analysis (only cne industry producing one product using a single
technology) to allow choice also in terms of the mudalities of the productive
sector: and include for example the choice between say, electric arc, open
hearth, or sponge iron processes in steelmaking as part of the analysis.
Indeed, there is no rzasuvn why industrial process models cannot be directly
integrated into the energy system LP.

Glven all of the previcus emphasis on linear programming, it should come
as no surprise that we turn once again to this technique. Because of the
ease with which linear programming problems can now be solved, LP is a
particularly appropriate tool in such situations, since it allows one to make
many model runs at relatively low cost. This is important insofar as in
aluost every planning application, one would want t5 exercise such a model
using a varilety of objective functions (minimization of system cost, minimi-
zation of capital or forelgn exchange requirements, maximization of some
macroeconomic iIndicator, and so forth), and under a variety of different
assumptions (or, in the jargon of the trade, for a number of scenarios),
particularly varying those factors over which the planner has .> control
(such as the world o1l price). Indeed, analyzing the robustness ot decisions
that emerge with respect to the underlying assumptions may be one of the most
important reasons for a modelling exerclse, and certainly more important than

making “forecasts” of what might happen (which usually turn out to be wrong

anyway).
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Another rveason for using LP, as opposed to mere heuristics or simulation
models, Is the economic interpretation of the dual. As noted in Chapter 5,
shadow prices can be extremely valuable as guidance for policy making.

In passing one may also note some optimization approaches that are

clearly inappropriate to developing countries, particularly the modelling

route followed by the Dept. of Energy in the United States that rests on the
so-called market clearing price equilibrium models. These models are typi-
cally iterative Linear Programs (such as the PIES model)1 or non-linear
network traversal algorithms (such as the DFI model).2 Our objections are
twofold. Firsc, the huge data requirements preclude meaningful analysis:
even if it were possible, say, to estimate non-linear cost functions (one of
the putativa benz=fits of network traversal algorithms being the ability to
handle almost any functional specification) the degree of precision may be
entirely spurious. Second, and more importantly, for most developing
countries (and especilally oil importers) the notion of energy supply curves
is far-fetched, since energy prices are set by planning authority, not
established by "market clearing equilibrium.” To be sure, such models will
yield what equilibrium prices should be: but these can just as easily be

established from the shadow prices of a more simple linear program.

IThe Project Independence Energy System, developed originally for the Federal
Energy Administration, 1s now Iin use by the U.S. DCE for mid-term fore-

casting.
2Originally called the Gulf~SRI model, with furhter refinements added by

Decision Focus Incorporated (DFI), it has been adapted by the U.S. Depart-
ment of Energy for long range planning (where 1t i1s known as LEAP for Long

Range Energy Analysis Program).
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10.2 LINKING LP AND I/0

In exercise E10 we derive a full statement of the energy system LP as
Min CjX; + C9¥y + C3X3 + CRFAGNg + CRF AW,
s.t. G1X1 =D Demand constraint
GoXo < S Supply constraint
G3X1 GgX4 = 0 IEF/Demand constraint
GsXp  GgX3 =0 IEF/Supply constraint

HiXo - IWg £ Wy Capacity constraint (10.1)
_ for energy supply
HoX3 - IW, £ W, Capacity constraint
for energy convarsion

AgWg AcWe <k Capital constraint
where

X; = demand variables
X9 = Supply variables
X3 = Intermediate Energy Form (IEF)
G; = Coefficlant matrices associated with supply/demand balances
Cj = Cost vectors
I = Identity matrix
Ag = Cost per unit of new capacity of energy supply

= Cost per unilt of new capacity of energy conversion facilities

Ae

Wg = New energy supply capacity

W. = new energy conversion capacity

ﬁs = vector of existing capacity of energy supply facilities

ﬁc = vector of existing capacity of energy conversion facilities
Hi; = coefficient matrices associated with capacity constraints

.

CRF = capital recovery factor

k = capital expenditure limitation

Recall also the I/0 model of Eq (6.17), viz.

A33XS + ASPXP + fS = XS
ApgXg + + Ap1Xy + fp = Xp
A1gXg + AryXp + f1 = X
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Solving the I/0 model yields Xp and Xg, the gross output of energy
services, and energy supply, respectively. Recall also that the first equa-
tion of 6.17 is nothing more than a mathematical representation of a refer-
ence energy system: the matrices Agg and Agp represent the allocation of
energy services to different Intermediate energy forms and the conversion of
energy supplies to intermediate energy forms.

The I/0 and LP can be linked in two different ways. The first method,
which was the original linkage developed at Brookhaven National Laboratory,
rests on an iterative scheme in which I/0 and LP are solved sequentially.
For some fixed Agp and Agg, the I/0 is solved to yield gross output
Xp. This Xp 1is then used as input to the LP to obtain an optimal cornfig-
uration of the energy system. This in turn redefines the Agp and Agg
submatrices, which are reinserted into the I/0, for a second calculation of
Xp. This process continues until convergence is obtained: wmany years of
experlence at BNL, and a recent analytical proof by Lee (1982), confirms the

convergence property. This iteratlve scheme is sketched on Figure 10.1.

—— 1/0

Agp,Ags
= £(X1,X2,X3) D = g(Xp)
p

LP g ————

Figure 10.1. Iterative Solution of LP and I/0
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A more direct approach by [Meler and Mubayi (1981)] directly integrates
the 1/0 into the LP; the I/0 equations are simply added as additional
constraints. The equation for energy demands in the I/0 model Eq. (6.17) is

APSXS + APIXI + fP = XP
Now in the notation of the LP, Xp = D (the energy demand vector), and

Xg = X9 (the vector of energy supply variables). Thus (10.2), in LP

notation, becomes

ApgX, + Ay Xy + 5 =D (10.2)

where

X1 = gross output of non energy sectors
fp = final demand for energy

Apg = coefficient matrix, energy demand per unit of energy supply
supply output (see Table 6.3)

Apr = coefficient matrix, energy demand per unit of non-energy
sector output (see Table 6.3)

making D one of the LP variables, and recognizing that fp, the final demand

of energy in households, government is exogenous, (10.3) becomes

APSXZ + APIXI - D = —fP . (10.3)

The nomenergy outputs, Xy, are now also in the LP, and are given by the

third equation of (6.17), viz.

AISXS + AIIXI + fI = XI (10.4)

which, in LP notation, and taking fy, the final demand for the nor-energy

sector, to the right hand side, yields

A + (AII -I) "X =-~f . (10.5)

ISXZ I I

Thus the combined LP/I0 can be written
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C1X] + CoXg + C3X3 + CRFAgWg + CRFA W,

S.te G1X1
GaX2
G3X)
GsX2
H1X)
ApgX
A1sX2

This system is driven,

G4Xq
GeX3

AprXy= D = -fp
(A1r-I)Xy = -f1

-D:

AN PN N

0

x ®¥ = O O w

(¢}

(10.6)

as 1s the iteratively linked system, by fp and

fy, which now appear on the right hand side of the LF constraint matrix.
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10.3 MACROECONOMIC LINKAGES

Two at first glance quite different approaches =- econometric and tech-
nological -- have been suggested for attacking the problem of energy consump-
tion in final demand (i.e., by households and government). Conventicnal
econometric estimation of price and income elasticities for energy consump-
tion (differentiated perhaps by fuel type =~ electricity, oil, etc.) 1Is
typically the prescription. There are several problems here: elasticities
estimated from past time series (or even from cross-section analyses, for
that matter) may have little relevance to likely future conditions, especial-
ly under a price regime that 1is quite different from past experience.
Moreover, technological changes and end-use device and fuel substitutions are
not considered explicitly, but simply implied.

From a conceptual point of view, however, there 1s no reason why the
econometric regressions canmnot be in terms of basic energy demands rather
than fuel type. For example, one can just as well regress autumobiles, or
vehicle milles travelled, against personal income and gasoline and diesel fuel
prices, rather than the more conventional regressions of fuel consumption on
income and price. The objection may of course be that data on vehicle miles
travelled (VMT), or on the characteristics of the vehicle fleet, may not be
available. However, even in such a situation 1t may be better to use an
indirect estimate of VMT from total gasoline sales by making some assumption
on fleet gas mileage. It is extremely difficult to estimate the effect of
lmprovements in automobile mileage, cor a mass transit policy, if standard
fuel price elasticities are all that 1s available.

How does one proceed computationally? Suppose that an estimate of com
sumer income (Y) 1s available from a macromodel (or specified by assumption),
and that price and income elasticities ( €,, ey) are available from
country data or simply exogenously assumed. Then, given some initial
estimate of the price vector g, fp follows from the econometrically

egstimated functions
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Assume also that the f£j, the vector of non-energy final demands, 1s
available from the macromodel.3 Then fy and fp are used to drive the
combined IO/LP. This ylelds a set of costs and shadow prices, from which,
given some assumptions concerning pricing policy, one can detarmine a price
vector A; which 1s inserted in (10.7) 1in place of X,, and the process 1is
repeated. Two or three iterations may be necessary to bring energy prices,
the LP/I0 solution, and an assumed set of income and price elasticities into
balance. These relationships are illustrated on Figure 10.2. Unfortunately,
in a completely rigorous system, one would need a consistently sgpecified set
of consumer expenditures, with all the intellectual baggage of Engel

4

elasticities, cross price elasticities, and Cournot Aggregations. We are

unaware of such a scheme being implemented for an energy assessment?:

Ay

ECONOMETRIC
LP — DEMAND e~ MACRO
fp MODEL y

1/0 ‘T
¢ . r

y = consumer income Aty
€, = price elasticity ELASTICITIES
€y = income elasticity

= energy prices

P
.
I

Figure 10.2: Linking LP/IO to the macro-model

30ne of the problems here 1s the fact that the sectoral decomposition neces-
sary for non-energy sector demands may not correspond with L.e sectoral
definition in the macro-model, which is typically highly aggregated. For
example, all industry may be lumped together as "manufacturing” yet the I/C
requires disaggregation into specific major industry groups if the results
are to have any utility. Guidance is usually available, however, from indi-
vidual sectoral plans which probably do provide the necessary disaggregation
levels, or some more explicit mathematical scheme may be used to disaggre-
gate the macromodel final demand categories.
4For a good discussion of such systems (and the Linear and Direct Addilog
Consumer Demand Systems in particular), see e.g., Taylor, (1979).
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probably there 1is considerable merit in keeping to simple functional forms
for (10.7).

A somewhat different scheme, based on the technological approach, can
also be used to bring prices and quantities into balance. One begins, again,
with scme basic assumptions of macroeconomic growth: population, households
and so on. From these, using other planning data, one derives a detailed
picture of the technological structure of end-use demand: the spatial dis-
tributicn of housing (urban, rural), the type of housing (single family,
multi family), vehicle and appliance ownership, and so on, from which one can
direcitly derive the magnitudes of the eiements of the fp vector (at the
moment without any reference to price). Non-energy sector final demands (EI)
are estimasted as before -- either directly from the macro-model or with an
appropriate disaggregation.

The LP/I-0 solution proceeds, as before, to yleld some price vector.
The part of total consumer disposable income allocated to energy purchases,

Y is then given by the vector product

E’

Vg = Xp . fp (10.8)

(1xn) (nx1)

This can then be compared with the total consumer disposable income projec~
tion y for reasonableness, or compared against historical data and current
trends. Likely as not, some changes will have to be made 1n assumptions
{probably downward revisions of VMT, appliance saturations, and so forth),
and the scheme proceeds iteratively until balance 1is reached between consumer
energy expenditures, total consumer expenditure, a set of technological
assumpt.ions, energy prices, and the LP/I-0 solution. Graphlcally these

interactions can be portrayed as indicated on Figure 10.3.

5Although such schemes have been attempted for general development planning
mocdels - as noted in Taylor (1979).
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)P = A
YE fp Ay
TECHNOLOGICAL
LP ASSUMPTIONS
DI PR — —
| 1 Y
1/0
— ] fI = f(i) £(1)

Figure 190.3.
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LP/10-Macro Linkages

-386-




10.4 PROCESS MODEL LINKAGES

The question of technological constancy 1s a matter of great concern
when projecting interindustry tables over the long—term. In input-output
terms, the matrix of technical coefficients represents the technology of the
aconomy, and the assumption that e.ch element on the matrix does not change
over time implies that technology used in the future will be identical to
that today. It also implies that the economy will exhibit constant returns
to scale in expanding output.

Clearly this 1s nct an assumption that will adequately represent reali-
ty. It is likely that technical advances and improvements in efficiency will
be observed in most economies over time. This is of particular impcrtance in
the context of energy systems analysis, as one of he most important policy
targets is the level and type of technology used. Therefore, it is likely
that some modification or time trending of the coefficlents will be neces-
sary, both to construct an adequate reference case and to explore the ramifi-
cations of additional technological change in policy cases to be compared
with the reference case.

Modification of technical coefficients for future years requires a great
deal of careful judgment on the part of the user. In many cases, no informa-
tion will be available on which to base a modification and in these cases no
changes will be made. However, there are various criteria by which future
technological configurations can be estimated. For example, a given industry
will generally include various processes of various vintages all producing
the same product. Thus, the coefficient contained in the base year matrix
represents an average for all of the productive units making up the sector.
A reasonable assumption is that over time the overall performance of the
industry will approach that of the "best practice” available in the base
year, either domestically or in some more technologically advanced indus-
trialized country.

Conceptually more satisfying 1s the explicit incorporation of industry
process models into the extended LP/I-O: since process models themselves are
generally in o mathematical programming form, their direct integration into a

larger LP poses faw difficulties.
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Process models have the general form

minS = opEx + weF, + VijCRF(i,n)

S.t. Zj"VjiVj j=1, J
22> 2 (10.9)
J

Zze-k-ilk_/\_o
5 353

E:zjfjg - F <0, or F*¥ if resource constraints apply
J

where

z 1s the total industry output

zj is the output of the j-th process

Vj is the existing capacity of process j

Vj is the capacity expansion of process j

ﬁh is the capital cost for expansion of process j

CRF(1,n) i1s the capital recovery factor at discount rate 1 and planning
horizon n

e jk is the unit requirement of energy of type k for process j
@ cost per unit of k

£ is the unit requirement for the non-energy factor of production
2 for process j

w, cost per unit of non energy factor %
Ei total requirement of energy resource k

F total requirement of non-energy factor 2.

This must now be integrated into the extended scheme of (10.6). The z
of (10.9) represents one of the elements of the gross output vector Xy. If
one makes the not unreasonable assumption that the output of the different
processes considered within an industry process model are indistinguishable
(the assumption that steel from a basic oxygen furnace is comparable to the
steel produced by an open hearth furnace in the steel industry, for example,
is a lot less tenucus than many other types of assumptions considered in
these pages), then one need be concerned only with the input coefficients.

Moreover, in first approximation, let us ignore the interindustry effects on
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the input side -- we assume that the inputs to steel, for example, stated 1n
the original I/0 rable, continue to apply to all of the technologies in the
steel industry process model: this is a much more tenuous assumption, since
clearly the requirements for construction and machinery for a basic oxygen
furnace will be quite different tec those of an electric arc furnace.b

The integration of this scheme, then, proceeds as follows. First, we

modify the demand equation of (10.6), namely
ApgXy + Ap1Xy = £ (10.10)

by setting to zero the column of Apy corresponding to the steel industry,
the revised matrix denoted A"PI' We then add to LP the set of variables Zj,
representing output of the differant steel industry technologies, whose unit

energy demanas are given by the matrix Apy(z). Thus (10.10) becomes
ApgXo + APIXi + APf(Z) = fI (10.11)

one also needs to ensure that the sum of the steel industry outputs equals

gross steel Industry output, i.e.,
D z5 = X(8) = 0 (10.12)

where X;(s) 1is that element of X corresponding to the steel industry.

At this point the LP would make the cholice among steel technologies
solely on the basis of minimizaticn of energy costs, a somewhat questicnable
proposition. In practice one would also need to include the capacity cona-
straints and edd carital and non-energy terus into the objective function:
whilst there is no mathematical problem in so doing, one must remember that
one 1s now optimizing more than just the energy system, and that any shadow
prices are in terms not Jjust of energy system objectives, but 1. terms of

somewhat wider criteria.

6Of ceurse to the extent that interindustry input requirements are available

by process, rather than by industry, there is no problem. Actually such
data may well be avallable from industrialized countries, which for coun-
tries that are likely to import the technology, would not be unreasonable.
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The full model carn therefore be written

Min: Cy¥y +CoXp + Ca¥y + CRFAN, + CRFAW, + CQRF, +aof
615y ‘ -D = 0
G¥a <
GsXy Gi¥3 =0
GsXy  Ge¥3 =0
HyXy Iy ’JﬁQWE
HoXy W, B
A A 5fk
ApgX9 bp¥y  Apfz - =fp
AysXp (Arr-1)Xg D = fr
X3(s) z =0
: v <
£, O F
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10.5 PRICES IN THE EX¥TENDED I/0 FRAMEWORK

In the entire discussion thus far of I/O we have not made any rigorous
distinction between physcial output and price: clearly each entry in the
transactions table represents the product of the unit price of sectoral
output times physical volume of output. Prices follow from the output side

from the equation:

n

IyX; = Z PyXyy + PyCy + PyGy + P4Ey + PyIy (10.13)
-J
——

=1 A
Total Sales to Sales to
5ales Inter- Final Demand

mediate

Demand

where P; 1s the output price in sector i, (in $/physical units), and xij are
the purchases of commodity i by sector j. In the I/0 framework, these are
assumed tc be given by a constant coefficient times output in purchasing

sectors, 1.e.
X157 315 * %4 (10.14)
whence (10.14) becomes
n
Piky = Zpiaijxj + PyFy : (10.15)
=1
writing out (10.15) for a two sector economy

Py Xy = ?1a1X) + PyagpXy + P1Fy

(10.16)
P2X2 = P2821X1 + P2611X2 + PZFZ
hence, in matrix form
P]. 0 Xl Plau Plalz Xl Pl 0 F]_
= + (10.17)
P X A* X P F
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but the matrix A* can be written

Pp O a11 apz Pia1g Poajy
= (10.18)
0 Py as]  as Pian Pragpj
hence

Obviously, 1f prices stay constant, one can premultiply (10.19) by Pl o
get

X=4X+F (10.20)

which is identical to the formulation in Chapter 6, but where X now repre-
sents physical volume rather than monetary sales.
Prices also follow from the input side. If Vy is the value added per

(physical) unit of sales sector 1, then

n
Py = vy + ;g% aj © By (10.21)

$ ] [$(value added)] units of j s
unit of 2] units of 1 _j units of iJ unit of éJ

hence, in matrix notation

pl = yT 4+ BT . 4 (10.22)

(1xn) (1xn) (1xn) {(nxn)

which can be solved for PT in the usual way:
PT (I -A) = VT

pT = vI(r - a7t (10.23)

If we decompose the value added sector into labor, capital, non-competitive

(NC) imports and energy products
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Vy = ar 4 Wy + agy kg

$ employee [_ S $ capital S
cutput of 1 output of 1 Lfmployee output of 1{|$ capital
. NC
+  apci Py
NC imports $ -
output of 1 NC imports
+ Z aPIij " Aj (10.24)
J
Btu energy product j E unit energy product
output 1 Btu energy product j

where Aj is the price for energy service j. Leaving aside for the moment how
we determine the vector of energy prices, it should be clear how the above
equations can be used to determine the economy wide price impacts of a
perturbation of one of the unit energy, labor or capital requirements in the
value added vector. Of course, this framework says nothing about how quickly
and price changes would propagate through the economy, nor indeed how con-
sumers or other industries might react to such changes. As a first order
measure of the impact of energy sector price changes, however, the price
interpretation of the I/0 framework appears to have some value.

How then do we determine the ) vector? Computationally the most
straight-forward is the use of average price, which can be directly calcu-
lated from the LP variables. Suppose x* be the total quantity of some energy
service, say electricity. which will be one of the variables of the LP. Then

average price is simply

(x%y = 1€1% (10.25)

X*
where 1 1* is the set of activities that are required to produce a unit of
electricity: the expression 1 1 C4Xy can be included as a free row in the
LP for computational convenience. Indeed, this term might be called the
total revenue requirement for electricity production, since it captures the

costs that must be recovered from consumers (and from the government ir the
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form of subsidies) to meet the stated production level. How these revenue
requirements are to be distributed among customer classes is of course a mat-
ter of policy: one point of guidance would be the shadow prices associated
with the corresponding end-use demand constraints. Indeed, for advocates of
pure marginal cost pricing, the LP shadow prices themselves can be used as

the basis for pricing.
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Table Al
Areas Under the Normal Curve

~

.00 .01 02, .03 .04 .05 .06 .07 .08 .09
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(SN SENES]
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0000 .0040 .0080 .0120 .0160 .0199 .0239 .0279 .0319 .0359
0398 ©.0438 .0478 .0517 .0557 .0596 .0636 .0675 .0714 .0753
0793 0832 087! .0910 .0948 .09&87 1026 .1064 .1103 .1141
Q179 1217 01255 .129% (1331 L1368 1406 1443 1480 1517
1554 1591 .1628 .166a 1700 1736 1772 .1R08 .1844 .1879
L1915 1950 .1985 .2019 .2054 .2088 .2i23 .2157 .2190 .2224

2257 2291 .2324 2357 (2389 .2422 .2454 .2486 .2517 .2549
L2580 L2611 .2642 2673 2704 2734 2764 .2794 2823 .2852
2881 .2910 .2939 .2967 .2995 .3023 .30S51 .3078 .3106 .3133
3159 3186 3212 .3238 3264 3289 3315 .3340 .3365 .3389
3413 .3438 3461 .3485 .3508 3531 .3554 .3577 .3599 362l

3643 3665 .3686 .3708 .3729 3749 3770 .3790 .3810 3830
3849 3869 3888 .3907 .3$25 .3944 3962 .3980 .3997 .4015
4032 4049 4066 .4082 .4099 .4!115 4131 4147 4162 4177
4192 4207 4222 4236 4251 4265 4279 4292 .4306 .4319
4332 4345 4357 4370 4382 4394 4406 4418 4429 444}

4452 4463 4474 4484 4495 4505 4515 4515 4535 4545
4554 4564 4573 4582 4591 .4599 4608 .4Gl6 .4625 .4633
4641 4649 4656 4664 1671 4678 .4686 .4693 .4699 .4706
4713 4719 4726 .4732 4738 4744 4750 4756 .4751 .4767
4772 4778 4783 .4788 4793 4798 4803 4808 4812 .4817

4821 .4826 .4830 .4834 .4838 4842 .4846 .4850 .4854 .4857
4861 4864 4868 .4871 .4875 4878 .4881 4884 .4887 .4890
4893  .4R9G 4898 4901 .4904 4906 .4909 .4911 4913 4916
4918 4920 .4922 4925 .4927 4929 4931 .4932 .4914 .4916
4938 4940 4941 4943 4945 4946 .4948 .4949 4951 .4952

4953 4955 4956 4957 .4959 .4960 4961 .4962 .4963 .4564
4965 4966 4967 4968 .496% 4970 .497] 4972 4973 4974
4974 4975 4976 4977 4977 4978 .4979 .4979 .4980 .498I
4981 4982 4982 4983 4984 4984 4985 .4985 .4986 .4986
4987 .4987 4987 .4988 .4988 .4989 .4989 .4989 .4990 .4990
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Table A2
Critical Values of t

N
t
n {100 {oso {oss {010 {oos df.
2 3.078 6.314 12.706 31.821 63.657 1
3 1.846 2.920 4.303 6.965 9.925 2
4 1.638 2.353 3.182 4.5¢| 5.841 3
S 1.533 2,132 2.776 3.747 4.604 4
6 1.476 2.015 2.571 3.365 4.032 5
7 1.440 1.943 2.447 3.143 3.707 6
8 1.415 1.895 2.365. 2.998 3.499 7
9 1.397 1.860 2.306 2.896 3.5355 8
10 1.383 1.833 2,262 2.821 3.250 9
i1 1.372 1.812 2.228 2.764 3.169 10
12 1.363 1.796 2.201 2.718 3.106 11
13 1.356 1.782 2.179 2.681 3.055 12
14 1.350 1.771 2.160 2.650 3.012 12
15 1.345 1.761 2.145 2.62¢4 2,977 14
16 1.341 1.753 2.131 2.602 2.947 15
17 1.337 1.746 2.120 2.583 2,721 16
I8 1.333 1.740 2,110 2.567 2.808 17
19 1.330 1.734 2.101 2.552 2.878 18
20 1.328 1.729 2.093 2.539 2.361 19
21 1.325 1.725 2.086 2.528 2.845 20
22 1.223 1.721 2.080 2.518 2.831 21
23 1.321 1.717 2.074 2.508 2.819 22
24 1.319 1.714 2.069 2.500 2.807 23
25 1.318 1.711 2.064 2,402 2,797 24
26 1.316 1.708 2.060 2.485 2,787 25
27 1.315 1.706 2.056 2.479 2.779 26
28 1.314 1.703 2.052 2,473 2771 27
29 1.313 1.701 2.048 2.467 2.763 28
30 L3 1.699 2.045 2.462 2.756 29
inf, 1.282 1.645 1.960  2.326 2,576 inf.
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Table Bl

Refineries in Africa, Latin America, and Asia

Catalytic  Catalytic Hydro- Other
Conpany and Refinary Location Grude  Cracking Refarminc  Processing Processing
AR [HABI Abu Dhabi Natloma! Oi | Co.,
Umm Al -hNar 15,000 2,800 5,300 HOT
ALGERIA Sonatrach:
Arzew 60, 000 8,600 8,600 HOT 6,000 v, 1,000 L, 1,100 A
Maison Carrea 6C, 000 15,000
Hass| Messaoud 2,400
Total 122, 400 23, 6000 8,600
ANGOLA Conpania de Patrolecs de
Angola, luanda 32,100 1,900 3,800 tOT 1,90 v, 9 A
2,800 HDS
Total 32,100 ) 3, 600
ARCENTINA fstrasuc, Refinerias Patagonicas
de Petroieo S.A., Comodoro
Rivadavia 6,300 2,200 TCC 4,400 v, 200 A
Desti leria Argentina de Petrolac
S.A., Lomas de Zamore 2,000 1,500 v, €00 [,
Esso SAPA: Canpana 92,00 17,600 FCC 8,000 49,70 VvV, 1,X0 L, 50 C
Gatvan 17,000
Ragor SAIC, Quilmes 600
Refineria de Petroleo la l|saura
S.A., Bahla Blanca 14,00
Shel| Compania vgentine de
Petroleo S.A., Buencs Aires 115,000 21,000 FLC 9,000 25,000 HOT
Yacimientos Petrolifares
riscales: Campo Duran 28, 304
Dock Sud 6,289
La Flata 251,588 1,572 Vv, 943 Atky, 600 C
Ljan de Cuyo 113,215 17,611 FCC 9,435 20,7% HC 59,752 v, 1,000 C
Plaza Ruincul 23,485 2,410 2,410 HS
San Lorenzo 35,335
Total 705,116 TB4TT 8,645 45. 756
BAHAMAS Bahamas Uil Rafining Cos,
Freepat 500, 000 60, 000 HDT S4,000 V
BAHRAIN Bahraln Poiroleum Co. Ltd.,
Awall 250,000 34,200 FCC 15,200 15,200 HOT 144,00 v, 1,30 P
71,000 HD3 3,000 A
Total T,000 A, 200 15,70 86,200
BANGLADESH Eastern Refinery L1d, Chittagong 31,200 1,720 1,920 DT
2,520
Total il T L0
BARBADOS Mool | O | Barbados Ltd.,
Br ldgetown 3,000 400 A
BOLIVIA Yacimientos Petrol i feros
Fiscales Bollvianos:
Cochabamba 23, 500 600V, 200 L
Santa CGruz 9,000
Sucrs 3,000
Total “I7,700

Cracking processes:
FCC-Fluid cat cracking
TC-Thermofor cat

Hydroprocessing:

O-C-01s*l Ilate hydrocracking
RHC-Resldual hydrocracking

crack ing HOT-Catalytic hydrotreating
HD-Houdr i f low cat HDS-Catalytic hydrode—
cracking sul furizetion

Other processing:
A-Asphalt
A'ky-Alkylation
C-Cokling (1/d)
L-Lube Manufacture
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Table B!

Refineries in Africa, latin America. and Asia

Catalytic Catalytic Hycro- Cther
Company and Reflnery Location Qrude Cracking Reforming  Processing Processing
BRAZIL Petroleo Brasilerlo S.A. :
Araucaria, Parana 120,600 37,000 FCC 58,500 v, 2,600 A
Betim, Minas Gerais 72,400 12,500 FOT 30,1@ v, 1,00 A
Canoas, Rio Grade do 5ul 72,466 12,500 FCC 35,000 v, 1,000 A
Cubstao, Sao Paulo 171,30 43,200 FCC 10,200 93,50 v, 5.900 A, 59 C
Ouque de Caxias-Rio de Janer 1o 212,900 34,100 FCC 11,400 4,700 HOT 89,200 v, 4,400 L, 4,300 A
Manaus, Amazonas 9,600 1,900 FCC 2,80 v, 400A
Matarips, Bahia 79,600 20,800 FCC 4,500 HOT 38,300 v, 3,000 L, 2,200 A
Mzua, Sao Paulo 35,800 14,400 TCC 9,600 V
Paulinia, San Paulo 325,700 22,400 FCC 88,700 v, 4,800 A
Refinarla de Petroleo Ipiranga
SA, Rlo Grande de Sul 9,20 2,500 fFCC 4,000 v, 1,200 A
Refinaria de Petrolecs de
Manguinhos 5A, Rio de Janeir o 10,000
Total 1,117,600 211,300 21,600 9,200
BURMA Myanma Oi | Corp., Chauk 6,800 2,700 v, 50(t/d) W
Syriam 21,500 2,000 TCC 2,30 v, 70L, D C
_ Tatal 28,200 2,000
CHILE Empresa Nacionai del Pstroleo:
Concepcion 72,000 14,500 FIC 4,000 38,0 Vv
Concen 66,600 20,000 FCC 6,000 28,000 Vv, 1,100 alky
Magallanez 1,500
Total 139,500 34,500 10,000
CHINA, Governent ownad
PEOPLES Anshan 90, 0C0
REPUBLIC Chin-ttsi 130, 000
Dairen 110,000
Fushun 100,000
Hangchaw 26,000
Karamia-Tushantzu 75,000
tanchow 132,000
Lenghu 22,000
Maoming 8%, 000
Nanchung 16,000
Nanking €0,000
Pek ing 100, 00O
Shanghai 100,000
Shengl i 70, 000
Taching 128,000
Takang 30,000
Tientsin 26,000
Yumen 80, 000
Others 18,000
Total 1,388, 000
COLCMBIA  Enpresa Colcmblana de Petroleos:
Barrancaberms ja 106,000 35,000 AC 6,000 6,000 HT 52,000 v, 3,000 Alky,
1,000 L, 3,000 A, 320 C
Cartagena 48,000 14,000 FCC 28,000 V, 3,40 Poly 1D C

Tucking processes:
FQC-Fluld cat cracking
TCC~-Thermofor cat

cracking
DHoudr 1 flow cat
cracking

rydroprocessing:

Other processing:

P-Polymerization

DHC-Disti I late hydrocracking A-Aspha!+ V-Vacuum distl llatien
RHC-Resldua! hydrocracking Atky—Alkylation W-HWaxes
HT-Catalytic hydrotreating C~Coking (1/d)

HOS-Catalytic hydrode- L-Lube Manufacture

sul furlization
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Tabie Bi

Refineries In Africa, latin America, and Asla

Catalytic  Catalytic Hydro- Other
Company and Refinery Location Crude  Cracking Refarming Precassing Processing
Bitu 2,500
International Pstroleum
(Colombia) Ltd.,
LaDorada 5, 000
Texas Petroloum Co., £ Guamo 2,500
Orito 1,000
_ Total 165,000 49,000 6, 000 6, 000
COSTA RICA Refinadora Costarrincense
de Petroleo SA
Limon 8,000 1,500 1,500 HOT 600 v, 450 A
2,500 HDS
Total 165,000 49,000 6,000 6,000
ClBA Instituto Cubaro del Petroleo:
Cabalguan 4,970
Havana 75,000 14,570 FC 8,100 12,600 HDS 2,190 v, 2,65 P, 6,00 A
Santlage de Cuta 42,000 3,500 6,000 HDS
. Total 121,370 14,570 11,700 18, 600
CYPRUS Cyprus Patroleum Refinery Ltd.,
Larnaca 15, 000 2, 000 5, 000 HOT
COMINCIAN  Falconbridge Dominicana C por A.,
REPLBLIC Benao 16, 500 6,200 HS
Refineria Dominlicana de Pefroleo
SA
Niqua 30,000 9,000 16,000 HOT
Total 46, 500 9, C00 22, 200
ECUADCR CEPE:
Anglo—tcuadorian Ol i fields Ltd.,
La Libertad 32,300
Texaco-Gulf, Lago Agrio 1,000
Petrolecs Guif del Ecuador CA,
La Libertad 7,600
Totai 40,900
EGYPT Alexandria Petroleum Co.,
Alexandria 60, 000 400 A
El-Nasr Patroleum Cos:
Alexandria 32,000 1,000 L, 2,100 A
Suez 32,000 2,100 A
Suez Process Petroleun Co. @
Mostord 37,300
Suez 37,400 1,000 L, 4,110 C
Tanta 37,300
Total 236,000
EL SALVADRR Refineria Petrolera Acajutia 3A,
Acajutla 15,700 2,800 9,800 HOT 1,300 v, 550 A
ETHICPIA Ethiopian Petroleum SC, Assab 14,430 1,390 2,330 HOT 3,020 vV, 697 A
GrEON Soclete Gabcnaise de
Rafflnage, Pert Genti| 20,000 1,520 2,10 HT
5,500 HDS
Total 20, 000 1,520 7,620

Cracking processas:

FCC-Fluid caf cracking

TCC-Thermofor cat
crack ing
riD~Houdr i f low cat
cradding

Hydroprocessing:

OHC-Disti lats | /drouracking
RHC-Residual hydrocracking
HOT-Catalytic hydrotreating

HDS~Catalytic hyd
sul furization

rcde—

Other processing:
A-Aspha I+
Alhky-Alkylation
C-Coing (t/d)
L-U.ve Manufacture
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Table Bi

Refinerles In Africa, latin Amorica, and A<la

Catalytic  Catalytic Hydro~ Other
Conpany and Reflnery Location Crude Crocking Refarming  Processing Processing
GHANA Ghananlan~l tal lan Petroleun Cuw,
Tema 26,500 6,200 5,200 HDT
GUAM Guam Oi| & Refining Cow, Apra His 29,500 400 A
GUATBAALA  Texas Petroleum Co., Escuintia 14,000 3,000 5,000 HOT
HONDURAS Refineria Toxam de Henduras SA
Puerto Corias 14,000 1,800 2,700 HOT
- 2,100 HXS
Total 14,000 1,800 4,800
INOIA Assam Oi | Cow Letd., Digbol 11, 500 : 1,20 L, 511 A, 0C
Bharat Refineriaes Ltd, , Mahui
Sombay 120,000 17,000 F@C 7,000 33,00 v, 10, A
Caltex Oii Refining (India) Ltd.,
Visakhzpatam 32,000 9,100 FCC 15,200 v, 2,00 A
Cochin Rufineries Ltd.,
Ambalamugla, Kerala 70,000 6,227 33,04 HDS 3,0 A
Hingustan Peiroleum Corp. Ltd.,
Mahul, Bomiuy 70,000 6,000 FCC 19,40 v, 3,235 L, 5,071 A
Indian 01l Corp. Ltd:
Barauni 6,00 12,800 15,00 v, 910 L, 286 C
Baroda 82,000 7,000
Gauhati 16,000 6,000 15 C
Haidia 50, 000 8, 500 4,500 4,500 HT 20,000 V, 2,700 L
13,00 HOS 2,008 A
Madras Refineries Ltd., Manall £6,000 2,158 iCC 2,158 31,820 HOT 2,300 v, 4,700 L, 4,270 A
Total 567,500 61,558 26,885 82, 363
INDCNESIA  Lemigas, Cepu, Central Java 4,000
Pertamina:
Ba I Ikpapan, Kalimantan 75,000 13,000 v
Dumai, Central! Sumatra 100, 000 7,000
Pangakalan Brandan, N. Sumatra 4, 500 200 L, 300 A
Plaju, S. Sumatra 111,200 16, 000 24,00 V, 1,100 Alky,
17372 1,200 A
Sungel Gerong, S. Sumatra 79,000 19,500 FCC 87,0 v, 650AIky, 1,200 P
Sungel Pakning, Central Sumatra 50,000
Wonokroma, E. Java 4,000 1,50 A
Total 427,700 19,500 23,000
| RAN Natiomal Iranfan Ol ! Co.,
Abadan 456,500 36,000 FCC 23,500 23,500 HIS 9,000 v, 9,000 Alky,
1,40 L, 10,500 A
Kermanshah 18,000 3,100 6,200
Shiraz 40, 000 6,215 9,280 DHC 18,400 v, 17,00 A
8,345 HS
Tehran 200, 000 27,500 29,40 HIC 97,800 Vv, 2,400 L,
23,000 H)S 6,775 A
Oi | Service Co., of lran,
Masjid-l Sulaiman 66,000
Total 780,500 26,000 60,315 99, 725
|RAQ Ol! REfinerles Administraticn:
Basra 70,000
Daura 71,000 5,000 13,000 HOT 8,160 L, 1,815 A

Tacking processes:

Hydroprocessing:

Other processing:

P-Polymer | zation
V-Vacuun distillation
Y-Waxes

FQC~Fluid cat cracking OHC-Distl llate hydrocracking A-Asphalt

TQC-Thermofar cat RHC-Residual hydrocracking Alky-Alky lation
cracking HOT-Catalytic hydrotreating CCoking (t/d)

HD-Houdr I f low cat HOS-Catalytic hydrode— L-lubs Manufacture
cracking sul furization
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Refinerles in Africa

ble 1
» Latin America, and Asia

Catalytic  Catalytic Hydro- Other
Conmpany end Refinery Location Qrude  Craciking Refarming Processing Processing
KCoHaditha 7,000
Khanag!n 12,000
Mufthia 4,500
Qalyarah, Msul 2,000 920 A
iraql Compeny for 01| Operations,
Kirkuk 2,000
Total 1R8, 500 5, 000 13,000
| SRACL Ol t Refinerias Ltd., Ashdod 66,000 10,000 11,000 DT 36,000 V
25,000 HDS
Halfa 135,000 10,000 TCC 14,500 15,500 DT 28,000 V, 800 L,
25,000 HDS 3,600 A
Total 201,000 10,000 24,500 76, 500
I'YORY COAST Societe ivorienne de Raffinage,
Abidjan 74,575 4,950 2,970 HOT
JAMAICA Esso We Indies Ltd., Kingston 32,600 3,000 18, 3CC 1,600 vV, 760 A
JORDAN Jordan Petroleum Reflnery Co., Ltd,
Zarka . 24,377 4,410 RC 870 2,000 HOT 6,610V, 1,220 A
KENYA E. African 0!l Refineries Ltd
Mombtasa 86,000 9, 000 26,000 HOT
KHVER *Societe Khmere de Raffinage de
REPWBLIC Petrnle, Krung Kompang Som 12, 540 1,800 5,85 HOT
¥ iqures estimated.
KOREA Honam Q1 | Reflnery Ce, Ltd., Yosu 160,000 6,600 9,500 HOT 1,400 A
Korea Ol | Corp,, Ulsan 204,250 15,400 21,140 DT 3,300 V, 1,900 A
3,620 HDS
Kyung in Enegery Co. Ltd, Inchon __ 60,000 2,200 6, 770 HOT
Total 424,250 24,240 41,030
KWWAIT Amex-ican | ndependent O11 Co.,
Mana Ahbdulia 132,000 3,000 HDS 112,00 V
Arabian O1} Co. Ltd. (Japan)
Ras Al Khaf]i 30, 000
Getty Ol Co., Mina Saud 50, C00
Kuwalt National Patroleum Co.,
Shuabla 172,800 14,200 19,600 DC 88,300 V
45,900 RHC
103,900 HS
Kuwait Ol | Co., Mina Al-Ahmadi 300, 000 5,600 1,300 A
Toval 684, 800 19,800 201,400
LEBANON * raq Pefroleum Cas Ltd., Tripoll 36,000 7,250 RC 4,400 6,730 HOT 12,70 V, 900 A
™Mediterranean Refing Co. Sidon 17,500 2,900 2,900 HOT
Total TR0 7% 7,300 9,530
*Refineries not in operation at present
LIBERIA Liberia Refining Co.., Monrovia 15,000 1,800 2,400 HOT 1,0V, 300 A
— 1,400 HDS
Total 15,000 1,800 3,800
LIBYA Esso Standard Libya, Marsa El-frega 8,000 1,500 3,900 T
National Ol 1 Co.:
Amal 1,800
Intisar 1,800
Zavia 120, 000 13,000 35,440 tDS
Cracking processes: Hydroprocessing: Other processing: P-Polymer i zat ion
FQC-Fluld cat cracking DHC-Disti I late hydrocracking A-Asphalt V-Vacuum dlstillation
TC-Thernofar cat RHC-Residual hydrocracking Alky-Alky lation W-Waxes
crackIng HOT-Catalytic hydrotreating C-Coking (t/d)
HO-Houdr [ f low cat HDS~Catalytic .hydrode— L-ube Manufacture
caracking sul furization
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Refineries In Africa, latin Amerlica, and Asla

Catalytic  Catalytic Hydro- Other
Conpany and Ref Inerv Location Grude Cracking Refarming  Processing Processing
Zeutina _3000
Totai 134,600 14,500 39,340
MALAGASY Societe Malagache de
Raffinage, Tamatave 16,350 2,300 5,500 HDS
MALAYSTA Esso Malaysia Berhad, Port Dickson 33,000 4,000 2,000 HOT 500V, T,T00A
Sarawak Shell Berhad, ltong 45,000
Shet! Reflning Co., Barhad,
Port Dlckson 90, 000 4,000 11,000 HOT
5,000 HXS
Total 168,800 8,000 36,000
MARTINIQUE Societe Anonyme Raffinerie
des Antllles, Fort de France 10,400 2,500 3,500 +OT
) 3,300 HOS
Total 10,400 2,500 6, 800
MEXICO Petrolecs Maxicanos:
Azcapatzaloo 100,000 23,000 FCC 26,000 tOT 48 000 v, 3,000 alky,
5(1)
Cludad Madero 169,000 25,000 FCC 15,000 33,000 HDS SO 000 v, 3,000 atky,
2,0(1) , 100,000 A, 400 C
Minatitlan 258,500 24,000 FOC 12,00 50,000 HS 56,000 v, 2,100 P, 3,000 L
21,000 TQC
Paza Rica 27,000 5,000 HOT
Reynosa 20, 500
Sa|amanca 210,000 18,000 TCC 8,000 45,600 HDS 9,200 v, 9,650 L, 3,000 A
18,000 RHC
Tula, Hidalgo . 150,000 40,000 FOC 20,000 86,000 HDS
Total 935,000 149,000 65, 000 263, 600
MOROCCO Government:
Sidiaczm 17,800 4,000 T@C 3,000 7,30 Vv
Mohammedia 50,000 6, 500 6,500 HO1
2,200 HS
_ Total 67,800 4,000 9,500 8, 700
NCTHERLANDS Lago Oft & Transport Co., Ltd.,
ANTILLES Aruta 440,000 278,000 HDS 230,000 v, 1,000 alky
Shel | Curacao NV, Emmastad 3X0,000 39,000 17,000 100, 00 +OT
25,000 HDS
Total 810,000 39,000 17, 000 403, 000
NICARAGUA _ Esso Stand. OIl SA Ltd., Manaqua 14,900 2,800 10,200 HOS 1,500 v, 800 A
MNIGERIA Nigerian Peftroleum Refining Ca Ltd.,
Alesa-Eleme 60,000 6, 500
PACI STAN Attock Qi | Cow Ltd, Rawalpindi 11,000 2,000V, 20, 155A
Nationa! Refinery Ltd.,
Korangi, Karachi 12,888 1,58 HOT 4,897 v, 1,58 L, 1,106 A
Pakistan Refinery Ltd.,
Kerangi, Karachi 30, 000 2, 500 21,000 HOT
Total 73,888 2,500 22,585
PANAMA Ref ineria Parama SA Las Mlinas,
Colon 100, 000 7,500 20,000 HOT 14,000 vV, 5,000 A
Jracking processes: Hydroproocassing: Other processing: P—Polymer|zation
FCC-Fluld cat cadting DHC-DIstitlate hydrocrackIng A-Asphait V-Yacuum disti|lation
TCC-Thermofor cat RHC-Residual hydrocracking Alky-Alkylaticn W-Waxes
crack Ing HT-Catalytic hydrotreating C-Ccking (t/d)
HDHoudr i f low cat H)S-Catalytic hydrode~ L-ubs Manufacture
cracking sulfurization
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Raflneries In Africa, latin Amrica, ad Asla

Catalytic  Catalytic Hydro- Other
Company and Refinery Location Crude  Cracking Refaming Processing Processing
PERU Petrotoos del Peru:
Conchan 8, 500 3,500V, 1,800 A
lquitos {Lorsto) 1,500
La Pampilla (Calloo) 27,000 6,000FCC 1,750 2,760 DT
Marsella (Loreto) 1,200
Fucatlipa (Loreto) 2,700 :
Talara (Plura) 65,000 16,600 FIC 2,00 v,20 L, 70 A
Total 115,900 22,600 1,760 2,700
Note: Marsella refinery operated by Occldental Petroleum under contract.
PHELL = Battan Refining Corp., Limay 112,000 10,350 TCC 22,000 47,900 HOT 18,450 v, 4,600 A
FPINES 17,100 HDS
Caltex (Philllppines {nc. Batangas 71,000 11,500 FCC 8,600 11,400 HOT 13,100 v, SO0 P
15,200 +DS
Pilipinas Shel! Petroleum Corp.,
Tabangao 68, 000 8,000 12,000 HOT
_ 6,000 HDS
Total 251,000 22,20 38, 600 109, 600
QATAR Natlonal Oil Dist. Co. Um Said 9,150 1,300 3,455 1OT
RHDESIA  Central Atrican Petroleum Ref Ineries
(Pvts) Lids, Untall 20,000 (Not In oparation, not included in total)
SAWDI Arablan American Oi | Co.
ARABI A Ras Tanura 547, 500 13,500 21,100 DS 122,700 v, 12,100 A
Jeddah Ol | Refinery Co., Jeddah 40, 600 7,800 fIC 2,300 2,300 HOT 12,10 v, 1,800 A
8,500 HS
Rlyadh Ol ! Rof inery, Rlyadh 15,100 5:3(X) 6,30 O 580 Vv, 2,50 A
3,100 HOT
Total 603, 200 7,800 21,100 41, 300
SENEGAL Soclete Africaine de Raffinage,
Dakar 18,800 2,100
SIERRA Sterra Leone Pstroleun Reflining Co.
LEONE Ltd. Freefown 10, 000
SINGAP(RE &P Reflnery Singapare Pta,
Ltd., Pasir Panjang 265,650
Esso Singapare Pvi. Ltd.,
Pulay Ayer Chawan 192,000 6,000 42,000 HOT 48,00 Vv, 5,60 L, 3,60 A
Moblile OI1 Singapere Pat. Ltd/a
Jurong 175,000 4,000 4,000 HOT
32,000 HDS
Shal | Eastern Petroleum
Ltd., Pulau Bukom 460,000 10,000 160,000 HOT
2,000 HS
Singapare Patroleum Co.
Ptes Lid., Pulau Mer!imau 65,000 16,00 HC 29,00 Vv, 2,0 A
20,000 HOS
Total 917,650 20, 000 296, 000
SOUTH BP Reflnery (Aden) Ltd.,
YEMEN Little Aden 169, 100 9,000 2,700 HOS
SRI LANKA  Ceylon Pef. Corp. Sapugaskande 38,000 3,750 15,300 HOT 1,900 v, 950 A
2,100 HDS
Total 38,000 3,750 17,400
CrackIng processes: Hydroprocessing: Other processing: P-Polymer [ zat lon
FCC-Fluid cat cracking DHC-Oisti | late hydrocracking A-Asphalt V=Vacum distiilation
TCC-Thermofar cat RHC-Residual hydrocracking Alky-Alky lation W-Waxes
cracking HOT-Catalytic hydrotreating C-Coking (t/d)
HO-Houdr | flow cat HDS-Catalytic hydrode— L-lubs Manufacture
cracking sul furization
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Table BI
Refineries In Africa, 'atin Amsrica, and Asla

Catalytic Catalytic Hydro- Other
Company and Refinary Location Crude Cracking Refarming  Processing Processing
SUDAN Shel! & BP Sudan Ltd. Fort Sudan 23,750 2,000 9, 000 HOT
SYRIA Homs Petroleun Refining Co., Homs 116,728 3,120 25016 +OT 3,465 ¥, 2,490 A, 684 C
TANZANI A Tanzanien and |tallan Petroleun i
Reflning Co. L1d, Oar es Salaam 12,200 3,500 5,000 HOT
THATLAND Esso Stenda-d Thailand Lid.,
Sriracha 25,000 5,000 17,000 HOT 6,000 v, 2,600 A
Summit Industrial Carp. (Pamam),
Bangkok 59,657 9,178 5,000 HOT 2,000 v, 1,500 A
14,684 HDS
Fang, ChlengHal 1,000 300 L
Thai Ci { Refinary Co Ltd.,
Sriracha, Cholbur, 65,000 7,000 FCC 9,000 32,000 HOT 14,500 v, 1,400 A
10,000 S
‘ Total 160,657 7,000 23,178 78,684
| TRINIDAD Texaco Trinidad Ine Polnte-
! a-Plerre 361,000 26,500 FCC 20,000 45,000 HOT 187,000 V 2,200 alky,

80,000 HS 33 P, 4,00 L
Trinidad and Tobago Ol Co. Ltd.,

Polnt Fortin 100, 000 7,000 22,000 HOT 7,50 v, 1,60 A
Total 461,000 26,500 27,000 147,000
TUNI SIA Soclete Tunisienme des Industries
de Raffinage, Bizerte 22,000 3,300
TURKEY Anmadol | Tasflyehanesi AS, Mersin S0, 000 10, 500 22,000 HOT
11,500 H)S
Istanbul Patrol Rafinerisi AS,
{zmit 120,000 24,000 FCC 10,000 13,300 HOT 80,000 v, 10,000 A
24,00 HDS
Turkish Petroleum Co. :
Allaga 62,700 5, 760 6,660 HOT 36,20 Vv, 2,70 L
Batnan 22,800 3,600 TCC 1,170 1,170 HOT 2,970 A
Total 325,500 27,600 77,430 78, 630

URUGUAY Administracion Naclonal de
Combustibles, Alachol y Portland,

La Teja, ntevideo 45,900 5,000 FCC 3,000 5,000 HDS 10,000 v, 3,500 A
VENEZUELA  Bariven:
El Chaure 40,000
El Toreno 5,400
Boscanven, Bajo Grande 45,000 15,00 v, 12,500 A
Carporaclon Vanazolam del
Petroleo, Moron 20,000 1,400 15,000 HDS 15,000 v
Deitaven, Tucupita 10, 000
Lagoven:
Anuay Bay 630,000 10,000 230,000 HDS 350,00 v, 1,400 L,
40,000 A
Caripito 70,000
Llanoven, El Pallto 105,000 7,500 7,500 HT
Maraven:
Cardon 328,800 38,400 FCC 38,400 HT 80,600 v, 4,370 hf alky
32,800 DS
SrackIng processes: Hydroprocessing: Other processing: P-Polymer | zation
! FQC-Fluld cat cracking OHC-Distl 1late hydrocracking A-Asphal+t V-Vacuum dis!l Ilatien
TCC-Thermofa: cat RHC-Res!dual hydrocracking Alky-Alky lation W-Waxes
crack Ing HT-Catalytic hydrotreating C-Coking (t/d)
HD-Houdr 1 f low cat HDS-Catalytic hydrode- L-lubs Manufacture
cracking sul furization
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Table Bt
Rafineries In Africa, lLatin America, and Asla

Catalytic  Catalytic Hydro~ Other
Company and Reflnery Location Grude  Cracking Refarming Processing Processing
San lorenzo 26,500
Menewn, Puerto la Cruz 160,000 12,000 FCC 15,000 v, 2,000 hf alky
Roqueven, San Raque Z,200 .
Total 1,446,300 50,400 18, 9500 323, 700
ZAYRE Sczir-Societe Zuiro-italienns de
Ratfinage, Mianda 17,000 3,500 5,000 HDS
ZAMBIA Indeni Putroleum Refnery Ca Ltd.,
Ndola 24,500 5,600 9,000 HDS 2,400 V
CrackIng processes: Hydroprocess ing: Othe processing: P-Polymerization
FCC-Fluid cat cracking DHC-Dlsti I late hydrocracking A-Asphalt Y-Yacuum disti|lation
TCC-Themofar cat FHC-Residual hydrocrack Ing Alky=-Alkylation W-Haxes

cracking HOT-Catalytic hydrotreating
HD-Houdr | f low cat HS-Catalytic hydrode—
cracking sulfurizaticn

C-Coking (t/d)
L-{ubs Manufacture
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N CAF PWF SCAF SFF CRF SPWF GUSF GCAF
1 1.010 ,9901 1,000 1.0000 1.0100 .9901 -.0000 -.000
2 1.020 .9803 2.010 4975  ,5075  1.9704  ,4975  1.000_
3 1.030 L9706 3.030  .3200 23400 2.9410 .9934 3,010
A 14041 09610 4,060  .2463  ,2563  3.9020 .1p4326 . 5.040
5 1,051 .9515 5.101 .1960 22060 4.8534 1.9801 10,101
f 1,062 .9420 6,152 ,1625  ,1725 5.7955  2,4710 15.202
7 1,072 L9327 T.216 .1386 1486 6.7282 2.9602 21,354
B 1,083  ,9235 8.286  ,1207  ,1307 T.6517 3.,4478 28,567
9 1.094 9143 9,369 ,1067 L1167 8.5660 3.9337 36,853
10 1.105 .9052 10,462 .0956 L1056 9.4713 4,4179 46,221
11 1.116 L8963 11.567 . 0865 .,0965 10.3676 4.9005 56,683
12 1.127 .86874 12,683 .0788 .oaaa 11.2551 5.3915 68.250
13 1.138 LRT787 13.809 L0724 L0824 12.1337 5.8607 80.933
14 1,149  ,8700 14.947 L0669  ,0769 13.0037 6,3384 94,742
15 1,161 L8h13 16,097 .0621 0721 13.3651 6.8143 109.690
16 1,173 .B528 17.258 «0579 L0679 14.7179  7,2886 125,786
a7 1.184 L8444 18,430 T .0543 L0643 15.5623 7.7613 143,044
18 1.196 .8360 19.615 .0510 0610 16.3983 8,72323 161,475
19 1.208 .B2TT 20.811 .0481 .0581 17.2260 8.,7017 181,090
20 1.220 .8195 22.019  ,0454  ,0554 18,0456 9,1594 201,500
21 1,232 Bl114 23.239 0430 .0530 18.8570 9.6354 223.919
22 1.245 .8034 244472 . 0409 .0509 19.6604 10,0998 247,159
237 1,257 L7954 25.716 L0389 7 ,048Y9 20.4558 10.5626 271.630
24 1.270 LT876 26.973 L0371 <0471 21.2434 11,0237 297,346
25 1.282 7798 28.243 .0354 0454 22.0232 11.4831 324,320
26 1,295 JTI720 29.526 .0339 <0439 22.7952 11.9409 352,563
2T 1,308 T L7644 30.821  .0324 0424 23.5596 12.3971 332.089
23 1.321 .7568 32.129 .0311 .0411 24.3164 12,8516 412,91¢
297 TTYL335 T U TE93 T 330,450 7 L0299 L0399 25,0653 13.3044 445,039
30 1.348 7419 34,785 .0287 .0387 25.8077 13,7557 478,489
31 1.361 . 1346 36,133 L0277 L0377 26.5423 14,2052 513,274
32 1,375 L7273 37,494  ,0267  ,0367 27.2696 14,6532 549,407
337 1,389 T 7201 38.869 L0257 .0357 27.9897 15,0995 586,901
34 1.403 L7130 40,258 .0248  ,0348 28.7027 15.5441 625,770
35T 1417 .76§© 41.660 L0240  .0340 29.4086 15,9871 666,028
36 1.431 .6989 43,077 .0232 .0332 30,1075 16,4285 707,688
37 1445 L6920 44,508 . 0225 .0325 30.7995 16.86R2 150.765
38 1,460 .6852 45,953 .0218  ,0318 31.4847 17.3063 795,272
39T T .aTe T .6T84  4T.412 L0211 L0311 32.1630 17.7428 B84]1.225
40 1,489 6717 48.886  ,0205 .0305 32.8347 18,1776 888,637
%1 T 1.504 .6650 50.375 .0199 L0299 33,4997 18,6108 937.524
42 1,519 . 6584 51.879 .0193 .0293 34.1581 19,0424 987,899
43 7 1,534 L6519 53.398 .0187 .0287 34,8100 19,4723 1039,778
46, 1549 6454 54,932  ,0182  ,0282 35.4555 19,9006 1093,176
457 1,565 L6391 56,481 0177 W0277 36,0945 20,3273 1148,107
46 1.580 .6327 58,046 0172 ,0272 36,7272 20,7524 _1204.589
%77 1,596 7 L6k265 59,626 ,0168 c0268 37,3537 21,1758 1262.634 |
48 1.612 6203 61.223 .0153 . 0263 37.9740 21,5976 1322.261
"&9 1.628 Y 62.835 .0159 .0259 38.5881 22,0178 1383,483
50  1.645  .6080  64.463  .0155 = ,0255 39.1961 22,4363 1446.318
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N CAF PWF SCAF SFF CRF SPWF GIJSF GCAF

1 1.020 .9804 1.000 1.0000 1.0200 " 9804 -.0000 ~,000
2 1.040 9612 2,020 L4950 L5150 1.9416 26950 1,000
3 1.061 .9423 3.060 .3268 ,3468 ~ 2.8839 L9R6R8 3,020
4 1,082  ,9238 @ 4.122 @ ,2426 .2626 3. 8077"“_113752"”, 6.080
5 1,104 9057 5.204 .1922 2122 44,7135 1.9504 10.202

6 1.126 .8880 6.308 .1535 L1785 5.6014 22,4423 15,406

7 1.149 ,8706 T 436 . 1345 . 1545 6.4720 2.97208 21,714
8. 1,172 8535 8.585 1165 L1365  7.3255  3.3961 29,148

9 1.195 .B368 9.755 .1025 .1225 8.1622 3,881  37.731
10 1.219 .8203 10.950 .,0913 W1113 8.9R826  4,3367 47,486
11 1.243 8043 12.169 7 ,0B22  .1022 9,7868 4,8021 58,436
12 1,268 .7885 13.412 V0746 «0946 10,5753 5,264 70,604
1 1.294 L7730 14,680 . 0681 L0881 11.3484 5.7231 84,017
14 1.319 L7579 15.974 .0626 20826 12.1062  6.1786 98,697
5 1,345 JT430 17,293 T ,0578 T ,0778 12.8493 7 6.6309 1{2“571
16 1,373 . 7284 13.639 « 0537 «0737 13.5777 7.0799 131,964
17 1.400 Y'Y 20.012 .6566““““76766““1412916““”7T€§€B" T§6?€52“"
18 1.428 L7002 21.412 L0467 L0667 14.9920 - 7,9681 170.616
(9 1.457 L6864 22.841 L0438 .,0638 15,6785 B.4073 192.02R8
20 1,486 L6730 24,297 .0412 L0612 16.3514 8.,R433 214,868
D) 1.516 ,6598 25.783  ,0388 .0588 "17.0112 9.,2760 239,166
22 1,546 .A468 27.299 . 0366 ,0566 17.6580 9,7n55 264,949
33 1.577 7 ,6342 T 28.845 L0347  ,0547 18.2922 10.1317 292.248
24 1,608 6217 30,422 e 0329  ,0529 18,9139 10,5547 321.093
L) 1.641 £095 32.030 ,0312 ,0512 19.5235 10,9745 351.515
26 1.673 .5976  33.671  .0297 L0497 20.1210 11,3910 383,545
T 1.707  .5359 35,344 .0283 L0483 20.7069 11.R043 '51?"516
28 1.741 .574a 37.051 . 0270 20470 21.2813 12,2145 452,561
39 T 1.775 L5631 38,792  .0258 L0458 21.8444 12,6214 Eéﬁi%ié"”
30 1.811 .5521 40,568 L0246 .0446 22.3965 13,0251 528,404
31 1,848 .5412 42.37° .0236 L0436  22.9377 13.4257 568,972
32 1.885 .5306 46,227 .0226 .0426 23.4683 13,R230 611,351
337 T 1.922 T .5202 46.112 0217 L, 0417 23.9886 14,2172 '65%:57@“‘
34 1.951 .5100 48,034 .0208 20408 24,4986 14,6083 701,690
35 2.000 L5000 49.994  ,0200 - ,0400 24.9986 14,9981 749,724
36 2,040 .4902 51.964 .0192 .0392 25.4888 15,3809 799,718
37 2,081 L4806 54,0364 . 0185 L0335  25.9695 15,7425 851.713
38 2.122 W4T12 56.115 .0178 ,0378 2644406 16,1409 905,747
§§“““é“f6: L4619 58,237 .0172 .0372 26.9026 16.5163 961.862
40 2,208 . 4529 604402 0166 ,0366 27.3555 16,8885 1020.099
Ii"”’?ﬁéSé”“‘"ﬁEKld“‘“62 610 L0160 L0360 27.7995 17.2576 1080.501
42 2,297 4353  64.862 <0154 20354 28.2348 17,6237 1143.111
i3 2,343 .4268 67.159 .0149 <0349 28,6616 17.9866 1207.973
A 2.390 L4184 69.503  ,0144  ,0344 29,0800 18,3465 1275,133
5 2.438 L6102 71.893° 0 L0139 .0339"29.4902”"1é.7034'13227635‘”
+6 2.487 L4022 74.331 .0135  ,0335 29.8923 19.0571 1416,528
V72,536 . 39437 T76.817 0 L0130 ,0330  30.2866 19.4079 1490,3859
48 2.587 3865 79.354 .0126 0326 30.A731 19,7556 1567.676
V9 2.639 L3790 81,941 .0122 L0322 31,0521 20.1003 1667.029
30 2.692  ,3715 84,579 »0118 <0318 31.4236 20,4420 1728,970
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ANNUITY TABLES FOR I= 3.0 PERCENT
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‘N CAF PWF S CAF SFF CRF SPWF GUSF  GCAF
1 1.030 .9709 1.000 1.0000 1.0300 .9709 .N000 -.000
2 1,061 .9426 24030 $6926 05226 11,9135 aggﬁ 1.000
3 77T1.093 L9151 3.091 L3235 3535 7 2.8286 .9803 73,030
4 1.126 .8885 4,184  ,2390  ,2690  3.,7171 1,6631 _ 6.121
5 1159 .B626 5.309 .1884 L2134 4.5797  1.9409 10,305
6 1.194 .8375 6.468  ,1546 1846  5.,4172 2.4138 15, 614
7 1.230 8131 7.662 .1305 L1605  6.2303 2.8819 22.082
8 1,267 L7894  B8.892 L1125 L1425  7.0197 _ 3.,3450  29.745
9 1,305 L7664 10,159 . 0984 L1284 7.7861 3.8032 38,637
10 1,364 L7441 11,464  ,0872 41172 8.5302  4,.2565 48,796
11 1.384 L1224 12.808 .N781 .1081 9.2526 4,7049 60,260
12 1.426 L7014 14.192 .0705 .1005 9.,9540 5,1485 73.068
13 1.469 L6810 15.518 .0640 L0940 10.6350 5.5872 87.260
14 1,513 H611 17.086 _ .0585  ,0885 11.2961 6,0210 102,877
15 1,558 L6419 18.599 J0538 °  ,0838 11.9379  6.4500 119,964
16 1,605 .6232  20.157__,0496  .,0796 12.5611  6.8742 138,563
17 1.653 .6050 2l.762 .0460 L0760 13.1661 7.2936 158,720
18 1,702 .5874 23.416 0427 L0727 13.753% 7,7081 180,481
19 1.754 .,5703 25.117 .0398 .0598 14,3238 £.1179 203.896
20 1,806 .5537 26.870  ,0372 0672 148775 _ 8,5229 229.012
21 1.360 .5375 28.676 . 0349 L0649 15,4150 8.,9231 255,883
22 1.916 .5219 30,537  .0327  L,0627 15,9369 9.3186 284,559
23 1.974 .5067 32.453 .0308 L0608 16,4436 9,7093 315,096
24 2,033 ,4919 34.426 .02%0  ,0590_ 16.9355 10,0954 347,54¢
25 2,094 L4776 364459 L0274 .0574 17,4131 10,4768 381,97¢
26 2.157  ,4637 39,553  ,0259 .0559 _17.8768 _10.B535 418,43°
21 2.221 .4502 40,710 0246 L0546 18.3270 11.2255 456,98t
28 2.288 4371 42,931 ,0233 __,0533 18.7641 11,5930 497.69
297 T T 2,357 T ,e243 45,219 L0221 .0521 19.1885 11.9558 540,62f
30 2,427 L4120 47,575 0210  ,0510 19.6004 12,3141 585,84:
31 2,500 L4000 50.003 .0200 ,0500 20.0004 12,6678 633,42:
32 2,575 __~_3883_ 52.503  ,0190 L0490 20.3888 13,0169 683,42
33 772,652 T 3770 55.078 .0182 .0482 20.7658 13,3616 735.92f
34 2,732 3660 57.730  .0173 L0473 21.1318 13,7018 791.00¢
35T 2,814 . 3554 60.462 .0165 L0465 21.4872 14,0375 848,73t
36 2,893 .3450 63.276 __.0158 .0458 2148323 14,3688 909,19¢
37 2.985 . 3350 664174 .0151 ,0451 22.1672 14,6957 972,47
38 3,075 ¢3252 69,159 L0145 L0445 22.4925 15.01R82 1038,64!
397 3,167 .3158 72,234 .0138 .0438 22.8082 15,3363 1107,R80!¢
40 3.262  ,3066 75,401 __ ,0133  ,0433 23.1148 15,6502 1180.04
%1 3,360  .2976  18.663 .0127 L0427 23.4124 15,9597 1255,44.
42 3,461 .2890 82.023 .0122 W042c 23.7014 16,7650 1334,10
63 3,565 ,2805 85,484 L0117 L0417 23.9819 16,56A0 1416,13
44 3,671 ,2724 89,048 L0112  .0412 2%4.2543 16,8629 1501,.61:
457 73,7827 2644  92.720 .0108 L0408 24.5187 17.1556 1590.66
46 3,895 .2567  96.501 L0104 ,0404 24,7754 17,4441 1683,38;
47 74,012 .2493 100.397  .0100 L0400 25.0247 17.7285 1779.89.
48 4,132 L2620 104.408 L0096 .0396 25.2667 18,0089 1880,28
AN 4,256 .2350 108,541 .009? ,0392 ¢25.5017 18,2852 1984,68i
50 4,384  ,228l1 112.797 .0089  ,0389 25.7298 18,5575 2093.22
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"~ ANNUITY TABLES FOR I= 4.0 PERCENT
CAF PWF SCAF SFF CRF SPwWF GUSF GCAF
L 1.040 L9615 1.000 1.0000  1.0400 <9615  =.00n0 -.000 |
Y 1.082  ,9246  2.040  .46902 _ .5302_  1.8861 e4902 _ 1.000 |
3 1.125 .8890 3.122 .3203 .3603 2.7751 .9739 3,040
b 1.1700 8548 4,246 42335 0 .2755_  3.6299  1.4510  6.162 |
3 1.217 .R219 5.416 . 1846 .2246 4,45168 1.9216 10.408
) .. 1.265 +7903 6.633 £1508 L1908  5.2421 243857 15.824
7 1.316 . 7599 7.898 .1266 . 1666 6.0021 ?2.8433 22,457
b 1369 £ 7307 9.214 L1085 L1485 6.,7327  3.2944 30,356
) 1.423 L7026 10.583 . 0945 . 1345 7.4353 3.7391 9,570
) 1,480 ATS56 12.006 .0833 #1233 8.1109 44,1773 50,153
. 1,539 .6496 13,486 L0741 «1141  8.7605  4,6090 62,159
) 1.601 L6246 15,026 0666 .1066 9.385)1  5,0243 75,645
] 1.665 L5006  16.627 L0601 .1001 9.9856 5.,4533 90,671 |
+_1.732 5775 18,292 _ .0547 _ .0947 10.5631  5.8659 107.298 !
y 1,801 .6553 20.024 .0499 0899 11.1184 6.27721 125.590
y 1.873 .5339 21.825  ,0458  ,0858 11.6523  6.6720 145,613 |
" 1,948 ,5134 23,698 06422 0822 12.1657  7,0656 167,438
} 2.026 .4936 25.645 .0390 20790 12.6593 7.6530 191.135
j T2.107 LGT46 2T.671 .0361 w0761 13,1339 7.8342 216,781
) 2,191 L4564 29.778 .0336 W0736 13.5903 B8.2091 244,452
2,279 T ,a388 T 31,969 T L0313 TUL,07137 71400292 7 B.5779 274,730
' 2.370 ,4220 34.248 .0292 L0692 1446511 8.9407 306,199
; 2.4565 L4057 36,618 ,0273 T ,0673 14.8568 9,209737 340.447T
: 2,563 .3901 39.083 .0256 10656 15,2470  9,6479 377,065
" 2.656 L3751 41.546 . 0240 L0640 15.6221 9,9925 416,148
2.772 .3607 44,312 226 ,0626 15.9828 1o<;312 457,794
T 2.883 L3468 47,084 L0212 L0612 16,3296 10,6640 502,105
; 2.990 .3335 49,968  ,0200  ,0600 16.6631 10,9909 549,190
i 3.115 .3207 52,966  .0189 ,0589 16.9R837 11.3120 599,157 °
: 3,243 L3083 56.085 L0178 0578  17.2920 11,4274 652,123
T 3,373 L2965 59,328 L0169 ,0569 17,5885 11.9371 708,208
' 3.508 .2351 62.701 _.0159 0559 17.8736 12.7411 767,537
. 3,648 L2741 66,210 . 0151 .0551 18.1476 12,5396 830,238
3,794 .2636 6£9.858 20143 «0543 18.4112 12,8324 R96,443
» 3,946 2534 73.652  .0136  ,0536 1B.6646 13,1198 966,306
, 4,106 L2437 77.598 .0129  .052%9 18.9083 13,401R 1039,958
‘ 4,268 L2343 81.702 Lole2 0522 19.1426 13,6784 1117.556
4,439 .2253 85.970 L0116 «0516 19.3679 13,9497 1199,258
Y Rle T T L216677790.4097 0 L0111 L0511 19;5845'“1a;é1s7“123575?§““
4,801 L2083 95,026 .0105 .0505 19.7928 14,4765 1375,638
4,993  ,2003 99,827 0100 0500 19.9931 14,7322 1470.663°
5.193 .1926 104.820 .0095 .0495 20.1856 14,9828 1570,490
5.400 L1852 110.012 7 7.0091  L049) 2003708 T15.2784 1675.310
5,617 L1780 115.413 .0087 .0487 20,5488 15,4590 1785.322
TTEJRAY T 1712771214029 T L.0083 .0483 20.7200 15.7047 1900.,735"
6.075 L1646 126,871 .0079 20479 20.8R47 15,9356 2021,764
6,318 ,1583 132.945° ,0075 0675 21.0429 16,1618 2148,.635
6.571 .1522 139.263 .0072 #0472 21,1951 16,3832 2281.520
6,833 L1463 145,834 ,0069 ’.0469"m2173115"“1€.6000 24720.3543 1
7.107 1407 152.667 . 0066 «0466 21.4B22 16,R122 2566,677

...__—-—.-____..—_——---—_—_————-——-——-..-..-—-.—_—-——-_———--————_-——_-—__—-—————--—--—---.-.-



http:19.58-45.14

TABLES FOR I= 5,0 PERCENT

ANNUTTY
N CAF PWF " SCAF SFF CRF SPWF Gl)SF GCAF
1 1050 . 9524 1.000 1.,0000 1.0500 .9524 -,0000 -.00
2 1.103 29070 2,050 48783  ,5378 1.8594 4878 1 _g_(_)_
3 1.158 . 3638 3,152 .3172 L3672  2.7232 L9675 3.05
4 1.216 _-§221_~“ 44310 .2320 22820 3.5460_ 1.4391 = 6.20
5 1.276 L7835 5.526 1810 .2310 4.3295  1,9025 10.51
6 1.340 W 7462 6.802 1470 L1970 5.0757  2,3579 16,03
7 1.607 L7107 8,142 1228 L1728 5,7864 2.R(52 22 .84
B 1,477 6768 9,549  .1047 _ ,1547  6.4632  3,2445  30.98
9 1,551 YY) 11.027 L0907 L1407  7.1078  3,6758 40,53
10 1.629 .6139 12.578  .0795 L1295  7.7217__ 4,0991 51,55
11 1.710 =L 14.207 0706 o 120% 8,3064 4 ,5144 A4, 13
12 1.796 ,5568 15.917 .0628 .1128 8:§@33 4.,9219 8,34
13 1.886 .5303 17.713 . 0565 ,1065 393A 5.3215 94,26
le 1,980 L5051 19599 «0510 NgAOJOMA_9““996 547133 111.97
15 2.079 L4810 21.579 . 0463 L0963 10.3797 e 7073 131.57
16 2,183 L4581 234657 20423  ,0923 10,8378 6,4736 153,15
17 2,292 4363 25.840 .0387 L0887 11.2741 6.8423 176.80
18 2,407 4155 28.132 » 0355 L0855 11,6896  7,.2034 202,566
15 2.527 . 3957 30.539 .0327 0827 12.0853 7.556% 239,78
29 2,653 + 3769 33.066_ 0302 _ .0802 12.4622 7.5030 261.31
21 T 2.786 .3589 35,719 .0280 L0780 12.8212 8,°416 294,38
22 2,925 .3418 38.505  .0260 L0760 13.1530  8,5730 330,10
23 73,072 W22 414430 L0241 L0741 13.4886 8,8971 368,61
24 3,225 .3101 44,502  .0225 0725 13.7986 9,2140 410,04
25 3,386 .2953 41,727 ,0210 «0710 14.0936 9.5238B 454,54
24 3,556 2812 51.113 L0196 ,0696 14.3752  9,82866 502,26
27 0 TETIIZ T TLEB78 T T84.6640 T L0183 0683 14,6430 10,1224 553,38
28 3,920 .2551 58,403 L0171 L0671 14,8981 10,4114 608,05
29 TT&.116 5429 62.323 L0160 T .0660 15,1611 10.6936 666,45
30 4,322 .2314 664439 .0151 20651 15.3725 10,9691 728,77
YT TR S8 2704 F0.761 NEES L0641 15.5928 11.2381 1795.71
32 4,765 .2099 75.299 00133 .0633 15.8027 11.5005 865,97
33 TS Te03 T T II998 T B0. 064 0 L0125 .0625 16,0025 11,7546 941,27
34 50253 .1904 85.067 ,0118 .0618 1641929 1. ,0063 1021.33
3577 5,516 18137760.320 0 L0111 T L0611 16.3742 12,2498 1106.40
36 5,792 1727 95,836 20104 20604 16,5469 12,4872 1196.72
37T 6,081 L1644 101,628 . 0098 L0598 16,7113 12,71R5 1292.56
38 6,385 L1566 107.710 ,0093 20593 16.8679 12,9440 1394,19
T30 TR 705 ,1491 116,095~ ~.00R8 L0588 17.0170 13,1636 1501.90
40 T.040 L1420 120.800 .0083  ,0583 " 17,1591 13,3775 1615,99
Bl T 392 T 1353 127.840 0 .0078 L0578 17.2944 13,5887 1736,79
42 7,762 .1288 135,232 $0074 L0574 17,4232 13,7884 1864 ,63
43 3,150 1727 162.993 L0670 20570 17.5459 13.9857 1999,.86
44 8,557 L1169 151,143  L0ub6 0566  17.6628 14,1777 2142,.86
45 8,985 L1113 159.700 L0063 00563 17,7741 14,3644 2294,0N
4k 9o @34 L1060 168,685  ,0059  ,0559 17.8801 14,5461 2453,70
T T 779,906 0 L1009 178.119 .0056 L0556 17.9810 14,7226 2622,38
45 10,401 .0961 18B8.025 .0053  ,0553 18,0772 14,8943 2800,5u
FYTTTT0.921 0916 198.427 .0050 L0556 18,1687 15.0611 2988,53
50 11,467  .0872 209.348  ,0048 .0548 18.2559 15,2233 3186.9¢

____.._.._—.--_—...........-._..__......_..--...—__._—_—-.-—-___.._.-_.----._-—_——-—-—_._.._...—_...-._—..._a-




—ARROTTY TABLES FOR 1% 6a0 PERCERT ™

= s G LD e W WL -y T D A e T W D T - W W W s ams ST W

CA PWF S5CAF SFF CRF SPWF GUGF GCAF

1 1.060 .9434 1.000 1.0000 1.0600 L9434 -sN000 -.000

2 1l.124  .8900 2.060  .4854 5454  1.8334 4884 1,000

3 1,191 .8396 3.184 .3141 L3741 2.6730 .9612 3.060

4 le262  .7921  4.375  .2286 .2R86  3.4651  1,4272 6,244 _
S 1.338 L7473 S.637 L1776 L2374 “,2124 1.8836 10.618

6 1.419 L7050 6.575 L1436 2034 4.,9173  2,3304 16,255

7 1.504 .6651 8,394 <1191 01791 5.5824 2.7676 23,231

8  1.594  ,62T74% 9,897  ,1010 L1610  6.2098 3,19%2 31,624
9 1.689 .5919 11.491 L0870 L1470 6.8017 3.6133 41,522
0 1.791 5584 13,181 _.0759 _.1359  7.3601  4,0220 53,013

1 1.898 .5268 14,972 .0668 L1268 7.8869  4,4213 66,194

2 2,012 L4970 16.870  .0593 .1193 8.3838 4,R113  8),.166
32,133 L4688 18.882 . 0530 L1130 8,8527 5,1920 98,036

4 2.261 . 4423 21.015 L0476  ,1076 9.2956 5,535 116,918

g 2.397 T 4173 23.276  .0430 .1030 9.7122 5,9240 137.933
6 2.540 .3936 25.673 .0390 «0990 10.1059 6.2794 161,209
?“"““5?6@3““““?@711“m 28,213 7 7354 77,0954 1044773 A,5240 186,881
8 2.854 .3503 30,905 L0324 L0924 10.8276 6,9597 215,094

g 3,026 L3305 33,760 .0296  L.0896 11.1581 7.2°947 246.000

0 3,207 .3118 36.786 .0272 L0872 11.4699 7.6051 279.760

17 TTF.4007 T L2942 39,993 ,02500 L0850 11.7641  7,9151 316,545
2 3.6064 L2775 43,392 .0230 L0830 12.0416 R,2166 356.538

3 773,820 0 .Znl8 45,996 0 L0213 T ,0813 12.3034 8,5099 399,930
4. 4,049 L2470 50.816 L0197 0797 12.5504 8,7951 446,926

5T T4,292 L2330 54,855 L0182 L0782 12.7834 T G.0722 467,742

6 4,549 ,21938 59,156 L0169 L0769 13.n032 9,3414 552,606

T T4, 872 20747 83,706 0 W01/ TTTJ0757 13.2105 09,4029 611,763
3 $.112 L1556 6£8.528 0145 .0746 13,4062 9,8568 675,469

9" TG EIR T T T18E T T 730640 T J0136 T L0736 1305907 10.1032 743,997 7
0 5,743 L1761 79.058 .0126 L0726 13,7648 10,3422 817,636

1 6,048 L1643  B4.802 L0118 L0718 13.9291 10.5740 896,695

? 6.453 . 1550 90.890  ,0110 20710 14.0840 10,7988 981,496

3 6,841 L1462 7 97,343 .0103 L0703 14.2302 11.0166 1072.386
6 7.251 .1379 104.184 0096  L,0696 14.3681 11,7276 1169.729

5 T 7.686  ,1301 111.435  ,00970 L0690 14,4982 11,4319 1273,913
6 3,147 .1227 119,121 0084  ,0684 14.6210 11.6298 1385,348

7 8.636 L1158 177,268 .0079 L0679 14,7368 11,8713 1504.469
8 9,154 .1092 135.904 L0074 L0674 14,8460 12.00A5 1631,737

o 9,704 7 ,1031 145.958  .0069 L0669 14,9491 12,1857 1767.641

0 10,286 L0072 154,762 L0065 0665 15.0463 12,3590 19172.699

1 10.9203 L0917 165,048 L, 0CHh1 0661 15,1380 12.52A4 2067.461
2 11.557 . 0865 175.951 .0057 .0657 15.2245 12,6883 2232,509

3 12.250  .0816 187.508 .0053 L0653 15.3062 12,8446 2408,460

4 12.985 L0770 199.758 .0050  .0650 15.3832 12.9956 2595.967

5 13,765 L0727 212, 744 L0047 .0647 15,4558 13,1413 2795,725
6 14,590 0685 226,508 .0044 .0644 15,5244 13,2819 3008,469

7 12,466 7, 0647 241.099  ,00641 T L0641 15.5890 13,4177 3234.977

3 16,394 L0610 256,565 0039  ,0639 15.6500 13,5485 3476,075

9 17,3787 L0575 272.958 . 0037 L0637 15.7076 13,6748 3732.640

0 18,420 .0543 290,336 L0034 S0FZ+ 15,7619 13,7964 4005.598
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ANNUITY TABLES FOR I= 7.0 PERCENT

N CAF PWF SCAF SFF CRF SPyF GUSF GCAF

1 1,070 09346 1.000 1.0000 1.0700 29346  =.0000 - 001

2 1145 8734 2,070  .4831 45531 _1.8080 24331 1.00
3 1,225 LR163 3.215 .3111 .3811 2.6243 .9549 3.07
4 1.311 L7629 4,440 ,2252 .2952  3,3872  1.,4155  _ 6,28¢

5 1,403 L7130 5.751 1739 .2439 4,1002 1,8650 10,72¢

6 1.501 .6663 7.153 .1398 .2098 4,7665  2,3032 16,647

7 1.606 .6227 Be654 1156 .1856 5.3893 2.7304 23,h62¢

8 1.718 .5820 10.260  ,0975 L1673 5.9713  3,1455  32.28:
""" 9 1,838 .5439 11.978 . 0835 01535 6.5152  3,5517 42,54
10 1.967 .sqgg 13.816 6724  ,1424 7.0236  3,9461 54,52
11 2.105 L4151 15.784  L,0634 . 1334 7.4987 4,3296 68,33
12 2.252 L4640 17.888 . 0559 .1259 7.9427 4,.7025 846,12
13 2.410 L4150 20,141 L0497 .1197 8.3577 5.0648 102.00°
14 24579 .3878 22,550  .0443_ .1143  8,7455  5.4167 122.15!
15 2.759 L3624 25.129 .0398 .1098 9.1079 5.75R3 144,70
16 2,952  ,3387  27.888 _,0359 _  .1059  2.4466  6,0897 169,82
17 3.159 L3166 30.840 .0324 ,1024  9.7632  6.,64110 197,71
18 3.3890 .2959 33.995 L0294 ,0994 10,0591 6,7225 228,55!
19 3,617 L2765 37.379 .0268 ,0968 10.3356 7.0242 262,55
20 3.870 « 2584 404995 _ .0244 0944 10.5940 7.3163_ 299,93t
21 4oa1641 L2415 44,865 .0223 .0923 10.8355 7.5990 340,93
22 4,430 .2257  49.006__  .0204  .0904 11.0612 _ 7,8725  385,79!
23 by T4] .2109 53,436 .0187 .0887 11.2722 8,1369 434,80:
26 5,072 L1971 58.177 L0172 L0872 11.4693 R,3923 488,23
25 5427 .1842 63.249 L0158 L0858 11.6536 A,639]1 546,41"
25 _5.807 1722  6B.676  _.0146  ,0846 11.8258  B.,RT73 609,66
27 6.216 .1609 74,484 .0134 L0834 11.9867 9.1072 678,34!
23 6.649 1504  80.698 .0124 WAn08?4 12,1371 _ 9,3289 752.82¢
29 7,114 L1406 87,347 0114 L0814 12.2777 9.5427 833,52
30 7.612 .1314 94,461 .0106 .0806 12,4090 9,7487 920,86
31 B,145 .1228 1072.073 .0098 L0798 12,5318 9.9471 1015,32¢
32 8,715 L1147 110.218 .0091 L0791 12.6466 10.1381 1117,40;
33 9.325 L1072 118,933 .0084 L0784 12.7538 10.3219 1227.62
34 9,978 .1002 128.259  ,0078_ L0778 12,8540 10,4987 1346,55:
35 10.677 ’.0937 138,237 L0072 L0772 12.9477 10.5687 1474,81;
36 11,424 .0875 148.913 .0067 20767 13.0352 10,8321 1613,04
37 12.224 .0818 160,337 .0062 L0762 13.1170 10,9891 1761,96
38 13.079 0765 172.561  .0058 .0758 13.1935 11,1398 1922,30
‘39 7713,995 .0715 185.640 « 0054 L0754 13,2549 11,7845 2094,.86
40 14,974 .0668 199.635  .0050 L0750 13.2317 11.4233 2280.50
41 16,023 .0624 214.610 20047 L0747 13.3941 11.5565 2480.13
62 17.144 .0583 230.632 .0043 20743  13.4524 11,6842 2694,74
43 18,344 L0545 247,776 .0040 L0740 13.5070 11,RnAS5 2925,37
44 19,628 .0509 266.121  ,0038 L0738 13.5579 11,9237 3173,15
45 21,002 .0476 285,749 T.0035 L0735 13.6055 12,0360 3439,27
46 22,473 .0445 306,752 ,0033 _ _,0733 13.6500 12,1435 3725,02
4T 24,046 .0416 329.224 .0030 L0730 13.6916 12,2463 4031.77
4R 25,729 .0388 353,270 ,0028 __.0728 13.7305 12,3447 4361,00
49 27,530 L0363 37B.999 .0026 w1726 13.7668 12.4387 4714.27
50 29,457 L0339 406.529 = _.0025 = .0725 13.8007 12,5287 5093,27
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TANNUITY TABLES FOR I=

o A can M D S e e S SIE & W SN My €/ i T D W G TV e s o T TP amp o ) GO Gah AP S SO0 B TIP A e B e Pep A Bes TS W WD G TP R e gy, S S g g SUR G4 WD D eh i s e s VS T 00 B e S P A s e

8,0 PERCENT

CAF PWF SCAF SFF CRF SPWF GlISF GCAF

1 1,080 .9259 1.000 1.0000 1,0800 29259  ~,n0n0 -.000
2 1,166 .B373  _ 2.080 _ ,4808  ,5608_ _ 1.7833  .,4808 1,000
3 1.260 .7938  3.246 .3080 .3880 2.5771 LG4LAT 3.080

4 1,360 L7350 4,505 .2219 _,3019  3.3121 _ 1.4040 = 6,326
5 1,469 L6806 5.867 .1705 .2505 3.9927 1.R465 10.833

6 1.587 .6302 Toe336 1363  ,2163  4.6229  2,27A3 16,699

7 1.714 ,5835 8,923 1121 .1921 5.2064 2.6937 24,035

8 14851  .5403 _ 10.637  .0940  L,1740  5,7466  3,0985 32,958 _
9 1,999 .5002 12.488 .0801 21601 6.2469  3,4910 43,594

0 2,155 J4632 14,487  .0690  ,149¢  6.7101  3.8713  _56.082
1 2.332 L4289 16.645 L0601 51401 7.1390 4,2395 70,569

2 2.518 .3971 18.977 .0527 L1327 7.5361 4,5957 214

3 2.720 L3677 21.495 . 04665 . 12R5 ©.9038 4,9402 106,191

4 2,937 __.-2&95__m2%_zlsvpmﬂ30ﬁl3myH 21213 _ 8.2442  5,2731__ 127,687
5 3,172 .3152  27.152 .0368 .1168 8.5565 5,5945 151,901
6 3.4258 «2919  30.324  .0330  _.1130 8.8514 5,9046 _179.054
7 2,700 2703 33,750 .0296 ,1096  9.,1216 6,2037 269,378

8 3,996 ,2502 37,450 L0267 L1067 9.3719  6,4920 243,128

9 4,316 L2317  4l.446 L0241 L1041 9.6036 6,7697 280.578

’ 0 4,661 L2145 63,762 L0219  ,1019  9.818)  7.03A9 322,025

(1 5.034 .1987 50,423 .0198 .09987 10,0168  7.2940 367,787

> 2 5,437 .1839 55,457 .0180 .0980 10.2007 7.,5412 418,209

»3 85,871 U703 60.893° T ,0164 ,0964 10.3711 7,77”A 473,666
b 4, 64361 L1577 664765 .0150 .0950 10.5288 B.0N6A 534,559

PS T 6,848 L1460 73.106 L0137 L0937 10.6748 S.P754 601.324
26 7.396 L1352 73.954 .0125 e0925 10.8100 8.4352 674,430

7 T T 7. 988 T T L 1252 AT.351 0 L,011% .0914 10.9352  R.A3A3 754,385

by 8,627 .1159 95,339 .0105 .0905 11.0511 R,RA289 841,735

59 T 9.317 7 ,107377103.966 . 0096 L0896 11.1584  9,0133 937.074
30  10.063 .0994 113,283 .0088 .0888 11.2578  9,1897 1041,040

31 10.863 .0920 123.3%46 .0081 ,0881 11.3498 9,3584 1154.323

32 11.737 .0852 134,216 .0075 L0875 11.4350  9,5197 1277,669

313 712,676 0789 145.951 .0069  ,0869 11.5139 9.A737 1411.883

34 13.690 L0730 158,627 .0063 L0863 11.5869 9,8208 1557.833

35 7 14,785 0676 172.317  .0058  ,0858 11,6546 9.9611 1716,460
36 15,968 .0626 187,102 ~ .0053 «0853 11,7172 10,0949 18BR, 777
377 T17.246 L0580 203.070 0049 L0849 117752 10,2225 2075.879

38 18.525 .0537 220.316 .0045 L0845 11.A289 10,3440 2278,949
3977 720.115  ,0497 238,941 S ,00472 TT7.0842 11.8786 10.4597 ?4091565“”“
+0 21,725 .0460 259.057 .0039 +0839 11.9246 10,5699 2738,206
Y1 23,462 77,6426 280.781 .0036 ,0836  11.9672 10.6747 2997.263
42 25,339 L0395 3064.244 ,0033 .0833 12.0067 10,7744 3278,044

+3 27,367 L0365 3729.583 L0030 ,0830 12.0432 10.8692 3582,288
WA 29,556 .0338 356.950 ,0028 .0828 12,0771 10,9592 3911,871

vS 31,9720 0 L0313 386.506 S .00256 L0826 12.1084 11,0447 4268,820
46 34,474 L0290 418.426 L0024 L0824 12.1374 11.1758 4655,326

Y7 37,2327 0269 T 452.900 @ L0022 T.0822 12.1643 11.20728 5073.752
43 40,211 .0249 490.132 .0020  ,0820 12.1891 11,2758 5526,652

Y9 T 43,407 023077 530.363 77T L0019 TL0R19 12.21227711.3451 6ni6,. 704

50 46,902 0213 573.770 .0017  ,0817 12.2335 11.4107 6547,127




ANNUITY TABL‘_Q FOR = 9,0 PERCENT

N CAF  PwF "SCAF SFF CRF SPWF GlIsF GCAF

1 1.090 L9174 1.000 1.0000 1.0900  .9174 «,00n0 . 00!
oz 1,188 8‘&1? 2_ 0‘;}_0_'______}‘7’35 _»_.5685» 1. 7_591__“ __.i?F!S__ 1. Q_Ol
3 'f;§§§'"”“‘77¢2 3.278 .3051 ,3951 2.5313 L9426 3.09¢

o 1.412 7084 4,573  ,2187 .3087  3.2397 1.3925 6,36

5 1.539 6499 5,985 L1671 5571 3.8R97 1.8282  10.94"

6 1,677 .5963 7,523 .1329 ,2229  4.6859  2,2498 16,92
7Ty 828 L5470 9.200 ,1087 .1987 5.0330 2.A574 24 ,44¢

8 1,993 .5019  11.028  ,0907 1807 _ 5.5348 3.0512  33,65¢
9T 272 "4604 13.021 .0768 1668 5.9952  3,4312 44,67
10 2,367 <4224 15,193 .0658_ .1558  6.4177 33,7978 57.69¢
11 2.580D .3@75 17,560  .0569 . 1469 6.8052 4,1510 72.39:
12 2.813 .3555 20,141 .0497 ,1397 7.1607 4,4910 90, 45;
1T 3,066 .3262 22.953 L0436 .1336 7.4869 4.,8182 110,59
14 3,342 .2992 26,019  ,0384 L1284  T.7862  5,1326 133,564
153, 645‘““"'5745“‘“39“161"" .0341 L1241 8.0607 S.4346 159,56¢
15 3,970 .2519 33.003  ,0303  ,1203  8.3126 _ 5,7245 188,9%
17T, 338 .2311  36.97¢& L0270 170 8.5436  6,0024 221,03
18 4,717 L2120 £1.301 e 0242 1142 8.7556 6,26R7 358.91
19 5,142 L1945 46,018 L0217 L1117 8.9501 6.5236 300,.20°
20 5,604 L1784  51.160  .0195 L1095 9.1285 _ 6,7674 34b.¢é
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CAF PwF GCAF SFF CRF SPWF GUSF GCAF

1 1140 LBTT2 1.000 1.0000 1.1400 L8772 -.0000 -.N00

2 1,300 .7695  2.140 L4673  ,6073 le6as7 4673 1.000

3 1,482 HTS0 3.440 2907 L4307 2.3216 ,9179 3.140

4 1,689  .5921  4.92]  ,2032 __,3432 2.9137 1.3370 6,582

5 1,925 .5194 6,610 1513 W 2913 3,4331 1.7369 11.501

6 2,195 4556 8.536 »1172 n 2572  3.RR837  2.17218 18,111

T 2,502 .3996 10.730 L0932 .2332 4,2883 2.4832 26,666

8 2,853 .3506 13.233  ,0756  ,2156 446389  2.8246 37,377

9 3,252 L,307% 16,085 ,0622 .2022 4,94664 3.1463 50.610

0 3,707 L2697 19.337  ,0517 L1917  5.2161  3,4490 66,695

T 4,226  ,2366 23,0645 04634 L1834 5,4527 3.7333 86,032

2 4,818 L2076 27.271 G367 L1767 5,6A03 3,994 109,077

3 5,492 L1321 32.0A89 L0312 L1712 5.R424 4,26491 136,348

4 /,261 1567  37.581  ,0266 .1666 6,0021  4,48)9 168,436

S 7.138 L1401 43,842 .0228 L1628 6,1422 4,090 206,017

5 8,137 .1229 50,980 L0196 L1596 6.2651  4,801) 249,860

779,274 L1078 B9L.11R T L, 0169 L1569  6.372Z9  5,60488 300,840

8 10,575 © 0946 68,3964 0146 (1546 68,4674 5 2430 359,458

§ 12,056 L4825 78,960 L0127 L1527 T6.5€04 G.ar43 4pAa, 382

0 13.743 L0728 91.025 0110 L1510  6,.6231 _~5 5734 507,321

17 T15U668 T L0635 104,768 L0095 L1495 T 6.6870 L7111 598,346

2 17.861 L0560 120.436 .0083 .1483 6.7429 S,D?QI 702,114

3 20,3627 07,0461 138,297 0 L0072 L1472 6.7921 5,9549  #23.550

3 23,2172 .0431 158,659 .0063 <1463  6,8351  A,06524 961,847

S TPe 460 L0374 181,871 0055 L1455 7 TELRT29 6.1610 1170.506

g 3N, 167 ,0331 268,333 L0048 el4ad ©,9061 6,25146 1302,377

T 34,390  .0291 23R8.499  ,0042 L4427 6.93%2  6.3342 1510,709 7

‘A 39,204 ,0255 272,889 L0037 L1437 6.9607 H,6100 1749,209

9T 4E 693 T T Jp22s T 312,054 7T 0032 T 16327 6.9830 T 66,4791 2022.098 7

0 50,950 L0195 356,787 .0028 L1428 7.0027 £,5423 2334,192

1 8E.033 0T72777a67,737 L0025 1425 70199 T 6,008 2690.979 7

¥ 66,215 L0151 465,820 ,0021 1421 7.0350 6.6522 309R,716

377 75,485 T L0132 832,035 7L, 0019 0 L1419 0 TL.0482  6.,6998 3564,.536

A 86,053 L0116 607.520 L0016 L1416 7.0599 6.7431 40956,571

57798100 L0102 /93,5737 L0014 L1el4s T.0700 0 6.78724 4704.,091

6 111.834 L0089 791,673 .0013 .1413 T.0790 6,A1R80 5397.663

(7 127,491 0078 G03.507  .0011 — L1411 T.0868 6,8503 6189,336 i

8 165,340 0060 1030.998 L0010 <1410  T7.0937 6,796 7n92,843

i@"f@éﬁé&?"‘"‘00060"117b 2338 7 L.0009 0 L1409 7.0997 6.9060 91?3"A41

.0 188,884 .0053 1342.025 L0007 W1407 A7.1050 6,9300 9300,179

1 215?3?7‘"”’?d&hé'l%jo;qu"' L0007 L1407 7.1097 £.951610642,7204

2 240,473 ,0041 1746,236  ,0006  ,1406  7.1138 _ 6£,971112173.113

3777 279,839 L0036 1991.7009 . 0005 . 1405 7.1173 6,998613919,349

4 319,017 0031 2271.548 -0004 _,.laoav_df 1205  7.004515911,058

5 353,679 ”"‘.0027 2590.565  .0004  .l404 7.1232  7.018818182,606 "‘1

6 416,594 .0024 2954,244  ,0003  ,1403 “7,1256 7.031620773,17)1 |

7 472,637  ,0021 33568.838 .0003 .1403 T.1277 7.043223727.4146

B 538,807 .0019 3841.475  ,0003  ,1403  7.1296 _ 7,053627096,.252

9 614,239 0016 4380.282 .0002 1402  T.1312 7.053030937.728

0 700,233  .0014 4994,521  .0002 31“O?”mw711327 . 7.071435314,010
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TANNUITY TABLES FOR I=15,0 PERCENT

N CAF PWF S CAF SFF CRF SPWF " GIISF GCAF
1 1.150 .B696 1.000 1.0000 1.1500 . 8656 -.0000 -,000
2 1,323 .7561 _ 2.150___,4651 _ .6151 1.6257  .4551__ 1,000
3 1.521 L6575 3,473 .2880 »4380 2.2832 L9071 3.150
4 1,748 ,15718___m41993. _.«2003 _ .3503 2.8550  1.,3262 ___ _f.4k22
5 2.011 L6972 6,742 .1483 .2983 3.3522 1,728 11,616
) 2313  ,4323 Bo754 L1142 _.2642 _ 3.7845  2.0972 _ 18,358
7 2,660 .3759 11.067 . 0904 L2404 4,1604 2.449A4 27.11¢
B 3.059 _ .3269 __ 13.727  ,0729 = .2229 _ 4.4R73 _2,7813_ 3R,17¢
9 3.518 L2843 16,786 . 0596 . 2096 4,7716 3,0822 51,90¢
10 44046 2472 20.304 L0493 ,1993 5.G188 3.3832 __6R,.A9]
11 4,652 ,2149 244,349 .0611 21911 5.2337 3.6549 88,99¢
12 5,354, _ ,1869  29.002 . 0345 . 1845 5.4206  3,9082 113, 34!
13 6,153 .1625 34,352 L0291 L1791 5.5831 a L1438 142, 34¢€
s 1,076 __,__1_{;__1_3__ 40,505 L0247 L1747  5.7245 64,3624 176,69¢
15 8.137 .1229 47,580 .0210 1710 S.8674  4,5650 217.20:
16 9,358 21069 55,717 L0179 L1679  5.5542 46,7522 264,787
17 'TG'TET”“““'oqzo 55,075 ,0154 L1656 6.0472 4,9251 320,501
13 12,375 .0808 75.836 .0132  .,1632  6.1280 5.0843 385,57¢
19 14.232 L0703 8,212 L0113 ,1613 6.1982 5.2307 461.41¢
20 16,367 0611 102.444 .0098 .1598  6.2593  5,3651 549,62¢
217 T 18,822 77,0531 118.810  .0084 L1584 6.32125 5.48983 652.061]
22 21,645 L0462 137 632 .0073 21573 6.3587 5,6010 770,87¢F
23 24,891 L0402 159,276 .0063 .1563  6.3968 5.7040 908.50¢
24 26,625 .0349 184,168 .0054 1554 6.4338 5.7979 1067, 78¢
25 32,919 .0304 212.793 L0047 1547 64641 5,8834 125)1,95:
24 37,857 L0264 245,712  .0041 21541  6.4906  5,GA12 1464 ,74¢€
27 743,835 .0230 283.565  .0035 » 1535 6.5135 6.0319 1710,45F
28 50,066  .0200 327.104  ,0031 ~ ,1531 = 6.5335 £,0960 1994,02]
29 7 57,575 0174 377.170 L0027 1527 6.5509 6.1541 2321.13]
30 66.2172 L0151 434,745 .0023 .1523 6.5650 _ 6,2n56 2698,30]
|
|
o - |
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"AMNUTTY TABLES FOR I=16.0 PERCENT

s AP s AR B WY AP TP A e PFY W G v O s MR SR S e e TP Y THp W5 SRS W D D i ) W —— > S G o mgp WSS M I e B e w3 T D e s i G R W @ e = . T T S B S W . S W aag

CAF PWwF SCAF SFF CRF SPWF GLISF GCAF

1 1,150 .8621 1.000 1.0000 1.1600 . 8621 -.0000 -.000

2 1.346 7432 2,160 _ .4630  ,6230 1.,6052 L4630 1,000
3 1.561 L5607 3.506 . 2853 V4453 2.2459 L9014 3.160

o 1.811  .5523 _ 5.066_ L1974 3574  2.7982  1,3156__ 6,666 _
5 2.100 L4761 6.877 L145% .3054 3.2743 1.,7060 11,732

b 2,436 L4104 8.977 1114 2714  3.6R47  2,0729 18,609

7 2 .826 7. 3538 11.414 L0876 L2476  4,0386 2.4169 27,587

8 ...3.,218 nfioiﬂ_____,l‘*nzeo __s0702  .2302  4,3436  2,7388 39,001
9 3,803 L2630 17.519 . 0571 2171 4.6065 3.0391 53,241

0 4,411 2267 21.321  ,0469 L2069 4,R332 3.3187 70,759
1 5,117 T .1954 25,733 .0389 1989  5.0286 3.57R33 92,081

2 5,936 .1685 30.850 L0324 .1924 5.1971  3,R189 LLZ~51ﬁ_ L
3 6.886 L1452 36,786 L0272 L1872 5.3423  4,0413 148,664

4 7,938 1252 43.672  .0229 L1829  5.4675  4,2464 185,450
5 9,266 L1079 514660 .0194 .1794  5,5755 4,64152 229,122

6 10, 74R .0930 60.925  .0164 L1764  5.6685  4,40R6 2R0.781

T 12. . 468 .03§A5'2'_"—~'_7'_I.67‘3m B .VOi”M) ) .174() 5.7487 4,7A/76 341,706

B 14,463 L0691 R4, 141 L0115 L1719 5.8178  4,9130 413,379

9 16,777 . 0596 98.603 .0101 L1701 7 S.8775  5.0457 497.520

0 19,461 .0514 115.380 .0087  ,1687  5.9288 5,14Kh6 596,123
1 22,574 L0443 134,841 L0074 L1674 5.9731 5,2766 T711.503
2 26,186 L0382 157.415 L0064 L1664  6.0113  5,3765 B46,344

'3 '36:375 ””“20325”“1837561'"“'TOOSA"W"fi654 6.,04642 5.4671 1003.759

4 35,236 .0284 213,978 0047 1647  6.0726  5,5490 1137,360

5 40.874 0245 249,.,2]6 L0040 L1640 6.0971 5,6230 1401.338

6 47,414 T0211 290, 088 L0034 L1634 6.1182 5,6898 1650.552
77 55,000  .018Z '337.502  .0030 L1630  6.1364 5.7500 1940,.640 i
'3 63,800 0157 392,503  .0025 L1625  6.1520  5,3041 2278,1472
@‘“”7ifbﬁ§“““ T6135 485,303 .0022 .1622  6.1656 5,852R 2670.645

0 85,350 .0116 530,312 .0019 .1619 6.1772  5,8964 3126,948
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e e e — - e e e e e -__‘.____“_.,-‘{



TANNUITY TABLES FOR T=17.0 PERCENT

D — - T . A o T T cp g VD TED PP W S A SR S D S G e ST D gy wpn) S A SR N T e G T S A Sk T T Yt G T NS G ar S SR oy e T S D St e ts e e S D G EED e W v R o

N CAF PwF SCAF SFF CRF SPWF GIJSF GCAF
1 1.170 LRS4T 1.000 1.0000 1.17607 78547 T Z.0000 -, 00
2 1.369 .7305  2.170 L4608 .6308 1.5852 L4608 1,00/
3 1,602 TL6244 3.539 L2826  .4526  2.2096 .8958 3T
4 1,874 .5337 5_}&}“_“m.1945__"_.3645m 2.7432 ”1,3051“_" 6.70¢
5 2.192 L4561 T.01¢6 L1426 .3126 3,1993 1.6893 11.86¢
6 2,565 .3898 9,207 .1086 .2786  3.5892  2,0489 18,R6¢
7 3.001 .3332 11.772 .0B49 .2549 3.9224 2.3845 ?8.07"
3 3,511 ~”28_49_;3_.__‘14 T73 L0677 2377 4.2072 2.6A949  39,84!
9 4,108 L2434 18.285 . 0547 2247 444506 2.9870 54,61t
10 4.307 -2980 22,393 L0447 2147  4,6586  3,2555 72,90
11 5.6264 L1778 27.200 .0368 L2068 4,.R364 3,.5635 95,29:
12 65,580 L1520 32.824 .0305 22005  4.9884  3,7318 122,49
13 7.699 .1299 39.404 «N254 . 1954 5.1183 3 Q417 155,31¢
14 9,007 L1110 47,103  ,0212  ,1912 5.2293  4.1340 194,72:
15 10,536 , 0949 56.110 .0178 c1B78  5.,32472 4.3098 2461 ,82¢
15 12,330 ,0811  A6.,649  ,0150 L1850  5.4053  4,4702 297,93
17 14,4286 L0693 78.979 .0127 .1827 7 85,4746 4 61A7 364,58.
18 16,879 L0592 93.406 .0107 .1807 5.5339 JJ48R  443,56;
19 19,748 L0506 110,285 L0091 L1791 5.5845 4 L8539 536, 964¢
20 23,106 .N433 130.033 L0077 1777 5.6278 4,9775 647,25
21 27.,03&  ,0370 153.139  .0065 = 1765 5.664B  5_07%7 T777.28¢
22 31,629 L0316 180,172 .0056 1756 5.6964  5.1641  930,42¢
2377 37,006 L0270 T211.801 0 L0047  J1T4T 5.7234  5.2436 1110.59¢
24 43,297 .023)1 248,808 L0040 1740 5.7465 5,3149 1322, 39
25 750,654 L0197 232.105 L0034  ,173% 5.7662 5,3789 1571,
26 59,270 L0169 342,763 .0029 1729 5.7831 5.4362 1863, 3u
2T 69,2457 T T Dlva T Twy2,032 7 L0025 J1725  B5.,7975 & _,4RT3 2205‘67
28 81.134 L0123 471,378 .0021 1721 5.8099  5,5379 2608,]10¢
29 94,927 " .,0l0% 552,512 ,0018  ,1718 5.8204 5.5736 3079, 48"
30 111.065 L0090 647,439 L0015 J1715 5.8294  5.6098 3631,99¢
—————————————————————————————————————————————————————————————————————————— -{




T ANNUI|Y TABLES FOR I=18,0 PERCENT

| CAF pwr SCAF SFF CRF SPWF GlISF GCAF

1 1.180 LB4TS 1,000 1.0000 1.1800 L8475 0.0000 0.000

2 1392 L7182 2.180 4587 L6387  1.,5A54 JESRT 1,000

3 1.643 L6086 3.572 L2799 L4599 2.1743 R 3,180

4 1,939 L5158 S.215  ,1917 W3717 2.6901 1.72947 A,7152 i

s 2.288 L4371 7,154 . 1398 L3198 2,1277 1.6728 11.968

6 2700 3704 9.442 . 105° L2859  3.4976 __ _2.0252 19,122

7 3,185 .3139 12,142 . 0824 L2626 8115 ?.3526h P8.564

3 3,759  ,2660 15.327 L0652  .2452 4,0776 2,6558 40,706

G 4,435 2255 19,086 L0624 2324 4,300 2,935AR S56.033

0 5,234 L1911 23,521 0425 22225 4, 4941 3,1936 75,118

1 6.176 ,1A19 28,755 L0348 214R 4,A560 33,4303 93,640

2 7,238 1372 34,931 . N286  ,2086 407932  3.6470 127,385

3 8,599 L1163 w2 219 L0237 L2037 74,9005 T 3,3449 152.326

4 10. 14f , 0989 50,818 L0197 w1767 5.0081 4,070 204,545

50 11,974 ,0A35 T A0,965 LN154 L1964 5,M916 4,207 255,363

6 _14.1?3 _ “.g7oe> 72.939 L0137 21937 5.1624 4,339 316,328

T 1k.AT2 L0600 AT.068 «0115 1915 S.2223 4 L4708 389,267 ’

8 19,673 <0508 103,740 _ ,0096 1836 "b 2732 -hﬁg59jb- 4f6~3?5

8) 23,21¢% L0431 123,616 «00831 . 1831 5.3162 L7002 880,075

0 27.393 20365 146,628  ,0068 L1868 5.3%27 _,/QTQ _703 80

32 324 030y 74,021 L0057 L1857 S.38%7 0 4 ,8851 850,117

¢ 38,142 0262 206.3L5 L0048 ,lﬂaa 5.4099 4,9632 1024,138

3 45,008 L0222 244,487 «0041 L1841 5,411 55,0379 1230442

4 53,109 L0188 PRY.494 L O0N35 L1835 5.4509 5,0950 1474,969

5 kP AAu 01RO 342,503 L0029 . 1829 5.4669 5,15072 1764,454

6 73, %uam 00155 .nwa?79 0075 .1825 S,4804 5,1691 2107.067

787280 L0115 479,22 L0021 821 3.4019 5 .2455 2512,339

8 102.967 T0097  Gah. 481 L0018 L1818 5.5016  5,2R10 2991,5

9 121.301 ~ .00B2 6A5.447  ,0015 L1815 5.5098 5.2149 3558,061

0 143.371 20070 790,948 L0013  LJ1B13  5.5168  5,3648 4227,489
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TUANNUTITY TASLES For 1=19.0

PERCENT

- —— - W > S n A D s S U U e man S W i B VD mam e T R pap et KT WD G5 kh S WS e ST B S oY WO S Bap NS B e e WU LS s e TP T ALy G S Sy S T ah e g vt e Gt S TR SR S Ty s W e S O

N CAF pwF sCAf SFF CRF SPWF GIISF GCAF
1 1.190 .5403 1.000 1.0000  1.1900  R403 L0000 -, 00!
2 lo®l6  ,7062 2,190 4566 6166 1.54A5 “wjuﬁﬁém_ 1,00
3 1.685 L5934 3.606 L2773 L4673 2.1399 JBR4EH 3.19
e 2.00% L4987 5,291 L1890 .3790 2.6386 1.2R44 6,79
5 2.386 L6190 T.297 ~1371 3271 3.0576 1.A566 12,08
5 2-; 8‘.’0 -';S 1 9 L ° 1 0,33 . v”’g JJ .,_..3.' {‘O(JH .. B,p_O_qu. . __.13_':,,3_&
7 3,379 ., 2959 12.523 L0799 L2699 3,7057 . 3211 29,06
B 4,021 ,2487 15,902 _.0629 2529 3.095%4 _.?,ﬁ1%< 41,59
9 4,185 n,,go 19.0923 .0502 22402 4.1633 2 RARGH 57.49
A0 54695 _,__-z756 _ 2% 7u2“Mp_gD&95wu_.a2;05__”4f3389- ”,yl33lmwwllhﬁk
1. 6,777 1476 30,404 .0329 22229 » 6865 33,3589 102,12
12 8,064 .1240 37.180 0269 L2169 4o~10u 3,545 132,52
13 G.556 L1062 45,244 £0271 2121 4,7147 3.7509 169,70
le LIA%ZO___“,0876 _ 5h B4l L0182  .2082  4.8023 _ 3,9196 214,95
15 13,590 L0736 T66.261 L0151 .2051 4.B759 44,0717 2&9.79
1A 1A, 172,‘__m9518 79,850 0125  .2025 4.9377_ 2086 336.05
17 19,244 L0520 26,022 s0106 L2004 4,9897 4.3%14 615,90
18 22,901 ,0417 115,266 ,0087 . 1687 5.0333 4,46613 511.92
19 27.252 L0367 133,166 L0072 L1972 5.0700 4,5394 627,19
20 32,429  ,0308 165,418  .0060 L1960  5.1009 _4,6768 T65.35
21 8,591 L0259 197.847 L0051 L1951  5,17268 4.7045 930,77
22 45,923 .0“18 236.438  ,0042 .1942 5.1486 4,7734 1128,A2
23778645 ,0183 T 2RZ.362 0 L0035 .1935 5.1668 4,8344 1365,06
24 65,032 0154 337.010 .0030 01930 5.1822 44,8883 1647 ,42
25 77,388 L0129 402.042 L0025 .1925 5,1951 A.°359 1984 .43
26 92,092 L0109 479.431  ,0021  ,1921 5.2060 _ 4,9777 2386.47
27 109,549 .0091 "5T7i.522 L0017 L1917 5.2151 5,0145 2RA5,90
25 130,411 L0077 581,112 .0015 .1915 5.2228 5,04A8 3437,43
2977185 ,189 T T 0064 RI1.523  L,0012 @ ,1912  5.,2292 5.0751 411R,54]
30 184,675 L0054 G66.712 0010 .1910 5.2347 5,0998 4930,06
=434~




CANNUTTY TASLES FOR I=2n,0 PERCENT

s LS G G - AT sk GD G PS e €y SR ) RS A WD T N e P D sy ey LD G G A GED G G G S T S M e TN S e T S s g S ST Gt Gae e P T PR e Gy s e — P ThS W Wy S T . S - . a——

T L Y D D VIR S . T S50 LI GIF s WV S B¢ R VA CEe e eas TS I ey s R D S R S S M M - S G T e T W e T Sie g T T i cum > TR T S e G e S e T G T W S = . S T ey o

1,200 ,8333 1.000 1.0000 1,2000 .B8332 ~.0000 -.000
1,440 6944  2.200  ,4545 L6545 1.5278 45645 1,000 _
1.728 .5787 3.640 2747 JHTGT 2.1065 LART91 3.200
2,074 ,4823 5,368  ,1863 .3863  2.5087 1,2742_  6A,R40
2.488 L4019 T T.442 01344 .3344 2.99056 1.6405 172.208
_2.986  ,3349 9.930 21007 43007  3.3255 __1.9788__ 19,650 __
56583 .2791 12.916 20774 L2TT4 3.6046 2.7902 29.580
4,300  ,2326 16,499 = ,0606 = ,2506  3.8372 2,5756  42.495
5,160 .1938 20,799 0481 2481 4.,0310 ?.A3A4 58,995
6,192 .1615 25.959  ,0385  ,2385  4,1925 3.0739 79,793

7.430 L1346 32.150 L0311 S L,2311 4.3271 3.2893 105.752
.. B:%16 _,“LAIEE 39.581 .0253  .2253  4.4397  3.484]) 137,903
10,699 L0935 4B 497 .0206 2206 4,5327 3.4597 177,483
12,835 0779 _59j;9§AA*w:gl§9"___.2169 4.6106 3.8175 225,980
15,407 L0640 72.035 .0139 22139 4,A755 3.9588 285,176
18,488 L0561 RT.642 L0114 2114 4,7296 4,0851 357,211
70 22,135 T ,04S1 105.931 < ,0094  ,2n94  4,7746 ,1976 444 653
A 26,623 L0376 123,117 .0078 .2078 4.8122 4.7975% 550,583
9 31,9438 L0313 15%.740 L0065 ,2065 4.8435 " 4.3963 67@"766"’“

J 38,338 .0261 186,688 «0054 2054 4.8696 4.4643 833,440

Wil ="' Lo N & W'y »—-l

DRUES

- T £ @13 o T TP Mk e Y ) TUD P TP T TED AR M P = Mo S T g ey I G T S S W G e T A W > B A S w— TS --—._—————-——--———-_—————————-_—-—_—




FRGTSY TABLES FOR 15555 PERCENT -

. > - - S - D e Y T Bt Sm W e . A Y ¥ S A S T T UTE e T TR g (e YOS G Y A R T ST T WD S D G e e KNG VIR S Ve P G oy ey TS TS @ (e e i S S s G wun e or LT SRS TS SHS S v g S S48 m—

N CAF
1 1
_.c 1
3 1

Iy
5
A
~ 2o
]
-
19 9,313

117 1. ek2 L0859
12 14,552

3.052 .32
3.815

NZ:7B§“—_~—‘——_-
5950
7.651

13 718,190
14 22,737
15 28,422
15 35,527
17 44,409
18 55,511

GCAF SFF CRF GtiSF GCAF
1.000 1.0000 1.2500 0.0000 0.000
2.250 cUHbGh « 6944 “444_-_L19Q9
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CANNUTITY TABLES FOR I=30.0 PERCENT
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"TASLES FOR I=40.0 PERCENT
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ANNUITY TABLES FOR 1=50.0 PERCENT
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APPENDIX D

SOLUTIONS TO EXERCISES
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Dl. MATRIX MULTIPLICATION

First compute the produce CT, viz

1 1 4414
10010} =
2 25525
01101
3 6 36636
—
(3x2) (2x5) (3x%5)
followed by the multiplication
14414
234 2550 s 2+6+12 8+15+24 8+15+24 2+6+12 8+15+424
567 5+12+21 204+30+42 20+430+42 S+12+21 20+30+42
36636 ~
(2x3) (3x%5) (2x5)
B ct = A

20 47 &7 20 47
38 92 92 38 92

D2, MATRIX DETERMINANTS

3 8
6 16

lA' = 3x16 -~ 6x8 =0 Matrix is singular,
row 2 equals twice row 1

Nl

A= 'Al = 3x2 ~ 7x7 = =43
g
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D7. MATRIX REPRESENTATION OF RESIDENTIAL DEMAND IN THE DOMINICAN REPUBLIC

Using the same notation as in Section 3.4, the Basic Energy demand

assignment matrix D is the 3x] matrix

1 Lighting
1 = Cooking
1 Misc. Appliance

The Basic Energy demand matrix & is
[0.155 0 0
0 7.8 0
0 0 o.osgj
Since appliance use 1increases &4-fold. Thus the vector of basic energy

demands is

0.155 [T17] 123.69
d = 7.8 1| [798] = |6224.
0.052| | 1 41.49
(3x1) (3x3) (3x1) (lxl)
1097 [ 7] 110%u)  [uol2y
i

Basic energy demand by end-use device, y, is given by

FB.Z r- 24.7
0.8 123.69 99,
y = 0.24 6224, = 11493
0.76 41.49 4728
1.0 41.5
L. - - —
(5x1) (5x3) (3x1) (5x1)

In this case, no dual appliance use occurs, so Z is the identity matrix (and

can be ignored). Fuel consumption f is then glven by
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£
(4x1)

O OO
OO +~O

o~ OO0
- O OO0
O O = C

W T y

(4x5) (5x%x5) (5x1)

1

L
0.25
1.0

L

0.3

0.2

F'24.7
99.

1493.

4728.
41.5

100

—d
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0.7

140.5
4797.6
23640

Kerosene
Electricity
Charcoal
Firewood



D8. IMPACT OF ENERGY TAXES

If the supply cruve 1is flat, and the demand for kerosene is coupletely

inelastic, then a tax of size t has the following impact

¥ D
P
Price
p*
t
Po S0
>
Qo Quantity
Q
At the new price P*, the quantity of kerosene consumed stays unchanged.
Government revenue 1s (P* - Pg) * t, which is borne entirely by con-
sumers. Note that because consumption remains unchanged, foreign

exchange outlay also remains unchanged.

This result holds true even if the supply curve has an upward slope:

D
P 4 So+t=5'
Price
t
S
p*
Po
/
r 4
Qo Q
Quantity
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D3. Import Quotas

The supply and demand curves might be drawn as follows:

%

p*
0il
Price,
($/bbl) _—’—”“‘_’,,——
P ——
>
Q* Q Crude Imports

(109 bbls)

Prior to the import quota, equilibrium exists at point P, Q. We show the
supply curve as essentially flat, on the assumption that world oil prices are
independant of consumption in our hypothetical country. If we restrict oil
imports to Q%*, consumers would be willing to pay as much as P*, If prices
were not allowed to rise to this level, and remained at P, a black market in

011 would occur.
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D10. ADDITION OF CAPACITY VARIABLES TO THE ENERGY SYSTEM LP

To the formulation of (5.27);
Min CyX + C9Xy + C3X3
S.t. Glxl

]

GoXo
G3X1 G4X3
GeXy  GgXq

oA
O O v o

we add the acpacity constraint for energy supply and energy conversion as

HiXy = Wg < Wy
HpX3 = W S W,

~and add to the objective function the term
(xsws + A W.) CRF
where

Ag = cost per unit of new capacity of energy supply

Ao = cost per unit of new capacigy of energy conversion facilities
Wg = new energy supply capacity

W. = new energy conversion capacity

Wg = vector of existing capacity of energy supply facilities

Qc = vector of existing capacity of energy conversicn facilities

H; = coefficient matrices

(@]

=]

(5]
]

capital recovery factor

Capital expenditures are subject to an overall limitation of A, then the

capital constraint is
AgWg + AW, <k
The complete primal problem now reads as follows

Min C1X1 + C2X2 + C3X3 + CRF - Asws + CRF;\CWC

s.t G1X4 =D
GoXo <Ss

G3x, G4X3 =0
GsXy  GgXs =0

H X5 -IW, < We

HoX4 ~IW, < We

AgWg AcWe <k
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from which the dual follows immediately as

T T et =
Max D WD + S WS + wsnw+ vaC + kvk
t GT GT ! <C
5.5 "1 3" =¥
T T .
GZWS Gsn Hlnw S C2
T, T. T
Gan G61T HZWC T _<_ C3
Iww Aswk < CRF - AS
T
I A m, < CRF * )

c ¢ K C

Ty represents the dual assoclated with the capital constraint, and therefore
indicates the value to the energy system of an additional unit of capacity.

me and m. represent the value to the energy system of an additional unit of

exlsting capacity.
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D13. Interpretation of the ASS Matrix

The non-zero elements in the ASS matrix

= transmission loss factor

te = Btu loss in coal cleaning

o = efficiency of oil fired electric plants

c = efficiency of ccal fired electric plants

r] = Btu of crude required for i Btu of residual

ry = Btu of crude requirsd for 1 but of gasoline

fj = generation mix coefficients

00 0y 0y 0] [xi] [0] [rim+mxg +0=x7] (1)
0 tc _E. 0 0 0 O X9 0 Xote + _E.x3 +0=x (2)

N, .
0 0 tr 0 00 . X3 0) trx3 + £.x7 +0 = X3 (3)
0 0 0 0 —i- 0 0] . (x4l +|0] = —lxs + C = x, (4)
M Mo

00 0 0 t 0 £ X5 0 texs + £x7 + 0 = x5 (5)
00 0 0 00 O X6 Yo 0 + Yg = x| (6)
00 0 0 00 O [q E’7 i 0 +Yy = xu 7

since from (t), xy = Yy, substituting in (5) we have

trXS 4 on7 = x5

hence

£.Y7

X5=___
(1"tr)

Substituting x5 into (4)

x4 = 1, £,Y7

and substituting x4 into (3)

th3 t+ ch7 = x3
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hence

f.Yy

X B ————
3T -t

substituting x3 into (2)

Xot. + _i . fcYy

—_—C = X9
which, after rearrangement, yields

1, £.Y7 . 1
M. 1~ ty) (1 - tyo)

X2 =

finally, substituting in (1)

X1
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Dl4. RATE OF RETURN

Solution Approach: Determine annual depreciation expense. Then deter-
mine net annual cash flow, calculate tax payable, then determine after tax
DCFRR.

1) Depreciation Schedule: Dpreciation rate = 2 x straight-line
rate = 2 x 0.2 = 0.4

Yr Initial Value Depreciation Book Value
1 12000 12000 x 0.4 = 4800 7200
2 7200 7200 x 0.4 = 2880 4320
3 4320 4320 x 0.4 = 1728 2592
4 2592 = 592% 2000
5 2000

*Depreciation determined on the basis of IRS regulations that

prevent deprecilation to below salvage value.
ii) Annual Cash Flow

(3 1/3% of $12,000) $4500 Labor Savings

$400
T

First il¢ 2i$ 3L$ 4|y Si} $500 Maintenance

Costy
§12K 1 X2 X3 Xy . Xg
+ X3 = Income Tax
iii) Tax Calculation: 1 2 3 4 5

1. Gross 4500 4500 4500 4500 4500
2. (0+M) (500) (500) (500) (500) (500)
3. (Depreciation) (4800) (2880) (1728) (592) 0
4, Taxable Income (-800) 1120 (2272 3408 4000
5. Tax at 48% (~-384) 537 1090 1635 1920
After Tax Cash
Flow
(1)=(2)-(5) 4384 3463 2910 2365 2080

2000

iv) DCFRR 1s given by that discount rate for which
4384 + 3463 + 2910 + 2965 + 2080
(14r)  (1+r)2  (1+r)3 (1+r)4  (1+r)3

11600 =
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First Cost $800, 000

10th Year Cost

800,000 x PWF(lO,lZZ) 257,520
O

200,000 x SPWF(ZS,IZZ) 146, 580

133.33 0.0588

SCAF(25,12%)-25
0.12

1000 x

x PWF(25,12%) 53,081
$1,257,181

Gradient to Present
Worth Factor

Option A has tbe higher net present value; hence B 1s recommended

(assuming both meet the same objective).
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