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ABSTRACT
 

Data management provides the link between the 
raw data set and the analytical process. With the 
complex sets collected in the Consequences project 
data management is not an easy process. In this
 
paper we review the various basic requirev,-:nto for
 
effective data management and then examine the
 
alternative approaches from raw data storage through
 
to specific data handling packages. It is proposed
 
that the best way to handle the data in order to
 
satisfy project requirements is to simultaneously 
run FMDCAS and develop more complex systems. 
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INTRODUCTION
 

In a large and complex study such as the Consequences of
 
Mechanization effective data management provides the key link between
 
the data collection and the analytical stagcs. Within this context
 
we define data management as commencing at the attainment of a "clean"
 
data set and terminating at t~he achievement of the simple data file
 
required for analysis. Many alternative data management strategies
 
are possible, each of which will require different relative levels of
 
programmer-analyst-computer capability. The purpose in this paper
 
is to review some of the options available for storing the vast
 
amounts of data collected from the four research sites, and to
 
propose an appropriate strategy.
 

THE PROBLEM
 

Up to twenty nine different questionnaire forms were completed
 
for each of the households included in the survey component of the
 
study. Six different forms were used for farm recordkeeping. Additional
 
data were also collected to help in generating some aggragate values.
 
These can be stored for future use if desired.
 

The data collected may be summarized conveniently into a number
 
of major areas, namely households, household members, land parcels,
 
crop production, productive livestock, draft livestock, machinery,
 
other assets and disposal of produce. The major areas may be considered
 
as individual files and, if necessary, sub-areas may be specified within
 
each of the major areas. By definition, each household on the survey
 
provides one set of observations for the household file. However it
 
is clear that each household may provide 0, 1 or many observations for
 
the other files. This will depend, among other things, on household
 
composition, whether it is a farm or landless household and, if a farm
 
household, whether it is mechanized or non-mechanized.
 

Given the magnitude of the data collection effort, vast quantities
 
of information have been gathered. If there are to made readily available
 
to analysts, special care must be taken in defining data structures.
 

A range of options may be considered for this purpose. They are
 
reviewed in detail in the following section.
 

BASIC CONSIDERATIONS
 

There are several approaches to data storage and management, the
 
application of which depends on the availability and efficiency of the
 
system. If a data management system is available, an evaluation should
 
be conducted based on the objectives of the application. These objectives
 
vary from application to application. Furthermore, the degree to which
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each objective is given significance differs from an application
 
to another. For research studies the constraints include:
 

Tools available. A rajor consideration in selecting a data
 
management and analysis system is availability of sufficient facilities
 
and tools for general data processing and analysis needs. Desirably,
 
the system should have facilities for:
 

a) information storage and retrieval;
 
b) data modification
 
c) report writing;
 
d) analysis;
 
e) file handling.
 

The system should have programs and routines to accomplish these
 
objectives available for use by researchers who will perform analysis
 
on the data. Should a desired program not be available, the system
 
should enable the researcher to develop his own program without know
ledge of computing fundamentals.
 

Ease of use. Though the system may have good tools for data
 
management and analysis, difficulty in using the system will prevent
 
maximum utilization of its facilities. Ease-of-use is an important
 
consideration in selecting a system. Although having a competent
 
programmer may be able to provide a solution, it is not always possible,
 
or beneficial, to have one available. It is usually better for a
 
researcher to perform his own analysis, but this is only possible
 
if the system chosen is easy to learn and use.
 

Performance and efficiency_. It is expected that the data
 
management system will produce data sets and output in a relatively
 
short period of time. Often, research studies require immediate
 
suiaries and initial analysis of the information gathered. The
 
system should be able to function effectively in establishing the
 
data set and generate the output in the shortest possible time. This
 
is good performance. Associated with good performance is efficiency
 
or cost. Naturally, ..n economic system is desirable without sacrificing
 
good performance.
 

Access flexibility. An iomportant aspect of an effective data
 
management system is its ability to access part of the data set on the
 
basis of some criteria or classification. In many instances, researchers
 
wish to limit analysis to some information or group of observations.
 
In addition, they sometimes require a different format to enable
 
transfer of data to another applications program. Further, requirements
 
sometimes call for information to be extracted from different data sets.
 
These and other needs call for flexible data access facilities.
 

Data modification, integrity and security. Different applications
 
require different degrees of modification to the data set once it is
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established. Not only may there be changes to specific information,
 
but the creation of additional information from available data
 
sometimes required. It is advantageous for the system to have
 
facilities for which can be readily executed. This, however, brings
 
up the problem of data security and integrity. Unauthcrized or
 
accidental modification must be avoided. The amount of modification
 
done should be controlled and the system should contain facilities
 
to control and record changes. Should a change be made on an
 
observation, related data sets must also be checked to maintain
 
a consistency.
 

Transferability. Some research studies require that data be
 
used in several installations. If this is a major requirement, due
 
consideration should be given to the availability of the system at
 
several installation3. Otherwise, data transfer would be difficult,
 
if at all possible. This problem may be overcome by using a system
 
which can be transferred from ijitallation to instailation wibhout
 
legal or system constraints. Alternatively, the system should either
 
be one which is widely available or, at least, generate a set of data
 
in a format accessible to differpnt computer environments.
 

Documentation. For data rianagement with a large number of
 
expected users, documentation i3 a must. Problems arise when data
 
items cannot be defined exactly. Keeping track of the contents of
 
data sets is very difficult. Information often gets lost and this
 
causes problems, for undocumented or badly documented files. It is,
 
therefore, preferable to have a system which is self-documenting or
 
requires researcher to document files and other data processing work.
 
Work is easier for other researchers if data are properly and well
 
documented.
 

APPROACHES
 

Using the above criteria, we can evaluate some of the common
 
!pproaches to data management. It should be noted that the following
 
approaches are not mutually exclusive. Frequently, they are overlapping
 
when applied. The following breakdown has been so presented for
 
simplicity.
 

Raw data storage. Data are transferred to computer-readable
 
medium for latar computer processing. This form constitute a raw
 
data file. To retrieve data in this form and perform some analyses,
 
program package3 may be used without a package-defined data set being
 
created (creating a package-defined data sets will be discussed later).
 
With this approach, data are maintained as raw data and the researcher
 
are free to select the package of programs he wants to use. He can
 
develop his own program for specific applications. The tools and
 
facilities available to the researcher varies with the programs to
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which he has access and his expertise in developing his own programs.
 
Ease-of-uoe will also depend on the exposure of the researcher to
 
the program he proposes to use. Maintaining the raw data is however
 
difficult. Each time an analysis is done, the researcher must
 
define foimats to read the data. Additional work is entailed with
 
additional programming requirements for every analysis. Performance
 
and efficiency is also low as program development takes a considerable
 
amount of time. Working on raw data also poses difficulties in pro
cedures requiring complex data access. Moreso, modifications on
 
the raw data files is not straightforward. In addition, there is
 
no guarantee to the integrity and security of these data files.
 
Another disadvantage of this approach which often is overlooked at
 
the early stages is docum-ntation. Documentation is required to
 
keep track of information on data items, variable codes, etc.
 
On the other hand, the main advantage of keeping data in the raw
 
form is transferability. For this one reason, it may be advantageous
 
ta maintain raw data files as a back-up while using anothbr data
 
management package for applications. Others use this as a starting
 
point should there be problems in using more sophisticated data handling
 
and analysis systems.
 

General Data Analysis Package
 

Systems consisting of programs and facilities for general data
 
handling and analysis work may generally be as general data analysis
 
packages. Examples are Statistical Analysis System (SAS), Statistical
 
Package for Social Sciences (SPSS), and the Biomedical Computer Programs
 
(BMDP). These provide many or all of the basic tools needed for data
 
analysis, namely:
 

1) Data storage and retrieval;
 
2) Data access, computation and modification;
 
3) Programming;
 
4) File handling;
 
5) Data analysis;
 
6) Report writing.
 

With a good selection of a general handling package researchers are
 

provided with the tools they will need. Because these packages are
 

developed for general use, ease of use can be expected. Because of
 

the many facilities and options offered to users by these packages
 
This is counteracted
use of programs from these systems may be costly. 


by savings in time and effort caquired to develop programs. Data and
 

data sets access flexibility is dependent on the package selected.
 

SAS, for example, is very flexible in accessing data sets and data
 

to generate new data sets. Data modifications are easy to execute.
 

Documentation is required to create package-defined data sets.
 

Variables have to be defined and files need to be defined. Even then,
 
researchers will have to utilize these facilities for his best benefit.
 

Transferability is sometimes a problem. Data sets created and defined
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for a particular package cannot be accessed, in general, in another
 
installation if the system is not available. The trend shows, how
ever, that more and more computer centers are installing these
 
general data analysis packages.
 

Specific data handling program
 

An alternative approach to data management and analysis is
 
through a specific data handling program. Programs of this type
 
are input and output specific. Data collected should conform to
 
the requirement of the system. Data formats should also follow the
 
specifications of the program. Output from this program are of a
 
specific format. An example of this type of system is the Farm
 
Management Data Collection and Analysis System (FMDCAS). The tools
 
provided by this type of systems vary. Some will have very limited,
 
others will have sufficient routines. Researchers must therefore
 
know the facilities they have before plunging into using the
 
system. These systems are easy to use if all requirements are
 
satisfied at data collectioa and computerization. This may not be
 
easy to achieve. Deviation from the specified rules of the system
 
can create several problems. Adding or d~leting information to that
 
required by the system will pose a lot of problems. In general,
 
adding new routines is difficult. Other problems encountered in
 
this system concern data access and modifications. Almost always,
 
additional programming will be required to access part of the data
 
set or if a new data set format is required. However, if the
 
requirements of the system are satisfied by the data gathered, and
 
all of the research output required can be provided through the
 
system, this will be the ideal system for that research project.
 
Such a system can provide output in a short time and at less cost.
 
It is easier to transfer the system for installation at other
 
computer centers. Because of its specificity, documentation is not
 
a problem.
 

PROPOSED STRATEGY
 

At this stage in the project the major emphasis should be on
 
analysis rather than collection of additional data. Further the time
 
limitations imposed suggest that one strategy should be adopted to
 
provide a short-run set of analyses, whilst an alternative strategy
 
should be adopted for the logn-run. The strategies for the survey
 
and farm record-keeping data may differ since the objectives and
 
potential uses of the data are vastly different. We now propose
 
strategies for each of these systems.
 

Survey data
 

Short-run analysis of the survey data should concentrate on
 
obtaining rapid answers to some of the critical mechanization issues,
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even if at the cost of some data loss. Hence FMDCAS is suggested
 
as the appropriate mechanism. Pr.igress with modification of the
 
Consequences-designed data sets is described in subsequent papers
 
by Webster, and Wicks and Lim. Satisfactory progress is being made
 
with these changes and we anticipate that a full data set for one
 
season should soon be ready for analysis using FMDCAS. Once this
 
has been completed some initial analyses can be accomplished.
 

The long-run strategy is much less clear. Data storage in
 
the form of raw data is particularly attractive since zero loss of
 
information is ensured, at least initially and programmers time
 
for constructing the data files is minimized. However, this
 
approach has several very serious limitations. First, the
 
communication !roblems associated with coordinating data collection
 
at four different sites have resulted in some inconsistencies in
 
formats across sites. Similarly, some data codes have different
 
meanings at different sites. Standardization of these would facilitate
 
data analysis, particularly cross-site comparisons. Second, the
 
number of codes which must be appreciated, prior to even a minimum
 
analysis, present any researcher with a complex problem in addition
 
to the direct problems of analysis. Third, the number of questionnaire
 
schedules completed would necessitate a close knowledge of their
 
structure prior to any analysis, and fourth, the low level of the
 
data itself would necessitate a substantial computing ability to
 
implement analyses. 

/
 

Probably the most useful alternative strategy is to store data
 
in a set of SAS structured files. The file structure, and merging,
 
capabilities of SAS, together with the widespread use of IBM systems,
 
make it a very suitable candidate for data storage. The SAS data
 
base stores data sets, variable names and variable labels, if
 
required. These may be accessed for any run with the result that
 
variable names and labels do not have to be respecified. Value
 
labels are more complex to handle since SAS does not have the direct
 
value label indicators that are present with SPSS. Three options
 
are available for overcoming this problem. First either a new
 
variable containing the value label could be defined. Second, the
 
codes used for the actual variables could be replaced by value labels.
 
Third. data sets for each of the codes and their respective value
 
labels could be created and these merged as required for analyses.
 
Of these options, the third appears to be the most preferable. It
 
has the advantage that the code numbers are retained and thus permits
 
quicker aggregation, and for cases where a set of value labels is used
 

for more than one variable, only one set needs to be entered. For
 
crops and rice varieties this would prove an extremely efficient
 

approach.
 

is evidenced by the current tendency of consequences of
 
project researchers to extract data from the original coding forms.
 

-/This 
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In the light of this proposal we now turn attention briefly
 
to the file structure which would be required for maintaining
 
the survey data set. A possible schematic structure for the
 
major files which could be maintained using SAS is shown in
 
Figure 1. For ease of presentation, the figure shows a simplification,
 
of a scheme that was reviewed earlier with individual site supervisors.
 
Several minor files would need to be specified, as well as value label
 
files but these are omitted here for clarity.
 

Although it is possible to start from the existing raw data
 
files, a considerable amount of programming will be required to
 
define the structures of each of the files. Also it will be necessary
 
to ensure standard value labels and definitions across sites. Much
 
of the initial preparatory work has been completed, and the major
 
remaining constraint is the programming needs.
 

If such a system can be established, the benefits appear to be
 
very considerable. First the number of variables which need to be
 
understood have been significantly reduced. Second, the data can be
 
accessed using standard computer routines and hence should not require
 
large amounts of highly skilled programmer's time during the analytical
 
stages. Third, different files can be merged readily to obtain n
 
single data set for any analysis. The major disadvantage of the system
 
is the initial input of resources required to establish the data sets.
 

Farm Recordkeeping (FRK) Data
 

Handling of FRK data requires an alternative approach since the
 
format of the data collection activities was different, and potential
 
users are directed more towards caae studies than statistical exercises.
 
Hence there are no benefits from summarising the many data items
 
into aggregated values. However, ready access through a standard
 
statistical package would doubtless encourage more widespread use.
 
It is likely that this can best be achieved by storing the data from
 
each form as an SAS file, with possibly some breakdown of forms such
 
as Resource Utilization. Although it might be useful to some persons,
 
inclusion of value labels would probably be too complex unless they
 
can be obtained directly from the survey data sets. Hence the major
 
impetus will be on the user to understand the data set.
 

SUMMARY AND CONCLUSION
 

Some of the important considerations for handling the complex
 
sets of data collected in the Consequences of Mechanization Study
 
have been reviewed in this paper. A number of potential techniques
 
for handling the data have been considered.
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Given the over-riding need at this stage to produce results,
 
a two-pronged strategy has been suggested for the main survey data.
 
The short-run approach should be to set up data sets using FMDCAS,
 
even if there is a significant amount of information loss, and the
 
longer-run objective should be to capture all facets of the data
 
in a more comprehensive, yet easily used, system of data sets.
 
For the FRK data, it is suggested that work should not proceed
 
beyond specification of simple data files which can be accessed
 
by users.
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