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FOREWORD 

This ~lOrking paper is part of a larger manuscript ~lhich ~1e are 

preparing as the final report by NPA's Development Planning Project to the 

Agency for International Development. We eventually intend to publish a 

bool_ from the material comprised in our final report. 

For this reason we wish to give the reader some idea of the 

broader perspective ~'lhich encompasses this present uorking paper. The 

larger study covers our empirical and theoretical l~ork on the open, 

dualistic economy. In approaching this larger subject we begin by survey~ 

ing the present state of the art in grol'7th and development studies. This 

assists the reader in understanding the evolution of our m~ analytical 

framel~ork. 

Four chapters (of t'lhich the present l~orldng paper is one) 

are devoted to surveying four rather distinctive approaches to the study 

of growth and development. In additiop to the planning approach discussed 

in this paper, we survey the historical approach, the institutional approach, 

and the theoretical approach in other chapters now being written. 

This ~70rldng paper, however, goes somewhat beyond merely reviewing 

and evaluating the planning approach. We attempt to make an original 

contribution by developing techniques both for investigating planning 
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methodology and for use in the analysts- undertaken in later parts of the 

larger study mentioned' above. These techniques are presented in Sections 2 

and 3 of the present paper. 

We have attempted to write this paper as a unit in order that 

we may circulate it to interested students of development economics. Our 

purpose in this advance circulation is to invite critical comments on any 

of the large number of issues discu&sed. He shall be grateful for any 

reactions the reader may wish to express. 

ii 

Douglas S. Paauw 
John C. H. Fei 
August. 1968 
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1. BACKGROUND. SCOPE. AND l'1ETROD: GENERAL FEATURES 

1.1 Background of the Planning School 

During the years after World War II an important group of 

practitioners gradua~ly formed among professional economists. This group. 

known as the planning school, is dedicated to the application of economic 

knm<ledge in the formulation of development plans for less developed 

countries. l The emergence of the planning school on the postwar scene can 

be attributed to two historical events. On the one hand, less developed 

countries became aware of their economic backwardness and, more importantly, 

the belief emerged that their economic problems should be attacked at the 

national level under the leadership of the central government. On the other 

hand. a revolution in economic methodology occurred. Professional 

economists in the Western world became increaSingly oriented toward 

econometrics--broadly interpreted to mean an emphasis upon analytical rigor 

in the formulation of economic theory (as typified by the use of 

mathematical models) and empiricism (as typified by the liberal use of 

atatistical data). The planning school is the practitioner' s anS~1er to the 

demand for national planning based on the use of this new econometric 

methodology. 

lLed by Hollis Chenery and Jan Tinbergen. other representatives of this 
school of economists are Richard Eckaus. S. Chaltravarty. H. C. Bas, 
Alan Manne. Michael Bruno, Alan Strout, Paul Clark. Irma Adelman, and 
Jan Sandee. This list is by no means eY~austive. Works of several of these 
writers will be cited • 
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The planning methods developed in the last two decades may be 

broadly classified as two major types: partial planning and ~ planning. 

Partial planning is concerned with allocation criteria; i.e., criteria for 

the allocation of investment funds among various industries or investment 

projects.2 This approach is referred to as partial planning because it does 

not postulate a framework for understanding the operation of the whole 

economy. The major characteristic of total planning, by contrast. is 

preCisely its framework of reference which depicts the operation of the whole 

economy at a selected level of aggregation. In this chapter we are 

concerned with reviewing the planning school from the viewpoint of its 

contribution to the methodology for analyzing economic growth. Since growth 

analysis inevitably involves a perspective appropriate to investigating the 

operation of the economy as a whole, our survey is limited to methods 

developed for total planning. 

The circumstances of its origin have given the planning school a 

unique place among the various schools concerned with economic growth. 3 

The planners' approach differs from the other approaches to growth in two 

major respects: the planners' emphasis upon a direct policy output of their 

work and in the formalism of their methodology. The policy consciousness of 

2ThiS acceptation is similar to Albert Waterston's use of the term. "partial 
planning." Albert Waters ton, Development Planning: Lessons of Experience 
(Baltimore: The Johns Hopkins Press, 1965), pp. 70-74, 188-189. 

3The other major schools are reviewed in other chapters. 
historical, institutional, and theoretical approaches to 
economic growth • 

- 2 -
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the planning school reflects the avowed desire to practice the art of 

economics to affect development through direct and explicit advice. This 

stands in sharp contrast to the other schools in which policy implications, 

if any, are more indirect or deduced. The planning school's methodological 

formality is exemplified by its experimentation with the generous use of 

quantitative analytical techniques--e.g., dynamics methods, linear 

programming, and simultaneous equatious"-to manipulate masses of statistical 

data. Policy recommendations, therefore, are cast in ouantitative terms 

based on observable and measureable facts. The current influence and 

prestige of the planning school are primarily explained by this quantitative 

policy orientation which is indeed conspicuous when compared with the other 

growth approaches surveyed in these review chapters. 

For a critical evaluation of the works of the planning school, it 

is essential for us to have a working knowledge of its methodology. For it 

is its methodology which reflects the "professionalism" of this school and, 

to a large extent, defines its scope; Le •• which gu:tdes planners in their 

selection of what is relevant, or irrelevant, to developmental policies. 

Furthermore, we stress methodology since this represents the planners' 

longer run contribution to knowledge. Their specific policy conclusions 

aproE~ a particular country, however valuable, are of transient interest. 

Unfortunately, it is not so easy to discuss the planners' methodology 

abstractly. Their methodology is intrinsically technical and to some, no 

doubt, difficult. Furthermore, the planning school does not employ a 

unique technique. In this context, it is quite important to realize that 

" 3 " 
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planning methodology is an art. A wide variety of quantitative techniques 

are manipulated in a flexible and experimental way to reach the basic 

objective of formulating policy recommendations in quantitative terms. In 

their anxiety to emphasize such policy findings, members of this school have 

been rather negligent in communicating the methodological content of their 

work to the general profession. 4 

For these reasons we begin by identifying certain typical features 

of the planners' methodology. In particular, we discuss the outlines of 

the two most commonly used model structures, an aggregated model and a 

dis aggregated model. To introduce these models we examine their national 

income accounting structure in Section 1.2. The notion of accounting 

consistency, an essential criterion for adequate development planning, is 

introduced in Section 1.3. The more informal aspects of planning methodology 

are discussed in Section 1.4. Behaviod.stic assumptions, which playa 

crucial role in planning models, are introduced in Section 1.5, while the 

planning school's approach as a whole is summarized in Section 1.6. 

4TW.s remark refers specifically to several contributions of Professor 
Chenary and his followers, ~~hose works we revi,m later in this ch~.pter. 
In contrast, Professor Tinbergen has concentrated on certain purely 
methodological aspects of development planning without investigatlng the 
problem of applicability of planning models. See, for example, J. Tinbergen 
and H. C. Bos, Mathematical Models of Economic Grov/th (New York: McGravT-Hill 
1962). In our revievT we show that the ptu:ely metiiOdOlogical aspects of 
planning, bas.ed on the use of formal mathematical models, are only a part of 
planning methodology_ We concentrate on planning mon~ls which have been 
actually applied to stress a sense of the totality of this approach, 
including its theoretical foundationa, statistical data requirements, and 
policy content • 

- 4 -
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1.2 Accounting Systems for Aggregated and Disaggregated Planning Models 

Planners have emphasized two types of models for total planning, 

the aggregate open model and the dis aggregated (n-sector) model, which 

differ from each other in the degree of aggregation used to portray the 

whole economy. The outlines of these models can best be described in terms 

of their national income accounting systems, the foundation of all planning 

models. 

The national income accounting system for the aggregate, open 

model. is represented by the flow chart shown in Diagram la or, more 

succinctly, by the linear graph of Diagram lb.5 There are seven variables: 

y (national income), E (exports), I (investment), C (consumption), 

M (imports), S (savings), and A (import surplus or foreign aid) represented 

by the seven directed flo~lS (or edges) connecting four vertices: 00 
o CD· The vertices are sectors of the economy with the following 

economic interpretations: 0 producthm se~tor. 0 ho\!sehold sector, 

o foreign sector, and 0 finance sector. ConfOl:ming to these 

interpretations, the direction of the flows (edges) indicates the direction 

of monetary payments between sectors. For any directed edge, the initiating 

5Diagram 1 will 
this chapter. 
remembered • 

be used repeatedly for reference in the entire text of 
The diagram and the notations should, therefore, bo 

- 5 -
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Diagram I: Aggregate Notional Income Accounting System 
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vertex stands for the paying sector and the terminal vertex stands for the 

receiving sector. For example. C. consumption expenditure. is a payment 

from the household sector @ to the production sector 0. Here. 0 is 

the initiating vertex and~ the terminal vertex. Similarly. every one of 

the seven planning variables has such an interpretation. 

Consistent with the linear graph of Diagram 1 is a system of four 

income accounting equations--one attached to each vertex. These accounting 

equations simply state the equality between the total inflows (or total 

monetary receipts) and total outflows (or total monetary payments) at each 

vertex (i.e., each sector) with obvious economic interpretations, as follows: 

l.l.a) At 0 : 

b) AtG) : 

c) At0: 

d) At0: 

Y +M = I + C + E (Total demand for output, 

Y=C+S 

M=E+A 

I=A+S 

C + I + E, is equal to total 
payments, Y + M. from the 
production sector.) 

(Total household income, Y, 
equals savings, .s, plus 
consumption, C.) 

(Total imports, M, are paid for 
by exports, E, and foreign 
aid, A.) 

(Investment, I, is fineuced by 
domestic savings. S, and 
foreign aid, A.) 

These four equations represent the four basic resource balances 

at the aggregate level. They are the total resource balance (l.l.a), the 

income disposition balance (l.l.b), the foreign trade balance (l.l.e), and 

the financial balance (l.l.d). Our later analysis demonstrates that the 

- 7 -
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satisfaction of these four basic resource balances is the primary emphasis 

in the work of the planning school. 

The second model for total planning is the dis aggregated (~-sector) 

model, a direct descendent from input-output methods. According to this 

tradition, the production sector is dis aggregated into a large number (n) 

of specific commodities or industries. Such a model is pictured in 

Diagram 2a. 6 Individual industries are represented by the three vertices 

Pl , P2' P
3

, in the production sector. At each vertex in this sector, 

inflows represent monetary demand and outflows represent monetary 

outpayments for an industry. Following the input-output tradition, there 

are two types of monetary demand (inflows) for the commodities of each 

industry in the production sector: demand for intermediate factors of 

production (xU' x
12

' x
13

' •••• x33) which originates ~lithin the production 

sector and final demand (or net output), which originates from without the 

sector. Final demand includes consumption (Cl , C , C ) originating from 
2 3 

the household sector~. investment (1
1

, 1
2

, 1
3

) originating from the 

finance sector, CD • and exports (El' E
2

, E
3
) originating from the foreign 

sector 0. For each industry, outpayments consist of payments for 

intermediate factor costs (Xij introduced above), payments to the foreign 

sector ~for import goods (Ml'~' M3), and payments to the household 

6This diagramwiU be used repeatedly for reference in the entire text of 
this chapter. The diagram and the notations should, therefore, be 
remembered • 

- 8 -
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sector~ for primary factor costs (VI' V2• V3). The income of the 

household sector is disposed of as consumption expenditures (C
I

• C
2

, C
3

) and 

savings, S. For the foreign sector 0 . the difference bet,leen total 

inpayments, or imports (Ml , Mz' MJ), and outpayments. or exports (El , E2, E3), 

is foreign aid, A. Both savings, S, and foreign aid, A, constitute inflows 

into the finance sector (Z) to finance total investment. 

i~ile the dis aggregated accounting structure may vary in certain 

details when used by planners, the above entries are the essential and 

typical ones. The accounting structure of Diagram 2a emphasizes that the 

central analytical concern of the n-sector model is a detailed study of the 

resources aspect of production in respect to inter-industry relationships. 

In our illustration ~ve use only three production sectors. In actual planning 

applications, a much larger number of sectors is frequently used. The basic 

principle, however, remains the same. 

In the three-sector dis aggregated model just introduced, the 26 

variables are bounded by six accounting equations attached to the six 

vertices. As in the case of the aggregate model, each equation stetss the 

equality bet'ileen inflows and outflows at each vertex. For our three-sector 

model the six accounting equations are: 

- 9 -
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Diagram 2: Disaggregated National Income Accounting System 
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LZ.a) At Production Vertex @ : 
xll + xlZ -:- x13 + Ml + VI = Xu -:- xZl + x31 + II + El + Cll 

b) At Production Vertex ~ : I 
1 

"'21 + Xzz + Xz3 -:- M2 + V2 = X12 -:- "'22 -:- '~32 + 12 + E2 + ezl (Allocation I of output) 

c) At Production Vertex ® : I 
x3l + x32 + x33 + M3 + V3 = x13 + x23 + x33 + 13 -:- E3 + c~l 

d) At Household Vertex @ : 
VI + V

2 
+ V3 = Cl + C2 + C3 + S (disposition of income) 

e) At Foreign Vertex 0 : 
A + El + E2 + E3 = M1 + Hz + M3 (financing of imports) 

f) At Finance Vertex 0 : 
A + S = II + I Z + 13 (financing of investment) 

There are certain similarities between the aggregate modsl and the 

dis aggregated model. We see in these equations that it is onl.y the total 

resource balance that is disaggregated. As in the aggregate'model above, 

this disaggregated model includes the income disposition balance (2d). the 

foreign trade balance (2e), and the financial balance (Zf). It is the 

additional detail characterizing the production sector, however, that gives 

the n-sector model the proliferation in total resource balance. This latter 

is the special feature of the n-sector model, inherited from input-output 

economics • 

- 11 -
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To facilitate our later discussion ~qe introduce the following 

aggregate accounting variables, definable in terms of the variables 

introduced above in equation (1.2). Specifically, a total value can be 

defined at each vertex: 

1.3.a) At Production Vertex ~ ; 

Xl = xll + x21 -I- ~l -I- Cl -I- II + EI 

b) At Production Vertex @ : 
X2 = xl2 -{- x22 + x32 + C2 + 12 + E2 

c) At Production Vertex ~ : 

X3 = x13 + x23 + x33 -I- C3 + 13 + E3 

..-.. 
d) At Household Vertex 00 : 

V = VI + v2 + v3 

e) At Foreign Vertex 0 : 
M=M +M +M 

I 2 3 

f) At Financial Vertex CD : 
S = S -I- A o 

(total output of PI) 

(total output of P2) 

(total output of P3) 

(national income) 

(total import.s) 

(total savings) 

We have already observed that the planning school, in a~plying the 

n-sector type model to the entire econ9my, frequently covers a large number 

of sectors in its scope. The complexity resulting from this multiplicity 

of sectors limits the analytical focus to the Symmetrical relationships 

- 12 -
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involved. This structural symmetry is apparent from the fact that no 

production sector can be distinguished from other production sectors in 

respect to intersectoral relationships. 

In our revie,'l of the historical approach to growth (in an earlier 

chapter), '~e observed the evolution of the idea of relationships between 

major sectors as an aspect of growth. The historians' interpretation of the 

operational content of the concept, of sectors ,~as very different, however, 

from the one just revie,~ed for the planning school. The historical school 

envisaged a small number of large sectors involving asymmetrical patterns 

of relationships. In contrast, the planners' aggregate models, on the one 

hand, posit one large production sector, thus suppressing all meaningful 

analysis of interaectoral relationships. Their disaggregated models, on the 

other hand, build in a certain rigidity so that only symmetrical 

relationships can be handled in a formalistic ,my. As ,~e shall see, this 

particular treatment of sec~ors and intersectoral relationships follows 

from the planners' resource-oriented growth philosophy, sharply distinguishing 

the planning school from other approaches. 

This 'brief review stresses our earlier observation that the formal 

postulation of a national income accounting system--containing planning 

variables and planning equations--is the basic component of the planners' 

methodology. Given its centrality, the national income accounting system 

determines the scope of what is included within the purview of this school 

and reveals clues to its growth philosophy. Development comes to be viewed 

as baSically an allocation phenomenon in the narrow sense of the utili~ati~ 

- 13 -
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and augmentation of resources. MOre specifically, the approach emphasizes 

the analysis of the sources and destination (e.g., foreign, domestic, and 

production sectors) of current and capital resources. In this analysis, 

stress is placed upon resource balancing in the sense of equality of supply 

and demand among the sectors identified. .!hile there may be variations 

relating to the degree of detail involved--as illustrated by the two 

accounting systems examined above--the central vie~~oint remains unchanged. 

Growth and development are wholly matters of how economic resources are 

made available and how they are utilized. 

The centrality of the national income accounting system in the 

planners' methodology also imparts a very special flavor to their strong 

policy orientation. Policy is construed in a very special sense havi~g to do 

with the application of a national income accounting system for planning 

purposes. Specifically, policy becomes a matter of choosing particular 

methods for computing and projecting the numerical values of all planning 

variables. The operational problems of such choice then revolve around the 

appropriateness of alternative systems for numerical computaticn and 

prOjection in the context of a particular plan. 

In this very special policy focus of the planning school, 

appropriateness embraces three significant aspe'~ts. Two of these e,re formal 

and technical in nature; i.e., those concerned l'1ith accounting cOilEOistency 

and behavioristic assumptions. The third aspect of appropriateness involves 

a collection of informal decisions confronting the planner in formulating 

a particular plan. In the following sections, each of these aspects is 

- 14 -
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studied. Rather detailed treatment is required for understanding_ the policy 

issues posed in regard to the technical aspects of accounting consistency, 

lihich lqe now discuss. 

1.3 Accounting Consistency in Development Planning 

After a national income accounting system is adopted, tbe first 

basic requirement of an appropriate plan is that it be a consistent plan. 

~Jhat is meant by consistency here is accounting consistency; namely, the 

projected planning variables must satisfy all accounting equations in the 

system, such as the sets (1.1) and (1.2). The importance of accounting 

consistency, therefore, is that it imposes a discipline of cohesiveness and 

orderliness in respect to the utilization of resources for the whole' 

economy, specifically referring to the resource balancing requirements 

mentioned above; i.e., total resources, income disposition, foreign trade, 

and finance. While an adequate development plan involves much more than 

accounting consistency, this criterion is nevertheless the most essential 

requirement and takes precedence over all others. 

The postulation of a system of accounting equations and the 

consistency requirement immediately imply that, in constructing a consistent 

plan, only a part of the planning variables need be estimateQ; the values of 

the other planning variables can be determined with the aid of the accounting 

equations. For example, in Diagram 3a, which is a reproduction of the 

aggregate accounting framework of Diagram lb, the edges (representing flo.",) 

are classified into aiO types: the solid edges (C, I, E, M) are termed 

- 15 -
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Diagram 3: Alternative Planning Models 
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exogenous planning variables, and the dotted edges (y, S, A) are termed 

endogenous variables. When the values of all the exogenous variables are 

given independently (e.g., c = 60, I = 30, E = 40, M = 50, as they are 

indicated on the edges representing these variables in Diagram 3a), we can 

calculate a unique set of values for all the endogenous variables by taking 

advantage of the necessity for accounting consistency. This calculation is 

indicated by the three steps below the linear graph of Diagram 3a and 

proceeds in the following order: 

Step one: 

Step twof 

By requiring the balancing (i.e., equality of total 

inflows and total outflows) of the production sector 0 ' 
we can calculate the value of national income (i.e., Y = 80). 

By requiring the balancing of the household sector (H), we 

can calculate the value of savings (i.e., S = 20). 

Step three: By requiring the balancing of the financial sector (Z), we 

can calculate the value of foreign aid (ioe., A = 10). 

This calculation process makes use of the prinCiple that in each step the 

value of ~ endogenous variable is calculated by the requirement of 

balancing ~ particular sector (i.e., at a vertex). In this way, the 

valne of all endogenous variables are computed and a consistent plan 

constructed. 

This example shows that inherent in the notion of accounting 

consistency is the idea that the planning variables may be classified 

- 17 -
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according to a causal order of determination. In effect, the planner can 

then concentrate on the projection of the values of a subset of planning 

variables with higher causal order (i.e., the exogenous variables) with the 

assurance that the planning variables with a lower causal order (i.e., the 

endogenous variables) can be determined in a routine fashion. The choice 

of a particular set of exogenous variables and techniques projecting their 

values can be thus singled out as the first essential steps in development 

planning. 

There are obviously many alternative ways in which a subset of 

planning variables can be identified and designated as a set of "exogenous 

variables." Some alternative possibilities are indicated in Diagram 3a, b. 

and c. In each case, the solid edges represent the exogenous variables on 

~lhich arbitrary numerical values are first assigned. The dotted edges are 

the endogenous variables "Ihose values are then calculated by three steps 

(shown beside each linear graph) using the same principle mentionea above. 

The mere existence of these (and many other possible) alternatives (any of 

which might be chosen as the specific planning procedure) reveals the 

"artistic" nature of planning methodology, involving a combination of 

judgment and technique. The judgment aspect arises because there are 

alternative ways to select the exogenous variables. amounting to alternative 

ways to begin the planning process and. hence. choice ~ be exercised. 

The technical aspect arises from the intrinsically quantitative nature of 

planning in terms of resource consistency. We discuss these two aspects 

separately. concentrating first upon the technical aspect • 

- 18 -
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Having postulated a national income accounting system as a planning 

framet'1ork, .the following technical questions are immediately confronted: 

1) Hot. many variables are included in any set of exogenous 

(and endogenous) variables? 

2} What types of sets of variables qualify as a set of exogenous 

variables? 

3) How are values computed for all endogenous variables, given 

the predetermined values for all exogenous variables? 

Answers to technical questions of this kind constitute the basic 

tools of the planner. They are important questions in abstract planning 

methodology--precisely because they are addressed to the problem of 

accounting consistency. Indeed, satisfactory anStqers to these questions are 

important, not only for the understanding and evaluation of important works 

of the planning school but also for our own work in later chapters. 

Therefore, it is important for us to develop the technical background needed 

to answer these questions. 

It is by no means a simple matter to anst'1er the above techn;_cal 

questions. For, to anmqer them in their full generality it is essential to 

investigate, abstractly and generally, the art of constructing national 

income accounting systems. The accounting systems introauced'for ~~e 

aggregate and disaggregated planning models are only special cas eo, while 

we are interested in the general case. v]e shall undertake this task in 

Section 2. This is followed, in Section 3, by an investigation of the 

technique of accounting consistency for planning, and where the 

- 19 -



• 

• 

three questions posed above will be answered in their full generality. The 

results obtained will be used both for our further review and evaluation of 

the planning school in Sections 4 and 5 of this chapter and for our own 

analysis in later chapters. 

1.4 The Informal Aspect of Planning 

The informal aspect of development planning relates to a large 

number of judgments essential to the application of planning methods to a 

particular country. Decisions which must be made at this point involve 

assessments of many facets of the country's institutional and economic 

setting. Essentially. the problem is one of feeding into the more formal 

planning framework, adopted for a particular country. information about 

certain critical environmental factors treated more formally by other schools 

\'1e have reviewed. 

The art of development planning cannot be understood without 

recognizing that these factors are incorporated by planners on the basis of 

judgment rather than scientific analysis. It is precisely tnese sig~ificant 

elements of informal choice which mark planning as an art, despite the 

impreSSion of scientism given by the econometric bent of the planning school. 

In fact, a major difference between this school and the institutional school 

lies in the planning school's informal approach to treatment of the 

environmental factors affecting the economy which, as we have seen, receive 

increaSingly formal analysis by the institutional school • 

- 20 -



• 

• 

The environmental factors upon ,mich informal judgments must be 

made include, inevitably, both domestic conditions and those external to the 

country. There are many aspects of the domestic situation upon which the 

planner must make a judgment, but only a fe~1 of those most commonly taken 

into account ,dll be mentioned. There is, first. the problem of evaluating 

the society's preference system in terms of its orientation toward growth, 

consumption, equity of income distribution, and other economic and 

noneconomic goals. A related problem involves an assessment of the 

political tolerance for government interference; i.e., the degree of market 

intervention and control of resources a government can undertake in a 

particular society. This amounts to evaluation of a government's political 

power to prosecute a plan and has obvious implications for the specification 

of plan targets. The determination of targets also involves judgments 

related to the execution of a plan; i.e., its administrative feasibility. 

Considerations of data capabilities, supplies of technical personnel, and 

the general efficiency of administrative bureaucracies are relevant to this 

type of evaluation. Also significant for adjudging implementation potential 

of alternative plans is the problem of availability of policy instruments. 

This area involves, for example, appraisal of the country's tax and foreign 

exchange systems and 'the society's response to changes in their existing 

structure. Finally, we mention the most fundamental choice on which 

judgment must be exerCised, that of choosing .a particular development 

strategy, and its associated planning methods, on the basis of a diagnosis 

of the particular country's central development problems. In practice, 
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this choice has been reduced to a much simpler one by the search for a 

country's dominant development bottlenecks (e.g., saving capacity, 

absorptive capacity, etc.). 

While judgments of conditions external to the country are 

necessarily more limited in range, they, too, may be of critical importance 

for effective planning. Two examples will suffice, foreign aid and export 

potential. Virtually all plans include a foreign aid component. Judgments 

about the international political climate are essential to projecting this 

foreign aid component. Similarly, in regard to a country's foreign exchange 

earning capacity, decisions must be made about export potential on the basis 

of judgments about future world economic growth and other intangible 

international developments. 

The perplexing problem of dealing with these environmental factors 

in the context of planning has led to attempts by planners to taloe these 

factors into account througn adapting terminology for classification of 

planning variables. At the present time, these efforts to formalize 

iudgments constitute little beyond "language." Prominent in this regard are 

the follo~1ing deSCriptions of variables: 

(i) Welfare variable (or target variable): a variable "hose 

value is construed as a direct indicator of economic welfare (e.g., per 

capita consumption, gro~<th rate, unemployment). 

(it) Predetermined variable: a variable whose value is determined 

by forces external to the economy or intractable to government interference 

(e.g., export potential, volume of foreign aid) • 
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(iii) Instrumental variable: a variable which can be directly 

affected by government policy; i.e., independently of the planning process 

(e.g., 'tax revenues, foreign exchange allocation). 

(iv) Neutral variable: a variable which cannot be assigned to 

any of the above types. 

In a particular planning context, the determination of which 

variables are assigned to any of these categories is entirely a matter of 

judgment. For example, foreign aid may be classified as an instrumental 

variable if it is believed that the government has some leverage to bargain 

for alternative levels of foreign assistance. If the planner believes that 

the government has no such option, foreign aid will be classified as a 

predetermined variable. If, moreover, acceptance of foreign aid is judged 

to be politically harmful, foreign aid may also be classed as a negative 

welfare variable. While the level of exports is frequently regarded as a 

predetermined variable. because their volume is considered to be beyond 

the planner's control, the level of imports is generally regarded as neutral. 

Such classification judgments, in the final analysis, however, are makeshift 

devices to organize for planning the many environmental forces affecting 

the economy. 

To clarify further the operationel significance of such 

classification schemes, we recall our previous distinction between exogenous 

and endogenous types of variables. Applying this distinction, the general 

principle is that instrumental and predetermined variahles are considered 

as exogenous, while welfare (target) and neutral variables are conSidered as 
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endogenous. The underlying idea is simple. lilhen certain policy measures 

are specified as instrument variables and when certain environmental factors 

are specified as predetermined variables, the planner can calculate the 

values of the welfare variables and the consistent values of the neutral 

variables. Let us consider one simple example. suppose the planner 

envisions (for a particular country) the following values for a target year 

in the future: 

(i) Availability of foreign aid (A ; 10)--a predetermined variable 
(by international climate) 

(ii) Export potential (E = 40)--a predetermined variable (projection of 
potential exports, independ~ntly estimated) 

(iii) Investment program (I = 30)--a predetermined variable (based on the 
judgment of absorptive capacity or 
investment ability of the country) 

(iv) Consumption program (C = 60)--a predetermined variable (based on a 
judgment of a consumption standard Ylhich 
can be politically accepted and enforced) 

The simple model given in Diagram 3b can then be employed for 

calculating the consistent program related to the neutral variables--imports, 

M; savings, S; and the consistent value of the ~velfare variable, national 

income, Y. 

Obviously, there are many alternative patterns of causal order 

~vhich may be derived by informal classification of variables. Some examples 

selected from innumerable possibilities are given in the simple national 
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income accounting systems shown as individual cases in Diagram 3. These 

cases demonstrate the planning procedure implied in such choice. If, for 

example, foreign aid, A, is treated as endogenous, then a "needed foreign 

aid" model is required rather than an "available foreign aid" model. If a 

particular welfare variable (e.g., a target level of national income) is 

considered essential and one ~~hich cannot be compromised for political 

reasons, then it will be taken as predetermined (exogenous) rather than 

endogenous. If an import substitution program is considered feasible, then 

,the volume of imports, H, may be treated as an instrument (exogenous) 

variable. These examples suffice to demonstrate the flexibility of 

classification of variables, revealing that judgments play a central role in 

development planning over a very wide range of fundamental planning issues.7 

The important conclusion is tllSt the operation of planning models is not 

automatiC. Judgment on many complex issues is required before planning 

models become relevant to the solution of a very narrow range of problems. 

This narro,~ng of scope required for application of formal planning methods 

remains a matter of informal, and sometimes unconscious, choice. 

This combination of an informal judgment ingredient and rigorous 

methods stems from the applied nature of planning and affects all levels of 

the process. The previous discussion implies that planning relies upon an 

7Por a more systematic discussion of this problem, essentially one of 
planning typology, see John C. H. Fei and Gustav Ranis, "A Study of 
Planning Methodology with Special Reference to Pakis~an's Second Five-YeGr 
Plan," The Institute of Development Economics, Henographs in the Economics 
of Development, No. 1 (Karachi, Pakistan: June 1960) • 
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informal area of Imowledge which precedes the formal planning process and 

which is arrived at ~ependently of the planning process. In this sense, 

it is tantamount to an issue of development strategy since basic 

guidelines are required to give direction and orientation to the formal 

planning process. It follows that choice of development strategy determines 

whether a plan and the methods it employs lrl.ll be addressed to a society's 

critical and meaningful problems. 

Although of crucial importance, the area of Imowleege associated 

~lith development strategy has been neglected because it is difficult and 

elusive by its very nature. In the absence of guiding principles, the 

improvisations used by planners to cope with the concr~te pr~blems of 

this kind tend to be primitive, fragmentary, and deceptively simple.8 

Given the heterogeneous nature of the sample listing of these problems above, 

we can readily understand both the necessity for improvisation and the 

barriers to a more scientific approach. It will be argued in a later 

section of this book that an escape from this impasse may be found in 

approaching the selection of development strategy from a muc2 broader 

perspective than the planner is accustomed to adopt. 

8The planners' attempts to deal with development strategy issues are 
discussed belolq in Section 4.5 • 
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1.5 Behavioristic Assumptions for Planning Models 

A national income'accounting system, as a basic conceptual tool 

for a planning model, comprises economic variables and accounting equations. 

The set of variables identifies the essential content of the model, and 

the accounting equations describe its structural outline. In addition, a 

planning model ah7aYs contains certain behavioristic equations, specified 

in terms of the model's variables. These behavioristic equations are 

postulated to describe hOYT economic agents behave, usually in respect to 

production (i.e., behavior of producers) and income disposition (i.e., 

behavior of income recipients). The usefulness of a planning model depends, 

to a large extent, on the conformance of its behavioristic assumptions to 

economic reality. Behavioristic assumptions used by planners have been 

mainly inherited from other areas of economics. As planning has been more 

generally applied in less developed countries, however, planners have begun 

to fo~ulate behavioristic assumptions from their OvTU experience. 

Investigation of these assumptions is necessary for understanding the 

planners' philosophy of grovlth inasmuch as behavioristic assumptions 

represent a summary view of the essential behavior of the economic agents 

relevant to growth. In the present section ~'le merely explore the origins 

of the behavioral relationships employed by planners. A critical review of 

behavioristic assumptions, and the planning models in ,~hich they are 

employed, "lill be undertaken in Section 4 • 
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In the decade or 1:\'10 preceding the rise of the planning school to 

prominence, the discipline of economics in general was profoundly influenced 

by three pioneering developments: Keynesian economics (Keynes). input-output 

models (Leontief), and national income accounting (Kuznets). Each of these 

had a part in providing an impetus tO~1ard a net. orientation in economics 

emphasizing quantitative methodology (e.g •• linear programming and 

econometrics) and economic dynamics (e.g., gro~lth and development models). 

To an important extent, the formation and methodology of the planning 

school has been affected by all of these developments. As observed earlier, 

they are reflected in the formalism of technical methodology and the 

manipulation of masses of quantitative data, trademarks of the contemporary 

planner. In addition, Keynesian economics, input-output economics, and 

dynamic models have contributed significantly to the school by providing 

many of the behavioristic assumptions employed in the planners' models. 

From Keynesian economics are drawn assumptions apropos income 

disposition behavior. Most frequently, a Keynesian-type savings assumption 

is employed to estimate savings generated by national income. The input­

output tradition is commonly relied up or, for positing production behavior 

in the disaggregated model. The production function from this tradition 

specifies for individual industries the real cost of pr.oduction on current 

account, including intermediate goods costs. Growth models of the Harrod­

Domar type provide guidance for production behavior at the aggregate level. 

The capital-capacity assumption. frequently used, relates additions to 

capital stock to additional output capacity. Savings generated under the 
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savings assumption often represent the major growth promotion force in 

determining the level of investment, and. via the Harrod-Damar capital­

capacity assumption, the level of output. 

We sball investigate the explicit form of these assumptions in 

Section 4. We note here that these assumptions from diverse branches of 

theoretical economics are employed by planners to construct a wide variety 

of planning models, several of which are examined in Section 4. Whatever 

particular type of model is chosen, however, these assumptions are used to 

implement the planner's resource-oriented growth philosophy. Emphasis is 

always placed upon the augmentation of productive capacity through investment 

financed from savings resources. In short, despite, the heterogeneous 

intellectual heritage of the planning school, their work focusses upon this 

special aspect of central planning. 

The exigencies of planning have forced planners to devise additional 

behavioral assumptions. These efforts, stemming from a necessity to make 

planning models operative, seldom have the force of deductive theorizing or 

even inductive support behind them. Typically, a behavioral assumption is 

posited to formalize a wide variety of intangible forces. Because of the 

very nature of the diverse forces they encompass, the regularity and 

reliability of the relationships posited by these assumptions have not been, 

and perhaps cannot be, established by scientific inquiry. Unlike the 

behavioral assumptions bOl:roV1ed from other branches of economic theory, it is 

doubtful that verification is possible for the assumptions improvised by 

the planner. Once again, we see an informal component in the planner's 

methods • 
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Several examples of these quasi-behavioristic assumptions may be 

given. First, we frequently find a behavioral relationship purporting to 

represent "absorptive capacity,,,9 a measure of the economy's capacity to 

"absorb" (i.e., execute) an investment_ plan of particular size or, 

alternatively, a collection of projects. It is obvious that such capacity 

is the product of many qualitatively different factors; for example, the 

number and quality of entrepreneurs, administrative capacity of the 

government, receptivity to and ability to introduce new technology, etc. 

Second, we frequently find an export potentiality assumption positing the 

future course of exports. Resort may be made to projection of past trends 

as a simple proxy for describing the diversity of external conditions 

affecting demand for the country's exports as well as internal conditions 

affecting their supply. Finally, we mention that frequently growth targets 

are governed by explicit or implicit behavioristic assumptions. Exogenous 

growth targets may be imposed on the basis of l1hat is judged to be 

politically feasible or tolerable, or else posited on the basis of any number 

of other noneconomic forces. These examples are adequate to demonstrate that 

behavioral assumptions, which must be supplied by the planner, are critical 

to the application of planning models but are lil,ely to be the product of 

human intuition and judgment rather than scientific investigation. 

9This concept of absorptive capacity was originally used in the context of a 
recipient country's capacity to absorb foreign aid • 
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1.6 Summary: General Features of the Planning School 

The planning school's approach to grwth is marked by its 

focus upon the problem of resource allocation. The preoccupation with 

augmentation and utilization of resources as the central issue in economic 

grOlith represents a growth philosophy leading naturally to the various aspects 

of the school' s ~iork revie~led in this section. 

In the highly practical strain in the planners' work, the relevant 

policy issues, though of central importance to their performance as 

practitioners, are specific in scope; policy is equated with criteria to 

guide resource allocation through projection of a consistent ,plan. 

In pursuing this problem-solving orientation, planners have sho~m 

considerable eclecticism and ingenuity in developing their methodology. 

Their methods embrace both informal and formal tools. Their approach is 

best described as an art, in which judgment continues to overshadow rigor. 

Informal methods have been devised to treat a wide variety of environmental 

factors. In particular, informal devices have been utilized to handle such 

imponderables as absorptive capacity, foreign aid, exports, and gro'ith 

targets. 

The planners' formal methods and behavioristic assumptions have 

been largely dra~m from a ~'1ide variety of areas of recent interest to 

economists. These more systematic components include the use of national 

income accounting to organize and interpret masses of empirical data. 

Planning models are either highly aggregated, suppressing all intersectoral . 
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relationships. or highly disaggregated. involving only symmetrical 

relationships among sectors. In applying models of both types, the central 

issue of concern to planners is resource balances (total. finance, trade. and 

income). 

In the remainder of this chapter we elaborate on two of these 

methodological issues, the national income accounting framework as a 

consistency device and the selection of behavioristic assumptions for 

planning models. In the course of this discussion a sampling of typical 

planning models are studied from the viewpoint of their methodological 

content. A brief evaluation of the strengths and weaknesses of the 

planning school concludes the chapter • 

- 32 -



• 

• 

2. LINEAR GRAPH THEORY A}JI) NATIONAL INCOME ACCOUNTING 

In Section 1 we mentioned the importance of national income 

accounting in the planners' methodology'and the need to study abstractly how 

to construct national income accounting systems. V1ithout detailed and 

abstract treatment of national income accounting principles, we cannot 

fully understand the methodological content of the planning school nor can 

we adequately grasp the policy issues concerned with consistency. Moreover, 

national income accounting is an indispensable tool in our own later 

analysis of the open, dualistic economy. The operation of this type of 

economy involves intersectoral relationships ~]hich can only be neatly 

portrayed by such an accounting system. Rence, we systematically develop 

certain basic principles of national income accounting essential to our 

later work as well as for understanding planning techniques. 

It is apparent from the two examples given in Section 1.2 that 

national income accounting systems are flow diagrams, or, in mathematical 

language, linear graphs. In Section 2.1, we introduce certain basic 

concepts of linear graphs. These concepts are interpreted (in Section 2.2) 

in the more conventional form of square tables. Using these concepts, we 

formally define national income accounting systems in Section 2.3. 

Finally, in Section 2.4, "1e introduce the idea of aggregation of a national 

income accounting system; i.e., producing a more macroscopic national income 

accounting system from a detailed, microscopic one. We shall introduce these 

technical matters at a deliberate pace, and using elementary methods. No 
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mathematical background is needed to read this and the following sections 

(Sections 2 and 3). 

2.1 Linear Graph Concepts 

The natural language to describe a general national income 

accounting system consists of concepts in linear graph theory. To facilitate 

the later analysis l'1e define tl~O concepts which are basic to the techniques 

we develop--the concepts of a directed linear graph and a valued linear 

graph. 

Definition: A directed linear graph, G, is formed of a set of vertices 
(a, b. c .... ) and a set of dir-e<;:ted edges I~hich are ordered 
pairs of vertices (x, y). For the directed edge (x, y), x 
is the initial vertex and y is the terminal vertex. 

Diagram 4a is a directed linear graph in l~hich a directed edge 

is represented by an arrow pointing from the initial to the terminal vertex. 

The formal mathematical definition of the directed linear graph shown is 

given just belmr the diagram. Unless otheruise noted, we will be 

concerned only lq1th directed edges in this paper. Hence, in several places, 

liTe dispense with the adjective "directed." 

Definition: A valued linear graph, A, is a directed linear graph, G, 
1'1ith a number written on each edge. If the number x is 
written on edge (a, b), x is referred to as the value of 
the edee. The linear graph, G, is called the skeleton of A • 
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Diagram 4: Linear Graphs 
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Diagram 4b is a valued linear graph constructed on the skeleton 

shown in Diagram 4a. We readily see that the national income accounting 

systems which we have constructed in Diagrams 1a and 2a can be construed 

as valued linear graphs, as defined above. 

There are t<~o aspects of the valued linear graph which have 

significance for national income accounting systems. First, there is the 

feature of a specific structural image of the economy (the skeleton) ~lhich 

reveals a particular pattern of economic relationships emphasized for a 

given type of economy. Second, there is the quantitative aspect, an 

attribute associated with the values assigned to each edge of the skeleton. 

The former aspect, the structural 61<eleton of a system, is of 

primary significance for the "typology approach" to growth theory. It is 

the skeleton ~~hich describes the totality of economic relationships which 

exist among the key sectors of an economy of a particular type. With 

reference to the open dualistic economy, for example, the central features 

of openness and dualism can be defined mathematically from the 

characteristics of the skeleton. Basic features of other types of economies 

should be similarly defined from the skeleton. 

The second aspect, values of the edges in the Skeleton, allows 

us to apply the skeleton to a specific economy by assigning concrete 

numbers to each relationship. It is this aspect ~lhich brings to the skeleton 

the unique numerical substance for individual cases. In combination, 

therefore, the skeleton and values provide a basis for the study of the 

qualitative as ~~el1 as quantitative aspects of the economy. In the 
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discussion in this and later chapters, we develop techniques for both the 

analysis of the skeleton and the analysis of values. 

2.2 The Linear Graph and the Square Table 

A valued linear graph can always be cast into the form of a 

square table under the fol1o~ling rules: 

Rule (1): The number of sectors in the square table (i.e., the number 
of Similarly indexed columns and ro,~s) equals the number of 
vertices in the linear graph. Each column and row must be 
indeked by a vertex notation. 

Rule (2): If the value of the edge (a, b) is x, the value of the cell 
in the a-th rm{ (i.e., the initiating ve):tex) and the b-th column 
(i.e., the terminating vertex) is x. 

As an illustration, the square table corresponding to a valued 

linear graph is shmoffi beside the graph in Diagram 4b. It is apparent that 

a square table can alw'ays be interpreted as a valued linear graph under the 

above rules. Thus, the idea of a valued linear graph and the idea of a 

square table are practically the same. We apply this principle to the 

valued linear graphs in Diagrams Ib and 2a by putting them in the form of 

square tables (lc and 2b). These latter are the representation of the 

national income accounting systems, discussed earlier, in table form. The 

national. income accounting system ,qhich will be used for the analysis of 

the open dualistic economy in this book will be based on an extension of 

the national income accounting system presented in Table I below • 
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Definition: A square table is a balanced table if the sum of all entries 
in any row is the same as the sum of all entries in the like­
indexed column. 

A valued linear graph corresponding to a balanced table is called 

an Euler graph. In an Euler graph, the value of total inflm~s into each 

vertex equals the value of total outflo~~s. Diagram 4c shows an Euler graph 

and its corresponding balanced table. It can be seen" that the table is in 

balance from the equality between row sums (written at the right-hand margin 

of the table) and the column sums (written at the bottom of the table). We 

shall say that a sector of a square table is in balance if the sum of all 

the entries in a rO~"7 equals the sum of all entries in the like-numbered 

column. 

The idea of a balanoed table (or an Euler graph) corresponds 

precisely to the idea of aooounting consistenoy in the formulation of a 

development plan. For example, the aggregate national inoome aocounting 

structure of Diagram lc is a balanced table as defined by the accounting 

equations in (1.1). Similarly, the disaggregated national income 

accounting system is a balanced table. as defined by the accounting 

equations in (1.2). Thus, in general, the choice of a national inoome 

aooounting system amounts to the seleotion of a skeleton of a linear graph. 

The oonstruction of a consistent plan (i.e., a plan satisfying the ~onditions 

of aocounting oonsistency) is equivalent to the construction of an Euler 

graph (or a balanced table) on that skeleton • 
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VIe n~ state an elementary theorem to be referred to as the 

"Balanced Table Theorem": 

Theorem@ : A square table with n sectors is a balanced ,table when n-l 
sectors are in balance. 

Graphically. the interpretation of this theorem is that. if a valued linear 

graph has n vertices and if n-l vertices are in balance, it is an Euler 

graph. The reasonableness of the theorem is apparent from this graphic 

interpretation. 

As a simple proof of Theorem @ . suppose we' have a 4 x 4 square 

table; 
j I 

Xu x12 ~3 ! ~4 i j 

I 
I 

x21 x22 x23 x24 
I 

1 
, 

-' 
x

31 
x

32 x33 
I x

34 
j 

x41 x42 
x

43 x 
44 

I ---... 

In the case where the first three sectors are in balance. l1e have: 

(g+~+EJ+ x14 = ~+@+e+ x4l ••• (1st sector in balance) 

6J)+~+~+ x24 = @+@+~+ x42 ••• {2nd sector. in balance) 

6J)+@+@+ x34 = &+~+@+ x43 ••• {3rd sector in balance) 
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Adding these three equations and cancelling out the eneircled terms, we 

have: 

By adding x44 to both sides of the above equality, we immediately see that 

the 4th sector is in balance. This proves the theorem in the case where 

the square table has four sectors. The proof of the theorem for the general 

(n-sector) case is similar. 

An economic application of the Balanced Table Theorem can now be 

made. Referring to the square table in Diagram 2b which has six sectors, 

v7e can specify that the first five sectors are in balance by definition. 

The balancing of the last sector (i.e., the finance sector) then follows 

as a logical necessity; i.e •• S -{- A '" 11 + 12 -{- 13, which states that total 

investment is financed by domestic savings (S) and foreign savings (A). 

Thus we see that the financial balance follOl~s logically from the total 

resource balance. the income disposition balance. and the foreign trade 

balance. 

2.3 The Linear Graph as a National Income Accounting Skeleton 

We have seen that an Euler graph may be interpreted as tho 

skeleton of a national income accounting system. This is based on the fact 

that any meaningful national income accounting system can be put into the 

form of a balanced table ,dth positive entries. He nOl~ investigate what 

properties a linear graph must have to serve as the skeleton of such a 
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meaningful national income accounting system. For this purpose we 

introduce the following definitions: 

Definition: A set of edges form a path connecting "a" and "zit if they 
can be written in the form (a, b) (b, c) (c, d) ••• (x, y) 
(y, z) where a, b, c ••• z are distinct. A path is a circuit 
if lIan is HZ. II 

Definition: A set of directed edges form a link between the vertices 
x and y if they form a path from x to y after the direction 
of some of these edges is reversed. A link is a circle 
if x is y. 

Diagram 4d is a path ~qith a length of five edges, and Diagram 4e 

is a circuit of five edges. The linear graph in Diagram 5a is a linlt. 

(While a path is a one-tqay street, a link is a road in which the traffiC 

sign can be neglected.) Diagram 5b is a circle ~qith five edges. When the 

direction of some edges of a circle is reversed, it becomes a circuit. 

Hhile all these linear graph concepts will be used in this book,we are 

inunediately concerned ~lith the following definitions: 

Definition: A linear graph is a cyclic net if for every pair of vertices 
x, y there is a path from x to y and a path from y to x. 

Diagram 5c is a cyclic net. Graphically, if the vertices were 

construed as cities, then a cyclic net could be interpreted as a very 

reasonable road system, enabling one to reach any city from any other city. 

Visual inspection of Diagrams Ib and 2a, the accounting systems for the 

aggregate and disaggregated planning models, reveals that their skeletons 

are cyclic nets • 
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Diagram. 5: Link1 Circle and Cyclic Net 
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It is readily apparent that a national income accounting system 

can be put into the form of a balanced table (i.e., an Euler graph). It is 

also obvious that a national income accounting system can be a positive 

balanced table; i.e., with entries all positive. Later we shall see that 

this requirement does not impose undue restrictions for our own analysis. 

(A negative value (-x) in a cell. or on an edge (x, y), can be replaced by 

a positive value (x) to form a positive balanced table.) 

Heretofore. we have been using the concept "national income 

accounting system" as if it were a self-evident. well-defined concept, 

while actually no formal definition has been given. However, a precise 

definition is essential for our later ~1Ork. For reasons indicated in the 

above paragraph, ~le may nm'1 define a national income accounting structure 

abstractly as a balanced table containing positive entries. More formally: 

Definition: A national income accounting structure is a linear graph, G, 
on which a strictly positive Euler graph can be defined 
(i.e., strictly positive numbers can be assigned to every 
edge of G to form an Euler graph). 

There are certain linear graphs which cannot qualify to represent 

the skeleton of a national income accounting system according to the above 

definition. For example, the linear graph of Diagram 4a obviously does not 

qualify because of the existence of "end edges" (d. e) and (a, b). If a 

balanced table were constructed, the values assigned to these end edges 

must be zero; otherwise the end vertex could not be in balance. In other 

'·lOrds, strictly positive values cannot be assigned to all edges in the linear 
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graph of Diagram 4a to form an Euler graph. For this reason, this linear 

graph cannot represent the skeleton of a national income accounting system 

according to the above definition. 

The above discussion provides some intuitive notion of what types 

of linear graphs can qualify to represent a national income accounting 

system; I.e., those ~1ithout end edges. A cyclic net has precisely this 

property. For this reason, we can deduce a theorem to characterize a 

legitimate national income accounting system according to the above 

definition. First, we define "connected" as follo~1s: 

Definition: A linear graph is connected if for every pair of vertices 
(x, y) there is a linlt be~qeen x and y. 

All the linear graphs shmm in Diagram I, are connected linear 

graphs. which simply means that the linear graph cannot be separated into 

diSjointed parts. With the aid of. the above definition, we can nm~ give a 

characterization of a legitimate national income accounting system: 

Theorem 0: A connected linear graph is a national income accounting 
structure if and only if it is a cyclic net • 

. Theorem(D implies that for analysis of national income accounting 

systems with positive entries, speCial attention must be givea to cyclic nets. 

The proof of this theorem, which is required later for development of 

additional concepts o~ graph theory, is given in~ later chapter • 
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2.4 Aggregation 

We have seen that planners employ aggregated and dis aggregated 

models. In' the context of the analysis of national income accounting 

systems, the notion of aggregation refers to a type of operation which 

condenses (or reduces) a disaggregated national income accounting system to 

an aggregated one. The aggregated model gives a more macroscopic vie" of 

the entire economy than the dis aggregated model. Before proceeding to 

an abstract definition of aggregation, we examine a simple example. 

Let the linear graph, G, of Diagram 6a be given. and let the nine 

vertices be classified into four subsets (as enclosed by the four squares 

in the same diagram): 

A = (a) B = (b,c,d) C = (e,f) D = (g,h,i) 

such that each vertex belongs to one and only one of these subsets. An 

aggregated linear graph, A(G), based on this vertex classification is a 

linear graph .11th vertices A, B, C, D. and contains an edge (X, Y) if, and 

only if, there is an edge (u, v) in G such that u is in X and v is in Y. 

The aggregation of the valued linear graph sho~rn in Diagram 6a can be seen 

from the valued edges in Diagram 6b. 

These rules of aggregation can be generalized to apply to any 

linear graph and any valued linear graph as summarized in the follOWing 

definitions: 
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Definition: Let G be a directed linear graph lqith vertices (a, b, •• • z) 
and let Xl' X2"'~ be a classification of these vertices 
(i.e., every vertex of G belongs to one and only one Xi)' The 
aggregated linear graph A(G) ,based on this classification is a 
linear graph containing vertices Xl. X2 ••• Xr and directed edges 
(Xi' Xj ) if and only if there is an edge (u, v) in G such that 
u is in Xi and v is in Xj • 

Definition: A valued linear graph defined on G is aggregated into a 
valued linear graph on A(G) if the value on the edge (Xi' Xj) 
is the sum of the values of all edges (u, v) where u is in 
Xi and v is in Xj. 

The operation of aggregation can be represented in table form, 

as indicated in Diagram 6a and 6b. To perform this operation, let the 

vertices belonging to the same subset be listed adjacently. as in the table 

in Diagram 6a. In this diagram the heavier lines mark off the cells in the 

aggregated table in 6a. The sum of all entries in each cell in the 

disaggregated table (Diagram 6a) is computed and recorded in the aggregated 

table, as shown in Diagram 6b. It is apparent from these operations that 

a balanced table is aggregated into a balanced table. This may be 

sllllIDlarized as the follo"ing theorem: 

Theorem0: The aggregation of an Euler graph leads to an Euler graph. 

The aggregated national income accounting system shOlm in 

Diagram lc can be obtained from the disaggregated system shclm in the 

table of Diagram 2b by such an aggregative operation. The lines in this 

table mark off 16 cells. By consolidating all entries in each cell and 

omitting diagonal entries, we obtain the aggregated structure in the table 

in Diagram Ie • 
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The economic significance of such aggregat~on is the simplification 

of economic relationships into a limited number of aggregates which can be 

subjected to intensive study. This is essential for understanding the 

operation of the economy as a whole and the relationship of the parts to the 

lihole system. 

2.5 Application 

In this section lie have deduced certain abstract properties of a 

national income accounting system and certain techniques for studying them. 

These concepts and techniques will nOli be applied for the construction of 

a realistic and concrete national income accounting system which will be 

used throughout this book. 

There are tliO aspects of a national income accounting system 1;hich 

are important to our work. In the first place, it represents a framework 

for collection and processing of statistical data. It should be emphasized 

in this connection that our study of the open, dualistic economy contains 

a significant empirical component. The data representing our empirical 

work are organilled in a specific national income accounting frameliork. In 

the second place, a national income accounting system can be used to describe 

the structure of an economy. and the system we employ in this book describes 

the structure of the open, dualistic economy. National income accounting 

is thus an instrument for both inductive and deductive analysis. As a data 

frameliork, a national income accounting system should have sufficient detail 

for collecting all data relevant to providing adequate coverage of the 
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entire economy. As an instrument to depict economic structure, it should be 

selective, concentrating only upon the essential relationships in the 

economic system. In the remainder of the present section, I~e investigate 

the national income accounting system from the first vi~~oint; i.e., as.a 

data frameliTork. The use of the system as an analytical device to describe 

the economy's structure 1"7111 be investigated in Chapter 6, where the 

structure of the open, dualistic economy, the major subject of our book, 

is discussed in detail. 

An example of a national income accounting system which meets 

the requirements for a data framework is provided by the disaggregated 

national income accounting system used by the planning school, shovm in 

Diagram 2. "That system portrays economic flows among the following sectors: 

a) Multiple Production Sector 
(Pl' P2' P3)--to record the intersectoral production 

relations on current account 

b) Household Sector (H)--to record the income disposition 
activities 

c) Foreign Sector (F)--to record the import and export 
activities 

d) Finance Sector (Z)--to record the sources of finance 
for real investment 

We see from this outline that this system combinli>s elsments from input-output 

economics (a), Keynesian economics (b and d), and international economics (c). 

Complicated as the above national income accounting system might 

seem, it is still deficient in several major aspects for our later analysis 
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of the open, dualistic economy. From Diagram 2a, we see that while the 

production sector is disaggregated, households are consolidated into one 

sector for the entire economy (i.e., sector~ ). Consolidation of the 

household sector is a common national income accounting practice for 

industrially advanced countries in which, perhaps, no significant economic 

insights can be gained by grouping households according to industrial 

origin of their income. This is decidedly not the case, however. for a 

less developed country. To study the problem of economic development for 

the latter, it is vitally important to classify households (as consumption 

and income decision-making units) to conform explicitly with the broad 

classification made for production entries. Thus, agricultural householdS, 

providing services for the agricultural production sector, must be 

distinguished from industrial households, ~lhich provide services for the 

industrial production sector. This sectoring is based on the premise that 

economic behavior of the 0'10 types of households are qualitatively different 

(in respect to consumption, saving, and income-earning activities) and 

that this difference constitutes a significant aspect for the analysis of 

dualistic economic growth. 

The national income accounting system of Diagram 2a is also 

deficient in that the financial sector is consolidated into one sector~ 

for the nation as a whole. Although the system shO"1s clearly the origin 

(i.e., the producing sectors) of investment goods (II' 12, 13), the 

consolidation has, in fact, suppressed one vital type of informati.on; 

namely, the destination (i.e., the accumulation sector) of capital goods • 
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For the study of certain crucial issues of development related to capital 

accumulation, it is important that we know the destination as well as 

the origin of investment goods. For example, investment goods are usually 

produced in the industrial sector, ~'lhile they are allocated to several 

production sectors (e.g., industry, agriculture, and social overhead). 

This pattern of allocation is itself a central development issue. 

In short, the disaggregated national income accounting system 

.,hich we have introduced in Diagram 2a as adequate for "planning purposes" 

must be extended in tv10 directions for our ~'1Ork in this book. These 

extensions consist of dis aggregating the household sector (to show their 

industrial affiliation) and also disaggregating the finance sector (to shmf 

the destinations of investment goods). This extension is illustrated in 

the square table shotm in Table I. 

Let us postulate an economy with a large number of economic sectprs 

"hile, for illustrative purposes, we assume that there are three sectors in 

the economy. Every economic sector in the realistic V10rld may be 

conceptually split into three distinct aspects (as represented by three 

accounting sectors), the production aspect (sho~m as a, b, c), the income 

disposition aspect (sho~m as d, e, f), and the ~vings-investment aspect 

(shown as g, h, i). In an open, dualistic economy, for example, th~ thre,e 

economic sectors may be industry, agriculture, and government. In each of 

these economic sectors, decisions must be made in respect to production, 

income dispOSition, and savings-investment. In Table I, the industrial 

sector is then represented by the accounting sectors (a, d, g); the 
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agricultural sector by (b, e, h); and the government sector by (c, f, i)-­

corresponding to the three aspects of economic decisions. In addition, the 

foreign sector (F) and the finance sector (Z) of Diagram 2 are retained. 

In Table I, as before, the entries are made so that a paying sector 

corresponds to a rO'·l index and a receiving sector corresponds to a column 

index. In terms of the principles discussed in this chapter, moreover, 

Table I is constructed as a balanced table (i.e., an Euler graph) to insure 

that every sector is in balance. Since there are eleven accounting sectors, 

~le can balance ten by definition. The remaining sector will then be in 

balance by Theorem (2) Balancing of Table I is based on the follm~ing 

four principles: 

Principle (1): Balancing of the Production Sector 

The first rO~7 (~) represents the demand for the total output 

(Xl) of the first production sector as formed of inter-industry 

demand (xlj)' consumption demand (clj)' investment demand (Ilj)' 

and export demand (El ). 

The first column (~) represents the disposition of the monetary 

receipts associated with the production of the total output (~) 

into intermediate factor cost (xiI)' import cost of intermediate 

goods (M!), primary factor cost,. which includes capital 

consumption allowance (dl > and values added (vil) originating 

from the various economic sectors • 
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Thus, the first rm7 and the -first column are in balance by 

definition. The same is true for aCCOtUlting sectors (b) 

and (c). 

Notice that the balancing of the production sector now specifies 

that there may be nontrivial intersectoral relations, not only in respect 

to the production area (i.e., of the familiar input-output variety x1j) 

but (unlike Diagram 2) also in respect to intersectora1 consumption demand 

(c1j). This is done to provide a more realistic data framelmrk for studying 

the open, dualistic economy. For example, in the gr0'i1th process, the 

agricultural sector produces not only cotton (Xz1) to provide raw material 

for the industrial sector but also food (Cz1) to feed laborers in the 

industrial sector. The accounting system also depicts certain details in 

regard to the intersectoral allocation of investment goods. In the grol~th 

process, the industrial sector will provide investment goods not only for 

itself (Ill) but also for the agricultural sector (112), etc. 

Principle (2): Balancing of the Income Disposition Sector 

The (d)··th row represents the sources of total income (Yl ) 

received by the first sector as ~roductive (or primary factor) 

income (vlj) and transfer income (tlj ). (Transfer income is 

paid out by the household sector while productive income is 

paid out by the production sector.) 
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The (d)-th column represents disposition of ~otal income (Yl ) 

by the income recipients of the first sector as consumption 

expenditure (cil), transfer ,expenditure (til)' savings (81), 

and expenditure on imported consumer goods (M'l)' 

Thus, the (d)-th sector is in balance by definition. The 

same is true for sectors (e) and (f). 

Notice that in the above description some prominence is given to the 

possibility of the emergence of sectoral savings from three sources; i.e., 

the tvlO private production sectors (81 and 82) and the government sector 

(83), It is commonly believed that the sectoral origin of savings is an 

essential notion for the development of a dualistic economy. Intersectoral 

transfers are also important development concepts, for example, as tax 

payments by the private sectors to the government sector (t31 and t 32). 

Principle (3): Balancing of the Saving-Investment 8ector 

The (g)-th column represents the total gross investment by the 

first sector (1'1)' divided into expenditures on domestically 

produced investment goods (IiI) and expenditures on imported 

capital goods (Mil)' 

The (g)-th rO\~ represents the capital eonsumption allowances 

(dl ) and the net investment (11) of the first sector • 
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The (g)-th sector is in balance by the very definition of net 

investment; i.e., as gross investment (I'l) minus capital 

consumption allowances (dl ). Similarly, sectors hand i are 

in balance. 

Principle (4): Balancing of the Foreign Sector 

The (j)-th row represents total imports (M) and their 

composition as intermediate goods for production <Mi). 
consumption goods (M'i)' and capital goods (MI'i)' 

The (j)-th column represents sectoral ~~orts (Ei ) and 

capital imports (A). 

The j sector is in balance because capital inflow (A)'is 

defined as total imports minus total exports. 

Disaggregation of both imports and exports is essential to understanding 

the open, dualistic economy. It permits investigation of the changing 

composition on both sides of the foreign trade accounts as an aspect of 

growth. 

Ten of the eleven sectors are in balance according to these 

principles. We know that the last sector (k) will also be in balance. The 

balancing of this sector specifies a financial balance (II + 12 + 13 = 

Sl + S2 + S3 + A) which states that the total net investment expenditure 

is financed by the savings of three domestic sources and capital imports • 
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This national income accounting system, as a data framework, gives 

considerable detail in its description of the economy. Although we have 

sholvo only three economic sectors in Table I, a large number of economic 

sectors can be incorporated in the system based on the four principles 

just presented. The table exhibits a symmetrical system, characterized by 

the simplicity and uniformity of the accounting principles applied to 

production, income disposition, investment, foreign trade, and financial 

relationships. This general system is designed for several applications in 

our book. It covers all the essential economic flow data that will be used 

in the later analytical chapters. It is also the framework employed for 

collection of data from the Philippines, Thailand, and Taiwan--the 

empirical focus in later chapters. 

As we have pOinted out earlier, the national income accounting 

system will also be used as a basic conceptual tool to describe the operation 

of the particular type of economy under study, the open, dualistic economy. 

For this purpose, the accounting system must be more selective than the 

general system of Table I so that we may concentrate on a particular group 

of essential economic relationships. The adjustments required for this 

purpose will be discussed in detail in Chapter 6. It will suffice to 

mention here that the open, dualistic economy system requires the omission 

of certain entries from Table I, so that those which remain constitute the 

essential entries conforming to our preconceived theoretical notion of the 

operation of such an economy. The entries to be deleted from the general 

system for our later specific purpose are encircled in Table I. We discuss 
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the meaning of the deletions for the government sector to give a preliminary 

example of this process. 

In Table I~ Sectors (c), (f). and (i) correspond to the production, 

income, and investment-disposition aspects of the government sector. Much 

of the simplification indicated by the deleted government sector entries 

conforms to conventional treatment. Thus, in Column (c), as a producer, 

the goverrnnent may purchase intermediate factors (x13 and x23) from the tx70 

private production sectors (i.e., the industrial and agricultural sectors), 

as 1'1ell as primary factors (v13 and v23) from the tx70 private household 

sectors. In Row (c) the only entry remaining after deletion is c33' The 

balancing of the (c) sector (i.e., c33 = xl3 + x23 + v13 + vZ3) implies 

that 033 is the conventional valuation of government output as total factor 

cost. From Row (f) we hypothesize that government revenues are mainly in 

the nature of transfer income (t31, t 3Z); i.e., tax payments by industrial 

and agricultural households. Column (f), after deletion, contains only 

e33 and S3' The balancing of the f sector (c33 + S3 - t31 + t3Z) implies 

that government revenue is disposed of either as expenditures on publicly 

consumed goods and services (i.e., c33) or government savings (S3)' Finally, 

all entries in Column (i) and Row (i) are deleted which signifies that, in 

the conventional treatment of the government sector, capital accounting for 

the government is omitted. In the formulation of the national income 

accounting system for the open, dualistic economy in Chapter 6, 

Simplification for treatment of the government sector will follm~ these 

conventions • 
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3. THE METHODOLOGY FOR ACCOUNTING CONSISTENCY 

3.1 Exogenous and Endogenous Variables 

In the previous section we investigated certain basic definitions 

related to the construction of legitimate national income accounting 

systems. We concluded, on the one hand, that a linear graph, used as a 

skeleton, is the natural language for an abstract description of a national 

income accounting system. On the other hand, we conceive a concrete national 

income accounting system to be an Euler graph (balanced table) constructed 

on the skeleton. In applying this distinction, we think of the skeleton 

as a framework for development planning. The ultimate objective of the 

planning process is a concrete one, the projection of a consistent plan, 

which is an Euler graph, or, in using the language of Section 1, a set of 

values which satisfies all the accounting equations implied by the 

framework. 

We have seen (in Section 1.3) that once a skeleton is selected aD 

a framework, the planner begins by making projections for a part of the 

planning variables (i.e., those deSignated as exogenous) and then proceeds 

by employing the accounting equations to compute the values of the remaining 

planning variables (i.e., the endogenous variables). We raised three 

technical questions in regard to this computational procedure: (1) how 

many variables are there in a set of exogenous variables; (2) what types of 

sets constitute exogenous or endogenous variables; and (3) how are the 

values of the endogenous variables computed ,~hen the values of all 

exogenous variables are arbitrarily preassigned? 
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In Section 1 He explored the economic significance of these 

central questions in planning methodology. vie are nO~l in a posi-tion to 

anSHer them rigorously. The purpose of developing a generalized concept 

of national income accounting systems in the previous sections Has precisely 

to enable us to provide general anSHers to these questions. We begin by 

formally defining exogenous a~d endogenous variables, heretofore accepted 

in a heuristic sense. Their very definitions presuppose the postulation 

of an abstract national income accounting system, G. 

Definition: A set of variables (edges) of a linear graph, G, form a 
set of exogenous variables and the other edges form a set 
of endogenous variables if, after arbitrary values are 
assigned to all exogenous variables, unique values· can. be 
assigned to all endogenous variables to form an Euler graph. 

To illustrate these definitions He again refer to Diagram 3. For each 

case shoHn, the solid edges form a set of exogenous variables Hhile the 

dotted edges form a set of endogenous variables. We see that these cases 

conform to the above definitions. First, the national income accounting 

skeleton, G. is given, as required. Moreover, the values of all endogenous 

variables can be uniquely determined after the values of all exogenous 

variables are arbitrarily preassigned, also conforming to the definition. 

We now investigate the mathematical (or graphic) characteristics of sets of 

variables of both types, exogenous and endogenous. The first characteristic 

is the number of variables in each set • 
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3.2 The Cyclomatic Number 

The first question above involves the number of variables in a Bet 

of exogenous variables. Referring to the Diagram 3 example, just cited, we 

see that in every case the number of exogenous variables is four. It is 

not difficult to show why this number must be four. In the skeleton for all 

cases of Diagram 3, there are seven planning variables (C, I. E, Y, M, S, A), 

bounded by four accounting equations (one defined for each vertex). We 

know that one accounting equation is a dependent equation and can be 

deduced from the other accounting equations for an Euler graph (see 

Theorem~ of Section 2.2). Thus, there are only three independent 

accounting equations; i.e., one less than the number of vertices. Hence, 

the number of exogenous variables is four, which is the difference between 

the number of variables (seven) and the number of independent accounting 

equations. The above reasoning leads us directly to posit the definition 

of a cyclomatic number for any connected linear graph. 

Definition: The cyclomatic number of a connected linear graph is 
u = E - (V - 1) where E is the number of edges and V is 
the number of vertices. 

Applying the definition to Diagram 3, we see that the skeleton is 

connected and that the cyclomatic number is 4. This seems to confirm our 

intuition that the number of variables in any set of exogenous variables 

is the same as the cyclomatic number. Furthermore, the number of endogenous 

variables is E - u = V - 1; i.e., the number of endogenous variables is the 
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same as the number of independent equations (or one less than the number 

of vertices). We shall rigorously investigate these assertions later., 

We have emphasized the importance of determining the values of 

endogenous variables once the values of exogenous variables are given. For 

this purpose we introduce the notion of the causal order of the variables 

involved. 

3.3 Causal Order 

Assuming that a set of exogenous variables always contains u-edges 

(the cyclomatic number), it is not true that any set of u-edges can be 

arbitrarily chosen to form a set of exogenous variables. For example, 

in Diagram 7a where u = 2, the set of edges (El , E2) cannot be a set of 

exogenous variables because the value of EI is always equal to the value of 

EZ in an Euler graph. Hence, two numbers cannot be assigned to them 

arbitrarily. Similarly, in Diagram 7b, El and E2 cannot both be exogenous 

variables at the same time (see below). Thus, only certain sets of u-edges, 

to be called a basic edge set, can qualify as a set of exogenous variables. 

We introduce the following definitions with the aid of the linear 

graph concept, Circle, defined earlier (see Diagram Sb): 

Definition; A linear graph is circle-free if it has no circle. 
A linear graph is,a ~ if it is circle-free and coupected. 

Diagram Sa is an example of a directed linear graph which is a 

tree; i.e.~ it is circle-free and connected. From this example, it is not 
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Diagram. 7: Edge Set Examples 
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Diagram 8: Determination of Endogenous, Variables 
by Causal Order 
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difficult to see that a tree always has an end edge; e,g., edges such as 

I I I I those denoted by Ta' Tb, Tc' Td, An end edge is an edge which touches a 

vertex (e.g., a, b, c, and d in Diagram 8a) which is touched by only one 

edge. Rigorously we define: 

Definition: A vertex x of a directed linear graph is an end vertex if there 
is only one edge (i.e., in the form of (x, a) or (a, x» 
touching it. The edge that touches an end vertex is an 
end edge. 

It is easy to see that a tree has at least one end edge. Suppose 

this is not true (i.e., suppose a tree has no end edge for the sake of 

argument, by reductio ad absurdum). Starting from any edge of a tree, one 

can first "go in" to a vertex, x, and if x is not an end vertex, we can 

"go out" of the vertex x through another edge to a vertex y. Nmq if y is 

not an end vertex, .Te can go out of y and reach another vertex, z. 

Repeating this argument, we can then construct a link with ever-increasing 

length, going through x, y, z ••• Now if there is only a finite number 

of vertices in the linear graph, a circle ~'1i11 sooner or later be formed, 

contradicting the fact that there is no circle in the tree. Thus, a tree 

must have at least one end edge. Next, .1e see that when an end edge of a 

tree is deleted from the tree, the remaining edges must again form a tree 

(i.e., the remaining linear graphs are still connected and circle free) 

and the tree retains the same cyclomatic number. These elementary facts 

may be summarized as: 
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Lemma 1a: A tree has at least one end edge. 
b: If an edge of a tree is deleted. the remaining edge will again 

form a tree "lith the same c¥clomatic number as the original tree. 

Notice that in Lemma lb, the shorter tree remaining after deleting one end 

edge obviously has the same cyclomatic number as the original tree since 

both the number of edges and the number of vertices are reduced by one. 

In Diagram 8a, b, c, d, ~le illustrate the repeated application 

of the above lemma in four steps. In each step, all the end edges are first 

identified and then deleted to form a new tree. In Diagram 8a, the end 

1 1 1 1 c, d, and Ta , Tb, Te , Td• vertices and end edges are, respectively, a, b, 

When these are removed, ~7e have the tree shmm in Diagram 8b. The end 

2 vertices and end edges of this tree are, respectively, e, f, g, and Te, 

T~, T~, which, when removed, leave the tree shmm in Diagram 8c. This 

process can be repeated until finally only one edge (or one vertex) is left. 

Symbolically, the end edges removed successively may be assigned 

a causal order, as f011m'7s: 

Causal Order 1: 1 1 1 1 
Ta' Tb , Te' Td (end edges removed in first step) 

Causal Order 2: 222 Te , Tf , Tg (end edges removed in second step) 

Causal Order-3: 3 3 Th , Ti (end edges removed in third step) 

Causal Order 4: (end edge removed in fourth step) 

lilien any tree is given, a causal order can be assigned to every 

edge in this way. Notice from the above deletion process that as the end 

- 66 -



• 

• 

edges are successively deleted. the number of remaining edges gradually 

decreases. The process will sooner or later come to a halt when finally 

one single vertex is left. NO~l for a linear graph containing a single 

vertex, the cyclomatic number is obviously zero (i.e., u = E - (V - 1) = 
o - (1 - 1) = 0).- Since the cyc10matic number ia not affected when an end 

edge is deleted, we see that the cyclomatic number of any tree is zero. 

This may be summarized as: 

Lemma 2: The Cyclomatic Number of a tree is zero. 

This lemma can be verified for all the trees in Diagram Sa, b, c, 

d; i.e., the cyclomatic number of all these trees is zero. 

3.4 Basic Edge Set 

A connected linear graph which is not a tree will contain some 

sub-graphs ~lhich are trees. The following definition emphasizes this 

phenomenon. 

Definition: A subset of edges, T, of a linear graph, G, is a maximl.llll 
tree if T is a tree which touches every vertex of G. The 
edges of G not in T form a basic edge set. 

In Diagram Sa' in the lower deck, the solid edges form a maximum 

tree (in fact, the same tree shown in Diagram 8a, in the upper deck, for 

which a ~ausal order analysis has been made above). All vertices, a to It, 

are touched by edges in this tree. The remaining edges (dotted), therefore, 

by definition form a basic edge set. We observe that the cyclomatic number 
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of this linear graph, u = 8, is equal to the number of 'edges in the basic 

edge set (i.e., the dotted edges). This is an example of the follo~7ing 

theorem: 

TheoremG) : If a connected linear graph, G, has V vertices and a 
cyclomatic number u, every maximum tree of G has V-I 
edges and, hence, every basic edge set has u edges. 

To prove this theorem, let T be a maximum tree and let B be the set 

of edges (El' E2 .... Er ) of a linear graph, G, not in T. (He Vlant to shm-1 

that r = u.) From Lemma 2 ~-1e know that the cyclomatic number of T is zero. 

VJe may successively add the edges El' E2 .... Er to T until the linear graph 

becomes G. Notice that when an edge is added in this way. the cyclomatic 

ntnnber increases by one because the number of edges increases by one ~]hile 

the number of vertices remains unchanged (because T is assumed to touch 

all vertices). This proves r = u. 

3.5 Accounting Cousistency: General Solutions 

He have no~] developed sufficient linear graph concepts to provide 

satisfactory general answers to all three aspects of the problem of 

accounting consistency in planning (see Section 3.1). We again assume 

that a linear graph, G, is given_as the skeleton of a national income 

accounting system. The follOWing theorem can be stated: 
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Theorem 0 : Let a connected linear graph G be given. A set of edges of 
G form a set of exogenous variables if, and only if, they 
form a basic edge set (i.e., if and only if the endogenous 
variables form a maximum tree of G). 

The validity of this theorem can be seen from the examples in 

Diagram 3. In each case ,·m see that the endogenous variables (dotted edges) 

form a maximum tree. By assigning arbitrary values to all exogenous 

variables, we can uniquely determine the values of the endogenous variables. 

Together '~ith Theorem 0 "le see that every set of exogenous variables must 

have exactly u~variables (u being the cyclomatic number) and every set of 

endogenous variables must have (V - 1) variables (V being the number of 

vertices). 

We discuss the sufficient condition of this theorem by USing an 

example, the principles of "lhich can be easily generalized. The necessary 

condition is proved in the mathematical appendix. 

The dotted edges in Diagram Sa' are a set of basic edges, i.e., 

the exogenous variables. Let values be assigned to these variables as 

indicated by the encircled numbers. We now seele to determine the values 

of the endogenous variables (the solid edges .,hich form a maximum tree), 

according to the causal order shovlU in Diagram 3a, b, c, d. 

We begin with edge T~ in Causal Order 1. T~ is the only 

endogenous variable touching the end vertex "a." By requiring that 

1 
vertex "a" be in balance, the value of T is uniquely determined as a 

-2(~ 3 - 5). In this way, the values of all edges in Causal Order 1 

1 1 1 1 
(Ta , Tb , Tc ' Td) can be determined, as indicated at the bottom of 

Diagram 8a I • 
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We then proceed to Causal Order 2 (sho~vn in Diagram 8b). All 

endogenous variables in this causal order (T~, T~, T~) are determined by the 

same principle; i.e., of all the endogenous variables of Causal Order 2 or 

higher. each Ti is the only endogenous variable touching the i-th end 

vertex. Proceeding through each causal order in this way. we can determine 

uniquely the values of all endogenous variables in r steps, where r is the 

maximum causal order. We can be certain that an Euler graph is formed 

since the endogenous variables form a maximum tree and. hence. every vertex 

is in balance. Hence. the sufficient condition of Theorem~ is proved. 

In Section 1 we posed the problem of accounting consistency as a 

fundamental issue in planning methodology. To formulate the problem in 

general terms and to provide satisfactory analysis of this issue. we 

undertook development of the requisite techniques in Sections 2 and 3. 

Our particular focus is still addressed to L~e three questions 

raised (in Section 1.3) in regard to accounting consistency: 

1. Row many variables are there in a set of exogenous variables? 

2. v!hat types of sets form sets of endogenous or exogenous 

variables? 

3. Given pre-assigned values for exogenous variables, how can 

the values of endogenous variables be uniquely determined? 

The answer to the first question is that every set of exogenous 

variables equals u, where u is the cyclomatic number. The answer to 

the second question is that a set of endogenous variables must form a 

maximum tree or. eqUivalently. a set of exogenous variables must form a 

basic edge set. It is now apparent that only certain 
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types of sets qualify to represent a set of exogenous or endogenous 

variables. Referring to Diagram 7a, we now see that the set of (El , E2) 

edges (though equal to the cyclomatic number) is not a set of exogenous 

variables because the other edges do not form a maximum tree. Similarly 

in Diagram 7b, the two edges (EI , E2) cannot belong to any set of 

exogenous variables since the remaining variables would be disconnected. 

Finally, we have seen that, given pre-assigned values for exogenous 

variables, unique values of endogenous variables are logically determined 

according to a particular causal order emerging from the successive 

removal of end edges from the maximum tree representing the set of 

endogenous variables. This anSv1ers the third question. 

In Section 2 we gave an abstract formulation of national income 

accounting systems. That formulation provided the background for a general 

solution, in this present section, to the problem of accounting consistency 

for planning. The analysis in this and the previous sections (2 and 3) 

v1ill be useful in evaluating the work of the planning school in the next 

section. Ue will also find the principles developed to be indispensable 

for some parts of our later analysis in this study. We return to applications 

of these principles in our o~m work in Chaptet' 6. 

He at'e nm~ ready to return to the main theme of this chapter, 

the evaluation of the planning school's methodology from the vie~~oint of 

growth theory. Having discussed the first pillat' in the plannet"s 

framework, the t'equit'ement of accounting consistency, we shift our 
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attention in the next section from accounting relationships to behavioral 

relationships. The use of behavioristic assumptions is the second basic 

ingredient in planning methodology, and investigation of the nature and 

operational significance of these assumptions is essential to our evaluation • 
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4. PLANNING MODELS 

4.1 Types of Planning Models 

In Section 1 "1e made a preliminary and general survey of the 

planning school, emphasizing major features of this approach, including 

its resource-oriented growth philosophy, the formalism and judgment aspects 

of its methodology, its data consciousness, and its policy sensitivity. 

In Sections 2 and 3 we concentrated upon ~'10 important conceptual tools, 

the national income accounting system and accounting consistency. We are 

nO,1 ready to discuss the more formal part of planning methodology as 

reflected in actual planning models. In this present section, v1e review 

various types of planning models, introducing several classification 

criteria. In this review, particular stress is placed upon behavioristic 

assumptions which playa crucial role in many of the .planners· models. 

Classification is needed because of the proliferation of planning 

models in the recent past, as well as to provide a system for discussing 

"sample models" of each important class. We do not attempt an exhaustive 

coverage. Our review is selective in nature, and it is designed to 

illustrate the various ways by ,qhich planners have attempted to apply their 

resource-oriented growth philosophy in planning for the economy as a whole. 

We begin with the distinction, introduced in Section 1, be~qeen 

aggregate models and dis aggregated models. This distinction is based on 

the national income accounting structure of models, as shov1Il in Diagrams 1 

and 2. We have seen that the disaggregated, or n-sector, model is 
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appropriate for investigating the resource consistency problem at the 

interindustry level. For this disaggregated type of model, we adopt a 

further distinction between those which are descriptive and those which 

are prescriptive in nature. The descriptive n-sector model, a direct 

descendant from input-output economics, is concerned with the consistency 

of resource allocation \'lhen final demands are specified. The prescriptive 

n-sector model, by contrast, is an QPtimizing model in which the objective 

of economic welfare receives explicit formulation. He present a descriptive 

n-sector model in Section 4.2 aud a prescriptive n-sector model in 

Section 4.6. 

Aggregate planning models are based upon an aggregative national 

income accounting framework such as the one sho"m in Diagram 1. Since that 

framework postulates foreign planning variab1es--imports (M). exports (E), 

and foreign aid (A)--as ,'lell as domestic planning variables--nationa1 

income (Y), savings (S), investment (I), aud consumption (C)--it may be 

considered as a model of an open economy. To use this model for planning, 

a set of behavioristic assumptions is needed. VIe have briefly discussed 

in Section 1.6 the intellectual origins of typical assumptions used by 

planners. These will be formally presented in Section 4.3. We distinguish 

two types of aggregate planning models which have been built with the aid 

of these assumptions: formal planning models and strategy models. Ideally, 

strategy models should precede the use of formal planning models. 

Strategy models are designed to identify, in a relatively informal way, 

major development bottlenecks confronting a particulaT economy. The 
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development strategy thus formulated may then be used in the choice of the 

appropriate formal planning model for actual planning operations. 

Implicit in this approach. combining strategy and formal planning 

models. is the notion that particular planning models are appropriate to 

certain types of economies. the latter revealed by the strategy model's 

identification of the economy's bottleneck configuration. In this way. a 

typology approach to development planning is envisaged. We discuss this 

very special planning approach to typology in Section 4.4 while strategy 

models are revie~led in Section 4.5. 

He find it useful to classify planning models in yet another 1'lay> 

based on the formality given to the treatment of "time." A dynamic model 

is one in which the time dimension is non-trivial and formally recognized. 

In contrast. when the time dimension is treated informally, the planning 

model is considered to be a projection model used for projective planning. 

This distinction bett'leen dynamic and projective can be applied to all 

planning models. For example, the descriptive type of disaggregated model 

presented belo~l in Section 4.2 is a projective model while the disaggregated 

optimizing model discussed in Section 4.6 is a dynamic one. Among 

aggregated models the formal planning models revie~'led in Section 4.4 are 

dynamic, while the strategy model in Section 4.5 is projectiv." because of 

its more informal nature • 
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4.2 Disaggregated 110dels 

The first important class of planning models to be considered 

is the dis aggregated type l~hich has grm>m out of the input-output tradition. 

Their model structure is described by the national income accounting system 

of Diagram 2, ~lhich clearly shows that the analytical emphasis is on the 

interindustry relationships among a large number of relatively small 

production sectors. As adopted by the planners, the model is mainly 

employed as a framework for consistent planning of resource allocation 

among production sectors of the economy. 

He consider a typical planning problem of this kind. Let a future 

year be designated as a target year, for el~~~ple, the last year of a five­

year planning horizon. A consistent projection is to be made for this 

target year for all planning variables contained within the framework of 

Diagram 2. We distinguish the demand for net output of the production 

sector from the other variables of the system, as is common in the input­

output approach. The causal order of planning then proceeds by the 

fo 1101·nng steps: 

Step 1: The demand for net output--investment (II' 12> 13), 

consumption (Cl • C2, C3), and exports (El • E2, E3)--

is planned independently, usually by a projection device. 

Step 2: The other variables are planned by using the accounting and 

production assumptions of the input-output model • 
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To illustrate the applicability of the techniques developed in Section 3 

to this planning problem, \qe observe from Diagram 2a that the five 

variables, V1, V2, V3, A, and S (i.e •• the value added of the three 

production sectors, foreign aid, and domestic savings), form a maximum tree. 

This is true since the six vertices, ®, ®, @' 0. 0. and(~) 
are connected by these variables, and there is no circle involved. The set 

of remaining variables is then a set of exogenous variables. 

We kno\~ from our previous discussion that if we can determine 

the values of the exogenous variables, we can determine the values of all 

the remaining (endogenous) variables. Let us classify the exogenous 

variables into two types: 

Step 1: Final demand: consumption (Ci ), investment (Ii)' and 

export (E
i

) (totalling nine variables). 

Step 2: Interindustry £1o\'1s (xtj) and imports ~) 

(totalling t~1e1ve variables). 

Hhen the values of these 21 exogenous variables are estimated (projected) 

for the target year, the values of the endogenous variables (Vl • V2, V3, 

A, and S) can be routinely calculated for that target year. 

In the first step, the three components of final demand are 

projected for the target year. Export demand (E
i

) is obtained by a simple 

extrapolation of the past trend as representing the estimated export 

potential. To project consumption (Ci ) we may, for example, first calculate 
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the value of aggregate income (i.e., national income) for the target year, 

by imposing a politically determined growth target for the intervening 

years. The individual consumption 'components (ei ) can then be determined 

under the assumption, for example, that the present consumption coefficients 

will also prevail in the target year. Projection of investment (Ii) may 

also be done by a simple extrapolation from the past trend interpreted as 

representing the growth of "absorptive capacity." Note that in each of 

these projection devices there is a large amount of judgment and even, 

perhaps, expediency. This exemplifies the point we made in Section 1.4 

that a heavy judgment ingredient is always found in the planning school's 

practical work. The second step is estimation of the interindustry flows 

(xij ) and import demand (Mj ) for the target year. Estimation of these 

twelve variables is based on the production assumptions highlighted in the 

input-output tradition. Hith the concept of total output (Xl> XZ' X3) 

defined as in equation (3a),lO demand for intermediate factors of production 

and demand for imports are based on simple proportionality assumptions: 

4.l.a) Xu = aUXl • xlZ = alZXZ , x13 '" a13X3 

x2l = a2lxI , Xz2 '" a22X2 x23 '" a23X3 

x31 = a31Xl , x32 = a32X2 , x '" s33X3 

b) MI = mlXl , MZ = m2X2 • M3 = m~3 

10Notice that the introduction of Xl' XZ' X3' and the accounting assumptions 
in equation (3a) add an equal numlier of variables and accounting equations 
and, hence, ~1ill not affect our previous reasoning • 
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These production behavior assumptions are taken directly from the input-

output tradition. Both input coefficients (aij) and import coefficients 

(mi) simply state that the essential characteristic of production is that 

any particular input is always proportional to total output (Xi)' 

These 12 production behavior assumptions are used to determine the 

12 interindustry flows (xij) and imports (Mi)' Specifically, these 

assumptions and the projected values of final demand (Ii' Ci , and Ei ) are 

substituted in equation (3a) to obtain the following system of three linear 

equations in three unlfnovms. Xl' X2• X3: 

4.2) <. (-a21X1) + (1 - a22)~ - a23X3 = 12 {- 02 + E2 

l (-a31Xl) - a32xl + (1 - a33)x3 = 13 {- C3 {- E3 

When the values of total output, Xl' Xl' X3' are determined by 

solving this system of equations, the values of the interindustry flows 

(Xij ) and imports (Mi ) are then determined by the proportionality 

assumptions of equation 4.1. In this way all the ~ exogenous variables 

are determined. The values of the five endogenous variables (foreign aid, A, 

domestic savings, S, and the three components of value added, VI' Vl , V3) 

are determined reSidually. 

The input-output model just described may be regarded as the basic 

dis aggregated model for development planning. There are many pOE~ible 
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~'1ays to refine and extend the basic model structure, and some of these 

adaptations are discussed in Section 4.6. 11 The basic model presented 

suffices, however, to illustrate the essential characteristics of this type 

of planning approach, which ~qe now summarb:e briefly. 

Input-output analysis, as a ~ranch of economic theory, is a general 

equilibrium approach, characterized by numerical strength snd its emphasis 

on interindustry production relationships. Compared to other general 

equilibrium models (e.g., the Neo-Classical model, a 1s Hicks, or the more 

recent activity analysis variety),12 the speoial feature of input-output 

models is that they can be implemented statistically with empirical data. 

In fact, their very emphasis on interindustry relationships requires 

extensive empirical work involving masses of statistical data. This 

numerical strength is achieved, however, at a price. Important aspects 

of the general equilibrium system--notably the consumption aspect and the 

income distribution aspect--cannot be adequately handled. The numerical 

strength of the input-output approach and its disadvantages are also 

apparent when this type of model is adopted for planning purposes. 

Given the special numerical strength of input-output models, it is 

easy to understand their popularity among planners. Such models provide 

IlFor an example of an imaginative application of this approach, see Michael 
Bruno, Interdependence, Resource Use and Structural Change in Israel, Bank 
of Israel Research Department, SpeCial Studies No. 2 (Jerusalem: 

12 

Jerusalem Post Press, 1962). 

See, for example, J. R. Hicks. Value and Capital (Oxford: Clarendon Press, 
1946) and Gerard Debreu, Theory of Value (New York: John Wiley and Sons, 
Inc., 1959) • 
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numerical answers to the planners' 'central problem of resource consistency, 

though only at the interindustry level (and only on this particular problem). 

This feature conforms to t~'10 biases of the planning school, their penchant 

for policy results in numerical terms and their philosophy that production 

(rather than consumption or income distribution) lies at the heart of 

economic development. Thus, as inherited by planners, the special 

characteristic of the input-output approach is its emphasis on resource 

calculation supported by a massive empirical effort to generate data. 

4.3 Behavioral'HyPotheses in Aggregate,Models 

Aggregate planning models are distinguished from the disaggregated 

type by the underlying assumption that there is only one aggregate production 

sector. Thus, in contrast to dis aggregated models, aggregate models 

postulate no differentiation of production conditions within the production 

sector. The national income accounting structure of the most important 

aggregate planning model is shoTNQ in Diagram lao The skeleton of this model 

in Diagram Ib shows seven planning variables (I, C, E, Y, M, S, A) 

connected by ~ accounting equations (i.e., the four vertices). The 

model's cyclomatic number is u = 7 - (4 - 1) = 4. Hence, every possible 

set of exogenous variables contains four variables and every set of 

endogenous variables (i.e., every maximum tree) has three variables 

(v - 1 = 4 - 1 = 3). These basic technical properties of this model should 

be kept in mind • 
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In Section 1.6 He discussed the behavioristic assumptions for 

aggregate planning models in general terms. We now examine these assumptions 

more systematically. Behavioristic assumptions commonly used by planners 

in connection with the aggregate model described in the above paragraph 

may be classified into five types. These five types represent "behavior" 

in respect to income disposition, production, investment" political factors, 

and economic geography. 

Using the notation({x to denote the "rate of grolgth of the time 

variable x" (Le., T/x '" (dx/dt)/x ). we list these as: 

4.3 INCOME DISPOSITION BEHAVIOR 

a) Savings function: 

PRODUCTION BEHAVIOR 

b) Capital requirements: 

c) Import requirements: 

INVESTMENT BEHAVIOR 

d) Absorptive capacity: 

S '" s' + sY (s is the marginal saving 
ratio) 

K '" It' + kY (It is the marginal capital­
output ratio) 

M '" m' + mY (m is the marginal import 
coefficient) 

I '" Ioe
it 

or ~I '" i 
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POLITICAL BEHAVIO~ 

e) Target growth rate: 

f) Growth rate of aid: 

ECONOMIC GEOGRAPHY 

g) Export growth rate: 

h) Population grovlth rate: 

Y'" Yoe
vt 

or,!y = v 

(v is the constant target growth 
rate for GNP) 

A'" Aoe
at 

orf/A = a 

(a is the constant growth rate 
of foreign aid) 

E '" E eut or II = u o '(E 

(u is the constant export grmgth 
rate) 

L '" L ert or JI = r o (L 

(r is the constant population 
grm'7th rate) 

In an earlier section we observed that several of the planners' 

behavioristic assumptions originate from related branches of economics, 

while others have been devised by planners themselves. The first assumption 

(a), the savings function, inherited from the Keynesian tradition, describes 

the availability of savings from income. The second assumption (b), capital 

productivity, is inherited from the Harrod-Domar type grmgth model and is 

often used in conjunction with (a) to formulate dynamiC planning models. 

(See Section 4.4.) The third assumption (c), the import function, is 

inherited from the input-output tradition discussed in the previous section. 

The fourth assumption (d). ~bsorptive capacity (i.e., the assumption that 

capacity to plan and execute investment projects is growing at a constant 
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rate) is more or less an invention of the planning school. The last four 

assumptions (e, f, g, h) are proxies for behavioristic assumptions, the 

realism and stability of which are taken for granted, with little or no 

inductive or theoretical Support. Constant growth rates for these proxy 

variables are often postulated as a matter of expediency, in the absence of 

definitely contradictory evidence. The political behavior assumptions 

roughly summarize certain internal (e) and external (f) political forces 

affecting, respectively, the acceptability of the growth target and the 

availability of aid. The economic geography assumptions (g and h, 

respectively) summarize a ~~ide variety of forces which determine the 

population growth rate and the economy's export potential. 

It is apparent from the list of equations (4.3) that a large 

number of distinct planning models can be constructed from our example of the 

aggregate model structure (Diagram 1). Eearing in mind that only four (the 

cyclomatic number) behavioristic assumptions are needed to determine the 

system completely, the listing obviously allows many possibilities for 

particular models. In fact, planning models constructed by altering the 

behavioristic assumptions used may be interpreted as the planners' mm 

brand of typology for development planning. Implicit in this procedure is 

the belief that there are many growth types, each requiring a specific set 

of behavioristic assumptions. We investigate growth models based on this 

notion of typology in the next section. 

In the context of the aggregate planning model, the planners' data 

orientation takes the form of estimating the parameters of these behavioristic 
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equations (s. m. k, i. v, a, u, r) to determine their numerical value. 

Frequently, estimation is based on cross-section data (i.e •• data from many 

less developed countries at a point in time), based on the assumption that 

the same behavioristic hypothesis is valid for all countries. Although the 

number of economic variables in the aggregate model is small, compared to 

those in the dis aggregated model. this emphasis on parameter estimation and 

the cross-section procedure employed gives the aggregate model approach a 

mass data focus, also observed for disaggregated models. 

A further observation applies to behavioristic assumptions for both 

aggregate models (listed in equations 4.3) and disaggregated models, given 

in equation 4.1. Behavioristic relationships for both are of the simple 

linear type (i.e., showing proportionality of incremental values). This 

simplicity is not accidental. Rather. it stems from the planners' 

insistence that behavioristic assumptions must be readily statistically 

imp1ementable. This insistence, we believe, stems from the planners' 

overriding preoccupation with numerical policy results. 

This penchant for ready numerical results frequently leads to naive 

methods for estimating the parameters involved in behavioristic assumptions. 

A "directlJ approach to estimating each parameter, exemplified in the use of 

cross-section data, is customarily used. Such a direct approach naively 

ignores the statistical problem of identification. More precisely, this 

means that the behavioristic assumptions are assumed to be valid individually 

rather than valid within the context of a particular planning model structure • 
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The difficult problem of statistical identification, which arises when 

several behavioristic relationships are implicitly assumed to occur 

simultaneously in a model context, is seldom faced squarely.13 

The various behavioristic assumptions review'ed in this section are 

the most important building blocks used by planners for constructing planning 

models. In accepting the validity of the behavioristic assumptions 

individuallY, the planners have borro~led or inherited what may be called 

"mechaniSms" (and only these "mechanisms") from diversified areas of the 

economics discipline. For example, the savings function (4.3.a) t,,~S 

invented by Keynes and was intended to be used, together with other 

theoretical ingredients in Keynesian economies, for the purpose of studying 

a distinct social problem, the problem of unemployment in industrially­

mature economies. In borrot~ing the Keynesian savings function, planners, 

hotfever, have taken over only the explicit mechanism of the savings function 

~1hile rejecting the context of Keynesian economics. The other theoretical 

ingredients and the sense of unemployment as the dominant social problem 

are considered irrelevant for planning. In a similar t~ay, all the 

planners' behavioristic assumptions taken from other branches of econom;~s 

are treated as individual mechanisms and removed from their original context. 

Thus, the heterogeneous intellectual origin of the planning school is a 

matter of its selective borrowing of these unrelated mechanisms. 

As employed by planners, these mechanisms assume a pOSition of 

dominant importance. They are accepted as immutable and appropriate to aU, 

13,1e return to discussion of this problem in Section 4.5 • 
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contemporary less developed countries. Less developed countries may differ, 

for example, in respect to cultural background and geographic characteristics, 

or they may represent different types of economies (large, small, open, 

closed, dualistic, monomorphic), or they may be at different stages of 

long-run development, as emphasi~ed by the historical school. To planners, 

however, these differences are irrelevant to the validity of behavioristic 

mechanisms. The immutability and universality of these mechanisms must be 

assumed to enable the planner to use cross-section data covering ~ 

countries. The only relevant conSideration is the availability of data 

to estimate the needed numerical values of the parameters in the 

behavioristic assumptions. In accepting behavioristic assumptions as 

fundamental mechanisms, the planning school is seen to embrace a 

mechanistic philosophy of economic growth. Gro\lth is interpreted in terms of 

particular sets of these mechanisms. The operational implications are clear. 

Planning for growth consists of skillful manipulation of these mechanical 

relationships, giving their policy work a distinctly technocratic flavor. 

The combination of a mechanistic growth philosophy and a technocratic 

operational orientation is an outgrowth of the approach just described. 

This approach is based upon eclectic use of mechanisms from heterogeneous 

intellectual origins, an insistence on estimation procedures w~ich produce 

numbers for these mechanisms and the related assumption of their universal 

validity. This mechanistic strain distinguishes the planning school's 

approach to development, marking it as both anti-historical and 
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anti-typological in nature. In discussing the planners' interest in 

planning typology in the next section, therefore, we stress that the 

planners' particular brand of typology conforms to their mechanistic view 

of economic growth. 

4.4 Planning Typology 

We have seen in our review of the historical school that 

contemporary development economists increasingly recognize economic gro~vth 

not as a unique experience but rather as a phenomenon comprising many 

different types. In this evolving typology approach, each growth type is 

considered to be subject to unique growth promotion forces and characterized 

by particular rules of gro~vth. Planners have been influenced by this concern 

with typology. and their special application of the typology concept ~~ill 

be briefly examined in this section. 

Disaggregated planning mOdels. discussed in Section 4.2, are 

inappropriate for a typology approach to planning. In view of the large 

number of production sectors involved, these models become unwieldly unless 

intersectoral relationships portrayed are regular and symmetrical. This is 

clearly apparent in the input-output model, in which the production 

structure of an industry cannot be structurally distinguished from any other 

sector in the model. Gro~1th typology, hO~1ever, rests upon identifying 

aSymmetrical relationships between a small number of large economic 
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sectors.14 Hence, planning typology has been used exclusively in 

connection with aggregate planning models, in which the number of sectors 

is small. 

To study planning typology, therefore, He accept the aggregate 

national income accounting framework of Diagram lao In addition, a number 

of behavioristic assumptions must be selected from a list of alternatives 

such as that given in equations (4.3) in the previous section. This 

selectivity permits the construction of a large number of models to depict 

various gro~,th types. He illustrate some alternative grm~th types by 

presenting several planning models which have been actually put to use by 

planners: 

(i) The Harrod-Domar growth model 

(U) The skill-limit grm~th model 

(iii) The saving-limit growth model 

(iv) The trade-limit growth model 

The familiar Harrod-Damar model. originally constructed to study 

the problem of the stability of growth in industrially mature economies, 

has been borrowed by planners and has had profound effects upon their ·works. 

The other three models have been developed by representatives of the planning 
15 

school. 

14See our discussion of growth types (epochs) in Chapter 2 where the 
historical approach to growth is shown to involve such sectoring for 
typology. 

l5see, for example, the use of all three "limit models" in Hollis B. Chenery 
and Alan M. Strout, "Foreign Assistance and Economic Development." 
American Economic Review, Vol. LVI, No.4, Part I (September 1966), 
pp. 679-733. 
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To facilitate our discussion of these models, we indicate their 

structure in the four rmqa, a, b, c, d. of Diagram 9. In each row, a 

particular model structure consists of a selected set of behavioristic 

assumptions selected from equations (4.3) and the skeleton of the 

aggregate national income accounting framework (Diagram lb), common to all 

of these aggregate models. For each model ShOlqu in Diagram 9, the solid 

edges form a basic edge set, representing exogenous variables, and the 

dotted edges (forming a maximum tree) represent a set of endogenous 

variables. This classification immediately gives us a preliminary idea of 

the causal order employed by these types of planning models. We proceed to 

identify the growth promotion forces and to describe briefly the rules of 

growth for each model. He then discuss the methodological issues involved 

in application of these models for planning and the implications for the 

planners' view of typology. 

Harrod-Damar Model 

The familiar Ral:rod-Domar model is a gl:owth model for the closed 

economy. (Thus, imports, exports, and foreign aid are all set to be zero 

in Diagram 9a.) The tuo most essential assumptions of this model are given 

by the following pair of equations which are commonly used in combination 

to describe a stock-flm·r relationship: 

4.4.a) dK/dt = I 

b) K = kY 
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Diagram 9: Examples: Planning School Growth Typology 
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The first equation (4a) is a dynamic accounting equation stating that 

investment (I) constitutes (i.e., is equal in magnitude to) the increment 

of capital stock (K) between two adjacent time points. Thus, the size of 

capital stock at any point in time-is the sum of the accumulated value of 

investment. For this reason, we can deduce quantitatively the time path of 

investment and the time path of capital stock from each other. The second 

equation (4b) states that capital stock (K) and capacity output (Y) are 

proportional, the proportionality factor being the capital output ratio (k). 

This pair of equations mean that the time path of output (Y) and the time 

path of investment (I) mutually determine each other. It is for this 

reason that the two edges, Y and I, are selected as the exogenous variables 

in the skeleton shown in Diagram 9a. 

The impact of the Harrod-Domar model on the thinking of the planning 

school is apparent from the fact that this pair of equations (4.4) is 

postulated for all four models in Diagram 9. (To emphasize this point, the 

pair of equations from (4.4) is marked off by a "box" in all four cases.) 

This reveals the planners' strong conviction that capital accumulation is a 

dominant growth promotion force, for in all four models the size of cavital 

stock alone determines capacity output. Because the time path I(t) and Y{t) 

mutually imply each other, v1e can distinguish two types of planninll modds, 

representing different approaches: 

Type 1: Needed Investment Approach: When Y{t) causally determines the 

needed investment stream, I(t). to build up the required capital 

stock • 
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Type 2: Implied Capacity Approach: When I(t) causally determines capacity 

output. Y(t). implied by the capital capacity built up by I(t). 

The significance of this distinction "ill be emphasi2ed in our discussion 

of the other models in Diagram 9. 

The second conspicuous aspect of the Harrod-Damar model is the 

postulation of a savings function (S = sY) of the Keynesian type and the 

implied savings-pushed characteristic of gro~lth. Under this assumption. 

capacity output (Y). at each point in time. determines the amount of 

savings (S) which. for the closed model. equals investment (I). Hence. the 

si2e of the capital stock in the next period "ill be determined. This. in 

turn. determines the capacity output in the next period and in this "ay 

the gro"th path is dynamically determined. Thus. the pushing force exercised 

by savin& is the crucial and. in fact. the only growth promotion force. It 

is apparent that this model implies that the economy possesses adequate 

entrepreneurial capacity to execute all of the investment projects needed 

to absorb the full capacity savings. It was recogni2ed. however. that this 

may not be the case in a less developed country and that the ability to 

invest (i.e •• absorptive capacity) rather than savings may be the crucial 

bottleneck. Hence, the skill-limit model t-1aS evolved by planners as an 

investment-pull gro~lth type (in contrast to the Harrod-Domar savings-push 

type) • 
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The Skill-Limit Model 

The skill-limit model recognizes that entrepreneurial capacities 

to undertake investment projects may be the bottleneclc factor, and that 

overcoming this bottleneck through acquisition of sldlls by learning is a 

time-consuming process. Accordingly, this model assumes that investment, I, 

(construed as a proxy variable to, measure investment ability) is gro~1ing 

at a constant rate, i, constrained as it is by limitations on learning 

capacity. The model, therefore, represents an implied capacity approach 

since the national income stream, y(t), is causally dete~ined by 

investment, I(t) (through the stock-flow relationship in equation 4.4). 

A second behavioristic assumption in this-model is the Keynesian 

savings function (S '" sY), ~~hich in the next step causally determines the 

amount of savings through time, S(t). However, the savings function has an 

entirely different growth significance here than in the Harrod-Domar model-­

a point \~hich might be easily missed by the casual reader. In the present 

case, the savings function has no growth significance at all! It is 

postulated to enable the planner to calculate the needed foreign aid stream, 

A(t). as the difference bet~~een investment and savings; Le., 

A(t) '" I(t) - S(t). Thus, the ultimate objective of this model is to 

estimate needed foreign aid, calculated as an investment-saving gap in an 

open economy. 

Two subcases (hI and b2 in Diagram 9) are shown for the skill­

limit (or investment ability-pull) model. In the first (bl ), the import 
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function (M = mY) is chosen as the next behavioristic assumption to 

determine the value of imports. This gives four pre-determined variables 

(I, Y, S, M), forming a basic edge set, and the model is dynamically closed. 

In this subcase, the endogenous variables, determined residually, are 

needed foreign aid, A, exports, E, and consumption, C. In the second (b2), 

the time path of exports, E{t), is determined by projection. This closes 

the model as the four variables (I, Y, S, E) form a basic edge set, and the 

three endogenous variables (A, E, C) are determined residually. 

These bqo subcases represent another aspect of an economy's 

QPenness; i.e., that aspect associated with trade rather than aid. The 

first sub-model assumes that the country has some capacity for export 

promotion; i.e., that it is capable of exporting the volume of goods 

implied by the endogenous variable, E. The second sub-model assumes some 

degree of import substitution capacity to enable the country to live with 

the volume of imports, determined as an endogenous variable. In both cases, 

ho~qever, the investment pull is the baSic grmqth-promotion force, while a 

finer distinction is made between a country's relative strength to promote 

~ports or to engage in import substitution. 

The Saving-Limit Model 

The saving-limit model shOlm in Diagram 9c gives some prominence 

to political and institutional forces in less developed countries by 

permitting specification of planned targets, usually in terms of target rates 

of growth of national income (Tly = v). Since a target grOlqth path of 
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national income, Y(t). is implied, we may think of this as a growth target 

model. It also implies a needed investment approach; i.e., the investment 

stream is determined by the stock-flo~1 relationship in equation (4.4). 

Employing the Keynesian savings function (8 = sY). needed foreign aid is 

then determined as in the skill-limit model. Tt'10 subcases are also shown 

for the saving-limit model, depending upon whether an import function 

(Diagram 9cl ) or an export projection (Diagram 9c2) is used to close the 

model. Both operate similarly to the two subcases discussed for the 

skill-limit model. 

The skill-limit model and the saving-limit model differ from each 

other only by reversing the causal order of determination between yet) and 

I(t). As a result of this difference, the first is characterized by an 

investment-pull growth promotion force. while in the latter the politica~ly­

determined target is the gro,qth promotion force.16 (In terms of our 

distinction apropos the Harrod-Domar model, the skill-limit model is an 

implied capacity approach and the saving-limit model, a needed investment 

approach.) They are similar in that both determine foreign aid as a 

saving-investment gap and both rely upon either the presence of export 

promotion or import substitution capacity. In other words, there is an 

underlying assumption that the country already possesses the ability to deal 

with balance of payments problems (should they arise) either through 

increasing exports or decreasing imports. If, however, neither of these 

16Thus , Chenery's saving-limit characterization of this latter model is 
somewhat a misnomer • 
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abilities is present, the planner ~lill then view foreign exchange as the 

critical bottleneck. For this type of situation the trade-limit model was 

developed. 

The Trade-Limit Model 

In the trade-limit model, the planner recognizes a country's 

limitations in respect to both import substitution and export promotion, 

as ~~ell as the country's need (or desire) to grow by a planned target. 

As in the skill-limit model, a targeted rate of growth of national income, 

yet), is given, determining the investment stream, I(t), by the stock-flm. 

relationship. The model then postulates both an import function 

(M = m' + mY), with the aid of ~vhich M(t) is determined, and the projection 

of export streams, E(t). The endogenous variables are thus seen to be 

foreign aid, ~, savings, ~, and consumption, Q. 

The basic difference between the skill-limit or saving-limit 

model and the trade-limit model is that foreign aid is determined as a 

saving-investment gap in the former but as an import-export gap in the 

latter. Related to this difference is the implicit understanding that foreign 

exchange will not be a critical bottleneck in countries where the skill-

limit or saving-limit model is appropriate because of export promotion 

and/or import substitution capabilities. Similarly, for countries where 

the trade-limit model is appropriate, it is implicitly assumed that both 

investment and savings capabilities are adequate. The essence of the "limit 
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model" approach, therefore, is that planners concentrate planning efforts 

upon ,~hat are deemed to be the bottleneck factors, .. hile factors judged 

to be non-binding are neglected. 

The Discretionary Use.of Behavioral Assumptions 

In the application of planning models, the use of behavioral 

assumptions, of the types described in Section 4.3, involves a large input 

of discretionary judgment on the part of the planner. This aspect of the 

aggregate planning technique can be best appreciated by applying the technical 

results of our previous analysis developed in Section 3. 

We have seen from that analysis that the distinction between 

exogenous and endogenous variables amounts to a causal order distinction. 

Hith exogenous variables identified as a set of basic edges, it has been 

shown that they are of a higher causal order than the set of endogenous 

variables defined as a maximum tree. Once values are specified for the 

set of exogenous variables, values of endogenous variables are determined 

routinely as residuals. 

The discretion exercised by planners in chOOSing among the 

various models "1e have just described is essentially a matter of such 

a distinction be~~een exogenous and endogenous variables. In the~r 

approach, the procedure is reflected in their making subtle disti.nctions 

among behavioristic assumptions such as those Itsted in Section 4.3. Each 

variable in the planning model is depicted as governed by a specific 

behavioristic force. In utilizing these behavioral relationships in the 
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context of a particular planning model, however, certain are selected as 

relatively unyielding or "hard," and these are conceived of as the bottleneck 

factors. Others are judged to be relatively flexible or "soft." Planning 

effort is directed mainly to the "hard" bottleneck factors. 

In our interpretation, these distinctions represent a choice 

between exogenous and endogenous variables. Those variables controlled 

by relatively rigid behavioral forces are exogenous; they are of the 

highest causal order and, as such, impose limits on the values of the 

endogenous variables in the system. In this sense, the exogenous variables 

are construed to be bottleneck factors. Endogenous variables are those 

controlled by less rigid behavioral forces, and the planner aSSumes that 

their ex post values can be brought into line with their projected values, 

determined reSidually, because the behavioral forces controlling them 

are relatively flexible. 

We demonstrate these observations by use of an example. In 

Model 2b of Diagram 9, the skill-limit model, imports (M) are considered 

an endogenous variable. To illustrate the conceptual treatment of this 

variable, let us assume the following numerical values for the parameters 

of the behavioristic equations governing the exogenous variables. 

s = .15 
(saving rate) 

k = 3 
(capital-output 

ratio) 
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Knowing the current (initial) values of investment (1
0

) and exports (Eo)' 

we Can calculate, for any future year, the values of exports (e.g., E = 5) 

1qith the aid of u = 5% and Eo' We can also compute values of capacity 

output (e.g., Y = 100) with the aid of accumulated capital capacity 

(using k = 3, i = 2%, and 1
0
), Thus, the major gro,qth promotion force 

(i.e., the investment capacity pull) allows us to determine the value of Y. 

We also know the value of investment (e.g., I = 20), with the aid of 

i = 2%; and savings (e.g., S = 15) with the aid of s = .15. The values of 

the four exogenous variables (Y = 100, I = 20, E = 5, and S = 15) are thus 

first determined by formally taking into consideration the "hard" or 

unyielding behavioristic forces involving them. 

Notice that the endogenous variables (A, M, C) now form a 

maximum tree. Their values can now be calculated according to the 

procedure described in Section 3.5, according to their causal order, in a 

reSidual and routine manner. In this way we determine C = 85 (i.e., 

100 - 15); A = 5 (i.e., 20 - 15); and M= 10 (i.e., 5 + 5 = 10). We 

observe that none of the behavioristic assumptions listed in 4.3 are formally 

used in the computation of these endogenous variables. This implies that 

those behavioristic forces are judged to be flexible or not effectively 

binding. For example, suppose that the import function is M = .08Y 

(i.e., the average propensity to import is eight per cent, then needed 

imports, from the ex ante behavioristic viewpOint, equal 8, which is 

adequately covered by the projected value (10), and, hence, the value of 8 is 

not binding. Conversely, suppose M = .l2Y; then needed imports from 
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ex ante behavioristic considerations is 12, e"ceeding the projective value 

of 10. Hot~ever, not;, in the judgment of the planner the deficiency can be 

corrected by an independent set of policy devices (e.g., import controls, 

import substitution, etc.) to bring about a change in the behaVioristic 

force (in this case, the propensity to import) so that the ex post value for 

M can be brought into line with the projected value. 17 The same principle 

applies to C and A, the other endogenous variables. In short, in the 

judgment of the planner, these endogenous variables do not constitute 

serious development bottlenecks. 

The notion that some behavioristic assumptions are hard and 

unyielding (and thus more serious) while others are soft or ~;eak (and hence 

more tractable) is basic to certain recent trends in the evolution of 

planning methodology. The distinction follows readily from the planners' 

mechanistic view of growth based upon indiscriminate acceptance of a wide 

variety of mechanisms (such as the list presented in (4.3) above), all 

regarded as more or less relevant to the operation of the economy at a given 

point in time. This distinction among behavioristic assumptions, however, 

need not arise (and would, in fact, be meaningless) if the more familiar 

method for construction of unambiguously determined models were employed; 

Le., accepting an equal number of equations and unknowns. 18 

l7The distinction between ex ante and ex post values of planning variables is 
the essence of the "two gap approach," popularized in recent years. For 
an evaluation of this approach from another vie~~oint, see the article by 
John C. H. Fei and Gustav Ranis in American Economic Review, September, 196& 

18 Equivalently, this condition is that the number of behavioristic 
assumptions must be the same as the cyclomatic number, u • 
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The departure leading to a distinction stems from the planners' 

mechanistic inclination leading to respect for all mechanisms (acceptance 

of all behavioristic assumptions) as a general principle. This orientation 

implies a view of a "mechanism space," the set of all possible ,mechanisms. 

The choice of a particular model to describe growth reality must be argued 

in the context of that total "mechanism space" to provide confidence in the 

result. 

The acceptance of such a mechanism space containing more equations 

than are needed for determination purposes leads once again to an inevitable 

and important aspect of judgment so characteristic of the planners' 

approach. The choice be~geen rigid and flexible behavioristic forces, of 

necessity a very complex matter, precedes and determines the entire 

planning procedure. It would appear that there is, as yet, no scientific 

method to guide such choice;19 and while knowledge of innumerable 

characteristics of a country may be helpful, a large input of discretion 

will always be present. 

The Operational Meaning of the Planners' Typology 

The idea of growth typology, as found in the intellectual and 

practical work of planners, recognizes differences in growth promotion 

forces among countries and for different stages in a country's development. 

These differences are judged to be traceable to variations in societies' 

19see, however, Section 4.5 below • 
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capacities in regard to several economic and political components of 

development. The choice of a particular model depicts the operation of the 

system as driven by the major growth promotion force; for example, "the 

savings-push" nature of the Harrod-Domar model; the.investment ability or 

"the investment-pull" nature of the skill-limit model; and the politically­

determined "target-push" of the other two models, the saving-limit and the 

trade-limit model. He note that, in the "limit model" approach, these 

primary growth promotion forces are always conceived of as domestic growth 

forces affecting the domestic variables. A second set of forces, some 

domestic and some foreign, affect the foreign sector variables (foreign aid, 

exports, and imports). Differences here focus upon abilities to promote 

exports, substitute imports, and attract foreign aid. The superimposition 

of these two types of forces are then used to produce a wide variety of 

growth situations. The operational implications for development planning 

are that, first, the bottleneck factor(s) must be selected and, second, 

that the bottleneck factor must be emphasized (or given a higher causal 

order) in planning. The modelll employed then give concrete numerical anS~1ers 

to the key policy issues implied by this choice; for example, the prominent 

emphasis on needed foreign aid in all the open models examined above. 

Given the wide choice of behavioristic forces postulated in 

equation (4.3), many aggregate models can be bUilt for any open eco~omy. 

Bach possibility represents a particular gr<n~th type, determined by a 

special set of growth characteristics. In addition to the "needed foreign 

aid" type. <:onsidered above, an "available foreign aid" type is possible • 
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More systematically, we can distinguish a "savings~push" type, an "investment~ 

pull" type, and a "politically~induced" type as the three major types of 

growth originating from domestic origin. In addition to these types, 

discussed above, three alternative types can be envisaged for an open economy, 

depending on t·/hether growth is "export-pushed," "import substitution-led." 

or "foreign aid-dominated." "Ie see that a model space would be an apt 

description of the set of all possible models generated in this way. At the 

present time, a systematic planning taxonomy, involving identification and 

classification of all significant cases in the model space, has not been 

explored by the planners to any significant extent.20 

Although a large number of alternative models can he constructed 

in this 'way, planners have a definite preference for the particular type of 

model which is addressed to a key policy iSsue. For example, planners have 

tended to adopt a "needed foreign aid model" rather than an "available 

foreign aid model," the difference being that the latter postulates the 

availability of foreign aid as a hard "inflexible" condition. Thus, the 

needed foreign aid approach relates directly to the moot development issue 

in postwar aSSistance strategy and politics of deciding how much assistance 

a country will~. This orientation to~lard policy with a strong pragmatic 

20A first effort has been made in John C. H. Fei and Gustav Ranis, "A Study 
of Planning Methodology with Special Reference to Pal~istan's Second Five­
Year Plan," loco cit • 

- 104 -

http:extent.20


• 

• 

undertone has a sharp anti-historical bias. Policy models, as illustrated 

by those examined in this section, tend to be forward looking in order to 

provide practical advice. They are not designed to explain historical events. 

In view of this problem of a large (and actually unknown) variety 

of growth models that may be adopted for planning, the need for guidance 

is pressing. Guidance is needed to identify precisely what growth model 

is. in fact, relevant to planning for a particular period; e.g., the 3-5 

years immediately ahead. Unless a method is developed to help the planner 

to select the relevant model, effective planning cannot begin. What is 

needed. therefore. is another type of planning, which may be described as 

planning for development strategy. Such strategy planning Should. ideally, 

precede actual planning operations so that the relevant planning model may 

be selected before plans are formulated. Growth typology must obviously be 

a major component in this kind of advance planning since growth bottlenecl<$ 

likely to be confronted in the near future must be identified. 

Despite the obvious importance of strategy planning, this area of 

knowledge has been largely ignored by development economists. Satisfactory 

methods have ~ been developed to solve--or even to examine--this problem 

systematically. One major obstacle to the study of growth types is 

statistical identification. a problem associated with the estimation of the 

parameter values for the set of all behavioristic assumptions employed; e.g., 

those listed in the equations in 4.3 (k, s. e. u. i, r, v ••• etc.). 

Presumably. these parameter values must be estimated from the 

observed values of economic variables exhibited by the economy in recent 
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years (perhaps 5-10 years preceding the initiation of planning). The 

identification problem lies in uncertainty that the true ex ante values of 

all the behavioristic forces can be revealed by the observed ex post data. 

This impasse stems from the very notion of the "flexibility" of the 

behavioristic forces involved; i.e., in the possibility of divergence 

beoreen the ex ante and ex post values of these parameters. We have seen 

that such flexibility is an essential part of the planners' thinking. In 

the models discussed above (with a cyclomatic number of four), four, and 

only four, behavioristic forces are. in effect, relevant. This means that 

the other behavioristic relations posited, though potentially relevant, 

are not effectively binding: hence, the time series data do not in fact 

reveal the ex ante forces involved but show their ex post adjustment to the 

four dominant behavioristic forces. However, if the planner knew what the 

four dominant behavioristic forces ~qere in the past, he could estimate 

these four parameters. In fact, there is no basis for such judgment, so 

none pan be estimated on the basis of identification. 

Barred by these difficulties from formally solving the planning 

strategy problem, planners have resorted to more informal methods. One 

example is the hypothesis that a country may pass through a specific life 

cycle, in which successive stages of growth ~~ill regularly occur for a 

large number of contemporary less developed countries. Through inductive 
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• analysis of statistical data from many countries~ it is hoped that such a 

stage of growth sequence can be eventually deduced. In other words, a 

historical orientation has graduall~ crept into the planners' 

methodology in the form of this stages of the gro~1th notion in regard to 

strategy planning. We turn to this topic in the next section • 

• 
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4.5 Models for Strategy Planning 

One essential notion of development planning is its forward-looking 

characteristic, its inclination to envisage the future performance of the 

economy in a predictive or prescriptive sense. This is reflected in 

accepting as the planning horizon a finite number of future time periods 

(I, 2 .... n), where "l" is the initial year and "n" the terminal or target 

year. In a five-year plan, for example, n Q 5. Planning models can be 

classified into t,",o types on the basis of this time dimension; namely, 

dynamiC and projective. The dynamic type is the more ambitious. A 

development plan, built with a dynamiC model, plans not only for economic 

achievements at the target year but also for the time path for reaching the 

target year through the intervening years. A projective model aims merely 

at planning for the target year, ignoring (at least formally) the process 

by which the target objective is reached. The models reviewed in the last 

section are dynamic models, "hile the n-sector model, considered in 

Section 4.2, is a projective model since the time dimension is not explicitly 

specified. 

We have seen that the function of strategy planning is to provide 

guidance for selecting dynamic models used for planning operations. By 

suppressing the time dimension, projective models become more manageable, 

avoiding the difficulties which plague dynamiC models in such strategy 

applications. It is for this reason that projective models are suitable for 

strategy planning • 
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Our previous discussion of behavioristic assumptions suggests that 

the essence of strategy planning is the identification of those behavioristic 

assumptions that will be relevant and effectively in force during the 

planning period. In considering the list of behavioristic assumptions in 

Section 4.3, we noted that, in the context of a given model, only a part 

of these growth forces ~·1ill be relevant. In the case of the aggregate 

planning model used in our example, only four are relevant since the 

cyclomatic number is u = 4. The remaining behavioristic forces, though 

potentially relevant, arc not effective. 

To investigate the nature of this problem. ,~e can systematically 

list all the parameters in the behavioristic equations for our example: 

m, ml). k, It', s, s·, i, v, a, u, r. ••• In order to evaluate which 

behavioristic equations are relevant or irrelevant, we must investigate the 

comparative magnitudes of all the parameters. Thus, the problem is One of 

examining the relationships among the values of these parameters. Heretofore, 

we have assumed that the values of the parameters are constant. To 

investigate the present problem ~re must al101r the pOSSibility that parameters 

may take on alternative values to define different types of inter-parameter 

relations. For example, if there are ten parameters, we may think of a 

ten-dimensional parameter space. As a point moves in this parameter space. 

the relative magnitude of all parameters changes. The problem of netermining 

which behavioristic equations are effective and which are not depends on 

investigation of such relative magnitudes. A planning model which formally 

admits that the parameters of a system of behavioristic equations may 
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change is called parametric programming. This type of model can be (and 

has been) used in projective planning to identify the relevant planning 

strategy. 

Because it is informal by its very nature, strategy planning is 

an area of knowledge for which we can say very little by way of 

generalization. For this reason, we review only one strategy planning model 

of the parametric programming type, actually employed for planning,2l as an 

illustration of the essential notions involved in this method. The model 

to be considered is of special interest to us since it is concerned with the 

open economy, giving us the views of the planner on strategy for development 

of the type of economy studied in our book. We introduce this model in the 

following steps: (l) the model structure, (2) the method of parametric 

programming, (3) the application, and (4) summary and ,evaluation. 

The Model Structure 

Let us accept the aggregate national income accounting structure 

of the open economy (Diagram la) containing seven planning variables 

(C, I. E, Y, M, S, and A) and having a cyclomatic number, u = 4. We make 

the following three behavioristic assumptions: 

21 
See Hollis B. Chenery and Michael Bruno, "Development Alternatives in an 
Open Economy: The Case of Israel," Economic Journal (March 1962), 
pp. 79-103 • 
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• 4.5.a), Saving function: S = st + sY 

,b) Investmeht function: I = d' + dY 
, 

c) Import function: M = ueE + ucG + uiI 

Equation 4.5.a is the f~ilia~ keyhe~ian sa~i~g fUn~tion. 
Equhtion 4;S.b ~tat~s that investment demand is linearly related to national 

income (Y) as a description of investment demand behavior (i.e., absorptive 

capacity). Equation 4.5.c is a general type of import function. stating 

that demand for imports (M) is sensitive to the three demand components of 

national income (E. C. I). Since only three behavioristic assumptions 

are postulated. the system is, as yet, not determined (the cyclomatic number 

is u = 4). 

In this model. once we know Y (national income), we can immediately 

calculate foreign aid (A) needed to plug the gap bett~een domestic savings 

and investment. calculated by the saving function and the investment function 

of equations 4.5.ab. Thus: 

A = I - S = (d' + d'Y) - (s' + slY = (d' - S') + (d - slY 

Alternatively, we can compute the needed foreign aid as a foreign 

exchange gap by requiring that it fill the gap be~~een exports and import 

demand: 

• 
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A = M - E = (ue l)E + ucC + uiI •••••• by (4.5.c) 

= (ue - l)E + uc(Y + A - I) + uiI ••• by C = Y + A - I or 

C+1+E=Y+A+E=Y+M 

From the above reasoning, we see that the needed foreign aid can be 

calculated in two ways; i.e., either as a saving-investment gap or a foreign 

exchange gap, by the following pair of equations: 

4.6.a) A = (d' - s') -:- (d - s)Y ••••• saving-investment gap 

b) foreign 
exchange gap 

If foreign aid is to satisfy both the savings-investment gap and 

the foreign exchange gap, then both of this pair of equations must be 

satisfied. Furthermore, when the values of anyone of the variables 

(A, Y, E) is assigned, ~le can determine the value of the two other variables 

and, hence, determine the entire system.22 Thus, when only three conditions 

are postulated in 4.5, there is a possibility of a multiplicity of solutions 

221n other words, we have in 4.6 two equations to determine tlqO unknowns. 
Notice that since the cyc10matic number is 4, determination of the system 
requires the postulation of one 'condition additional to those in 
4.5a, b, c • 
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for the system since a particular variable, for example, E, can take on many 

alternative values. the possibility of a multiplicity of solutions is a 

typical situation encountered in parametric programming. 23 We first study 

an elementary method of this type abstractly. 

Parametric Programmin~ 

Suppose we have a pair of equations in two variables, xl and x2' 

and two parameters, 01 and 02 , such that one parameter app~~rs in only one 

equation: 

In the xl - x2 plane of Diagram lOa, we let 01 take on alternative values 

so that a family of curves is generated by equation 4.7a, each curve indexed 

by a particular value of 01' Similarly, the variations of the values of 

02 generate another family of curves corresponding to equation 4.7b. If 

both equations must be satisfied by Xl and x2' the solutions to (4.7) are 

represented by all the points of intersection of these curves. Each 

intersection is relative to a particular set of parameter values. 

23A particular trait of the planning school lies in its manipulation of 
underdeterminancy and overdeterminancy. We have seen an overdetermined 
model in the last section where more behavioral assumptions were specified 
than used for determination and here we see the opposite case of 
underdeterminancy • 
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A 

Diagram 10: Optimization Techniques 
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Next, let us assume that the variables xl' Xz' and the parameters, 

are all constrained within given intervals; i.e., lying between a 

cei-ling value and a floor value: 

4.8.a) ~1 < 01 < '01 ; 02 < 02 ;; 02 = 

b) ~l < xl ~ xl . !2 < Xz ;; x2 = 
, 

Now, if we let 01 vary between the two extreme values, the family of 

curves varies between 1:>10 extreme members. This is true also for 02 

Thus, the solution must lie in the boundary enclosed by abcd in Diagram lOa 

if equation 4.8a is to be satisfied. Next, we indicate the extreme values 

of the variables in equation 4.8b on the vertical and horizontal axis and 

obtain the rectangle Al3CD in Diagram lOa which encloses all values for Xl 

and x2 if equation 4.gb is to be satisfied. The overlapping part of ~ 

and ABeD then indicates solutions for equation 4.7 ,~hen ill interval 

constraints in equation 4.8 are satisfied. The feasible solution is now seen 

to be bounded by GHJdND. 

If, in addition, we postulate that Xl and/or x2 have certain 

economic welfare implications, then the optimum solutions must lie on the 

frontier (rather than in the interior) of GHJdND. For example, if ~ is a 

positive welfare indicator and x2 is a negative welfare indicator, then the 

optimum feasible solution lies on the line segment .9!! which constitutes 

the southeast frontier of the feasible solution set. Moreover, by moving 

along this frontier, we Can determine at any point on this segment which 

- 115 -



• 

• 

parameters and which variables have taken on their extreme values (indicated 

in equation 4.8). In case a variable has not taken on any of its extreme 

values, it is then not effectivelY,binding the solution.24 

In summary, we see that this method of parametric programming, as 

abstractly stated, has three distinct elements. The first is the 

multiplicity of feasible solutions as parameters vary. The second is the 

feasible solution boundary given by interval constraints imposed on parameters 

and variables. Relative to the extreme values of the interval constraint, a 

notion of an effective or ineffective constraint is introduced. Finally, by 

adding certain welfare considerations, the optimum feasible solutions are 

restricted to certain segments of the boundary. 

Application of Parametric Programming 

In order to apply the method just described, let us rewrite the 

pair of equations (4.6) (i.e., the saving-investment gap and the foreign 

exchange gap) in the following form: 

4.9.a) ~l(Y, A, s. s', d. d') = 0 ••••••••• saving-investment ga~ 

b) ~2(Y' A, E, ui • ue ' uc ' d, d') = 0 •• foreign exchange gao 

~ . • i As we shall see, this is the abstract formulation of the planner s not on 
that a behavioristic assumption (i.e., a mechanism) may not be binding • 
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In order to apply the method introduced in equation 4'.7, let us choose 

(Y, A) to be the pair of economic variables corresponding to xl and x2 

in equation 4.7 and (s, E) to be the pair of parameters corresponding to 

01, 02' All the other parameters are assumed to take on constant values. 

Thus, in planning terms, the economic problem is to investigate the 

possibility of projection when a country's export potential and/or its 

saving capacity varies. Notice that the first parameter "s" appears only 

in the first equation and that the second parameter liE" appears only in the 

second equation so that the diagrammatic method can be applied. We introduce 

the follmqing interval constraints for (y, A) and (s, E). These numerical 

values selected are purely illustrative: 

4.l0.a) 5520 = Y ~ 6130 ; 240 ~ A ~ 280 

b) .165 = 5 ~ .30 ; 240 ~ E ~ 480 

In employing interval constraints, the planner has some specific 

economic justifications in mind. In our example, the parameters, sand E, 

are regarded as policy or instrumental variables subject. within certain 

limits, to public policy. The propensity to save, s, for example, may be 

subject to some degree of government control through tax policy and/or 

moral suasion, while exports, E, may be significantly influenced by 

government export promotion policies (e.g., manipulation of the foreign 

exchange rate). The variables, Y and A, are constrained by the planners' 

estimates or judgment of their likely value. For example, national income, 
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Y may be estimated from judgments about political considerations such as 

tolerable growth targets, and foreign aid, A, may be based on guesses about 

the generosity of potential donors. The two extreme values of the interval 

constraints represent the most optimistic or pessimistic values. For 

example, the upper bound of s, E. and Y and the l~qer bound of A constitute 

the oEtimistic extreme. The varia~les Y and A are assumed to connote certain 

economic welfare implications; national income, Y. is construed to be a 

25 positive welfare indicator and foreign aid, A, a negative welfare indicator. 

In Diagram lOb let national income, Y, be plotted on the horizontal 

axis, and let foreign aid, A, be plotted on the vertical axis. Let the 

extreme values of these variables, given in (4.10a), be marked off. In this 

diagram the dotted family of curves is drav1tl to represent equation (4.7a), 

the alternative saving-investment gaps associated with varying values of the 

saving propensity, s. The two extreme curves are indexed by the extreme 

values of the propensity to save given in 4.l0b, and all the other curves 

lie between the two extreme curves. Similarly, the solid family of curves 

represents the alternative foreign exchange gaps associated with alternative 

values of export potential, E. The extreme curves, corresponding to 4.10b, 

are indicated. In this case, the feasible solution set has a boundary, 

with seven sides, indicated by ABCDEFG. Notice that each family of curves 

25It is assumed here that foreign aid has a negative political cost in the 
less developed country context • 
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is drawn on the principle that increasing values of the saving propensity, 

s, or export potential, E, are associated ~7ith shifts of these curves tmqard 

the southeast directions. This conforms to our expectation that a 

favorable change in the values of these parameters (s and E) would lead to 

higher national income andlor reduced need for foreign aid. Since Y is a 

positive welfare indicator and A is a negative welfare indicator, the 

optimum feaSible solution is the southeast frontier of ABCDEFG; i.e., the 

line segments ~ and AB. 

Certain policy implications of the model are now apparent. Suppose 

that through time the country gradually increases its national income from 

the floor value (5520) to the ceiling value (6130). Assuming that the 

country moVeS along the welfare frontier ~ (i.e., that the country desires 

to develop with a minimum foreign aid), the country will then move through 

three phases of gro~qth, each phase marked by an effective limiting factor: 

(i) In the first phase, along FG, foreign aid is the limiting 

factor. 

(ii) In the second phase, along GA, export potential (E = 430) 

is the effective limiting factor. Grolqth is now in the "trade~limit phase, II 

and foreign aid fills the foreign exchange. or trade, gap. 

(iii) In the third phase, along AD, the savings-investment gap 

is the effective limiting factor. The country is in the "saving-limit 

phase" of growth and foreign aid fills the saving-investment gap • 

- 119 -



• 

• 

In addition to identifying phases of growth, the model can also 

be used to deduce certain quantitative conclusions about the substitutability 

bet,,,een national income, Y, and foreign aid, A, as welfare objectives 

during the grm;th process. The slopes of the line segments of GA and AB 

indicate how much one welfare objective must be sacrificed if the other 

",elfare objective is to be raised. 

Summary and Evaluation 

The above example shows how parametric programming may be applied 

to guide the formulation of broadly defined development strategies. The 

guidance consists mainly of identification of expected growth phases, their 

sequential order, and the factors that are anticipated to limit grm;th in 

each phase. With such guidance from projective planning, in which the time 

dimension is suppressed, the planner would, ideally, select appropriate 

dynamic models (discussed in the previous section) to plan the time path of 

development. Thus, we would expect that the choice t;ould vary for each 

grm.th phase. More precisely, in each stage of gro"'th for which a particul.?r 

limiting factor has been identified, the rules of growth of the dynamic model 

would be formulated to give special emphasis to that bottleneck factor. 

Conversely this means that those behavioristic constraints ~ effectively 

limiting growth during a particular phase may be neglected; i.e., omitted 

from formal model consideration. We see, therefore, that a strategy planning 

model, such as the one discussed in this section, is considered to be 

complementary to the dynamic models discussed in the previous section • 
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A number of important issues should be raised about parametric 

programming as a method for guiding the formulation of development 

strategy. In the broad perspective, a planning model should be judged in 

terms of its contribution to planning methodology. We have pointed out in 

regard to the abstract model that this method involves a combination of 

techniques whose use requires both special assumptions and a generous amount 

of judgment. It is not clear, therefore, to what extent this method of 

planning can be generalized. The model has serious limitations as an 

instrument of deductive reasoning, independent of statistical data. This 

may be readily seen from the nature of the pair of equations (4.6). 

Conclusions cannot be dralffi from abstract kno~lledge of the model's structure 

and its behavioristic assumption before parameters are estimated from 

actual statistical data. For a model of this type, therefore, dependence on 

statistical data is of overriding importance, placing a very heavy burden on 

the reliability of data, a serious problem indeed in the less developed 

countries for which the model is deSigned. 

Beyond this data problem, extra-model judgment is required for 

certain numerical components such as the interval estimates for the 

availability of foreign aid and the feasible target (see equation 4.10). 

At the ,present time, neither economists nor other social scientists have 

developed theoretical foundations and techniques to make these judgments 

about social, political, and institution forces on a sound basis. Despite 

this very shaky basis for obtaining the numbers to put into the model, the 

conclusions depend in a very crucial way upon numerical inputs. For example, 
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it can be seen from Diagram lOb that a slight variation of the extreme 

value of exports, E = 400, would cause the curve to shift in such a >my 

that the sequential order of the phases of gro,n;h >1Ould be changed. In vielV' 

of the parameter estimation difficulties, we believe that strategy planning 

of this kind requires, at a minimum, sensitivity analYSis to test the 

reliability of the conclusions. 

The problem of statistical identification of the parameters of the 

behavioristic equations is a very basic methodological problem. Indeed, it 

is not clear from the model structure postulated what is the correct 

procedure for identifying the parameters. For example, if the economy in 

the recent past has not grOlID according to the >Telfare principles of 

maximizing income and minimizing foreign aid, how can the observed data be 

interpreted for parameter estimation? 

The relevance of the parametric model to the dynamic planning models, 

discussed in the previous section, is rather vague. For example, it is not 

clear to what extent and by what method the >Telfare ·considerations (e.g., the 

minimization of foreign aid) can be actually formulated as analytical 

conditions for the dynamic models. In fact, there is no clear indication 

that these considerations are even relevant for dynamic planning. 

The model discussed in this section closely resembles a prominent 

model developed by Chenery and Bruno. 26 In that model, a long li3t of 

26chenery and Bruno, "Development Alternatives in an Open Economy: The Case 
of Israel," loco cit • 
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behavioristic assumptions is postulated. related to many facets of the 

economy (e.g., labor unemployment, unutilized capital stock, investment and 

replacement, government current expenditures, population growth, labor 

productivity change, savings, capital accumulation, absorptive capacity, 

effective exchange rate, foreign capital inflo'-1, public and private 

consumption, export prices, ability to plan, etc.) in order to simulate 

economic reality by an aggregate model. Ue have attempted to condense these 

assumptions to reveal the essential methodological content of such a model, 

summarizing the innumerabl.e relationships into the three behavioristic 

assumptions in equation 4.5. Thus. the model '1hich Vie have examined is 

consistent with a framework capable of including in its scope a much larger 

range of economic phenomena as intended by the originators of this method. 

We see that this type of model is designed to reflect a 

multiplicity of forces influencing the grm-1th of developing economies. 

The resulting complexity is the epitome of the planner's effort to 

approximate reality.27 This preoccupation '1ith positivism as an approach to 

development is not a costless virtue. As the complexity of the model 

increases, the demand for data, the exercise of human judgment, and the need 

for improvisation rise a fortiori. These additional strains further 

27In fact, this school of planners frequently pride themselves in the 
philosophy that it is their basic purpose to make their models look more 
and more like the real ~1orld rather than making the real "orld look like 
models, as they believe other economists are ,~ont to do • 
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jeopardize the reliability of policy conclusions in an art that has not 

been noted for its prescriptive powers. 

Let us assume for the moment that these problems do not exist, 

and let us accept as a premise that perfect data, perfect judgment, and 

successful improvisation always bless planning efforts. The attempt to be 

realistic through adding complexity involves an even more basic problem. 

The·most serious methodological problem of this positivistic approach lies 

in its negation of the analytical method. All analysis requires selectivity, 

determination as to t1hat is relevant or irrelevant. This sense of narrm;ing 

do,·", the scope of the problem under analysis is missing in the simulation 

approach. Given a wide conglomeration of ~actors involved in an economy's 

growth process, one is unlikely to distill conclusions ~wropos the selection 

of development strategy from such an approach. Without the refining cause 

and effect ordering provided by analysis, one cannot isolate influences 

affecting the outcome. From simulation results based upon data for Israel, 

for example, we cannot distill generalizations appropriate to another 

country, say, Pakistan, which would be studied from another, quite different, 

mass of facts. In short, scientific quality of the conclusions is in doubt 

because there is no basis to aSsess transferability Of the kno~1ledge from 

Simulating one country. 

Yet development strategy issues are, by their very nature, based 

upon comparative experience of different types of countries. Without 

classification and analysis of different sets of rules of growth, we are 

unlikely to be able to design strategies of development appropriate to 
r._ .-"P_'" 
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differing growth types. It is true, indeed, that less developed countries 

are the only realistic laboratories for developing such kno~71edge. Lacking 

an analytical scheme to differentiate among growth types, however, it is 

unlikely that comparative empirical studies will yield tran~ferable knmvledge 

relevant to the choice of appropriate development strategies for 

particular countries. 

Models of the type reviewed in this section have o~o major 

characteristics. First, there is an explicit welfare-optimization 

orientation; and second, they have a simulation tendency, sho1'1n by their 

attempt to reflect "reality" in its full complexity. These mo tendencies 

are reflected in their fuller evolution in the optimization models examined 

in the next sections. 

4.6 OptimiZing Planning Models 

In addition to our earlier distinctions, used to discuss different 

types of planning, ~·le can distinguish bet~leen descriptive models and 

optimizing models. A descriptive model is constructed to describe historical 

reality for the purpose of forecasting what is likely to occur in the future. 

The model must be constructed to describe the behavior of economic agents 

in the real world. An optimizing model, by contrast, is designed to ShO~l 

what should be done. Thus, rather than being descriptive or predictive of 

economic reality, an optimizing model is prescriptive or normative in nature. 

If, of course, a country pursues the course of action prescribed by an 

optimizing model successfully, the optimizing model may also be predictive 

- 125 ~ 



• 

• 

in this narro,g sense. 'Ihe optimizing models are considered as a separate 

category of planning models because they emphasize an exPlicit formulation 

of the idea of optimization to shmg what should bc done. In such an approach. 

economic welfare and the maximization of economic welfare constitute the main 

analytical content. 

Although optimizing models can be constructed at any level of 

aggregation. in their empirical applications these models have been 

relatively ambitious, involving disaggregated and dynamic formulations. 

Thus, the optimization model is usually a large scale model involving a 

large number (usually hundreds) of variables and equations. Furthermore. 

because of their si~e. these models take on a more technical character, 

requiring special quantitative techniques and frequently using machines and 

computers for their solution. It follows that they also involve massive 

data inputs. much greater than for any of the models discussed. Many 

planning models with these characteristics have been constructed. They all 

share the typical features of the model we now present.28 

Ordinarily. a national income accounting framework of the 

disaggregated type (see Diagram 2) is postulated. In addition, a finite 

number of consecutive time periods is postulated as the planning hnrizon. 

28Representative models of this type are found in Richard S. Ekhaus, 
"Appendix on Development Planning," in Charles Kindleberger, Economic 
Development (2nd edition; New York: McGraw-Hill Book Company. 1965). 
pp. 400-410; Jan Sandee. A Demonstration Planning Model for India (New York: 
Asia Publishing House. 1960); and in several of the contributions in Irma 
Adelman and Erik 'Ihorbecke (eds.). The Theory and Design of Economic 
Development (Baltimore: Johns Hopkins University Press. 1966) • 
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Thus, for a planning horizon of five years, a typical planning variable, x, 

can take on the form xl, x2, x3, x4, x5, 'where the superscript stands for 

the dating of the variable. Typically, an optimizing model postulates, in 

addition, five types of constraints: exogenous, foreign aid, production, 

investment, and capacity constraints. Let us consider an example involving 

three planning periods and a model with ~ production sectors. The five 

types of constraints in such a model are indicated by the five rows in 

Table II. which will nO~1 be briefly explained. 

Exogenous Constraint (Rm1 1) 

t t t t The time variables for consumption (Cl , C2). export (El , E2) and 

foreign aid (At) are specified to be constrained in each period by certain 

exogenously determined magnitudes indicated by a super bar (e.g., X). In 

each step. the inequality signs specify certain extreme optimistic 

assumptions which the planner can reasonably expect to prevail in the 

planning horizon. Thus, the planner specifies that consumption must not 

drop below certain floor values and that foreign aid and exports must not 

exceed certain (most optimistic) ceiling values. The use of inequality signs 

in this fashion is a distinctive feature of these models • 
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CONSTRAINTS FOR AN OPTIMIZING MODEL 

~ First Year Second Year Third Year 
Constrain 

1 -1 1 -1 2 -2 2 -2 3 -3 3 -3 
C I > C I j C2 

> C2 C1 
> C1 j C2 ~ C2 

I C ~ C1 C2 > C2 = = = , 

1 = , = , 
Exogenous 1 -1 2 -2 -2 

, 
3 - 3 -3 El -1 2 , -3 

Constraint < El j E2 < E2 El ~ EI j E2 ~ E2 "" ~ El ; E2 ~ E2 I = ! ·..:Jl 
(1 ) 

Al -I' A2 -2 3 -3 
< .A < A A < A = = = 

Al I I 1 1 2>2222 3 .; 3 3 3 3 
~ Ml + M2 - (E1 + E 2 ) A = Ml + M2 - (E1 + E 2) A - Ml +M2 - (E I +E2 ) 

Foreign 1 1 2 2 3 3 
Constraint Ml = mIX MI = m l X1 Ml = mIX! 

(2 ) 1 2 2 2 3 3 
M2 = m2X M2 = m2X2 M2 = m2X2 

1 > 1 I 1 
Xl = aUXl + a 12X2 + El 

2 ~ 2 2 2 
Xl - al1X l + a 12X2 + El 

3 ~ 3 3 3 
Xl - anXl + a 12XZ + El 

1 I 1 2 2 2 3 3 3 
Production +C I + III + 112 + Cl + III + 112 -fEZ + III + 112 
Constraint 

lo? 1 1 1 2 ..? 2 2 2 3 ~ 3 3 3 (3 ) X2 - a 21X l + a 22X2 + E2 X2 - a21X I + a 22X2 + E2 X2 - £'.21X l + a22X2 + El 

1 1 1 2 2 2 3 3 3 
+C2 + 121 + ~z +CZ + 121 + 122 +E2 + 121 + ~2 

(Continued) 
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Constr~ 

Investment 
Constraint 

(4) 

TABLE II (Continued) 

First Year Second Year Third Year 

3 3 
j- - T 
'-,-: 2 c1-ltJ .. ; 
JL- l.i 

3 3 
1..,., ~ Dn1 J1 ; 

t'.t_ L. 

• 

------i--------------1r--------------- _. -.. -.------.------.-
Capacity 
Constraint 

(5) 

Planning 
Variables 

I 
Xl' 

I 
X2 , 

Al 

1 
C I ; 

1 
C2 ' 

1 1 I 1 
E l , 111' 112, M, 

I 1 I 2 
E 2 • 121 , 122' M , 

I 2 2 2 2 2 
J 1 Xl' C 1' E l , Ill' 112, 

2 2 2 2 2 " w 
J 1 X2' C2. E 2• 121 , 122, 

A2 
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Foreign Aid Constraint (Rmq 2) 

t t 
In each period, the total value of exports is (El + E2), while 

t t the total value of imports is (Ml + M2). Their difference--

(M~ + M~) - (E~ + E~)--iS to be covered by foreign aid. Thus, the foreign 

aid constraint in RO~1 2 specifies that these constraints must be met. In 

the same row, we specify that the value of imports is determined by a 

constant import coefficient assumption of the type used earlier (Equation 

t 
4.1h) and is, therefore, proportional to total output (Xi) of a particular 

commodity at a particular date. 

Production Constraints (Rmi 3) 

The production constraints are deduced from input-output accounting 

equations (see Equation 4.2) and specify that, for each industry and in 

t 
each period, the demand for output capacity (Xi) must be covered by the 

supply of output capacity. Items which enter into the calculation of demand 

are (1) 
t t 

demand for intermediary factors (aijXj ), (2) consumption eCi), 
t t 

(Ei ), and investment (Iij ). The use of the notations for inveslucent exports 

t 
(Iij ) are consistent with those used earlier (Section 2, Table I). 

Investment Constraints (RO.1 4) 

This set of constraints states the relationship between the above 

investment goods (Iijt) and the additional productive capacity that they 

build up·for the next period. More specifically, a 2 x 2 matrix of capital 

coefficients is postulated: 
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where the first column (bil and b21) specifies the amounts of investment 

goods of each type ,·,hich must be "stockpiled" if the output capacity 

of the first industry is to be increased by one unit. Thus, if the output 

I 
capacity of the first industry is to be increased by J l units in the first 

period, demands for the investment goods are, respectively, at least 

1 
bllJl 

leads 

from the first industry and 
I I 2 

to III = bllJ 1 and 121 

1 
b21J I from the second industry. This 

I = b21J1 , etc. 

Capacity Constraints (Row 5) 

These constraints state that, in each period, the demand for 

capacity--calcutated in RO>7 3--must not exceed the supply of capacity for 

each industry. Notice that in the first period the productive capacities 

-1 ...2 
of the two industries (Xl ' X

2
) are assumed to be given, as a part of the 

initial conditions. The productive capacities in each succeeding period 

are seen to be obtained by adding to these initial capacities the 

successive investments, .r., in each period as calculated from Rot'1 4. 
1. 

In this planning model, there are 4·[l inequality constraints and 

15 planning variables in each period (a total of 45 variables in three 

periods). The 45 variables are listed at the bottom of Table II. We see 

that even for our small two-industry three-period model, therefore, the 

number of variables is large. A feasible plan is a choice of values for 
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these 45 planning variables29 which satisfies a:l the constraints indicated 

in Table II. If no set of 45 values for the variables can be constructed 

to satisfy all the constraints, the plan has no feasible solutio~. 

Practically, this means that the constraints have been specified in such a 

way that they are too ambitious in relation to the initial capacity of the 

economy. A feasible plan is a dynamic plan, indicating the process by which 

the economy can move from the initial conditions to the terminal conditions 

specified for the end of the planning hori~on. 

It may happen, of course, that there are many alternative feasible 

~~. This situation typically confronts the planner, especially when the 

constraints specified are not overly ambitious. In this situation, 

optimization is required. For optimi~ation, an economic welfare criterion 

must be specified to enable the planner to select, from the set of all 

feasible plans, one particular plan (known as the optimum solution), 

best definable in terms of the welfare criterion. There are many ways to 

specify an economic welfare criterion. The only technical requirement in 

its formulation is that the one welfare variaEle chosen must be definable in 

terms of one or more of the planning variables. The following are examples 

of typical welfare criteria: 

29projected values for all variables must obviously be non-negative if the 
result is to be meaningful • 
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(1) Minimization of total foreign exchange. 

(2) Maximization of consumption of a particular commodity for 

the last planning period. 

(3) Maximization of the level of consumption of all commodities, 

assuming that a constant proportion is maintained among 

all commodities consumed. 

(4) Maximization of the productive capacity at the end of the 

planning horizon, under proportionality assumptions 

similar to (3) • 

. (5) Maximization of the level of investment at. the end of the 

planning horizon, under proportionality assumptions similar 

to (3). 

The art of optimization planning has not been developed adequately 

to evaluate which of these ~7elfare criteria are the most appropriate for a 

particular country. Thus, in this model, as in all of the others, we see 

that judgment enters at the most critical point. 

Given the specification of all the variables, constraints, and an 

unambiguous welfare criterion, the technical aspect of the optimizing model 

is either to find an optimum solution or to arrive at the conclusion that 

such a solution does not exist. When the ~7elfare function is specified in 

a linear way, this technical aspect amounts to a typical linear programming 

problem which, when stated abstractly, is a problem of the following type: 
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To find non-negative values for the variables xl' x2 ' x3 , ,.hich 

satisfy the following linear inequalities: 

and which maximi2:e the following "welfare" variable: 

Problems of this type have been studied exhaustively in the recent 

years by economists of the activity-analysis tradition. as well as by 

mathematicians. 30 

30See, for example. the collection of essays edited by Tjalling C. Koopmans. 
Activity Analysis of Production and Allocation (Nevl York: John Vliley and 
8ons, Inc. > 1951) and R. Dorfman, P. A. Samuelson. and R. M. 801m,. 
Linear Programming and Economic Analysis (Ne,. York: McGraw-Hill Book Co •• 
1958) • 
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Evaluation 

Optimizing planning models of the type presented descend from 

the dynamic input-output tradition, which has emphasized a dynamic general 

equilibrium system llith numerical strength. 31 Such modelS have had growing 

appeal to practitioners of development planning, including officials in 

planning organizations, for several reasons: (1) their comprehensiveness 

in covering all industries and all time points in the planning horizon; 

(2) their production policy results in numerical terms; (3) their emphasis 

upon resource consistency; and (4) their explicit formulation of welfare 

criteria. In short. the appeal of optimizing planning models arises from 

the fact that they are interpreted as conforming to popular ideas of the 

essential ingredients of central planning and methods appropriate to an 

idealized centrally directed economy. 

We observed in the last section (Section 3.5) a tendency in the 

evolution of planning methodology toward gro~1ing positivism; i.e., an attempt 

to incorporate into the analytical framework as much of empirical reality 

as pOSSible. Optimizing models of the type reviewed in the present section 

constitute an additional step in this direction. The march to positivism 

in planning methodology, however, has not ended '1ith these optimizing models. 

31See Hassily Leontief and others, Studies in the Structure of the America::!. 
Economy (New York: Oxford University Press, 1953) • 
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This tendency has reached its fullest flo~~ering in the simulation approach. 

Simulation models represent a giant step tm~ard greater "realism" and 

complexity,32 so much so that the optimizing models just discussed look 

relatively simple and remote from reality, by comparison. 

The simulation approach attempts to construct models which, to the 

maximum degree, mirror all empirical reality at the most microscopic level, 

usually covering the economic behavior of all individuals and all firms 

in a society. The models purport to be a duplication of the 'realistic world, 

w'ith the only (and basic) difference from reality being that the real world 

is duplicated (simulated) in the laboratories of planners. With the model 

simulating the operation of a real economy, "exogenous" conditions can be fed 

in by the planner. With the aid of machines and computers, certain 

observable results may then be identified as the operational consequences of 

the introduction of the exogenous factors. From these results, policy 

conclusions are attempted. Despite the complexity of the simulation approach, 

we see !:hat it reflects the same basic methodology characteristic of the 

planning school as a ~lhole. 

An analogy from biological sciences may help to identify the 

inherent weakness of the simulation approach. In biological experiments, the 

operation of a particular organism is studied inductively by testing 

321n some examples of simulation models, equations and variables are 
literally counted by the millions • 
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reactions of the particulax organism to outside stimuli. The equivalent 

of a simulation approach in this case would be an attempt to construct a 

mechanical organism. lIe can readily perceive the folly of constructing a 

mechanical squirrel. for example, to investigate the problem of a squirrel's 

growth and development. The mechanical squirrel ~vould reflect the 

mechanical ingenuity of its creators. but it is doubtful. indeed, that the 

inductive evidence presented by its operation vlould be even remotely 

relevant to the behavior of a real-life squirrel. In our view, the operation 

of an entire economic system can be no better simulated by a mechanical 

replica than in the case of a biologist's mechanical animal. 

Quite apart from this basic problem of mechanical Simulation, 

there are other difficulties of a more epistemological nature. EVen 

assuming that the realistic ~'1Ork could be duplicated in a planning 

laboratory. ~ve would still possess only inductive knowledge. Without 

theorizing. inductive evidence does not further our understanding of the 

operation of the system under study. Understanding of cause and effect in 

gr~vth and development requires theories to interpret the functioning of 

the entire system. 

These basic difficulties go far to explain the lack of success 

marking the application of both the. simulation approach and large-scale 
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planning models as instruments for managing economic affairs of entire 

nations. There are also the more practical reasons, cited at the end of 

Section 4.5. These include reliance upon masses of frequently inadequate 

data; the heavy input of judgment and improvisation; and the great demands of 

such cumbersome models upon a developing society's limited resources of 

time and money • 
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5. EVALUATION OF THE PLANNING APPROACH 

In this chapter we have sw:veyed several of the important l~orks 

by representatives of the planning school. In this survey we have stressed 

certain special characteristics of this school. such as its accounting 

framework, methodology, data consciousness, policy orientation. dependence 

on discretionary judgment, and growth philosophy. Having familiarized 

ourselves with the substantive content of the planning school's work, we 

are now in a position to adopt a more synoptic vie~7 to evaluate the place of 

this school in the broader context of our total knowledge about grcno,th and 

development of less-developed countries. Our purpose here is to assess the 

planning school's unique contribution as compared and contrasted to the other 

approaches (historical. institutional. and theoretical) reviewed in other 

chapters of our book. In this evaluation, we discuss four aspects of the 

planning approach: 1) its nature as an area of Imowledge; 2) its strength; 

3) its weakness; and 4) its relevance to our present study. 

5.1 Nature of the Planning Approach 

A. C. Pigou once distinguished two branches of economics, 

33 
light-bearing and fruit-bearing. Pigou's distinction was meant to 

emphasize the difference bet~~een analytical and applied work in the field 

33A• Co. Pigou, Economics of Welfare, Fourth Edition, (London: Macmillan and 
Co., 1952). pp. 3-5 • 
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of economics. and to suggest that without light-bearing analysis. fruit­

bearing applications are unlikely to be productive. The planning school 

clearly represents an area of applied economics, i.e., the application of 

analytical methods to produce development plans. In this evaluation, our 

central focus .is the Pigovian type question of whether the planning school 

has only applied received knotgledge or whether it has also borne light by 

adding to our knowledge about the process of economic growth. 

To investigate this issue we are concerned with three related 

problems: 1) what is the planning school's growth philosophy; 2) what is the 

origin of the planners' growth philosophy; and, 3) how does the planning 

school's growth philosophy differ from the other major approaches to growth 

and development? 

The preceding survey of the planning school's work leads us to 

describe their grovlth philosophy as mechanistic. Economic growth is vie~'1ed 

as a matter of simultaneous operation of many mechanical parts of an economy, 

vlith each part having a particular function. Growth occurs as a result of 

the proper functioning of each part of the economic mechanism. Associated 

with this mechanistic view of growth is the strong belief in the immutability 

and universality of the mechanical principles related to the operation of 

discrete parts. Different growth types are distinguished on the basis of 

the presence or absence of particular mechanical parts--as we have seen in 

our review of the various models examined in Section 4.4. Thus, we found the 

planners' typology to be limited to the narrow confines of mechanistic models. 

Just as an engineer applies a limited number of basic and immutable principles 
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(wheel. pulley, internal combustion, jet propulSion, etc.) to construct 

a large variety of useful machines. so too, the planner constructs from 

his own mechanical principles a large number of machines (models) for 

specific uses. 

We have seen that this growth philosophy leads to an epistemology 

which views additions to knowledge as building more parts into the models 

so that the machine more fully simulates economic reality. This appr~sch 

reaches its epitome in the optimizing and simulation models (discussed in 

Section 4.6) where the machin~s include literally hundreds, or even 

thousands. of parts. We have noted that ~hese models are not designed to 

analyze reality through reasoning about rules of gro~~. They do not 

provide a selective viewpoint to assist in classifying essential and 

non-essential forces affecting the operation of the economy. Such models 

are not, therefore, instruments for analysis; they become meaningful only 

when data are collected and fed into the "machine." They are intended to 

be meaningful only in terms of reproducing "reality" in the laboratory in 

order to produce policy results. It is for precisely this reason that the 

planning school is conspicuous in its preoccupation with masses of statistical 

data. 

The operational implications of this mechanistic growth philosophy 

and its associated view of knowledge are claar. The conception of growth 

as a mechanical functioning of a large number of parts leads directly to a 
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34 
technocratic approach to social policy. The function of the expert 

becomes a matter of_selecting, assembling, and properly operating the 

machine (model) which will guide the growth of the economy. 

We no~q raise the question of how planners evolved such a mechanistic 

gro~qth philosophy. The ans,qer, we believe. lies in the planners' total and 

indiscriminate acceptance of behavioristic assumptions from virtually all 

other branches of economics. We have mentioned earlier that planners have 

drawn their behavioristic assumptions from such diverse branches as input-

output economics. Keynesian economics, and economic dynamics. This 

eclecticism served to provide the mechanistic core of principles essential 

to their mechanistic growth philosophy, while this view of the growth process 

was invented by planners themselves. This paradox arises from the fact that 

the behavioristic assumptions used by planners were borrowed from branches 

of economics which have little relevance to gro,·7th. Hence planners have 

not taken over the social problems for which the behavioristic assumptions 

were originally deSigned. but merely the mechanical relationships. Given 

the multiplicity of cultural origins of these pieces, it is inevitable that 

the individual mechanical parts, rather than the whole, beceme the nub of 

the growth process in the planners' view. 

34websters New International Dictionary_ Second Edition, unabridged 
(Springfield, Mass.~ G. and C. Metriam Co., 1958) defines technocracy as 
I1government or management of the whole of society by technical experts or 
in accordance with prinCiples established by technicians." 
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This is tantamount to arguing that the planners' mechanistic 

view of economic grotqth is a new departure. quite alien to the traditional 

approaches adopted by other economists. In its undue emphasis on the 

mechanical parts, the planning school's growth philosophy contrasts sharply 

with the holistic vi~q of the historical approach to growth. The historian's 

emphasis upon the significance of a total cultural system in which the 

economy is imbedded. and its evolution through historical time, are 

irrelevant in the planning school's formal analysis. The conception of 

contemporary economic development, for example, as a unique epoch charac~ 

terized by a particular set of growth forces, has no place in the planners' 

approach. vle now see, therefore, that the emphasis upon quantifiable. 

mechanistic relationships leads to the planning school's e%Clusive focus 

upon resource utilization. Avoiding a holistiC view of the development 

process. planners concentrate upon the resources aspect of growth by 

formalistic manipulation of quantitative techniques. We notq briefly 

evaluate the relative strengths and weaknesses of this unique approach to 

gro~'th and development. 

5.2 Strengtha in the Planning Ap£roach 

The methodology developed by the planning school reflecting the 

particular growth outlook just described, has been widely accepted for 

planning in less-developed countries. The current popularity of this 

approach is based upon three elements which represent positive contributions 

to development economiCS. The first and major strength in the planning 
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approach lies in emphasis upon a general equilibrium framework for the 

economw as a whole. This emphasis assures a professional economics view­

point since the essence of professionalism in economics is an approach 

embracing the economy as a whole rather than preoccupation with its discrete 

parts. The planners· general equilibrium emphasis is clearly shown in the 

national income accounting systems (presented in Section 1) which we have 

used to examine their methodology. t'Te have seen that both the aggregated 

and disaggregated models involve the entire economy. It is this general 

social scope which constitutes the basic merit of the planning school's 

approach to development. 

While the general equilibrium theory has been of interest to 

economists for several years, the second strength in the planning approach, 

em2i~icismwith numerical emphasis. is more recent in origin, and is 

associated with the rise of input-output economics. Planners have played 

an important part in advanCing acceptance of this n~~ empiricism in less­

developed countries. Our survey of planning methodology has shown a very 

strong emphasiS on factual data of the type subject to numerical measurement. 

Systematic and large scale statistical work is frequently essential to the 

very usefulness of the planning model.. Almost without exception, the basiC 

criterion in judging the suitability of a planning model is its capacity 

for statistical implementation. 

The third element of strength is found in the planning school's 

policy consciousness. This stress on policy relevance takes a very 

pragmatic form in planning models. Policy advice is provided in numerical 
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terms, as. for example. in the formulation of a development plan Whose 

projections for the future are cast in actual dollar and cents terms. Thus 

the planner can provide very concrete answers to the decisions confronting 

policy ~<ers. We have seen in our survey that planners frequently carry 

this numerical policy orientation to the extreme, seeking to obtain numerical 

anst~ers at all costs. 

In summary. the strength of the planning school lies in its 

emphasis upon providing numerical policy advice concerning resource utiliZa­

tion problems on an economy-wide basis. The future promise of this school 

and its potential long-run significance~ however~ is found in the experi­

mental spirit characteri~ing its methodology and in the accumulation of 

factual knowledge through emphasis upon statistical data. It is only 

through refinement of such an approach that economists can learn more about 

empirical reality. 

5.3 Weaknesses in the Planning Approach 

The limitatiOns of the planning approach all stem from th,a highly 

mechanistic grot~th outlook of this school. The most apparent; and serious 

l'1ea1tneSs is that this mechanistic view of the grm~th process is devoid of 

historical connotation. The absence of a holistic perspective and the 

preoccupation with mechanical parts of the economic system is inimical to 

understanding the process of grolrth and development. Understanding of thia 

process requires the historian's perspective of the economy--as a living 

and evolving whole rather than as a simulated mechanism composed of 

individual mechanical parts • 
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The mechanistic growth philosophy of this school is also 

reflected in the absence of &rowth and development theo£Z in the planners· 

norr-.s. It is in this sense that we, have earlier described the planning 

approach as positivistic. Despite, the weight of traditionsl economic 

concern with generalization and theory, the planning school has been content 

to merely select individual components of received theories to provide the 

mechanisms needed to apply their models. In concentrating on the pragmatic 

aspects of special cases, planners ignore the accumulation and transferability 

of knowledge about economic growth. 

In practical terms. their growth philosophy restricts the scope 

of planners to the narrow aspect of resource allocation. The corollary 

procedure of neglecting phenomena not amenable to cr~antitative manipulation 

rules out many important gro~7th forces. This narrowness precludes 

investigation of a whole complex of factors related to the central issue 

of "hO~1 growth comes about." For insights into these broader issues, 

therefore, we must rely upon the much wider range of human experience 

covered by the institutional school and the time perspective offered by 

the historical approach. We shall see in the next chapter that in both 

classical and contemporary growth theory significant efforts have been 

made to grapple with the much wider range of phenomena bearing upon 

economic grot~h and development. 

This aversion to wide~ranging theoretical inquiry gives planning 

methodology a rather naive and simplistic character. We have shown that 

behavioristic assumptions are taken from other branches of economics and 
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used out of context, with excessive faith in their immutability· and 

universality. ~lhile general.equilibrium.theory is the most difficult of 

economic theories. and particularly intractable to satisfactory statistical 

implementation, planners attempt to accomplish this difficult task by rather 

uncritical application of these diverse behavioristic assumptions. We have 

seen that heavy doses of improvisation are required for this purpose and 

that little restraint is exercised in the planner's preoccupation to make a 

general equilibrium model operational. 

Despite the empirical bent and data consciousness marking this 

school. we have noted an ironic aversion to deal ~lith historical reality. 

We have found this feature of the planning approach to be associated with 

the planners' penchant to produce concrete policy results. This overriding 

preoccupation gives the planners' work a forward~lookin3 character. an 

emphasis upon what should be done in the future vlhile largely ignoring 

what has transpired in the past and why. In Section 4 we observed that 

planning models increaSingly reflect this policy orientation. being deSigned 
, 

to yield policy conClusions rather than to assist in understanding reality. 

This prescriptive emphasis is particularly evident in the case of the 

optimization models revie~led and in the recent evolution of simulation 

techniques. 

5.4 Relevance to Our Work 

Several aspects of the planning school's approach to gro~h 

and development, which stand out when compared to the other approsche~ 
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reviewed in this book are significant for the design of our present study. 

First, we sre sympathetic with the general equilibrium perspective of the 

economy which has been advanced by the work of this school. Second, we 

follow the planning school in appreciating the notion of growth typology. 

~lhich. we believe, lies very much at an important frontier in growth 

theory. Third. we heartily endorse the empiricism highlighted by the 

planning approach. The impetus to development research in an inductive 

spirit has had an important influence upon our own work. We also embrace 

the planners' related emphasis ~pon a quantitative approach-to development, 

and much of our work is devoted to an attempt to make statistical data 

relevant to our theoretical analysis. Finally, we see considerable value 

in the planners' stress upon policy results. Thus, despite the critical 

tone of some parts of the survey of this school, we find much that is useful 

and relevant for the study of economic growth. 

Our major difference from the planning approach is our rejection 

of the planners mechanistic view of the gro~7th process in its manifestations 

as a philosophy of growth as well as its epistemological implications. 

We also find the fOrliard-looking bias of this school irrelevdnt to the 

study of growth as a historical phenomenon. Our study. therefore~ draws 

upon the historical and institutional approaches (discussed in earlier 

chapters) to provide us with a perspective for investigating the problem 

of how growth came about and proceeded during the post-war time perspective. 

We return to a discussion of our own analytical framework in Chapter 6 • 
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APPENDIX TO SECTION 1.3 

It is our purpose to prove the necessary condition of Theorem~ 
in the text. The theorem to be proved may be restated as follows: 

Theorem: Let G be a connected linear graph and let X be a subset of 

edges of G forming a set of exogenoUS variables. Then X is a 

basic edge set. 

If we denote the set of edges of G which is not in X by G-X, it is our 

purpoSe to prove that G-X is a maximum tree. Suppose the theorem is false; 

i.e., suppose G-X is not a maximum tree of G. Then either G-X is not 

circle-free or G-X is circle-free. These tl'lO cases may be investigated 

separately. 

Case 1: G-X is not circle-free. In this case, the endogenous variables 

contain a circle C. According to the definition of a "circle," 

the edges of C can be classified into two classes C+ and e-

(one may be empty) such that a circuit can be formed when the 

direction of all edges in C- is reversed. Letting k ~ 0 be any 

number, we can construct a square table B by: 

i) assigning the value "k" to every cell of B corresponding 
to an edge of C. 

ii) assigning the value "_kit to every cell of B corresponding 
to an edge of e- • 
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Then B is a balanced table. Since X contains a set of exogenous 

variables, we can assign a particular set of arbitrary values to 

all variables in X and determine a set of values for the 

endogenous variables in G-X. These values then form a balanced 

table (i.e., Euler graph) J. by definition. Notice that B + J 

is also a balanced table in which the values of the exogenous 

variables (X) are the same as those in J. This· proves that the 

values of the endogenous variables cannot be determined uniquely 

by the accounting equation (i.e., by the requirement that an 

Euler graph be formed). 

G-X is circle-free. This implies that G-X is either not 

connected or not maximum in G. In this case. it is easy to see 

that we can take some (at least one) edge(s) from X which. ''1hen 

added to G-X, would have converted the latter into a maximum 

tree of G. Thus, according to the sufficient condition of 

Theorem 0 (proved in the text), .a proper subset of X constitutes 

a set of exogenous variables. This implies that arbitrary values 

cannot be assigned to all values of X to form an Euler graph. QED • 
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