Collected Project Reports

Volume VI

OTHER TOPICS

Statistical Assistance to the Government of Indonesia (STAT) Project
USAID Contract No. PCE-I-00-99-00009-00

BIDE DA

Boston Institute for Developing Economies Development Alternatives,inc.




Volume I : Agriculture

# |Report # Author Title Date | Page
1 4  |Vijay Verma Surveying Agricultural Households June 00 L1
2 23 |Vijay Verma Agricultural Census and Surveys Mar 01 17
3 33 |Suwandhi Sastrotaruno |Preparations for the 2003 Agricultural Census: Progress Report 1 May 011 1.21
4 39 JSuwandhi Sastrotaruno |Preparations for the 2003 Agricultural Census: Progress Report 2 Aug 01 1.29
5 44  [Suwandhi Sastrotaruno |Preparations for the 2003 Agricultural Census: Progress Report 3 Nov 01 1.72
6 48  |Suwandhi Sastrotaruno/ | Aggregate Rice Data in Indonesia : A Brief Overview Feb 02| 195
Choiril Maksum
7 53 |Suwandhi Sastrotaruno |Preparations for the 2003 Agricultural Census: Progress Report 3A [June 02} 1110
8 61  |Suwandhi Sastrotaruno |Preparations for the 2003 Agricultural Census: Progress Report 4 Sept 021 L1135
9 64 |Yahya Jammal/ Is Susenas rice Consumption in Urban Areas of Indonesia Nov 02| L181
Arizal Ahnaf Understated?
10| 66 |Suwandhi Sastrotaruno |Preparations for the 2003 Agricultural Census: Progress Report 5 Dec 02 | 1216
Volume II : Methodology
# |Report # Author ‘ Title Date | Page
1 1 [Vijay Verma Using Population Census 2000 to Improve BPS Integrated Household [June 00|  IL.1
Survey Designs
2 2 |Vijay Verma Area Sampling for Economic and Agricultural Censuses Based on June 00| 1IL1S
Population Census 2000 ‘
3 3 |Vijay Verma Notes on Sample Design and Re-Design for SUSI June 00 1I.31
4 7  |Robert Torene Evaluation of Establishment Directory Aug 00 | 1144
5 8  [Robert Torene Evaluation of SUSI Sample Design and Results Aug 00| 1151
6 9  [Robert Torene Preparing a CHROMY Sample for Kabupaten Estimates Aug 00| I1.87
7 18  |Sri Budianti Sukmadi | Use of Population Census 2000 to Improve Household Survey Frame [Dec 00 | I1.123
g 20 |Vijay Verma SUSI Estimation Procedures Feb 01 | 11161
191 21 [Vijay Verma Lectures Notes: Sampling Over Time Feb 01 | 11.218
101 28 |Sri Budianti Sukmadi |Area Sampling for Agriculture Census Mar 01 | 11.231
11| 32 |[SriBudianti Sukmadi |Choice of Sampling Unit in the Agriculture Sample Census 2003 May 01 | 11251
121 37 |SriBudianti Sukmadi |Sample Selection Method for Agricultural Sample Census 2003 July 01 | 11.267
131 43 |Sri Budianti Sukmadi |Sample Design for the Second Pilot Planned under the Agriculture Nov 01 | 11.281
Census 2003
14] 50 |SriBudianti Sukmadi |Geographical Integration of Household Surveys Mar 02 [ 11.298
15| 52 |Sri Budianti Sukmadi |Using Rolling Samples in Selected BPS Surveys May 02 | 11.318
16| S8 |Sri Budianti Sukmadi |Linking Design and Organization in the Agriculture Census Sample  [Aug 02 | 11.333
171 62 |Vijay Verma Notes on Estimation Procedures Oct 02 | 11351
18| 63 |Vijay Verma Implementation of SUSI Estimation Procedures Oct 02 | 11372




VYolume III : Labor Force

# [Report# Author Title Date | Page
1 5 |Hananto Sigit Employment Data in Indonesia : A Review of Existing Sources June 00| III.1
2 10 [Hananto Sigit Earnings Data in Indonesia: A Review of Existing Sources Aug 00 | IIL37
3 12 {John Kuiper Notes on Short-Term Labor Market Indicators Aug 00 | 111.67
4 17  |Hananto Sigit Survei Triwulanan Pemulihan Kesempatan Kerja: A Proposed Survey |Dec 00 | 1IIL77
to Monitor Short-Term Employment and Earnings Changes
5 25  jVijay Verma Selected Issues in Labor Force Statistics Mar 01 |II1.109
6 35  [Uzair Suhaimi/ Measuring Open Unemployment in SAKERNAS June 01 {111,122
Yahya Jammal
7 45  [Hananto Sigit Evaluation of the First Round of the Informal Sector Pilot Survey Feb 02 [111.140
65 |Hananto Sigit Evaluation of the Informal Sector Pilot Survey Nov 02 (111,162
9 68 [Yahya Jammal/ Quarterly Wage Survey of Livestock and Fishery Apr 03 |I11.191
Uzair Suhaimi
Volume IV : National Accounts
# [Report # Author Title Date | Page
1 6  [Frank de Leeuw Preliminary Evaluation of National Accounts and Prompt Indicators  [July 00| IV.l
2 14  [Yahya Jammal Revision of Quarterly Production Accounts Oct 00 | IV.26
3 19 |Frank de Leeuw National Accounts and Prompt Indicators: Progress & Future Priorities [Feb 01 | IV.61
4 24 |Yahya Jammal Quarterly National Accounts in Indonesia: Current Sources & Methods [Feb 01 | IV.88
S 34  [|Yahya Jammal Chain Linking National Accounts June 01{IV.142
6 36 [Frank de Leeuw Unit Value Indexes for Exports and Imports July 01 |IV.160
7 42 |Frank de Leeuw Measuring Changes in Inventories in Indonesia Sept 01(1V.180
8 51 |Kusmadi Saleh Indonesian Income Account: Progress Report 1 Apr 02 [IV.200
9 54  [Kusmadi Saleh Indonesian Income Account: Progress Report 2 June 02{1V.206
10] 55 |Frank de Leeuw Changes in Inventories Held by Manufacturers, 1998-99: Analysis of |[Jul 02 [IV.214
Annual Survey Data
11} 60 |Kusmadi Saleh/ Toward Income Accounts for Indonesia Sept 02{IV.232
'Yahya Jammal




Volume V : Industry

# |Report# Author Title Date | Page

1 15  [Yahya Jammal/ The Monthly Manufacturing Production survey Nov00| V.1
Rosniaty Ismail

2 22 |Sugiarto Progress Report: Monthly Manufacturing Survey Feb 01 | V.68

3 30 |Yahya Jammal/ Monthly Manufacturing Production and Employment Indices Apr01 | V.76
Vijay Verma

4 31 [Sugiarto Progress Report on Industrial Production May 01} V.140

5 38  [Sugiarto Manufacturing Survey: Progress Report July 01 | V.149

6 40 |Yahya Jammal/ Classifying Manufacturing Production by Commodity vs by Aug 01 [ V.154
Rifa Rufiadi Establishment Evidence Using 1998 Annual Survey Data

7 41 [Sugiarto Pilot for the Quarterly manufacturing Survey Sep 01 | V.196

8 47  |Frank de Leeuw An Expanded Industrial Preduction Index for Indonesia Feb 02 | V.207

9 49  |Sugiarto Planned Pilots for Manufacturing Surveys Feb 02 | V.234

10} 56 [Sugiarto Progress on Pilots for Manufacturing Surveys July 02 | V.256

11l 59 [Sugiarto Evaluation of Manufacturing Survey Pilots Sept 02| V.291

12| 67 [Sugiarto/Suryamin Capacity Utilization in Indonesian Manufacturing Feb 03 | V.308

Volume VI : Other Topics

# |Report # Author Title Date | Page

1 11 [{John Kuiper Seasonal Adjustments of Indonesia Time Series Aug 00| VL1

2 13 {John Kuiper Comparison of Implicit Price Indexes for Manufacturing Aug 00 [ VI.50

3 16 |Sugito Suwito Enhancing the Role of Functional Staff and Improving Performance |Nov 01 [ VI.81

Evaluation

4 26  {John Kuiper The Consumer Price Index : Selected Conceptual Issues Mar 01 | VI.98

5 27  |John Kuiper Converting the Wholesale Price Index into a Producer Price Index Mar 01 |VI.118

6 29  |Bruce A. Johnston An Interactive Survey Questionnaire for the Badan Pusat Statistik of [Mar 01 |VL.125

Indonesia

7 46 John Kuiper Seasonal Adjustment for Lebaran Feb 02 |V1.140

8 57  JJohn Kuiper Operational Manual for Benchmarking Using the BENCH Program  {July 02 |VI.183

9 69 |Yahya Jammal / Benchmarking Susenas Health and Education Data Mby 03 {V1.220
‘Wendy Hartanto

101 70 [Yahya Jammal STAT Project Summary Report June 03 VL







SEASONAL ADJUSTMENTS
OF INDONESIAN TIME SERIES

Report # 11

by
John Kuiper

August, 2000

TAT

Statistical Assistance to the Government of Indonesia (STAT) Project
USAID Contract No. PCE-I-00-99-00009-00



VOLUME VI : OTHER TOPICS P.VI.2

August 31,2000 Seasonal Adjustment

TABLE OF CONTENTS

I. INTRODUCTION . . ... e 3
II. CONCEPTUALBACKGROUND............................. 3
A.  Decomposition of Time Series ........................... 3

B. Using Moving Averages ..................cuuiuiieennn... 4

C. Measuring Quality .......... ... ... ... ... .. ... 5

III. COMPUTER PROGRAMS . ... ... . . i 6
A. Background ........ ... ... . ... 6

B. XI1-ARIMA ... . 6

1. Description ........... ... ... . ... ... 7

2. Adjustment for Calendar Effects ................... 8

3. Constraints on the Seasonally Adjusted Series . . ...... 8

C. XI12-ARIMA ... . 8

1. Description ........... ... .. .. ... .. ... ... 8

2. Preparing Instruction Sets . . ....................... 9

3. MS-DOS Commands ............... ... ... ... 9

4. Using More than One Instruction Set .............. 10

5. Using More Than One Data Set ................... 10

IV. APPLICATIONS ... . i 11
A, GDP 11

1. FirstRun ..... ... ... ... ... ... . ... .. ... . ... 11

2. SecondRun ........ ... ... ... .. ... ... ... 12

3. Third Run ........ ... ... ... ... ... .. ... 12

4. Quality of Adjustments .......................... 14

S. Calculating the Seasonally Adjusted Series . ......... 16

6. Projection of Seasonal Factors .................... 17

B. Consumer Pricelndex ................................ 17

C. OtherSeries ....... ... .. .. . 19

APPENDIX A PRINTOUT FOR SEASONAL ADJUSTMENT OF
TOTALGDP ... ... .. .. . 21

APPENDIX B OUTPUT LOG FOR THREE RUNS OF TOTAL GDP 33
APPENDIX C OUTPUT LOG FOR RUNS OF GDP AT 1 DIGIT ISIG2

APPENDIXD PRINTOUT FOR SEASONAL ADJUSTMENT OF
TOTALCPI ....... ... ... . .. 36



VOLUME VI : OTHER TOPICS P.VI3

August 31,2000 Seasonal Adjustment

I. INTRODUCTION

The objective of seasonal adjustment is to remove the seasonal component of a time series
without distorting the remainder of the series. The most important uses of seasonally adjusted
data are in short term forecasting and policy analysis. The seasonal component is considered of
less interest in policy analysis, as it is exogenous to the economic system. Thus most
macroeconomic series may be appraised, if they are available, in their seasonally adjusted form.

The seasonal variation is seen as being the result of systematic, though not necessarily
regular, intra-year movements in economic time series which are often caused by non-economic
phenomena, such as climatic changes.

It should be noted that not all economic series contain statistically significant seasonal
components. Thus when applying a “seasonal adjustment” procedure, the result may well be that
no significant seasonality is found.

II. CONCEPTUAL BACKGROUND

A. Decomposition of Time Series
Seasonal adjustment of time series is performed under the assumption that the time series

can be decomposed in the following way:
Y =C+S+],

where C, refers to the trend-cycle, S, to the seasonal and I, to the irregular components of the time
series. This decomposition is referred to as additive seasonal adjustment. The adjusted time series
will be:

Yadj,t = Yt - St

The “trend-cycle” component shows the medium to long term movements of the series,
including significant turning points. The “seasonal” component shows the within-year
fluctuations about the trend that recur in a similar way in the same month (or quarter) from year
to year. The “irregular” componentis the residual that remains after the seasonal and trend-cycle
components have been removed from the original series.

A better representation for series that are subject to growth is the multiplicative

decomposition:

Y,=C*S,* 1
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where the seasonal component (S) and the irregular component (I) are assumed to be ratios

centered about 1. In this case the seasonally adjusted time series will be obtained as:

Yadj,t =Y,/S,
and equivalently
Yo = (C* S * L)/ S =C* 1,

To apply multiplicative adjustment all observations of the time series must be positive. The
parameters for a seasonal adjustment model could be estimated using regression analysis. This
would however result in the estimation of amodel with fixed coefficients. Because the seasonal
pattern can shift over time, for example, due to the declining importance of agriculture in the
economy, it is preferable to use moving averages to represent the irregular component of the
seasonal model.

B. Using Moving Averages

Because moving averages are used to decompose the series into trend, seasonal and
irregular components, only the seasonal factors within the span excluding approximately the last
(and first) three years of a series can be considered definitive. This is because only for these
observations can symmetric moving averages be used, i.e. there are an equal number of lagging
and leading observations available in the time series. For the final observations asymmetric
moving averages must be used instead. The seasonally adjusted value for the current observation,
i.e. the last observation of the time series, is therefore subject to the most uncertainty. But it is
exactly the current value of a time series that it is most important for policy analysis.

The moving averages most often used for smoothing the seasonal factors, irregulars etc.
for the same month (quarter) are the five term 3x3 and the seven term 3x5 symmetric moving
averages. Their weights are shown in Table 1.

Table 1
Weights for Selected Moving Averages

Mvg Avg year t-3 year t-2 year t-1 year t year t+1 year t+2 year t+3
3x3 - 1/9 2/9 3/9 2/9 1/9 -
3x5 1/15 2/15 3/15 3/15 3/15 2/15 1/15

Thus the 3x5 moving average cannot be used for the first three and last three years. For these

years asymmetric moving averages are used instead.
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C. Measuring Quality

Although one can run a seasonal adjustment algorithm mechanically through any time
series, this does not necessarily imply that the seasonal adjustment measures are reliable. To
measure the quality of such measures, several specific statistics can be used. The X-11 and X12
programs, which are the most widely used worldwide, use 11 specific measures of quality and

two measures of overall quality of seasonal adjustment:

M1: This measures the contribution of the irregular component to
total variance. If this contribution is too large, it will be difficult
to extract a seasonal component.

M2: This measures the contribution of the irregular component to
the stationary portion of total variance. If this contribution is too
large, it will be difficult to extract a seasonal component.

M3: This measures the amount of change in the irregular
component relative to the amount of change in the trend cycle,
using the I/C ratio. For multiplicative adjustment this is the ratio
of the average rate of growth of the irregular divided by the
average rate of growth of the trend cycle.

M4: The irregular component has to be random to validate the F
tests carried out during X-11 processing. This is measured here on
the basis of the average duration of run (ADR) of the irregular.

MS: This measures the number of months (quarters) needed for
the absolute variations of the trend-cycle component to exceed
those of the irregular component. It is also referred to as the MCD
(Months of Cyclical Dominance) statistic. It indicates the relative
importance of the irregular component versus that of the trend-
cycle component.

M6: This measures the amount of year-to-year change in the
irregular as compared to the amount of year-to-year change in the
seasonal component. This measure is referred to as the I/S ratio.

M?7: This measures the amount of stable seasonality F relative to
the amount of moving seasonality F_. It is used to determine
whether seasonality can or cannot be identified by X11.

Table F2-I presents the results of a test for the presence of
identifiable seasonality “ids” combining the F tests for the
presence of stable seasonality F_ and moving seasonality F  , with
a non-parametric test for the presence of stable seasonality (the
Kruskal-Wallistest). This statistic is summarized on the output log
with the message “Identifiable seasonality: yes” for values of M7
below 1.00 and the message “Identifiable seasonality: no” for
values of M7 above 1.00.

MS8: The size of the fluctuations in the seasonal component over
the length of the series, as measured by the average of the absolute
annual changes in the seasonal factors.
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MO9: The size of the systematic (linear) movement in the seasonal
component over the length of the series, as measured by the
average of annual changes in the seasonal factors.

M10: The size of the fluctuations in the seasonal component over
the last three years of the series, as measured by the average ofthe
absolute annual changes in the seasonal factors.

M11: The size of the systematic (linear) movement in the seasonal
component over the last three years of the series, as measured by
the average of annual changes in the seasonal factors.

Q: This is an overall quality statistic calculated using a linear
combination of statistics M1 to M11. The weights are (10, 11, 10,
8, 11, 10, 18, 7, 7, 4, 4). Statistics M8 to M11 can only be
calculated if the series covers at least six years. For shorter series
the weights used to calculate Q are (14, 15, 10, 8, 11, 10, 32, 0, 0,
0, 0). Note that statistic M7 has the largest weight in the
calculation of statistic Q.

Q2: This is an overall quality statistic calculated by X12-ARIMA
which is the Q statistic excluding statistic M2.

Table F3 of the X-12-ARIMA output (see example in Appendix A) presents all 13 quality control
statistics for the series that is being seasonally adjusted. These statistics are normalized to fall
within the region 0 to 3, with values greater than 1 considered to be unacceptable. As an overall
measure of the acceptability of the results X-12 presents the quality summary statistic “Q”, which
is a weighted average of the 11 quality control indicators (M1 to M11).

Note that the X-12 program calculates seasonally adjusted series, even if the quality
indicator “Q” shows that theresult of the seasonal adjustment process is unacceptable. Therefore,
for all series that are seasonally adjusted reference to the quality statistics of Table F3 is

necessary, before an opinion about the adequacy of the seasonal adjustment process can be given.

IHI. COMPUTER PROGRAMS

A. Background

Starting in the 1930’s moving average techniques were used to remove seasonality from
economic time series. With experience from adjusting many time series, the methods used were
refined, culminating in 1967 in the X-11 method of the U.S. Bureau of the Census. The seasonal
adjustment process is applied two times. In the first round of estimation, the irregulars are
adjusted for “extreme values”. These adjusted values are based on the values of the irregulars,

which were not adjusted, for the same month.

B. X11-ARIMA
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1. Description

To improve the estimation of the cumrent seasonal factors the X11-ARIMA
program was developed at Statistics Canada starting in 1970. ARIMA is an abbreviation of
“Auto-Regressive Integrated Moving Average” model. This program extends the time serieswith
forecasts (and backcasts) using a seasonal Box-Jenkins model. This makes it possible to apply
the seasonal adjustment moving average filters to the extended time series. In this way problems
that occur as a result of applying seasonal weights to the components of the series near the end
(and beginning) of the series are mitigated. The Box-Jenkins ARIMA model used is of the

following form:

Y =(pdq (PDQ)s,

€69

where “p” refers to the non-seasonal and “P” to the seasonal auto-regressive parameters, “d”
refers to non-seasonal and “D” to seasonal differencing, “q” refers to the non-seasonal and “Q”
to the seasonal moving average parameters, and s is 12 for monthly and 4 for quarterly time
series. It was found that the use of the Box-Jenkins method improves the estimated seasonal
factors, in the sense that the first estimates are closer to the final seasonal factors. The
improvement is of an order of magnitude of up to 50%.

To properly estimate a Box-Jenkins model the sample auto-correlation function (ACF)
and the sample partial auto-correlation function (PACF) of the residuals for the model should be
analyzed, to determine which AR and MA coefficients are to be included in the model.
Experience with a large number of series at Statistics Canada resulted in the selection of five
Box-Jenkins models that perform well with about 80%-90% of the time series submitted for

seasonal adjustment. These models are:
O11)011)s,(012)011)s,(210)011)s,(022)011)sand(212)(01 1)s

with the first model being the default model. These models are included as pre-selected models

in X11-ARIMA.

The (0 1 1)(0 1 1)s model may be interpreted in the following way. The model has d=1

and D=1, this means that for a monthlytime series a transformed series W, is obtained as follows:

Wt = (Xt - Xt-lz) - (Xt-l - Xt-lS)

where the W, series is astationary series. With g=1 and Q=1, the following equation is estimated:

W= +2Z+ Z,+ 2.,
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where the Z series denotes a random process, and is a constant. It should be noted that the
ARIMA model is used only to extend the series, after which the regular X11 seasonal adjustment
is performed.

2. Adjustment for Calendar Effects

The X-11 program includes the option of user-selected adjustments for trading

days, i.e. the number of working days in a particular month. It also can adjust for the effect of the
occurrence of certain holidays, for example Easter. In Indonesia the effect of the occurrence of
the Idul Fitri holiday on the seasonal adjustment may be important for some series. The effect
should be especially noticeable in monthly flow seres, such as the demand for transportation.

Calendar effects consist of trading day and holiday adjustments. These are also referred
to as “prior adjustments”. The prior adjustment factors are applied to the original series before
the seasonal adjustment process is started. If these factors are present the model estimated is thus
of the following form:

Y,=C,*S *P *],

where P, refers to the prior adjustment factors. The seasonal adjustment procedure is then applied
to the prior adjusted series:

Y. .. =Y,/P,

prior,t
The seasonally adjusted series is thus obtained as

Yadj,t =Y /'S;=Y. /(5 *P)

prior,t

3. Constraints on the Seasonallv Adjusted Series

An option is available to force the yearly totals for the seasonally adjusted and
unadjusted data to be the same, through the use of command “force” in the X11 spec. The
“component” spec is used to obtain both indirect and direct adjustments of the total of a

composite series. For example, housing starts by region may be aggregated to a national total.

C. X12-ARIMA
1. Description
Starting in 1998 the U.S. Census Bureau released a beta version of the X-12
ARIMA seasonal adjustment program, also referred to as X 12-regARIMA. This program includes




VOLUME VI : OTHER TOPICS P.VI.9

August 31,2000 Seasonal Adjustment

several new options, mostly relating to the prior adjustment of the time series. The term
regARIMA refers to “regression” ARIMA, to highlight the fact that the options for regression
estimation of the prior adjustment factors have improved over those available in X-11-ARIMA.

X11-ARIMA and X12-ARIMA are both written in Fortran and are MS-DOS based.
However, the commands for X12-ARIMA are more intuitive than those used by X11-ARIMA.
Also the X12-ARIMA User’s Manual is quite detailed, and includes a large number of examples

to demonstrate the options for the various commands.

2. Preparing Instruction Sets

The X12-ARIMA program functions through the use of specifications (specs).
Each of these specs can be modified with arguments, which in most cases have a default value.
In this report only a sub-set of the specifications and arguments are covered. The X12-ARIMA
reference manual' should be consulted for further details. This manual is distributed with the X12
program in machine readable form
The X12-ARIMA specifications covered in this report are listed in Table 2.

Table 2
X12-ARIMA specifications

Specs Status Description
automdl Optional ~ Specifies which models will be used in the regARIMA model
outlier Optional  Allows for automatic detection of various types of outliers
series Required Enters information on the time series to be seasonally adjusted
transform Optional  Transforms the series prior to estimating a regARIMA mode
x11 Required Performs X11 seasonally adjustment

x11regression Optional Estimates prior adjustment regression model of regARIMA

Each set of individual specifications (specs) starts with the symbol “{“ and ends with the
symbol”}”. Arguments relating to the spec are entered between these two symbols. Note that

“arguments” are in this report referred to as commands.

3. MS-DOS Commands

The seasonal adjustment program is called “x12a.exe”. It is located in directory

“c:\x12a\”. Its full MS-DOS path name must be given when executing command “x12a”. As an
alternative, the path name for “x12a.exe” may be included in the “autoexec.bat” file. The
instruction set for a seasonal adjustment run is entered in free format in a text file with extension

“spc”. The MS-DOS instruction to run X12ARIMA on an instruction set “test.spc”’, when files

U.S. Census Bureau, X-12-ARIMA Reference Manual, Version 2.7, May 2000
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x12a.exe and test.spc are both located in the current directory, is:

x12a test

Note that the extension is not entered in the MS DOS command.

4. Using More than One Instruction Set

In a production situation it is important to be able to run several series in one X12-
ARIMA run. This is accomplished by executing a metafile, in which the file names of the
instruction sets are listed. Its extension is “mta”. For example, the following file will execute the

three above examples in one run. Contents of meta file gdp prg.mta are:

gdp_a
gdp_b
gdp_c

This meta file is run by executing the following command in MS-DOS:

X12a -m gdp prg

5. Using More Than One Data Set

Another common situation is that the same instruction set is run on more than one

data series. In this case a data metafile is created. Its extension is “dta”. Because the data are
entered from a data meta file, it is illegal to include a “file” command in the instruction set.
Instruction set gdp_d is equal to gdp_c, except that the file command in the series spec has been
removed. For example the following data metafile was used to run instruction set gdp d on the
eleven GDP series at the 1 digit level. Contents of data meta file gdp dat.dta are:

gdpl.txt
gdp2.txt
gdp3.txt
gdp9.txt
gdptot.txt
gdptmg.txt

This meta file is run by executing the following command in MS-DOS:

x12a gdp d -d gdp dat
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IV. APPLICATIONS

Series from the Agriculture, Industry, Prices, Production Accounts and the Trade and
Services Bureaus of BPS were seasonally adjusted and results were shared with the relevant
bureaus.

A. GDP

The following three instruction sets were used to seasonally adjust the series of total GDP
in 1993 rupiah. The first run presents the minimum instruction set needed to seasonally adjust a
time series. It only uses the “series” spec and the ‘x11" spec. The instruction set for the second
run uses in addition the “x11regression” spec, to estimate calendar effects for prior adjustment
of the time series. The instruction set for the third run uses in addition the “automdl” spec and the
“transform” spec, to provide options for estimating the ARIMA model used to extend the series
prior to applying the X11 seasonal adjustment module. The results from these three runs show
improvement in the quality of seasonal adjustment comparing the first run, the second run and
the third run.

1. First Run

Contents of instruction set “gdp a.spc”:

# Spec for data entry:

series {start=1993 .1
span=(1993.1, 19994)
period=4

file="gdpto t.txt”
title="Total GDP constant rupiah”
decimals=2 }

# Spec for seasonal adjustment:
x11 { }

The “decimal” command of the “series” spec indicates the number of decimals to be used in the
output tables. The “span” command restricts the analysis to the period 1993 QI to 1999 Q4,
which is the full period analyzed. Because no path name is given in the “file” statement, the data
file “gdptot.txt” must be available in the current directory. Comments follow the symbol”#”.
They may be entered as separate lines or to the right of a command.

A “format” command is used to enter the Fortran fixed format used to create the data file.
If a “format” command is not included, as is the case in this example, the data is read in free
format. In free format all numbers on a line will be read before continuing to the next line. The
numbers must be separated by one or more spaces (not by commas or tabs). Because no
commands are entered for the X11 spec, program-set default values will be used for the X11
seasonal adjustment module. For example, the default for the type of seasonal adjustment to be

performed is multiplicative adjustment.
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2. Second Run
This run is equivalent to run 1, except that the “x11regression” spec is used to

estimate calendar effects. In this spec the “variables” command indicates that trading day effects

are to be estimated (option “td”’). Contents of instruction set “gdp b.spc” are:

# Spec for data entry:

series {start=1993.1
span=(1993.1,1999.4)
period=4

file="gdptot.txt”
title="Total GDP constant rupiah”

decimals=2 }
# Spec for seasonal adjustment:
x11 seasonalma=msr # default

print=(none + d10 + d11 + d16 + 3) }
# Optional spec to estimate calendar effects:
x11regression {variables=td

aictest=td

sigma=2.50 # default

print=(none + c16 + aictest} }

Command “aictest” specifies that an AICC test (an AIC test corrected for the length of the series)
will be performed on the regression model with trading day (“td”) and the regression model
without trading day effects. The regression model with the smaller AICC is selected to generate
forecasts, identify outliers, etc. In other words, if the trading day adjustment does not result in a
statistically significant improvement, it will not be included in the prior adjustment regression
variables. The “sigma” command sets the sigma limit for excluding extreme values of the
irregular components before trading day regression is performed. The default value is 2.50. Note
that it was not possible to include a test for the effect of the Idul Fitri holiday, because this
holiday fell during the period analyzed in the first quarter, and can therefore not be estimated
separately from the seasonal factors.

The “seasonalma” command of the “x11” spec specifies which seasonal filters will be
used to estimate the seasonal factors. The default value is “msr”, which refers to the “moving
seasonalityratio” procedure, in which the program chooses the final seasonal filter automatically.

In this run the two “print” commands are used to restrict the output of the program to a

sub-set of the regular output.

3. Third Run

This run is equivalent to run 2, except that the“automd]” and “transform” specs
are used to select the ARIMA model that will be used as part of regARIMA. The example uses
file “x12a.mdl”. This file holds the specifications for the five pre-selected ARIMA models listed
above. The “mode” command for the “automdl" spec, indicates that one year of forecasts are to
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be obtained, option “fcst”. A year of forecasts and a year of backcasts are produced if option
“both” is selected. The “method” command for the “automdl" spec, indicates if the first
acceptablemodel is to be used, option “first” (the default), or if all models specified in the model
file are to be evaluated, with the ARIMA model with the best performance selected, option
“best”.

When using the “automdl” spec, the automatic modeling procedure selects ARIMA
models based on the value of the absolute average percentage error of the estimates for the last
three years of data. The minimum acceptable value is set with command “festlim”. The automatic
modeling procedure will also reject an ARIMA model if the model fails the overdifferencingtest.
For this test the sum of the non-seasonal MA parameters must not be greater than the value set
with command “overdiff”.

The “function” command of the “transform” spec indicates the type of transformation to
be performed. Thedefault is no transformation. In the example, option“log” is required, because
the multiplicative decomposition is specified in the x11 spec.

If all values of the series are positive, option “auto” of the “function” command performs
an AICC test to choose between log transformation and no transformation by fitting a regARIMA
model to both series.

The “savelog” command of the “X11" spec outputs summary results from the seasonal
adjustment run to the session log file. The file name is obtained by replacing the extension of the
instruction set being executed “spc”, with “log”.

The “save” command of the “X11" spec outputs the tablesindicated in machine readable
format to the current directory. The file name is obtained by replacing the extension of the
instruction set being executed “spc”, with the table number. Thus in run 3, two files will be
created, gdp c.d11 and gdp c.dl16.

Contents of instruction set “gdp_c.spc” are:
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# Spec for data entry:
series {start=1993.1
span=(1993.1,1999.4)
period=4

file="gdptot.txt”
title="Total GDP constant rupiah”

decimals=2
print=(none + header + specfile + al) }

# Spec for seasonal adjustment:

x11 {mode=mult # default value
seasonalma=msr # default value

print=(none + d10 + d11 + d12 + d16 + {3)
savelog =(ids m1 m2 m3 m4 m5 m6 m7 q q2)

save=(d11 d16) }

# Optional spec to estimate calendar effects:

x11regression {variables=td
aictest=td
sigma=2.50 # default value
print=(none + ¢16 + aictest) }

# Optional spec for automatic estimation of an ARIMA model

automdl {mode=fcst # default value
file="c:\x12a\x12a.md 1"
method=best # default is “first”
festim=20 # defaultis 15
overdiff=0.95 # default is 0.90
print=(none)
savelog=automodel }

# Spec to transform the data for the ARIMA model

transform {function=log # default is "none"
print=(none) }

The results from run 3 are attached as Appendix A.

4. Quality of Adjustments
The “savelog” command outputs quality control measures ids, M1 to M7, Q and

Q2 to the session log, so that these measures can be readily evaluated. Appendix B presents the
summary measures for the three successive seasonal adjustment runs of Total GDP discussed
above. The results for ids (identifiable seasonality), M7 and Q are presented in the following
table.

Table 3
Selected Quality Measures for Total GDP
Industrial origin series ids M7 Q Q2
Gross Domestic Product - Run #1 gdptot yes 611 524 579
Gross Domestic Product - Run #2 gdptot yes 453 .395 439
Gross Domestic Product - Run #3 gdptot yes 468 .367 .409
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The results show that the quality measures for all three runs were satisfactory. However, there is
an improvement in the overall quality of seasonal adjustment, as measured by Q and Q2, going
from run 1 to run 3.

As for 1-digit level GDP, the “savelog” command outputs quality control measures ids,
M1 to M7, Q and Q2 to the session log, so that these measures can be readily evaluated.
Appendix C presents the summary measures for the eleven component series of GDP at the 1
digit level. The results for ids (identifiable seasonality), M7 and Q are presented in the following
table.

Table 4
Selected Quality Measure:) fzr GDP at the 1 digit level
Industrial origin series ids M7 Q Q2
Agriculture gdpl yes 262 422 450
Mining & quarrying gdp2 yes 150 135 135
Manufacturing gdp3 yes 223 228 252
Electricity, Gas & Water gdp4 yes A17 .194 216
Construction gdp5 yes .548 .289 323
Trade, Hotel & Restaurant gdp6 yes S11 469 532
Transport & Communication gdp7 yes 614 408 463
Financial, Rental & Business Services gdp8 no 1.089 .880 .996
Services gdd9 yes 454 .395 448
Gross Domestic Product gdptot yes 468 .367 409
Gross Domestic Product excl. Oil & Gas gdptmg yes .480 .380 423

The results show that the quality measures for the seasonal adjustment of these series were
satisfactory, except for Financial, Rental & Business Services.

It is to be noted that a lower value of Q does not imply that the level of seasonality in a
series is more pronounced, but rather that the effects of the irregular and of moving seasonality
are relatively less important than the effect of stable seasonality. The following table presents the
averages of the seasonal factors for the eleven series of GDP at the 1 digit level. This data is

obtained from Table D10 for each of the seasonal adjustment runs.
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Table 5
Average seasonal factors for GDP at the 1 digit level

Industrial origin series Quarter 1 Quarter 2 Quarter 3 Quarter 4
Agriculture gdpl 105.0 107.0 101.7 86.4
Mining & quarrying gdp2 98.6 97.8 101.1 103.3
Manufacturing gdp3 95.9 94.5 103.3 106.9
Electricity, Gas & Water gdp4 96.6 100.5 102.0 101.8
Construction gdp5 98.4 94.5 102.7 104.4
Trade, Hotel & Restaurant gdp6 99.1 97.5 101.0 102.2
Transport & Communication gdp7 101.4 97.4 99.0 102.1
Financial, Rental & Business Services gdp8 99.3 97.4 100.3 103.2
Services gdd9 99.5 99.0 100.4 101.1
Gross Domestic Product gdptot 99.0 98.1 101.8 101.1
Gross Domestic Product excl. Oil & Gas gdptmg 98.8 98.2 101.9 101.1

The seasonal pattern which emerges from this table is that agricultural GDP has seasonal peaks
in the first and second quarter and seasonal dips in the third and fourth quarter. The seasonal
pattern for manufacturing GDP is reversed with seasonal dips in the first and second quarter and
seasonal peaks in the third and fourth quarter. The other components of GDP show seasonal

patterns which are less pronounced.

5. Calculating the Seasonally Adjusted Series

Based on the printout for the seasonal adjustment of series gdptot (file gdptot.out),
as presented in Appendix A, the calculation of the seasonally adjusted data for 1999Q4 is shown
below. Table A1 shows the unadjusted value for 1999Q4 to be 95,104.3. The final trading day
factor (Table C16)1s 100.252. The final seasonal factor (Table D10)is 101.145 and the combined
seasonal and trading day factors (table D16) is 101.399. The seasonally adjusted value (Table
D11) is 93,791.905. This value is obtained as follows:

D16 =C16*D10 1.e. 1.00252*1.01145=1.01399 or 101.399 as a percentage
D11=A1/D16 1.e. 95,104.3/1.01399=93,791.905

Alternatively, the seasonally adjusted value may be obtained by multiplying the Final Trend-
Cycle data (Table D12) with the Final Irregular Factors (Table D13). For Q4 1999 we have

D11=D12*D13 ie. 93,954.035*0.99827=93791.494
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6. Projection of Seasonal Factors

The seasonal factors are projected for one calendar year. The factors are printed
as percentages in respectively Tables C16A, D10A and D16A. The purpose of this projection is
to enable the user to limit the number of times seasonal adjustment has to be performed to once
ayear. Thisis to avoid spurious movements in the seasonally adjusted data, even if the unadjusted
data have not changed. The value for unadjusted total GDP for Q1 2000 is 96,985.6 and the
combined seasonal and trading day factor from table D16A is 99.604. The seasonally adjusted
value for total GDP for Q1 2000 is thus:

DI11=A1/DI16A 1ie. 96,985.6/0.99604 = 97,371.2

B. Consumer Price Index

The instruction set used to seasonally adjust the series of all items CPI for the period
January 1990 to July 2000 is presented below. The “outlier” spec allows for automatic detection
of additive outliers (“ao”), temporary change outliers (“tc”) and level shifts (“Is”) or any
combination of these three types of outliers. Command “type” indicates the type of outliers to be
evaluated. The default is to use types “ao” and “Is”. Command “critical” sets critical values for
the outlier detection spec. The default values are determined by the length of the data series. For
a length of up to 48 observations the critical value is 3.6548.

Contents of instruction set “cpi_x01” are:
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# Spec for data entry:
series {start=1990.1
span=(1990.1,)
period=12

file="cpi_tot.txt”
title="Consumer Price Index - All Items”

decimals=2
print=(none + header + specfile + al) }

# Spec for seasonal adjustment:

x11 {mode=mult # default value
seasonalma=msr # default value

print=(none + d10 + d11 + d12 + d16 + £3)
savelog =(ids m1 m2 m3 m4 m5 m6 m7 q q2)

save=(d11 d16) }
# Optional spec to estimate calendar effects:
x11regression {variables=td
aictest=td
sigma=2.50 # default value
print=(none + c16 + aictest) }
# Optional spec for automatic estimation of an ARIMA model
automdl {mode=fcst # default value
file="c:\x12a\x12a.md 1"
method=best # default is “first”
festlim=20 # default is 15
overdiff=0.95 # default is 0.90
print=(none)
savelog=automod el }
# Spec to transform the data for the ARIMA model
transform {function=log # default is "none"
print=(none) }
# Optional spec to detect outliers in “x11regression”
outlier {types=(ao ls) # default value

critical=(3.75)

span=(1997.1,1999.12)

method=addone # default value
print=(none + header) }

Raising the critical value decreases the sensitivity of the outlier detection procedure, possibly
decreasing he number of observations treated as outliers in the regARIMA model. It is possible
to set different critical values for the three outlier types. This is important when the number of
outliers identified may be large and for this reason estimation may not be possible due to
singularity of the regressors used in the regARIMA prior regression step.

Another way to reduce the number of outliers which may have to be estimated, is to
restrict the period for which outliers are estimated to a sub-period of the time series. This is done
with the “span” command of the “outlier” spec. In the example outlier estimation is restricted to
the period January 1997 to December 1999.

Command “method” indicates the way outliers are added to the regression data set. Option
“addone” results in the outliers being added and evaluated for their statistical significance one at
a time. The other option is “addall”. The default value is “addone”. Note that the LS (level shift)
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outliers are included in the final trend cycle estimates and not in the final irregular component.

The results from running this example are attached as Appendix D.

C. Other Series
Other data series were also adjusted but results are not included in this report because data
are not published. Results were provided to the relevant bureaus in BPS. A list of these series,

indicating if the series were successfully adjusted, is presented in Table 6.
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Table 6
Series Which were Seasonally Adjusted

P.VI.20

Does Stable Measure Is the
Data Series Seasonality of Overall Seasonal Adjustment
Exist? Quality "Q" Acceptable?
Quarterly GDP 1993 Prices:
1 Agriculture, Livestock, Forestry & Fishery Yes 0.42 Yes
2 Mining & Quartying Yes 0.14 Yes
3 Manufacturing Industry Yes 0.23 Yes
4 Electricity, Gas & Water Supply Yes 0.19 Yes
5 Construction Yes 0.29 Yes
6 Trade, Hotel & Restaurant Yes 0.47 Yes
7  Transport & Communication Yes 0.41 Yes
8  Financial, Rental & Business Services No 0.88 Conditional yes
9 Services Yes 0.40 Yes
Total GDP Yes 0.37 Yes
Total GDP excluding Oil-Gas Yes 0.38 Yes
Monthly Consumer Price Index:
All items CPI Yes 0.50 Yes
Beras Yes 0.49 Yes
Emas No 1.21 No
Minyak Goreng No 1.38 No
Quarterly Industrial Production:
2 digit level:
31  Food, Beveragesand Tobacco Yes 0.13 Yes
32  Textiles, Textile Products and Leather Yes 0.67 Yes
33 Wood and Wood Products Yes 0.51 Yes
34 Paper, Printing and Publishing No 1.02 Conditional no
35  Chemicals and Chemical Products Yes 0.45 Yes
36  Non Metallic Mineral Products Yes 0.22 Yes
37  Basic Metals Yes 0.44 Yes
38  Fabricated Metal Products Yes 0.19 Yes
39  Other Manufa cturing Indus tries Yes 0.38 Yes
30  Total Manufacturing Yes 0.10 Yes
5 digit level:
31121 Manufacture of powdered, condensed and preserved milk No 1.29 No
31144 Manufacture of frozen fish and other similar products Yes 0.44 Yes
31151 Manufacture ofcrude vegetable and animal cooking oil Yes 0.30 Yes
31154 Manufacture of cooking oilmade of palm oil Yes 0.18 Yes
31161 Manufacture ofrice milling and husking Yes 0.52 Yes
31163 Manufacture of peeling and cleaning of coffee Yes 0.28 Yes
31171 Manufacture of macaroni, spaghetti, noodle and the like Yes 0.73 Yes
31181 Manufacture of granulated sugar Yes 0.55 Yes
31420 Manufacture of clove cigarettes Yes 0.74 Yes
38392 Manufacture of dry cell batteries Yes 0.63 Yes
Agriculture Bureau:
Quarterly Production:
Jeruk Yes 0.87 Conditional yes
Pisang No 1.03 Conditional no
Forestry:
Meranti Yes 0.34 Yes
Bureau for Trade and Services Statistics:
Monthly Exports:
36  Udang dan Kerang-kerangan Yes 0.91 Conditional yes
71  Kopi Yes 0.58 Yes
634 Kayu Lapis Yes 0.70 Yes
32  Batubara No 1.47 No
Monthly Imports:
Wheat and Meslin unmilled - Volume (thousands of No 2.55 No
Wheat and Meslin unmilled - Value (millions of US$) No 2.41 No
Cotton - Volume (thousands of tons) No 1.60 No
Cotton - Value (millions of US$) No 1.45 No
Monthly Touris m:
Visitor arrivals in Indonesia Yes 0.48 Yes
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APPENDIX A
PRINTOUT FOR SEASONAL ADJUSTMENT OF TOTAL GDP

Reading input epec file from cpi x0l.=2pc
Reafing daka from eni tob.txt

1
U. &, Deparkment of Commerce, U, &, Census Burcau

Xr12-BRIMA monkhly seasooal adjustoment Method.
Relesss Varsion .27

This method modifics thes X-11 tvarisnt af Census Method II

by f. Zniskin &.H. Yaung and J.0. Musgrave of February, L967.

and the X-11-ARIMA progzam pased on the methodological research
developed by Bstcla Bee Dagum, <Qhiefl of the Seasonal adjuatment
and Time Series Staff of Skantisbics Canada, September, 19738,

Frimary Programmers: Briar Monsell, Mark Ctbo

Sorics Title- Qoasumer priece indexez [monthly)
Scrics Hams- opd #Q1
03/30,/00 124014 52

-Pprdiad coveged-  let month,192¢ to 7th month, 2900
-Type wf run - tlbiplicative aeasomal adjustment

=Sigma limiks far graduating extreme walues are 1.5 and 2.5 .
-3x3 moving overage used fn secticn 1 of each iteration,

3x5 Moving average in seckion 2 of irerations B and <.

moving average for final seasznal fackors chogsen by Global MSL.
-Trading day irregular regression compubed 1930, Jenatarting
excluding irregular values cutside 2.50-sigma liwlba.

-Trading day lrreqular regrasaion cstimates applisd.

-Trading day lrregular regrassion applied as prioy factors.
-Irregular regrascion AIC test performed faor brading day regresaors.
-gpactral plots generated for sclectod series

-gpectral plots gemerated for =eriecs stazkbing in 1502.Aug

Fablos labeled "Fiyst pasge" are from an initial seascoal adjustment uged to eatimate
irreqular reogressicon angfor X-11 Easter effacta.
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Humber af paremeters escimaced (oo 6

Log likelihood 42,7187

Transformaticn Adjuecment =354,2931

Adjusted Eog likelihood (L) =221.5734

AIC 455.13874
ATICC (F-corrected-mIc) . 45039874
Hatman Guinn 455 . Hs02h
EIC 461, 5587

+ HOTE: Thess statisbiss 3 nobk oonkain a penalby for sarameters
cstimnted By xllregression bo produce the erior adjustment
facters beoause the xllregeessisn ectimabes are boh mesdirmm
likeliheod estimatos, Therefors they faniob ke compared to
the statistics from models in which regression variables in
a reghBrfMh model arc used o osbimakbe the same ef feots.

FORSCASTIN
origin 198% .4
Humbar 4

Faracagks and Standerd Erxors of the Prioxr Rdjusted and Transfozmed Dobta

Foracast Standard

Dake Dats Forecast Error Erzor t-walues
2000.1 1% -482 1% .446 0.043% 3.03d5 1.22
2900,2 11.41%9 3.0535
2900.3 11.461 G.0784
2900.4 1L .457T G.0235

Zonfidancs intervals with sovarags probapility (D.98000)
onr the Griginal %cale Before Prior Ahdjustments

1 BGEL2.3258 HZ943,.230 FH507, 185
2000.2 B115%.833 1017.075 102071, 4843
i B13953.575 H492&.722 116748, 503
2000.4 TATAB.ETA 94592 . 023 113&22.59%
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GDR constant rupish ab 1 digitc lewel FaSE 5, SERIES g8p_ o
T 11l TFinal seagsenally adjusked daka
From 1353.1 Eo EF2D.d
Dhsepvabiong za
“15as | 78607.721  60152.440  94220.621  $5782.288  373811.071
1294 45519, 12¢ BATET.167 aao24 ., 258 409042 188 254551.758
1995 %2905, 4568 FEFEr 45, 532 BTR1S, 107 FH3E21 B0
199G 2020, 359 1016866 .337 105369, 024 106916 Q3% 411890827
1997 105957.94%  103513%.143  107907,.230  10B664.512 4332042 . EdQ
1998 133775.01% 91565, 365 S1ERG ., E05 20468, 6510 I77R14 402
1835 R333T GO 95033, 542 #4828, 43% 23751508 377166 . 478
LVGE 24623 33D 24432 .587 $5601. E14 $E15T.752
Taklc Total- 2ERLIER. 28 Hean- 951EH.7L Scd. Dev.« B37T. 6%

Min - TREDT TR Max - 14B68as ., 52
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GDP constant rupiah at 1 digif lzwel PagsE 5, ZERTES gdp o
D 12 Final trend oyole
Fican 1%483.1 Ko 19%9.3
fOberrvaticns 25
Trend filter S5-term Henderszon moving awverage
LT ratio 0,E9
lekt 2ad Ird ikl TOTAIL
15893 T&1A%.,333 Ed&rs.900 43691 . 361 25810 .452 328512.150
1294 g7TlLeZ. 428 Eds03.133 2026 ,.202 90232 .27TE 394642 . 041
1985 92761 412 BE353 _{43 FERG1. T3] STLAD . 134 2HAZ960 . 262
18385 9%LE7.0875 W1REE £33 MOATIE. BRI 105454 . 044 41176d. 201
1587 107521.404 198024 951 1088E5.437 107172 . 578 431374.271
1528 102e12.360 S0412.250 91215, 064 51020, EDE A75860,3230
1539 Q30A2. 492 S4%51.394 Q485e.014 G3554 38 A76T95., 885
AVEE S4ae4,772 S45%34.963 95552.533 SRR 140
Table Total- 2EEE05H8, 18 Mear - HE21T .83 gtd. Dew. =
Min - TE164.53 Max -
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3k4%,25
103655, 24
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GDP sonsbant rapinh at 1 digit lewvel DAGE 7, SERIES gdép <
I 16 Cambinsd adqusuzmant fackbors
Fram . 1353 .1 ke L3EB._4
Chservakions 29
PRSI EAES 156 2ot e st aaE
Tames sa.801 se.se8 101,217 100,967 100,268
19594 93 . 4E% 9,010 162,585 100,063 100,98
1505 9%, 546 29,027 161.178 100,759 100,136
1596 93, B43 TE.FES 102,083 101.6%3 100,201
1997 98.554 0E. 504 101,588 102,423 100,470
1990 98 . 10% 9B. 81z 102.546 10¢.104 05,893
12849 100.616 BE. 74T 100.209 101,395 160,245
AVCE 2%,151 BE. 224 101. 675 101.0G64
Table Tokal- TEOE.TR Mean- 10023 Std. Dev.- 1.39

Min - o211 Max - 102.55

O 1.8 Ceombined adjustmcot compencnt foredasts
From 20001 to 2000, 4
Cheezrvations 4

2000 29804 25, 71T 100,560 140,770 89,512
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GhZ copatant ropiah at 1 digit lewrel SLGE 3, BEERIES

F 3. Monitoring and Qualily hAssessment Statietica
BlE the measgres below ave In the range from 0 to 3 with an
asomptanes vegion feom 0 oo 1.

1. The rolntive copbripution of the irpesular over one
guarter span [from Takle F 2.E).

Z. ne rclative conkribuclion of cthe irregular componeat
to the staticmary porticn of the variance (from Takle
F Z_F).

1. The ameunt of guarter to guarkter change in the irregulaT
conponett ag comsered to Ehe amcunt of gquarter to guarter
chatge it Lhe crend-oywele (Erom Table FZ.HY .

4. The amounk of apbogorrelatien in che irregular as
described by Ehe average duraticn of run (Table F Z.0).

The pumber of guerters it teakes the change in the trend-
gysle Bo sukpass bhe ancunt of change in the irragular
(frem Taple F 2.E),

Lhl

€. The amount of vear to yvear shange in LEe irregular e
compares to the amount of wear to vear shabgs in Lhe
geagonal [(from Table F Z2.H).

7. The amount of moving seasonality present rolative to
the amount of ztable seasonality (from Table & 2.I).

£_. The =zize of the fluctuations in the seascnal componcont
throughout the whole zeries.

9. Ths aversgse linear movemsnt in the seasonal component
throughout the whale sevies.

19. Zame a8 &, calculated for recent years ondy.

1l. Bame a3 9, calculated for recent vears ondy.

*xx ROCEPTED *+*+% ab the lewvcl 0.37

++% 0 {without ME] = &.41 AOCCEETED,

M2

M3

M4

M=

ME

Me

na

MEO

M:1l

gip _a

0.433

0.5%35

0,000

0.sE0

n.z2o0

a.110

0.4648

0,752

0,855

0.842

0.8L4
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APPENDIX B
OUTPUT LOG FOR THREE RUNS OF TOTAL GDP
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Log for X-12-BRIMR (version 0.2.7) ssasonal adjustment program

Fufa*reAaFnhrtnhed ok d oMo Moo bl AT ok F W F_w_d_F__k_E_k_*_%

Tvpe of £Seriesz Additionsl Beries tible
Agjuse. Tdenk. Idertifiers
Q-WLT gidp a8 -------- -—------ GDP ¢ongtant rupiab at 1 digit 1eveld
Tdenzifiabhle scapcnalicy 1 yes
07 a_ 720
oz a.a7T&
KO3 0._0aD
[T 0.338
= 0.2Q0
Ml 0.174
il 2.511
Q 0.524
o n.5749
Q- MET Quphil S e i Q0P consbant runieh at 1 digit lewel
Tdentifiazle scascnaliby foyan
il 0,488
M2 0.035
03 0. 000
B0 4 {.4349
05 G.2400
EOE - 4001
EEOT = 0.:53%
y! D.385
o b_429
-MLT e &0F conecant rupian at 1 digit lewvel
Aubemabkiec model chosen @ (2 1 2340 1 1)
Tdetifialle seascnality i yes
o L 0.433
Moz 2 0.9315
Mo3 Q.aog
Mid Q.dE0Q
MO Q.200
Mis 0.110
EGT 0,463
o a.387
22 a,z0%
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APPENDIX C
OUTPUT LOG FOR RUNS OF GDP AT 1 DIGIT ISIC
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Lo £or A-LR-ARLMAE [(version 0.2.7} seagonal adiwstment srogram

oottt ottt _ Rt _Fr_ T _E_T_t_F_®_F¥_x_*x

Typ= of Series

Ad-juek,

2-MLT

Auktomatic model shosen

IZentifiable scasonality

i1
MOz
MO
M4
MOG
Mg
Mo7
o
w2

-MLT

Auromatis mnedel chosen

Idenbifiable seasonality

MOl
Mo2
Mnz
MO
M05
MoaG
07
2
oz

2-MLT

Automatic model choaen

Jdencifiahle seaacnalicy

MOl
Moz
M
M4
M0O5
Mia
MO7?
0
Qe

w-MLT

Automntic medel chosen

1dentifiable scosonaliby

ML
Moz
MO3
MOd
MO5
moa
il
o
o2

2-MLT

Autcmatic modzl choscon

Isenk

zdpl

Sdn?

gdp3

adpd

gdp5

oLZa1
., 1u7
o.E£78
3. £53
. BTS
D.2EE
o2l
G.4Za
LR

0.ETE
o134
O Q0
O.129
0. 200
1.008
f.154
W.135
0.135

Q_1E&
2.03%9
Rt
R ¢ L4
Q200
0.2ed
.22
0238
Q.2E2

0,058
D.018
D Qi
D.658
0. 200
o.438
0 117
0124
O.dls

Additicnal Series Bible
Identificis

nnnnn GhY conmstant rupiah ab 1 digik Lawvel

(2 1 2) (0t 1

: YOE

-—------ B0P comstant xupiah akt 1 digiz lewcld

2 1 2102 1 1)

: ye=

————— GOF consbant rupiab ab 1 2igit lewel

$2°1. 2){0.1 1)

: yas

————— S0P constant rupiabh ab @ digit lewnczl

2 1 2} (a1 1)

r hag

————— AhF conskabk rogiabh st 1 digit lewvel

o1 2ri01 1
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Identifisble seasonalitcy  yaEs
M1 0,142
moba 0,617
Moz a,anoc
Mox d,.43¢
Mos d,Z00
Moe i, 355
MO? - 3,543
n i o, EZHES
o= .323
Q-MLT odnE - --=---o -——----- GDF constant zupiah at 1 digit lowvel
rukoreetlc model choserr @ (2 1 2103 & 1)
Idengifiable scgsonallity : Yas
MOl r.225
MOz 3.01a
M2 a.o0ac
Ml 3. 3126
MohR a.zao
MOGE 0.4%5
MQT7 0.E11
7 i 0.482
Oz 0.532
Q-MLT FORE  emsens s GIP constank rupiah at 1 digle level
Sutomatic modsl choson 0 (0 2 2){0 1 1}
Identifiable asaponality ! YoE
MOl s 0,487
MOZ a,40%
HMa3 0.0
b [+ S a.3008
M5 a.Z00
MOE 0,227
iy 1 B 0,614
Q : a.403
Q3 a.463
O-MLT a1 ] e T GDE ceonatant rupiah at 1 digik lewel
Defaule moedel used @ none (oo model selected)
Ldeptifiakle geagonality + na
H3L o.37z2
b [ S 0.o48
M3 : n-aon
[y [ I 0.-LzQ
Mas 0-2400
[ n.575
MaT 1.0E849
e i 0.3&0
e B 0.%3%5
0-MLT gdp?  =-semexan rr——---— 80P gonstankt rupdah at 1 digit level
putomatic model chosco ¢ (01 2040 1 1)
Identifiakic scascnality 1oyes
Fal N.0Es
a2 .30
503 : 4. 300
(oo bh.558
Fds b.2400
Hds b.717
T = 0.3542
] t n.3485
22 H 0.343
2-MLT JApEOL usssmsss sswrnn-- ODF constankt rupish at 1 digib Level

rutomstic model chosen + (2 1 2)7{0 1 1}
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IZantifiable scasonality i woa
mb1 ¢.233
Mo2 ¢, 035
MO3 d, oo
MOl 3,48
MDE F.zZ2d0
MOG d.31c
M7 0.d464
] 0,167
0z a.409
- MIT ooy —------= -——-———- GDF constant zupiah st 1 digit lowel
ubomakic model cho=sen - (E 1 2] (3 1 1)
ldcnbifiable seasonalily r yes
MO1 f.438
ML 0. 031
mbs O, 00
fb4 oL 480
oS ] (]
HOE 0,133
MO7 0,480
(o) oL 380
[.r] 0,423
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APPENDIX D
PRINTOUT FOR SEASONAL ADJUSTMENT OF TOTAL CPI

Reading input epec file frem cpi xDl.spco
Regading daka frem coi tob.txt

1
U. &, Deparkment of Commerce, U, &, Census Burcau

Xr12-BRIMA wmonkhly seasoaal adjustment Method.
Relesss Varsion .27

Thiz method modifics ths X-11 varisnk af Census Method II

by . &Sniskin L.H. Young and J.0. Maggrave of February, BS967.

and the X-11-2EIMA progoam pased ob the methodological research
developed by Bstela Bes Dagum, Chisf of the Seascnal adjuatment
and Time Series Staff of Skatisbics Canada, September, 19738,

Pribary Programmers: Briar Monsell, Mark Ctho

Scries Title- Cousumer priee indexesz [(monthly)
Sorics Home- opd 0l
03/30,/00 13:40:14 .62

-Pppisad soveged- 1t month,192¢ te  Tth month, 2900
-Typs of run - meleiplicative aeasonal adjustment

=Sigma limiks for graduating extreme walues are 1.5 snd 2.5 .
-3x3 moving averags used in section 1 of each iteration,

3x5 Moving average in seckion 2 of irerations B and <.

moving average for final seasonal fackors chogen by Global MSL.
-Trading day irregulsr regressicon computed 1930 Janstarting
exgluding irregular values cutside 2.50-sigma liwics.

-Trading day lrregulsr regragsion cstimatas applisd.

-Trading day lrregular regragssion applied as prior factorse.
-Trregular regrescsion AIC tast performed faor brading day regresacors.
-Zpectral plote generated forxr sclected series

-gpectral plots gemerated for =eriecs stazkbing in 19092.Aug

Fables labeled "First pa=s" are from an initial seascoal adjufthent used to esatimake
irreqular roaressiion and/or X-11 Eaater effecta.
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Qonsumey pyice indexes (moenthlv PAGE 1, SERIEZ cpi_x01

Conbeats of sac Eille cph_»0L-spe

Linz #
1: # File: &pi_x0l
aF
J: 7 ESpoc rto eaber data
&: ERKics {startalsgn,1
5 spam= (1990, 2, 2000,7)
87 pericd=12
T file="ocpi_tot.txc" # illeogal with "dbar
a: title="Consumer price indeoxcs (mentalys!
@ decimale==3%
1@: print=inone +header +=2zecfile +al) 3
11:
12: # Spec for semaonel adjustment:
13: w1l [zeasonalma=m=sr # defaul: value
14 o le il # illegal with transform "auatao"
15: Sigmalime (1.6, 3_8} # defanlt walue
165 printue (mone 410 411 d12 413 416 £35}
17 gavelog ={ida ml mz M2 md mS mE mT g g2k}
13:

1%: # optionsk spec bo egkimabe calendar effecta:
20 mllregression  {variablegetd

21: Siqma=2 ., 50 # default value

a3 aictesbetd

235 print=lpone ©i6 szaictesk) }

21

25:; F Opticnzl spec for automatic ARIMA model selaction

26 anteomdl imede=£fe=t § default value

27; file="d:'xiZa'xlib.mdl"

23 mzthod=-best # defaunlt is "fipser
29 foatlim=20 # defanlt is 16

id; ovardiff=0, 95 # dofoulb i5 ©.%0
il: print={none + autochoical

12 gavelog=artomnodel .

i o

24: # Spec b0 transform the data for the MEIMA model

35: transform { funenighelog # default is "none®
36 print= [(nons)

371 sawelogeanbat rans form }

3B,

3%: # Optional spoo ussd o debect Gubliers in "kllregression
40: outliecr frvoeso{as ls ts) £ defaule values

4] span=4£1%27.1, 1399.132)

435 : cricical={3.75, 2.7E, 3.7h)

455 mcthod=addons # defaunlt wvalus

445 print=[(none + header)
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Cotrmumer price indexes (monchlyd PhGE 2, SERIES opi_wil

Al Time series daka [for the span analyzocd)
Fredin 1990 . Jan to 2000.Jal

Jbsarrabionsg Len
Farn Fel Mar Apr Ay Jun
Jial Aag Sep [t o Deo ToTRL
15340 54,270 ZE.S50 54,620 5%,450 5% _720 &s0._574d
[ L 1] SE.270 632.590 63.Z2350 i B B Bi_dJdHD TAZ _AED
1551 a5, 96¢ 4,150 Et.170 G5.32394 G5 _E0G &R _TED
E£7 . 050 BE.Z10 £8.3890 Gd.=210 LGS, 540 G770 GOL_0Ld
1552 J0.4860 T 260 TO.LTED T1_.370 T1. 450 Tr_2L0
F2.4E0 TZ .10 T2 .340 TZ.o&3l0o 2. B2Q T3_3400 9l .15
1993 T5_ &40 T 370 TE_1LLO TE_230 Ta.240 18,530
TH.GED 78310 TO_BIN Q.00 EQ.330 ag.7580 945,600
LBo4 21 .7ed B2, 200 23 .784 &3, 5340 B4.230 44,520
85 . afd Ba , 44 b L T &7 .58 &E. G0 a%,.530 1624, 970
1805 98 ,.5EdD a0, 730 51 . 240 e T 23,240 = I 3.7+
G4 . 050 94,350 g, 710 55,520 BE.T20 5,480 11z21.574
1296 8. 550 ag9.&E0 S5, 200 S 45t 100,130 95,380
100,080 1d0.9040 100,220 100.630 191.030 101.3280 1200. 000
1547 LO3 ., Z5%0 104,070 104, DO 104 .42 124 63D 104 - 5dk
105, 390 196.330 107,493 1d= 5204 135 _87H 1rl1._7ag 1274 32320
19%E 11%,.3170% 13 990 141 . Q&4 14T _GEG A5E 410 L5E.0R0
177.87¢ 1P 170 L13&.230 135 &30 QRS A0 198.470 2013.7E4D
158 Z0A.A0F  ZOT_GLD  206.510  ZFO05, A0 205,610 24031.370
201.71q  13B.7&0  l9a.4400 :34,.E10 155,000 202,480 2431.530
2000 ZPE.1zQ 2L 2To 294,340 Z05.480 207,214 20E.240
Z10.9L0 142E .57
AUVGE 106327 108,578 149,259 116.313% 111.33% 11&.1e5
114,158 r05.EB19 10&./a30 107.11=2 107.8783 1,640
Taklc Total- 13851 .94 Masn- 10%.47 std., Dew.- a5 A
Min - EH.27 Max - 219.31
AICE for model wikhout cd a3 . 2&R]
RILE for model wich £d —97E 2204

Eh Ak AICC {wilith aicdlff= 0.00] prafers model withowt Bd LA b
NOTE: Becausse of the REC teat resulk, X-L2-2RIMA has remowved any brading <Gay,
stock Lrading Jay, or bholiday regressoers from the izrregular component
regresgion woadel . M Furkh2r model sstimacion will be actempted.

Feading wodel file far avtomitic model sclesticon from d:'wxldahxlib.mdl
The madel chosen is {2 1 140 1 1)

Avergdge absoluve pegcentage error in wikhin-sample foracasta:
Tast year: A.85 Lose-1 yeazr: 10,35 Laat-2 year: 12,51
Last bhree years: .78
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Fearession Model

e e e e e e e e e - O AT EE EEEE EEEE NN E NN RN MMM N ——— -

barameter Standard
Variaple Egtimate Errer

butomatically ITdentified Sutliers

aA01897 . Tec -0.QL335 o.0G3223
L51%93 , Fekb 0.0E5S o.00531
L1493, Jul n_o=82 o_00581
LE1593,GcE -D.G2EE O.0015E06

ARIMA Model: (203 1) [0 3 1)
Monseasonal differances: 1

Seasonnl differences: 1
Standard

Pacateter Bstimate IIors
Fanseassnal AR

Lag 1 a.12%9 4, 23138

Lag =2 g.61%4 0. 20l1s40
Honecascnal MR

Lag t -0, TEABS 0,22336
Seascnal M

Lag 12 Lo T o 0. Qa3

Variance 0.58T63E-04

Likelihocd Stetistice

Effeciive number of chsaeprabions (nefobsh
Wumber of pasamesbers esbimabed (op)

Log likelihood

Transformaticn Bdjusktment

adjusted Log 1ikelihood (L]

BT

sroC {F-corrected-BTC)

Hannan Quinn

s A

39&8.5770
=483 . 2121
~HE.A351
211.2702
213.1&851
Z30.3131
235.0887

EIC

FUORECBRSTING
Oxigin Z000.Jul
Munbex 1z

Fovecasks and Steangard Ercors of the Transfomed Data

Standard

Dakre Foremcast arror
2900, B 5,363 0.4073
4000, Sap 5,370 0.916g
2000, 02k B.377 0.0262
2000, s 5,381 0.0%52
20400,.0o 5.3%4 n.0455
20401, Jan 5.41¢ 0.GE8848
2001, Fck 5.45%0 0.0870
2001 .Mar 5,457 n.a771
I4h1 Apr 5.447 0.49EE%
2001, May 5.457 0.4985
2401, Jun 5.406% 0.105%
2401, Jul 5.477 0,.134%

U A UUL L UE LS UUE EURL UL UL N LY

P.VI.39
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confidence intervals with ecowerage wrobability {0.35000)
On the SQriginal Scale

Cake Lowar TForacagk Hppear

_______________________________________
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Consumer price indexes (roathiv PAGE i, EERIES cpi_x01

A B EegakiMa combincd ouclicr component
(a3, LS oucliers includod)
From 1%%0.J050 to 2900,Jul

ObEervaticns 127
Jan Fabh Mar Apr May Tl
Jul hug Lep Ot Mo Toees AGE

PR L e HY.043 93,043 R 83,043 0% . 043 22042

23,043 93,043 H3.043 B5.043% 9. 043 53,042 23.043
1lR31 93 _d43 95,043 23,013 By.043 2% ,043 23,033

93 _d43 95 .043 23 _J43 D%.043 9%, da% H3.042% 53,047
Lbaz 23.042 9% .D043 93 _0432 23,543 05,045 H3.04%

931.043 93 .043 93_.043 LX.043 03,043 #3,043 23,0443
1898% 93 ._.042 25 . 043 93 _d43 03 _043 95.043 31,043

93 .04 25 .043 93 _d43 03_343 95,043 31,053 53,043
15894 53042 23.043 23.043 Ri_042 83 043 93,043

S3.043 93 .043 33043 93.043 09X . 0d3 23 063 53, D43
1a85 53,023 9z .043 93,043 Dl 42 D 032 33043

53.023 95,043 53.043 pe O 1 O, 0aX 33,042 23043
1505 93,0453 95,0435 23,043 23053 L%, 043 53,043

93_0432 95,043 23,043 23,053 L%.043% Sa.043 53043
1597 23 _043 95,043 S3.043 H3.043 a5, 04% 53.043

93 _043 95,043 H3.043 3.043 L %1.81z% G2, 041
15598 53 _0a3 %343 peh - | F8.343 99,345 9. %43

102283 102,22 1&2.24% 1000040 100,000 1040, 000 59,710
199% 10¢._ 00 10d.000F 100033 100000 100,000 149,004

100 0cd Log . doF 1gd_ 0y 1QD. 300 100_ 400 10d . 000 100, a0
2000 100, 00d 100, 900G 2600 L0000 100000 100,000

A0, Ol 10,00
AVGE Ge 308 94,881 4. 8481 54381 bg . 28] F4._831

95,148 G456 G4 BEd 54434 Bd 434 F4 311
Table Tokal~- L2027 .49 Mean- D4 0 Std. Dewr - g 11}

Min - 51.31 Mawx - A2 .28

nod.A ReqghRIMAE cutlier component
From 200Q.70uq to 2001..0al

Ghzervations 1z
Jan Eakt, Har ApY Hiaw Jun
Tl FAH Sep [nel ol Worr Des AVGE
20040
100 00 203,000 100,030 100.000 10, 00g 100,400
20N Log. o0 1ao_G0ad 103.003 1039.000 1o0_300 10C.,.000Q

rog. Qo 100,400
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Seasonal Adjustment

Consumer price indexes (monchlyd

1858 Jan to 2000.Tul

1ET

PGE

P.VI1.42

1, SERIES Cpi_xﬂl

ek
A

Mar
Sap

Apr
Gk

Hay
Honr

FLLITE
Oz

NVWEE

From
Ob=ervationa
Fan
Jul
13890 100,406
100, a0
1581 Log, a0
1og, a0
15582 10,0
100, A0
1533 100,000
i00,000
1354 100,000
100,000
1g95 100900
100900
1Lo9s 140000
100 C00
1aa7 100000
16, 000
1oag 1y, 0]
1o, 000
189% 1dd, i
1, G
24ana 1dd . 080
1. Adh
FINtIE 100 . J00
100G . d00
Table Total-

100.- 300
100,000

1o, 000
1o0.000

1240, (a0
104, ka0

1040, ean
100,000

1gD. oD
160 . oD

100300
1034000

100030
100 . 000

100, 000
0. 000

100,000
100,000

gR ]
10,000

1od. 4000

10d.000
1D03.000

128868

EOC. Q00
ROG. Q0

BOG. O0¢
Tod. a0g

BOG, DO
ROCG. D0

1ag. 400
100,003

100,400
100.400

100,000
100,000

100000
100000

1040000
1040 - (i)

1040, Gad
100 . (i)

1od.doh
104000

1od. 000
100, 03D
1600030

Mean-
Min -

BRG]
100, Q0%

1 0002
100 000

ki, Q00
1k, D0

1cHa, OO0
10, 00g

10, 00
109, 00

rad,.ood
rod,00ad

lLod.oDna
1o00d.4a00

LA0- 500
100, 000

140, k00
140,000

1d0.dd0
100.0400

100, ¢Od
1la0. oD
lap. oD

b Ao
DR_&R

A0 000
100 Qo

100 Qi
100 Qo

Qe Qe
HREL e

1 O
1k . O

100 . 000
100 . 000

100 . 000
140 _Dod

10 . 000
100, D02

LOg.a0g
l00.00¢

100,400
1o0,. a0

100,400
160,400

14004400

100,000
100,000

Log. o0
100,005

100.00%
100,000

100,00
100, Q00

140,000
140,000

100,400
140,000

140.aDa
1490 004a

loD. 000
lo0 . oop

A0 a0
RB_&T7

10 . GO0
102 . (O

1. 0040
1. 00

109000

100, 000
95 _HEE

Sed. Dev.-
Flas -

Q.13
A0g 0tk

Loo.ao0

LaQ. o0

o0 a00

1400, 000

100,800

140,300

100 300

59,424

10l Q00

10, 00

ing, 00g
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Consumezr price indaxes [monthly)

From 13%0.Fan to Z000..0ul

1z7

cutlier component

P.VI1.43

5, SERIES cpi_x01

e e T e e e s S o ¥t o g vt o e m. e e i sy o ! oo et e i e, e e me i o ) e s

A Ty S i e T o o i Sl 5 [ e o o o T AT it o o i S o o e S B 5 o i e BT s e e R . e S B o

Chsarvations
Jzn
Jul
1a90 H3,043
93 043
1331 23.042
33.052
14932 93,042
53,042
19932 53,043
53,043
1294 33,043
53,043
1345 53,043
95, 043
1936 93,043
93,043
1397 B3 ._0d43
BE_043
rLo9E BX_0d3
102 _2E2
lLoao 1040 . 000
100 . 000
2000 10, 004
100000
AYGE %4 . 508
G5, 1sH

Takble Total-

02.043
02.043

Q2.043
Q2.043

3,043
83,043

53,043
23,043

23,043
B3 54X

93 .43
93 043

50_3543
102 _ 232

106, 000
100, D0

1a¢. 000

94 . BB1
94,662

124=83.72

93
53,

ko
%3

53,
53,

23,
Jha s

53

33
a3

95,
5.

9.
10z,

140,
140,

1o,

a4,
a4,

043
043

043
~043

043
043

043

DT
LT

Od 3
Ol 3

343
2p2

Pl
3

[Hind)

a4l
A2

Maan-

Hin

93,
as.

bx.
bl.

ol
D2

23,
3.

33.
3.

33,
w3,

3.
23,

23
23

3o
Lan.

100.
100.

100,

ha,
ha,

043
o4z

a2
a2

a2
a2

043
043

nd3
nd3

43
043

D43
Dd3

D43
043

243
fo0

o400
Q400

G0

a5t
134

94 .7TL
93.048

ERAGE
My Jun
Mo Dec
95 . 043 93 343
93.043 93 _ 4=
BI04 53.042
03043 93.0492
03,043 53,042
03,043 53043
a3.042 3,043
%042 o3 . 043
23022 93,043
3. 022 93,043
3. 043 B3, 043
H3.0493 93,043
93 _J43 95 . 043
93,013 95,043
23._043 BE_ Q43
23 .043 BI.0d3
8. 343 Lo 343
A0 .00%  AQ0.500
T0C, 000 1040, 0
100,000 100,000
100,900 1. (i)
84,8081 99 .81
B4, 434 By, 434
3td. Dew.-
Max -

&.0%
102 .24

5.

a3,

a3

a3

93,

bx.

fa.

iRELIS

1,

Q43

043

043

el

[+F %

]2

17

Qe

nog
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Consumer price lodexses {monthly)

O 11 Fiwal zeasonel factors
From 1980 _Jan to 2000 Jul
Ohoervationg

Leasonal £

ilter

137

2w 5 moving averans

PAGE

P.VI1.44

&, SERIEE cpl x0l

- E ETE N O R NN W NN EEEEEEE S EEEETEAETS AR T AN T M e e e e e e e e e e e e e

153935

1904

1505

15486

1557

193B

13513

200

AVCE

Table ‘Tota

20,5906
1. 220

b I
1d4,. 152

S5 _9818
100 .10

A0G.0Ty
A00.led

A060. e
105,174

106G, 23d
106,155

100,334
idg.202

id0o.433
igo.l4as

1J0 .28
idG.152

rog_Lgg
Log.als

100,198
100,182

o

100, 308
100,128

100,370
100, 057

oG, 371
103,030

100.621
92 . 069

0. Geg
09.044

0oL T
PRI R

1o0.82%
100.G8%

160.827
140.171

1load.832
100.321

1D0d._E40
100.265

100._&8ER

100,625
100,002

12704, 85

140,342
29,520

100,232
Ho.354

1ob.3ED
28.TTS

1o0_ 425
HO.ERE

109 4EE
Sb.EET

100487
50._72L

PR
50,944

1o 472
93, 955

10 . 436
100,038

100 . 421
13.086

1084037
107k 421
3. B8

Moan-
Miz -

100,387
ag.,¥481

100,403
a%,¥En

140.463%
99.677

100.458
23_ =00

1ap.522
BR.834

100450
B0._847

104400
Do 5To

1. 300
28.833

100.221
9,868

100,157
59.716

lo0_ 1G5

1) 250

Fh.eB0

1o4d.01
8.5

0 16 A Final szasonal cowmponent forecaats
From 2000 .Ang to 2001.Jul

12

%, 841
g%, 700
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I. INTRODUCTION

This report evaluates the price indexes obtained from the quarterly manufacturing
establishment survey undertaken by the Industry Bureau, by comparing them to the implicit
deflators for manufacturing GDP. At the level of total manufacturing the commodity-based

Wholesale Price Index will also be compared with these two indexes.

II. METHODOLOGY
A. Industry Bureau Quarterly Price Index

This index is derived from the quarterly establishment survey of manufactures. This
survey of 1,700 respondents is a sub-set of the Annual Survey of Manufacturing, which covers
about 23,000 establishments. The individual commodities produced by each establishment are
used to calculate a “growth factor” for the commodity. These growth factors are then aggregated
to a growth factor for the establishment. The growth factors for the establishments are then
aggregated to obtain price indexes at the 3, 2 and 1-digit levels of the International Standard
Industrial Classification (ISIC). One should note that this survey was not designed for the purpose
of producing a price index. Rather, it was designed to produce ISIC-level quantity indexes. But
since sufficient information was available to also compute implicit ISIC price indexes, these have
been computed since the start of the quarterly survey.

It should be kept in mind that price indexes produced by this survey are implicit unit value
indexes rather than commodity price indexes. As such these indexes suffer from two conceptual

drawbacks:

- unit value indexes do not necessarily cover exactly the same
commodities every quarter, as should a proper commodity price
index. This may result in unstable behavior from quarter to
quarter.

- unit value indexes also may vary when commodity composition
changes, even when commodity prices stay the same.

These drawbacks have to be weighted against the substantial advantages that using a price index

based on the Industry Bureau survey brings:

- the unit values computed correspond to the same ISIC to which
an establishment is assigned in the annual survey and cover the
same commodities reported by the establishment in that survey.
Commodity-based price indexes, on the other hand, may assign
one establishment’s commodities to different ISIC’s.
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- these unit values, which are computed quarterly, rely on exactly
the same data reported by establishments and used in computing
the quantity index.

- instead of having to match individual commodities between two
quarters, an aggregate price index for each ISIC is computed every
quarter based on the response in that quarter alone. Thus the
computation procedure maximizes the use of data from
establishments.

It is worth noting in this regard that the U.S. Census Bureau calculates the Unit Value Relative

(UVR) which is a similar index to that constructed from the Industry Bureau data.

B. Wholesale Price Index

The Prices Bureau of BPS publishes a Wholesale Price Index (WPI). This price index
measures the monthly change in particular commodity prices. The weights used to calculate the
WPI is the net margin for the commodities marketed by wholesalers, or if appropriate, the
producers. The aggregation scheme is therefore not based on the ISIC.

The Wholesale Price Index and the Consumer Price Index used to be the cornerstone of
price reporting by many statistical offices. However, with the increasing importance of the
manufacturing sector, and in recent years the greater importance of alternative channels of
distribution, it has become more common to find industries where the wholesale trade sector has
lost its prominence. This is one of the reasons why more and more countries are replacing the
WPI with a Producer Price Index (PPI). The difference between these two indexes is that a pure
WPl uses commodity weights as the basis for aggregating lower level indexes, while the PPI uses
industry weights based on the ISIC.

In the United States, the Bureau of Labor Statistics (BLS) produces a Producer Price
Index. This index was known until 1978 as the Wholesale Price Index . The PPI measures average
changes in selling prices received by domestic producers for their output. The indexes reflect the
price trends of a constant set of goods and services which represent the total output of an industry.
As theses indexes are based on the ISIC, they provide comparability with many industry-based
economic time series, such as series on production, employment, wages, earnings, and
productivity.

At the lowest level of aggregation, i.e. the 5-digit ISIC and the International Standard
Commodity Classification (ISCC), there may be a one-to-onerelationship between the ISIC and
the ISCC. However, at higher levels of aggregation this will no longer be true. This implies that
at higher levels of aggregation it will be difficult to match WPI indexes with ISIC-based volume

or value measures.
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C. National Accounts Deflators

For the final estimates of GDP at the 3-digit ISIC level of manufacturing, the Production
Accounts Bureau uses data from the Annual Survey of Manufacturing. The implicit deflator from
the Annual Survey is then used as an deflator/inflator. This data is only avalable "with a
considerable time lag. For the preliminary estimates of quarterly GDP at the 3-digit ISIC level a
wide variety of deflators/in flators are used. In those cases where series from the quarterly Industry
Bureau survey are used to estimate current or constant values, it might be advisable to use
deflators/inflators from the same survey. With this approach there would be less likelihood of
inappropriate deflators being applied. Also there might well be a greater level of consistency
between the preliminary and final estimates, in so far as the deflators from the quarterly Industry

Bureau survey are based on a subset of establishments from the Annual Industry Bureau Survey.

III. RESULTS

For purposes of comparison, the implicit GDP deflators for manufacturing (excluding
migas) were calculated. These were compared with data from the WPI and the Industry Bureau

implicit price indexes, on both an annualized and a quarterly basis.

A. Annual Indexes

At the level of total manufacturing, the Industry Bureau Price Index and the WPI may be
compared with the implicit GDP deflatorfor Total Manufacturing. Data wereobtained for the six-
year period 1994 to 1999. Comparing the year-to-year growth rate for the Wholesale Price Index
and the Industry Bureau deflator, it is found that for three years the WPI is closer to the growth
rate for the GDP deflator, while for the other three years the Industry Bureau growth rate was
closer. The data is presented in Table 1. For Total Manufacturing the Industry Bureau price index
and the GDP deflator show quite similar behavior, except in 1997 and 1999. In both these years
the Industry Bureau deflator shows a lower level of inflation.

At the 2-digit ISIC level, WPI indexes were not available. Therefore comparisons were
only made between the level of the Implicit GDP deflator and the Industry Bureau deflator. The
dataused are shown in Table2. Charts of the levels, theannual percentage changes, and the ratio
between the two indexes for total manufacturing are presented in Figure 1. These same charts are
presented for the nine 2-digit level industries in Appendix A.

Atthe 2-digit level the differences between the indexesbecome larger. Note, for example,
ISIC 32 (Textiles, Textile Products and Leather), ISIC 34 (Paper, Printing and Publishing) and
ISIC 37 (Basic Metals). Other 2-digit ISIC industries show annual movements with smaller
differences.
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B. Quarterly Indexes

The differences between the Industry Bureau series and the GDP deflator were also
evaluated using quarterly data. Charts of the levels, the quarter-to-quarter percentage changes, and
the ratio between the two indexes for total manufacturing are presented in Table 2. These same

charts are presented for the nine 2-digit level industries in Appendix B.

1. Difference in Levels

As is to be expected, for quarterly data the differences in the level of the indexes
are more pronounced than for annual data. Note, for example, the large decreases in the GDP
deflator between Q1 1999 and Q2 1999 for ISIC 33 (Wood and Wood Products); ISIC 34 (Paper,
Printing and Publishing) and ISIC 38 (Fabricated Metal Products). Also to be noted are several
large differences in level for some of the 2-digit price indexes. For example, for ISIC 34 (Paper,
Printing and Publishing) the level in Q3 1998 of the Industry Bureau index is 444.5 and the level
of the GDP deflator is 239.6, a difference of 85.6%. During Q1 1997 the Industry Bureau index
for ISIC 38 (Fabicated Metal Products) has a level of 114.2 and the GDP deflator a level 0of 204.0,
a difference of -44.0 per cent.

2. Difference in Growth Rates

To measure the extent to which the differences in the quarter-to-quarter growth
rates for the nine 2-digit ISIC series are randomly distributed, one can observe the differences in
growth rates over time. If these differences were randomly distributed, one would expect that in
the majority of quarters three to six growth rates for the Industry Bureau would exceed or be
lower than the growth rates for the GDP deflator. In fact the distribution is much more skewed.

For the period Q1 1994 to Q4 1999 we have a total of 24 observations. In Q1 1996 all
nine growth rates are lower, in Q2 1998 all nine growth rates are higher, while for Q4 1995, Q4
1997 and Q1 1998, eight 2 digit industries have higher quarter-to-quarter growth rates, and for
Q1 1997, Q4 1998 and Q3 1999 eight 2 digit Industry Bureau indexes have lower quarter-to-

quarter growth rates. It appears thus that these differences are systematic rather than random.
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IV. CONCLUDING REMARKS

The above comparisons provide BPS with an opportunity to evaluate the plausibility as
well as the consistency of data from the above three sources. One strong recommendation,
therefore, is that a similar comparison to the one in this report be conducted regularly within BPS

to evaluate these data sources. The following needs to be kept in mind:

- Since the GDP deflator covers small establishments and cottage industries in
manufacturing while the Industry Bureau index covers only large and medium
establishments, differences between the twoindexes may always exist. However,
it might be possible to obtain the GDP data separately for these two groupings, so
that possible differences in pricing may be accounted for.

- The analysis in this report has been undertaken at the 2-digit ISIC level.
Performing this analysis at the 3-digit level will pinpoint the ISIC codes for which
differences occur.

- The price indexes from the Annual Survey of Manufacturing may need to be
compared with those from the quarterly Industry Bureau survey. This will indicate
the extent to which the quarterly indexes can be used as indicators of the annual
indexes.

- At the 3-digit ISIC level, the commodities which are included in the Wholesale
Price Index used as deflators/inflators for GDP may be checked to verify the
extent to which they cover the commodities included in that 3-digitISIC industry.
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APPENDIX A
ANNUALIZED DATA BY 2-DIGIT ISIC
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FIGURE A&
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APPENDIX B
QUARTERLY DATA BY 2-DIGIT ISIC
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L. INTRODUCTION
The Boston Institute for Developing Economies (BIDE) got a contract from USAID

Jakarta to implement its project on Statistical Assistance to the Government of Indonesia under
its broader “Support for Economic Growth and Institutional Reform Project (SEGIR)”. To
implement the project, BIDE is working closely with the Badan Pusat Sttatistik (BPS), the
national statistics office of Indonesia. This project has identified assisting BPS in becoming a
customer-oriented organization as a major objective for the next three years. It is in this context
that the project is planning, among others, to provide BPS with assistance in institutionalizing
data evaluation skills and assistance in establishing regular forums for interaction with users.
These developments will precipitate changes which may have organizational implications. Two
likely changes are : 1) devising ways to give the functional staffing category more prestige and
2) establishing an adequante performance evaluation system.

This report describes problems and provides recommendations for actions to be taken by
BPS in the two areas mentioned above. One should note that basic rules and regulations
governing these two items are already available and applicable to all institutions and staff
working with the goverment of the Republic of Indonesia. The proposed changes represent just
adjustments to be introduced by BPS to improve the effectiveness of existing rules and
regulations as they relate to that institution.

The project believes that the creation of a truly effective functional staffing category
within BPS would go a long way toward ensuring institutionalization of adequate data evaluation
skills as well as the creation of an internal set of checks and balances for producing quality as
well as cost effective data. Moreover, BPS is facing the fact that, given the general government-
wide move toward efficiency and decentralization, any future growth in the organization can only
come from increased productivity, rather than more personnel. Therefore the establishment of a
performance evaluation system tied to a performance incentive system and tailored specifically
to the needs of BPS has become imperative.

II. FUNCTIONAL STAFFING SYSTEM

A. Background

Civil servants in Indonesia are governed by Laws No. 8/1974 and 43/1999. These Laws
stipulate the existence of a structural path and a functional path. Both structural and functional
paths provide a career choice to a civil servant through a step-by-step ladder.

Under the structural path, a civil servant can only be promoted if he/she has a good
performance and his/her leadership is considered quite good. For functional staff there is no

evaluation of leadership skills since theyact independently without any subordinates. So basically
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functional staff are expected to work individually not in a group, and their performance is based
on their individual capacity.

The functional path inthe civil serviceis governed by Government Decree No. 16/1994.
There are two types of functional posts: one based on skill/expertise and one based on training.
The first type requires skills based on the staff’s education or methodological/technical capability
obtained from experience in their disciplines or based on certification from a recognized
institution. The second type usually involves following a pre-specified working procedure rather
than research or technical analysis.

There are several categories of functional staff, among others:

. researchers (“peneliti”)

. statisticians (“statistisi’’)

. computer technicians (“pranata komputer”)

. trainers (“widya-iswara”)

. lecturers (“dosen”)

. librarians (“pustakawan’)

. others which are not related to statistical work.

~N NN W~

B. Weaknesses of Current System

Although there are many types of functional staff, the most common in BPS are the first
six listed above. These do not only apply to the Head Office but also to regional offices. Each
category has its own rank and file and its separate procedure for performance evaluation based
on some kind of “credit” rating. Ministerial decrees for administrative reform were issued giving
instructions to be followed in recording credits achieved for each task performed. Credit
accumulated by the functional staff is then calculated, and then a rank is assigned to him/her in
accordance with the accumulated credit points. The procedure to submit proposals for obtaining
credit points and the procedure to evaluate the performance of functional staff will be discussed
in more detail in Section II.C.4 (”Credit System”).

How are functional staff assignedtheir tasks? For the younger generation with a relatively
junior rank, a person is usually given a functional assignment if he/she tends to work individually
and lacks supervisory and leadership capability. These staff are usually given a specific
assignment which cannot be done by someone in a structural position. For more senior officials,
assignment of a functional task usually has nothing to do with their leadership capability. In the
majority of cases, senior officials get such assignments because of their age: theyare not expected
to carry a heavyburden, either physically ormentally. Besides, they are expected to step aside and
allow younger generation structural employees to take on heavier management and administrative
responsibilities to rise up on the career ladder.

This system, while helping to some extent develop particular skills and improve

performance of particular units within BPS, suffers from three major inter-related weaknesses:
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1. Sole Reliance on Technical “Credits”

The current functional system seems to have served youngerstaff quite well. It can
accommodate their individual ability without burdening them with supervisory responsibilities,
thus allowing them to further their own interest rather than to ensure success of a whole
administrative unit. For senior staff, however, the system has not worked as well. Most of the
time, the staff have a high excess capacity, mainly due to their outstanding ability, knowledge,
expertise and experience which cannot be appropriately measured by the current credit point
system.

In theory, the credit system is directly related to the quality of the work performed. In
other words, the credit obtained by a particular employee reflects the work performed and
successfully completed by that employee. In practice, however, it is not quite easy to maximize
the performance of individual functional staff because their expertise might not be suitably
assigned to only one type of work. For instance, a “lecturer” is expected to spend most of his/her
time teaching at STIS, the graduate statistics program run by BPS. But if he/she also possesses
outstanding skills in survey design, for instance, then the credit that will be given to him as a
“lecturer” will not reflect his full potential since it will be limited to his teaching skills. Similarly,

someone assigned as a “trainer” may have the same problem.

2. Underutilization of Skills

By assigning senior staff with only one functional category for the purpose of

credit accumulation, the system does not always take into consideration the considerable
experience they have acquired: most have over 25 years of valuable experience in various
capacities within BPS. The situation is relatively serious with high-ranking functional staff. That
is why this report will emphasize improvement of higherranking functional staff, usually
comparable to echelon I or Ilin the structural path.

The credit point system measures a person’s achievement in a single pre-specified area.
Such rigidity is meant to identify highly specialized functions in as much detail as possible. From
that point of view, the credit system is quite good, because it allows concrete measurement of
achievement according to well-defined goals. However from the staff point of view, the system
does not take into account their full range of capabilities. Since most of the senior staff usually
rise to high-level positions because of their experience in a number of subject matter areas, the
system assigns too narrow a scope and ignores other substantial skills that they possess. The result

is that they a substantial under-utilization of useful available skills.

3. Lack of Institutional Authority

Another important issue one needs to consider is the official relationship between

structural and functional staff. Structural staff are the officials responsible for the success of the
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work assigned to their units. In principle, all BPS responsibility should be distributed to all
available units within the existing structure. Attached to all these officials are also the authority
and power necessary to exercise their duty and responsibility. To shoulder their responsibility,
they need the necessary technical skills, administrative knowledge as well as managerial
capability.

Functional staff, on the other hand, do not have any authority or power within a particular
working unit. Rather, they are expected to contribute their expertise across a wide range of units
in accordance with their skills, expertise and experience. They arenot responsible for the success
of a particular subject matter division but rather forbacking itup in technical areas in which they
are proficient. As such, they do not have a “boss” or a “subordinate”. They just work
independently to accumulate as many credit points as possible to maintain or improve their
functional rank.

Letus take a specific example which illustrates the weaknesses elaborated above. Because
of his seniority, a former Bureau Chief whose interest was only in a particular field had reached
a dead end in the structural career ladder. He could not be promoted to Deputy because of his
interests, experience and working history. Instead, he took the functional position of “Widya-
Iswara” (trainer), which would allow him to retire at the age of 65 (compared to 60 for structural
positions) and to work solely in his technical field of interest. However, his talent and expertise
were ignored by the structural subject matter divisions until two things happened to change the
situation. First a big Census undertaking took place, and secondly, the Head of BPS insisted on
his involvement as a technical coordinator. That ensured that his expertise was used to the fullest.
But it did not happen automatically: it required an event such as a Census as well as direct
intervention from the Head of BPS. Ideally, one would like to have an institutional mechanism
that would ensure that.

C. Recommended Improvements

The above weaknesses need to be overcome so that BPS can take full advantage of the
skills and expertise of the increasing number of functional staff, particularly at a time of budget
restraint. At the same time, ways must be devised to provide the right incentive for these staff to
be fully engaged in activities related to their areas of expertise and to be adequately rewarded for
their engagement. One should also point out that these weaknesses are not limited to BPS, but
rather apply to all other government agencies. Since it is not easy to alter or revise the regulation
governing functional staff, given that it would imply revision of the Law, government decrees and
ministerial decrees, this report will limit its contribution to providing ideas on how to benefit
from the existing senior functional staff without deviating too much from the existing laws and

regulations.
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1. General Policy Instruments

Basically functional staff have a high level of skill, education and experience. In
general they usually have more time for reading, paper writing, discussion, presentation,
participation in seminars and other similar activities. Since they usually rely on their personal
capacity rather than a group in a certain working unit, they should be more productive and they
can accomplish their assignment faster. This is the main difference between them and those
following the structural path, because the latter always rely on group support.

So the second recommendation is that BPS should regard them as experts in their
respective fields, and their working system should not be far from the work of expatriates as
experts provided by donor agencies. This is something which should be fully considered and the
management and all staff aware of.

If this could be enforced then every time BPS has a technical assistance project from
donor agencies, the main counterparts of the foreign experts should be the related structural
working units. If there is no foreign technical assistance, research and development should also
be assigned to the functional staffin cooperation with Biro Lisbang (Analysis and Development).
This is assuming that the functional staff are experts in their respective field.

To meet the above mentioned condition, the BPS staff who want to join functional path
should fulfil a certain standard of requirement. There should be no image that those who in one
way or another are not eligible to follow the structural path will easily be assigned as a functional
staff without considering their expertise and working experience. To increase the quality of
functional staff, the acceptance procedure should be made more rigid, and the allocation of credits

should follow the rules more strictly.

2. Greater Rolein Consistency Checks

In order for functional staff to contribute to evaluation and improvement of the
quality of data produced by subject matter divisions, one has to carefully design a system of
participation of these staff which does not delay output of structural staff. Otherwise, structural
staff will be reluctant to wait for the functional staff to complete their exercise. This is quite
crucial in building the necessary cooperation between the functional and structural staff.

The contribution of the functional staff to the work of structural staff or the overall
performance of the BPS could be best achieved by allowing them to evaluate various data already
produced. In other words, by having them perform some sort of post edit. This activity could be
accomplished by producing internal consistency checks. This activity will not delay publication,
but it will provide feedback to structural staff regarding the quality and accuracy of the data. Since
consistency checks usually cut across many areas, structural staff (at the division or bureau chief
levels) usually do not have the authority to enforce them. The authority lies with Deputies or even
the Head or Vice Head of BPS. But given the limited time available to these people, it is not
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realistic to expect them to conduct these checks. That is why consistency checks should be and

are best done by functional staff with sufficient experience in a certain subject matter.

3. Institutional Authority
As mentioned earlier, functional staff do not have managerial authority within a

particular working unit. Their comments and recommendations will not be automatically taken
into the system by the structural staff. The decision rests with structural officials based on their
discussions and deliberations within the structural working units.

Since they don’t have the authorityto enforce their recommendations, functional staff rely
on their professional competence toconvince structural staff toaccept their ideas. In other words,
the authority should not come from the organizational line in the form of managerial power but
coming rather from their own ability to convince others to follow their ideas. Such ideas would
have come from their expertise, knowledge and experiences.

In most cases an ideal and good recommendation does not necessarily mean that the
recommendation will be automatically implemented fully by the structural staff. Aside from the
sophistication of the recommendation, there is still a very important factor which should be fully
taken into consideration by the functional staff when they prepare their final recommendation.
In some cases this particular factor is rather subjective, even though it will influence the decision
whether the recommendation should be implemented. For this purpose the functional have the
ability to convince the structural staff, of the importance, effectiveness as well as the feasibility
of the ideas. So in this case acceptance by the structural staffis very important.

A mechanism should therefore be developed to increase the degree of acceptance of the
structural staff when the functional staff’sidea is presented to them. One possible mechanism is
for the functional staff to prepare an annual Plan of Work. Their Plan of Work should be
discussed not only with the Coordinator in charge but also with the related subject matter
divisions who will have to be convinced during the final stage of the work of the functional staff,
because these subject matter divisions will be the implementing working units. This approach will
increase the degree of acceptability of the work of the functional staff. The more detailed the Plan
of Work will be the easier for the structural staff to evaluate and eventually accept it.

In other words, the technical authority of the functional staff will be higher and more
effective if the functional staff have the necessary knowledge, expertise and experience and also
the ability to convince relevant users through a series of discussions and put the result of
deliberations into a detailed Plan of Work. The plan of work of each functional staff would have
a higher acceptability because the contents would have been discussed with the relevant working

units. By so doing the functional staff will gain the respect of the related subject matter divisions.

Another way to increase technical authority of the functional staff is to create a Technical



VOLUME VI : OTHER TOPICS P.VI.89

November 28, 200(Enhancing Role of Functional Staff & Improving Performance Evaluation

Team of functional staff working to solve, develop or increase the quality of datain a particular
area. This Technical Team will pool all ideas together and will be in a better position to support
subject matter divisions. Having a Technical Team would also help to minimize the possibility
of personality conflict between a particular individual and the structural staff. Another advantage
would be that such a team may pool the expertise of several functional staff groups (e.g. a team
Widyaiswara, Dosen, Peneliti, etc.) to tackle a particular problem.

Let’s take, for example, the preparation of the population census as a task. A Technical
Team may consist of functional staff with expertise covering sampling techniques, demography,
field operations, information technology (data processing), regardless of what functional group
they belong to. Since the functional staff has the expertise and experience, has more time to think,
contemplate and come up with better ideas to be discussed with structural staff. Such an
arrangement would be more acceptable toall parties concerned since implementation of big tasks

requires the skills and support of a well diversified expert group.

4. Credit System
For each functional post, there is always a circular issued jointly by the Head of

the Personnel Commission (Badan Kepegawaian Negara, BKN) and the Head of the Public
Administration Institute (Lembaga Administrasi Negara, LAN). Both BKN and LAN are under
the coordination of the Minister for Administrative Reform. The joint circular officially describes
the definitions, rules and regulations governing the overall technical guidelines concerning
performance evaluation, assignment of credit points, procedures to join the functional path, the
promotion system and the temporary disengagement of the functional staff. It also describes the
ranking system in each one of the functional paths, and the specific areas of their activity, so that
the domain of their responsibilities in which they will receive a certain credit point is made very
clear. The assignment of credit points depends on the type of activity, which is broken down into
main activities and auxilliary activities. Credit points assigned to the accomplishment of main
activities are much higher than those assigned to auxiliary activities.

Every functional staff should maintain every year a minimum number of credit points.
Besides that, if they want to get a promotion to a higher rank a certain number of credit points
achieved should come from the main activities. For instance, for a Widyaiswara 70 percent of the
credit points should come from the main activities. The main activities/requirements of the
Widyaiswara is to pass a certain degree of formal education; to give and write papers related to
the subject of their lectures, training & education; and to conduct joint research in a training and
education center (DIKLAT).

The functional staff should submit a Proposal for Credit Evaluation (Daftar Usulan
Penilaian Angka Kredit, DUPAK) to the Evaluation Team. This DUPAK describes the staff’s

achievement in the previous period and contains detailed attachments of the various activities
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completed and the reports/papers submitted.

For middle and lower level functional staff, the Evaluation Team usually consists of the
higher official in the respective institution. For higher level functional staff the Evaluation Team
comes from the institution in charge of the management and development of the subject
concerned. For instance for Widyaiswara (staff training & up-grading) the Evaluation Team is
the Lembaga Administrasi Negara (LAN), for Peneliti (Researcher) the Evaluation Team is LIPI
(Indonesian Institute of Science), for statistisi the Evaluation Team is BPS, etc.

For higher level functional staff, the submission of a Proposal for Credit Evaluation to the
Evaluation Team should be endorsed by the Director General of BPS. This is because the
assignment of the higher functional staff should come from the Director General through the
Bureau Chief'in-charge, for instance Widyaiswara through the Chief of the Statistics & Computer
Training Center, for the Computer Functional Staff (Pranata Komputer) through the Chief Bureau
of Statistical Information System, etc.

When the Proposal for Credit Evaluation is approved by the Evaluation Team, the
functional staff will get additional credit points. If the total accumulated credit points reach the
minimum needed for a higher rank, the functional staff will be granted that rank. Functional staff
with higher rank receive higher renumeration from the government.

The recommendation to be made with regard to this credit system is that the system
should be made more flexible. The work and output of the functional staff should not be limited
to work undertaken under their own functional group. There must be flexibility with regards to
the application of their expertise across different functional groups. A sampling expert should be
given flexibility to contribute his/her expertise to other functional groups, even though teaching
is supposed to be his/her major activity since he/she belongs to the functional dosen group.
Similarly with the other expertise.

If this flexibility could be achieved, all the expertise and experiences of the functional
staff could be fully utilized. The contribution of the functional staff will be maximized since they

have the flexibility to render their outputs and suggestions regardless of their grouping.

5. Direction From the Top

Another factor that very much depends on the initiative of the Head is the follow-
up actions to be taken by the structural staff. In many cases the recommendations of the functional
staff will be meaningful only if the structural staff take action and discuss implementation with
the functional staff. The attention of the Head and or the Deputies to take follow-up actions will
indicate how useful the input of functional staff is, even though for the functional staff
themselves, the implementation stage will no longer add to their credit points.

A good system is necessary but not sufficient for the success of improving the
performance of functional staff. Strong leadership is required, since traditionally the staff tend
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to be deferential. Without strong goodwill there will be not enough participation from the staff
at the operational level.

Actually a strong push from above is just to show to all the staff, both structural and
functional alike, that the recommendations put foward are in agreement with the policy of top
management, so that all the staff should give their share of input for the success of the program.
Achievement and progress could be successfully realized only if there is a good system with the
necessary human resources to implement the program and with all working together to reach the
target.

III. PERFORMANCE EVALUATION

A. Background

Two laws govern civil servants: Law No. 18/1974 and Law No. 43/1999. Both laws
describe in detail the rights and responsibilities of all civil servants, career planning,
management, code of conduct, etc. To implement these laws, government decrees were issued.
Decree No. 10/1979 was issued to describe the system of performance evaluation, describing in
great detail guidelines for the supervisors (evaluators) in evaluating their subordinates
(evaluated). Each one of the criteria for evaluation is elaborated, any action and/or
accomplishment of the subordinate during the last year is described in descending order of
importance.

Theoretically, it is quite clear to every supervisor what grade to assign, since the
guidelines are highly detailed and specific. In practice, however, it is quite difficult to follow the
guidelines due to the subjectivity factor of the supervisor. This is because behavior or
accomplishment sometimes are not easy to quantify. Another handicap for government agencies
like BPS is that there is no flexibility to deviate from this decree, because according to the legal
hierarchy, a government decree (Peraturan Pemerintah) is higher than a Presidential Decree, so
not even a Minister can deviate from it.

The discussion and recommendation in this report will describe only some possible
suggestions to modify the application of that system, rather than to overhaul it.

B. Current System

The performance evaluation system for civil servants is implemented every year through
the adoption of DP3 (Daftar Penilaian Pelaksanaan Pekerjaan). The system aims at human
resource development, increasing their ability and improving their attitude toward a conducive
environment for the accomplishment of their responsibility and the achievement of the target and

mission of the agency. This DP3 is very important for both management and staff to use as an
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objective instrument for the career planning of the staff. It is also useful for monitoring progress
of the institution in human resource development and in identifying training needs and areas for
skill upgrading.

It is true that most of the criteria are difficult to measure. However if the supervisors can
follow the guidelines properly, they can reduce their subjective evaluation. In fact the guidelines
give detailed descriptions of the grades to be assigned in each one of the criteria. To overcome
the subjective evaluation of the direct supervisor, the system stipulates that the supervisor of the
evaluator, e.g. the bureau chief as the supervisor of the division chief in evaluating the sub-
division chief, should give his consent in the grade allocated, or the subordinate has the right to
express their objection. Since DP3 is very general in nature and applicable to all government
employees regardless of their specific type of work, there are always strengths and weaknesses
involved.

The strengths among others are that the system has clear criteria for evaluation, and it uses
standardized measurement units which can be added and averaged with aggreated results always
consistent with underlying ones. On the other hand, the weaknesses are that the system gives the
same weight to the 8 criteria used, and it may count the effect of the same variable more than
once.

Even though the strengths and weaknesses could easily be analyzed, BPS, like any other
government agencies, does not have the flexibility to deviate from the general rule or to give
incentives to the staff at will.

An ideal performance evaluation system should follow these general principles:

a. Performance criteria must be clearly defined and easily understood by both
concerned.

b. Performance criteria should be fair to the evaluated and evaluator.
c. The effect of a particular criterion should be measured once and only once.

d. Anincentive system has to be instituted which links rewards with performance.

With a private company this general principle could be easily imposed, but with
government agencies there must uniformity in rules and regulations since there is only onesystem
for promotion, evaluation and incentive.

If a modified system ca be envisaged for BPS, the flexibility should apply at the stage of

implementation, not in devising a new set of rules and regulations.
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C. Recommendations

The following suggestions are provided to make the current system more effective:

1. The system should satisfy all the principles of performance evaluation stated
in the previous section.

2. The guidelines for DP3 as described under Government Decree No. 10/1979
are quite clear and detailed. However the application should be very cautious and
far from subjectivity. One example is provided in Appendix A.

3. To the extent possible, the grading of a certain criterion should be quantified,
which is possible in most of technical tasks. An example is provided in Appendix
B.

4. Performance evaluation should be incorporated into the career planning
system. There must be a high correlation between the two systems to encourage
all the staff to adhere to the system. In this way the promotion scheme will be
relatively more objective and all the staff will be fairly treated and the working
spirit will be increasing. There will be a healthy and fair competition among the
staff.

5. The application of performance evaluation should be preceded by a job
evaluation and a job description. Only when a job description is already available
for each one of the staff in charge, can the 8 criteria for evaluation be linked with
their activities. In this way some of the criteria will be measurable and could be
given a grade accordingly. A discussion of this subject is provided in Appendix
C.
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APPENDIX A
REDUCING SUBJECTIVITY

One important principle of performance evaluation is that it must be objective, fair and
comparable across-the-board. Most of the criteria for evaluation are relatively subjective in
nature. They are not quantifiable and difficult to apply consistently across the board.

To evaluate the performance of one individual staff, different supervisors will come to
different grade because of the different background and working experience of the respective
supervisor. This is actually very natural and universal. The issue of performance evaluation is not
only a serious problem in developing countries, but in developed countries as well. Theaim here
is not how to make the system absolutely objective, something which is almost impossible, but
how to reduce the deviation from the objective principle.

One way to achieve that is by setting up a collective evaluation of the subordinates. For
example, to evaluate the performance of a sub-division chief, it should not be solely done by the
division chief as his supervisor, but by all division chiefs in the same bureau. Similarly the DP3
of the division chiefs should be evaluated collectively by all bureau chiefs under one deputy, and
the bureau chiefs should be evaluated by all deputies as a group. At least this collective approach
will reduce any possible individual bias and produce a more objective evaluation. Based on this
approach, even though e valuation is done collectively, the direct supervisor should have more say
(1.e. a higher weight) since he is directly in charge of the person being evaluated.

Another advantage of the collective system is that the evaluation by the supervisors will
be comparable across-the board. The possibility of like and dislike will be reduced to a minimum
becausein a collective evaluation the extreme evaluator will tend to be outnumbered by the others
in the group. The idea is that the system should be fair to all the staff and the institution as a
whole, not just to the direct supervisor.

Another advantage is that the subordinates will tend to accept the evaluation. Since the
evaluation is done collectively, the objection from the subordinates will be less than the ordinary
approach. If some of the subordinates do express their objection, the supervisors will support each
other to reduce the strain and increase better communication between the supervisor and the
subordinate. In this way their working spirit will be made conducive for the progress of the
agency. This assumes that all supervisors are wise men, so that there will be no negotiation to
sacrifice the staff, since the success of the institution rather than their personal interest is their
final goal.

This collective evaluation, at least for the BPS culture will decrease subjectivity, increase
objectivity and acceptability.
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APPENDIX B
QUANTIFYING INDICATORS

Most of the criteria for evaluation are difficult to measure and sometimes almost
impossible to quantify. However the guidelines actually provide a step-by-step and clear-cut
procedure. The problem here is that the judgment by the supervisor might not be unique. In other
words the application of the guidelines in real life may not be as desired in theory.

Let’s take an example. The grading system on DP3 is as follows:

grade 91 - 100: Very Good
grade 76 - 90: Good
grade 61 - 75: Satisfactory
grade 51 - 60: Average
grade <50: Poor

Guidelines under Government Decree No. 10/1979 state that each criterion has a detailed
description of the achievements, efforts, behavior or attitude of the evaluated and the
corresponding grades. For instance under the criterion of “responsibility” the guidelines state the

following:

a. if the subordinate ALWAYS completes his duty well and on
time, the grade is 91-100 and he is considered as very good.

b. if in GENERAL the subordinate could complete the duty well
and on time, the grade is in the range 76-90 and he is considered
as a good staff.

c. if SOMETIMES he is late in completing the duty or on time
but incomplete, the grade is in the range 61-75 and his
achievement is just satisfactory.

d. if SOMETIMES he cannot not finish his job well and delays
completion considerably, the grade is in the range 51-60 and his
achievement is just average.

e. if he HAS problems and cannot finish his job most of the time
then his grade is 50 or less and his performance is considered
poor.

So at least there are some indications. The head of a certain working unit is actually not
supposed to work for himself but rather to lead the unit to achieve the target. That is why the 8"
criteria, i.e. the leadership, only applies to heads of working units. In this case, the evaluation
should be carefully linked to the scope and coverage of his responsibility. That is why his
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responsibility is only limited to what is under his control in his working unit. Let’s take as an
example the Quarterly Industry Sub-division Chief. One cannot simply assign a grade based on
the timeliness of publication. There is one important factor which is outside of his control but
which very much affects the timeliness: thatis the input data from the field. For the Bureau Chief
or the Deputy, the input data is part of their responsibility because they have the authority to ask
the regional offices to follow the set time schedules, but not the Sub-division Chief. This may
appear simple but is actually very crucial for the evaluator. Again even here the importance of
collective evaluation is one possible solution.

An important issue is a problem of quantification. For the head of a working unit, the
solution is easier since the evaluation covers the achievement of the unit as a whole not only his
technical ability. For instance, the Chief of the BPS Provincial Office should be responsible for
field operations, local publication, smoothcommunication with local government and local users,
public relations, etc., most of which can be quantified. For instance, field operations could be
measured by the returns from the field. Publication can also be measured by the by adherence to
pre-set time schedules. Relations with local governments could be measured by the number of
surveys or analyses submitted and requested by local governments, or by the amount of money
provided by the local government to the provincial BPS office. These are just examples of how
one can go about quantifying achievements. However for the difficult criteria to link to a certain
measurable achievement, it will be more difficult to make evaluation objective, and again

collective evaluation will provide an answer to part of the problem.



VOLUME VI : OTHER TOPICS P.VI.97

November 28, 200(Enhancing Role of Functional Staff & Improving Performance Evaluation

APPENDIX C
JOB DESCRIPTIONS

In most cases the evaluation by a supervisor is quite difficult because there is no basis to
assign the grade. The boundary of the work and supplementary activities of an individual
subordinate is usually notvery clear, so that the evaluation will be very much subjective. And the
chief of the working unit has the authority to assign to every individual staff an additional job as
the need arises if there is a shortage of staff. This is especially true if the number of staff in a
working unit is too high or too low. But if the number of staff is really ideal, that is consistent
with the workload, the responsibility of each individual will be quite clear. There will be no
excess of workload or excess capacity of existing staff, so that all the staff will be fully utilized
and the evaluation of their performance will be clearly and easily conducted.

To come up to this ideal condition, every working unit should be placed properly in the
structure of the organization. The responsibility, scope of work and the contribution of each unit
to the agency’s goal should be clearly defined. Then, in order for it to achieve its goal, it has to
clearly estimate the required staff and resources (including financial) for every workingunit. For
this purpose job analysis is important: it has to be applied to every working unit, so that based on
the scope of work and responsibility, the respective working unit will be able to estimate its
required staff and their qualifications. Similarly withrequired equipment and their configuration.

Unfortunately, a good job analysis is a lengthly and costly undertaking, and may also
disturb the working units. BPS has initiated such an undertaking about 7-8 years ago but had to
terminate it because of a number of reasons. If the undertaking could be continued with the
external assistance, the result of this undertakingwill be very important as an input for developing
job descriptions for each one of the working unit and followed by the job description of the
individual staff as member of the working unit.

Ifthe job description for each staffis available then his/her scope of work could be clearly
defined and the performance evaluation will have strong and solid basis. Thisis of course an ideal
condition and requires political will from the top, sufficient financial support as well as the
necessary budget to maintain the system. Why is maintenance required? With the rapid
development, especially in information technology, many types of work are very much affected
and consequently affect the job description. From year to year the job description should be
amended following the development in the instrument for performing work, since technological
development is also growing very fast.

If all these requirements could be met, the performance evaluation will be conducted

properly and the staff will be treated fairly, and the progress of work will be faster.
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I. INTRODUCTION

The Consumer Price Index (CPI) is one of the most watched and scrutinized short term
indicators produced by BPS. In its continuing efforts to improve statistics provided to users, BPS
is currently assessing the feasibility of incorporating new commodities and new outlets into its
existing CPI. These fall under three broad conceptual issues: new product bias, quality changes
and new outlet bias.

This report covers anumber of general conceptional issues encountered in calculating the
CPI. Coverage issues are discussed in Section Il and computational issues in Section II1. Then a
discussion of the above potential biases is provided in Section IV. Finally Section V provides

some concluding remarks.

II. COVERAGE

A. Geographic Areas

Geographic coverage of the consumer price index in Indonesia is restricted to urban
households, as is the practice in all other countries. The CPI computed at the national level is
aggregated from indexes for 43 cities across Indonesia. Thus the CPI as published is not meant
to, and may not necessarily, reflect price changes faced by households in rural areas.

Observations in this report will, therefore, be limited to those relevant to calculating the
CPI in urban areas. It may be possible to compute a rural index with weights obtained from
information on consumer expenditures of rural households by using expenditure data from the
Susenas survey, but expanded for this particular purpose as to the categories of expenditures
covered. BPS is currently evaluating this approach.

B. Terminology Used

The CPI is aggregated from “composite items”, which are defined as the most detailed
level of aggregation for which weights are available from the Household Expenditure Survey
(“Survei Biaya Hidup”). “Elementary aggregates” decompose these composite items by region.
An example of an elementary aggregate in Jakarta is toothpaste.

In most cases prices are not collected for all the items which form part of an elementary
aggregate, but only for a limited number of “representative items”, for which price movement is
expected to be representative for all items in the elementary aggregate. For example,
representative items for toothpaste in Jakarta may be the following three brands: Pepsodent, Close
Up and Ciptadent.
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C. Household Expenditure Survey

Household expenditure surveys are used to collect the information needed to calculate
expenditure weights for elementary aggregates. Due to seasonal variations in expenditure, it is
desirable that the household expenditure survey cover a whole year and provide information on
regional expenditures by household characteristic. The “weight reference period” of the CPI is
defined as the year during which the household expenditure survey is held.

Classification of expenditure used should match the needs of index construction. In many
cases both a recall survey and a diary survey are taken. The diary surveyis used to record smaller
and frequent expenditures during a one- or a two-week period. It should be noted that even ifthe
structural composition of expenditures changes only slowly over time, most countries undertake
a household expenditure survey every four or five years, to be able to obtain an up-to-date set of
expenditure weights. Taking a new expenditure survey is especially important after a period of
crisis or following a period of rapid industrialization, because the pattern of household
expenditure may have changed substantially since the last household survey was taken.

To be useful in computing weights, thetabulations from the household expenditure survey
should include all reported expenditure, even though in the collection of prices for the
computation of the CPI minor items of expenditure, whose inclusion would have no discernable
effect on the index, may be excluded. This is done so that if an item becomes more important at
a future time, expenditure weights would be available for that composite item.

The potential number of goods and services to be included in the household survey is
quite large. To obtain an up-to-date list of expenditure items, large department stores and
supermarket chains might be contacted.

It is also suggested that consideration be given to using a shorter form on which the
enumerator indicates items which are bought less frequently, such as televisions and home
computers, rather than pre-printing an exhaustive list of products and services, which would
require a very large questionnaire for which maybe the majority of pages would have no entry.
Instead, the enumerator could be provided with the detailed listof these less frequently purchased
goods and services, which the enumerator would check if any purchases were made and then enter
these items on the questionnaire under headings for the 3-digit major groups involved, together

with the relevant codes.

D. Selection of Elementary Aggregates

Items for which prices might be expected to move in a different way from each other
should not be grouped together in the same elementary aggregate. As an example, an item such
as fountain pens (the “Parker” brand) should not be part of the same composite item as ballpoint
pens, but instead be entered in the appropriate miscellaneous composite item, because of their low
weight.
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Although outlet-type sub-indexes are not required for publication, it may still be
preferable in some cases to define separate elementary aggregates for some composite items
which are disaggregated by outlet type, in addition to their disaggregation by region.

The classification ofitems into elementary aggregates should be such that, in addition to
the aggregation to the CPI 2-digit and 3-digit group indexes, it should also be possible to
aggregate to the National Accounts expenditure categories, so that consumer price indexes

suitable for use as deflators may be calculated.

E. Selection of Representative Items

1. Item Specification

Item specification, which is provided centrally, tells the price collector whatitems
are to be priced. There are two approaches to the selection of representative items, the statistical
and the judgmental methods.

a. Statistical Method

The United States uses the Bureau of the Census Point of Purchase Survey (POPS)
to obtain expenditure data. This sample survey provides expenditure estimates of consumer
expenditure by item and by outlet. It is a quarterly survey with a 20 percent rotation in each
quarter. Thus, a household remains in the sample during five quarters. The results of the survey
are used to select outlets for price collection. The cost of taking a POPS is high, and the response
burden is significantly higher than in a traditional household survey, because the name and
address of the outlet for each recorded expenditure is collected. Note that traditional household
surveys record only the type of outlet where purchases were made.

Information is obtained, for each item of expenditure, about the amount spent in each
outlet, together with the names and addresses of these outlets. This provides alist of outlets with
the total sales by each outlet for each expenditure item to the sampled households. The sample
of outlets is drawn from this list proportionally to total sales. The estimator of the index for each
item is then the average of the price relatives calculated for the outlets in the sample.

The price collector identifies the item without exercising any discretion at all if the
specification is very tight. This is the case where a “representative item” is priced as in the POPS
system of pricing. These specifications need to be very detailed for items such as women’s shoes.
The effect of frequent changes in the representative items will be to increase the potential of
quality bias.

Despite the statistical merits of this method, its implementation in practice isnoteasy, and

also carries a high cost. That is why such an approach is not recommended for Indonesia.
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b. Judgmental Method

With the judgmental method of selection, the variety chosen by the price collector
in a particular outlet is a variety which is typical for that representative item, is likely to remain
in stock for some time, and is of a quality which can be determined. When a whole range of
qualities is available, the volume leader is in general chosen.

Implementing such a procedure can have major detrimental consequences if it is not
carefully controlled. The choice of representative items must be carried out with extreme care and
must be continually checked.

The representative items within the definition of the composite item could be selected
separately for each outlet. This implies that the price collector or supervisor has to make these
choices, as opposed to the sampling method, where the representative items are obtained by
passing through a hierarchical series of statistical selections. If the variety to be priced is not
specified precisely, the price collector has to choose the particular variety selected as a
representative item. In this case the price collector should supplement the price information for
the variety selected, by noting sufficient further descriptive details to provide a unique
identification of the variety priced.

Without centrally provided specifications, thecentral checking of price collectors’ reports
will require that careful attention be paid to detailed item descriptions which the collectors would
be required to provide as part of their reports.

Thus the judgmental method requires extensive knowledge on the part of the collector.
A frequently used shortcut is to seek the best-selling variety of one of the best-sellingitems at the
selected outlet to represent the representative item. In these cases it is necessary for the price
collector to take account of the fact that what matters is not necessarily which variety sells the
most, but which variety best represents the price movements for the representative item in its

elementary aggregate.

2. Timing of Collection

Ifthe aim of price collection is to compute a point-in-time index, the operation has
to be spread over a small number of days each month. In the case of rapid inflation it is even more
important to limit price collection to a few days each month. It should be noted that the interval
between successive price observations at each outlet must be held constant. For example, prices
could be collected on the 14™ working day of each month and for another outlet on the 18"

working day of each month.

F. Sources of Error

Four potential sources of error can occur in the CPI which need to be kept in mind:
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- wrong expenditure weights: these are generally less important as
a source of error in the CPI than errors in price collection, because
if the errors in the weights are uncorrelated with price changes,
which is usually the case, they will have little effect upon the
index

- exclusion of new items: particularly if these items have
substantially different characteristics than those included.

- changes in quality: this occurs when a quality change is not
noticed and prices continue to be collected as if there had been no
change in quality.

- asymmetry between the effects of rising and falling prices: while
sellers may have no incentive to conceal falling prices, they may
wish to conceal rising prices by applying them first on new
varieties.

IHI. COMPUTATION
A. Computing Elementary Aggregate Indexes

An index is calculated for each elementary aggregate without using explicit expenditure
weights for its components, because most often there will not be enough information for weights
to be attached to the various representative items selected to represent a composite item. If it is
known that sales of one variety are about double those of another variety, the first representative
item could be given twice the weight in calculating the elementary aggregate. Such weighting
could be based on sales or production data and might cover a later period than the weight
reference period. Of course, the weight for the elementary aggregate must remain equal to its
estimated share in total expenditures in the weight reference period.

Any such approximate weighting of the representative items within an elementary
aggregate might create too much complexity if it were attempted separately for different
geographical areas. It is preferable to use national information about the market shares of different
representative items uniformly within all regional elementary aggregates, except in cases where
this is clearly inappropriate.

Table 1 presents three methods of calculating an elementary aggregate index, each of
which is presented using both arithmetic (A) and geometric averages (G). In the example it is
assumed that the elementary aggregates are summed using equal weights. The table covers the

case where there are no substitutions and no missing values.
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1. Method 1A

This method uses the current to reference period relative of arithmetic average

prices, which can be presented as:

Liie = Ph,k,i,t/ n / Ph,k,i,o/ n

i i

where refers to the price of a representative item

P

h the composite item

k the region or city

1 the representative item

t the current period

0 the price reference period

Because this method compares averages of actual prices, it can only be used if the
representative items included in the composite item are very homogeneous, for example when

two or three varieties of apples are priced.

2. Method 2A

This method uses the arithmetic mean of month-to-month price relatives.

Ih,k,i,t = Ih,k,i,t—l x 1/n (Ph,k,i,t / Ph,k,i,t-l)

This method is not transitive. Transitivity refers to the property thatif all representative

prices were to have the same levels in the current period as in an earlier period, the index for the

elementary aggregate should be the same.

3. Method 3A

This method uses the arithmetic mean of current to reference period price relatives.

Ly = I/n (Ph,k,i,t / Ph,k,i,o)

This is the most commonly used method for calculating the CPI. It is the method used by the
Prices Bureau to calculate the Indonesian CPI.

4. Geometric Means

For the three methods of index construction discussed above one can also use
geometric means. Table 1 shows that all three methods give the same index levels as opposed to

the arithmetic computations, where the levels differ for each of the three methods.
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This is because the relative of geometric mean prices is equal to the geometric mean of

their price relatives, i.e.

“ Pk
R RN L —

,4|'| | Fr.kin
i

Indexes using geometric means are not used at present by statistical agencies in

calculating the elementary aggregates for the CPI. The use of geometric averages is therefore not
recommended. However, for research purposes and as a check on the plausibility of the arithmetic

calculations it is useful to have them available for comparison purposes'.

B. Weights for the Elementary Aggregates

Consumer price indexes use weights which reflect the composition of the estimated
aggregate expenditures of the reference population. This means that households with above-
average expenditures will have an above-average influence on the weights and households with
below-average expenditures will have a below-average influence on the weights. An example of
the calculation of expenditure weights is given in Table 2.

The CPI is a weighted average of the price indexes for all the elementary aggregates. The
elementary aggregateis thus the basic building block of the CPI, being an aggregate of purchases
for a defined set of items (defined as a composite item) in a defined region at a defined set of
outlet types. It is thus a cross-classification by type of item, by type of outlet and by region. If
outlet type weights are not available, then elementary aggregates are defined in terms of type of
item and region.

For a discussion of various methods of estimation see Ralph Turvey, Consumer Price
Indices, International Labour Office, Geneva, 1989
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The indexes for elementary aggregates may not be sufficiently reliable to be published,
but the compilation of elementary aggregates is an essential step in using price observations so
as to maximize the reliability of the group indexes and the all-items index. For example, if shoe
polish is a minor item of expenditure, its weight could be included in the elementary aggregate
called “household cleaning materials”, but shoe polish would not be included as one of the
representative items selected.

In other cases where a minor item is not clearly identifiable with any of the elementary
aggregates, a separate elementary aggregate should be created. Examples are, “Other fruits” and
“Other meat products”. These elementary aggregates would have their price index imputed to be
the same as the price index for the 3-digit grouping to which they belong.

But the collection of prices and the computation of the consumer price index should
exclude minor items of expenditure, whose inclusion would have no discernable effect on the
index.

Note that it is preferable not to allocate the weights for elementary aggregates for which
no index is calculated over the other elementaryaggregates in its 3-digit grouping. This is because
in this way the weights used to represent the expenditures for each of the composite items remain
equal to their weights in the household expenditure survey. Also, if such weights are kept
separate, it is easier to use them at a later date if it were decided to start price collection for one
of these composite items. In this way, the composite item “Other fresh fruit” could be split if one
of the items included becomes more important over time. For example, the “Kiwi Fruits” item
could be split off from the composite item “Other fresh fruit”

When no items are priced for an elementary aggregate, its price index is estimated
implicitly by imputing its movement as that of the index for the higher level grouping to which
it belongs. For example, “All other fruit” would use the index for the 2-digit grouping “Fruit”,
while “All other fresh fruit” would use the index for the 3-digit grouping “Fresh fruit”.

C. Aggregation of Elementary Aggregates

If the weight reference period, i.e. the year that the household expenditure was taken, and
the price reference period, i.e. the base year for the price indexes, are the same, then the all-items
index for a specific city (k) is the sum of the current period to reference period price indexes for
the elementary aggregates each multiplied by its reference period expenditure, divided by the sum

of reference period expenditures.

L, = Wino X Tne )/ Wi
h h
where h refers to the composite item
k the region or city

t the current period
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0 the price reference period

Because the sum of all the elementary aggregate weights is 1.000, the formula for the all-items

index is:

= Wio X Ty
h k
As shown in Table 3, these formulas are equivalent to the sum of the preceding month’s revalued
expenditure weights, as defined below, multiplied by its current to preceding month elementary

aggregate index, divided by the sum of reference period expenditures.

Ik,t = Whkel X (Ih,k,t / Ih,k,t—])/ Whko
h h

where

Whkel = Whieo X (Ih,k,t—l / Ih,k,t—2)

is the revalued expenditure weight for t-1.
Because at the all-items level the reference period weights sum to 1.000, the formula for
the all-items index simplifies to:

= Wit X (e / Tgeer)
h k
This method is referred to as the modified Laspeyres method and is commonly used in
calculating the consumer price index. It is also used in calculating the Indonesian CPI. An
example of this method is given in Table 3.
Expenditures for elementary aggregates are additive, so the weighted arithmetic mean of
a number of elementary aggregate indexes is used to calculate the indexes at the 3-digit, 2-digit,
1-digit and the all-items level.
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IV. POTENTIAL BIASES
A. New Products

If a new good or service is so different from existing ones that it does not fit within any
of the composite items distinguished by the index, it will not be feasible to include it until the
next general re-weighting.

Maintenance of the index involves more than responding to changes. It also involves
checking if there is a need to improve the system of weights. If the prices used to calculate an
elementary aggregate index display dissimilar behavior, then obtaining weights to enable it to be
split should be considered.

The introduction of new goods into the market raises an important problem for measuring
the cost of living. If the composition of the CPI basket were rigidly fixed between basket updates,
the current CPI would cover only those goods and services that were available at the time of the
most recent expenditure survey. At present the Indonesian CPI does not cover certain types of
electronics (such as home computers), telecommunications and some financial services.

The exclusion of new goods from the current basket would not be a source of
measurement bias in the overall CPI if the prices of new goods changed at the same rate as prices
of items included in the basket. Even if the relative prices of new goods decline significantly
following their introduction, new goods bias will not be significant if new products account for
only a small share of total consumer expenditures.

In most situations insufficient information is available to estimate expenditure weights
for the new good. Even in these cases one should remain alert as far as consumer expenditure is
concerned. That is, try to anticipate which items may be potentially added to the next household
survey and start collecting data as if they are already included in the survey (but the data would
only be used for internal processing).

Note that if a new good is not included in the current CPI, but a price series is available
for this new good for a number of years before a new household survey is conducted, it will be
possible to recalculate the CPI at the 3-digit and 5-digit level on the new basis for this earlier
period. Such a series would be useful for analysis by the staff of the Prices Bureau. These
alternative CPI time series could also be useful as deflators for the National Accounts.

In some cases it may be possible, between regular basket updates, to include new goods
as additional representative items for a given elementary aggregate based on market information
about the size of the expenditure shares for these new goods. One source might be sales data to
consumers from large department stores. For example, Statistics Canada included Compact Disc
players into the CPI in 1990, shortly after the 1989 household survey had been undertaken (the
survey did not reflect any expenditures on CD players).

Another example where it might be feasible to include “new products” into the CPI,

without waiting for the results of a new household surveys, is the cost of fixed line telephone calls
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as opposed to the cost of mobile telephone calls. In this case substitution occurs between two
closelyrelated 5-digit items, which allows one to make an informed estimate of the relative share
of expenditures for both the new product and the currently included product(s) which have lost
market share, based on information from the telephone companies. In this case the new good
would be included at the 5-digit level in the major group, i.e. the 3-digit level, to which it belongs,
with a compensating reduction in the elementary aggregate weights for those goods which have
seen their market share reduced as a result of the introduction of the new good. The weights at
the major group level would of course remain unchanged.

One should stress that this approach (of allowing for the inclusion of new goods) cannot
justify postponing the household survey, which is needed to update the weights for the CPIL. In
the United States such surveys are now conducted on a continuing basis, while in most other
countries, the number of years between conducting a household survey does not exceed five

years.

B. Missing Observations

When an individual observation is missing, because the price collector could not locate
a particular item, it may be possible to use an imputed price, by assuming that the price would
have moved at the same rate as the prices of other items which form part of the elementary
aggregate. In this way the prices of comparable items are used to estimate a price for the missing
item.

When a variety disappears permanently from an outlet, a substitute variety has to be
found, unless a continuing reduction is accepted in the number of price observations on which
the index is based. An example of this situation is presented in Table 4. Similarly, when an outlet
closes down, one has to select a substitute outlet for the variety which was priced in it, so as not

to reduce the number of price observations.
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C. Quality Change

The CPI is intended to measure the pure price change for a basket of items through a
comparison of the prices of goods of constant quality at different points in time. This implies that
the observed change in price should be adjusted to exclude the effect of variations in the quality
of the product between two periods. If no quality adjustments were made, the CPI would
incorrectlytreat price increases related to improvements in product quality as pure price increases,
and movements in the CPI would overstate the true increase in the cost of living. It will be
difficult to estimate the appropriate size of the adjustment for changes in quality, leading to a
measurement error known as quality bias.

The current sample of priced commodities will provide a measure of pure price change
if price comparisons between two periods relate to commodities of identical quality. However,
ifanew variety becomes the volume seller, substituting the new variety for the currently included
variety may become desirable. Because there may well be a quality difference between these two
varieties, a method to obtain price relatives must be found.

Ifit is not possible to find a variety which is of the same quality as the one to be replaced,
so that its price can be used instead of the old one, the difference in quality between the old and
the new variety has to be evaluated. In this case the problem is to put a monetary value on any
differences in quality. For some items, such as automobiles, explicit quality adjustments may be
made based on cost estimates provided by the manufacturer.

In most cases it is not possible to make such an explicit quality adjustment. A technique
known as “splicing” may then be used to make an implicit adjustment for changes in quality. The
splicing technique assumes that the entire price differential between the two varieties in the
previous month was due to a difference in quality. This implies that the quality-adjusted price of
the old variety in month t-1 is the product of its observed price and a quality-adjustment factor
equal to the price ratio of the two varieties in period t-1. The month-to-month price change for
the elementary aggregate is then calculated with the price of the new variety in month t-1 and the
current month.

It should be noted that equivalence of quality-adjusted prices might not occur if special
pricing strategies are in effect. For example, when a new variety is introduced, the price of the
old variety may be lowered to reduce inventories. In this case, the ratio between the prices of the
new and old varieties in period t-1 would overstate the true quality advantage of the new variety.
These quality judgments can be avoided when there is an overlap in the availability of theold and
the new variety so that prices for both can be obtained at the same time. In this case one can take
the price difference as a measure of the quality difference.

A decline in the relative importance of a representative item also raises the question of
replacement, though not with the same urgency. An important part of the work of the supervisors

and the central office is to select substitutes or to ensure that the price collectors select them
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before the original item is no longer available. This means that the office must accept that part
of its task is to follow what goes on in retail outlets, to be aware of new shopping trends and the
availability of new products.

The above discussion referred to quality changes within elementary aggregates. There are,
however, some more fundamental changes which cannot be dealt with by substituting items
included in the same elementary aggregate. These would require a new set of weights, with the
revised index chained onto the old one.

Hedonic pricing models offer a potential alternative to the conventional methods of
quality adjustment. The hedonic approach uses a regression equation in which the price of'a good
is a function of its most important quality attributes. The implicit contribution of each quality
attribute to the market price can be estimated with the price and quality data for a variety of
different models of the good. These estimates can be used to adjust observed prices for changes
in product quality. A limitation of the hedonic technique is the need to identify and collect data

on all quality attributes which have a significant effect on market price.

D. New Outlets

Price data for most items in the CPI are collected from a sample of retail outlets
consisting of the high-volume sellers of each commodity. Originally these outlets would have
been selected on the basis of information from the household survey. This sampling procedure
will give the pure price change if prices at the sampled outlets are representative of prices at both
sampled and non-sampled outlets. However, if new outlets are opened which have a different
pricing pattern, the CPI will contain a measurement error called “outlet substitution bias”. Thus
new retailers, the opening of new supermarkets and the construction of new shopping malls can
bring about the need to change the sample of outlets from which prices are collected.

Conceptually the introduction of new outlets is similar to the inclusion of new varieties
of representative items in the index. In other words, the new outlets would be included using their
price relative between month t-1 and t. If information as to the market share of these new outlets
is available, this can be taken into account in aggregating to the index for the elementary
aggregate.

If the market share of one type of outlet increases substantially, it may be worthwhile to
split the elementary aggregate, linking the weighted average of the new elementary aggregates
to the previously combined elementary aggregate.

A problem arises with the disappearance of a particular variety from a selected outlet or
the closure of an outlet, since this prevents the desired matching of the current price with the
previous price. If the disappearance is expected to be shortlived, for example because the outlet
is closed for repairs, theitem can be temporarily omitted in calculating the elementary aggregate.

But if this is not the case, the question is whether to replace the item with a substitute or to accept
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that the number of representative items for the elementary aggregate is reduced.

V. CONCLUDING REMARKS

The interest in the size of the various biases which might affect the level of the CPI,
increased dramatically since the publicationin 1996 of the Boskin report on the CPI in the United
States.” That report estimated the annual effect of new outlet bias to be 0.1 percent, the effects
of quality change and the introduction of new goods to be 0.6 percent and the effect of changes
in weights tobe 0.4 percent, for a total overstatement of 1.1 percent. Overall the cumulative effect
on the level of the CPI in Indonesia of the three biases discussed is probably less than in the
United States, because the importance of the food components is much larger in Indonesia.

A serious study of the effect of these issues requires undertaking continuous market
intelligence to increase awareness of new trends in consumer expenditures. This requires a)
vigilance and b) additional budget to cover items which are added to the goods and services for
which prices are collected between household surveys. This is a research function which may or
may not result in changes in the way the CPI is obtained, but that in our view BPS is best placed
to (and should) undertake.

Advisory Commission to Study the Consumer Price Index, Toward a More Accurate
Measure of the Cost of Living, Final Report to the Senate Finance Committee, Washington
DC, 1996
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L. INTRODUCTION
BPS publishes a monthly Wholesale Price Index (WPI). The most recent issue covers the

years 1997-1999." Traditionally wholesalers played the principal role in sales to retailers.
However, new distribution methods have surfaced in the past decade, particularly in
manufacturing, whereby output is sold directly by the producer to the ultimate buyer. In these
cases, data on commodity prices are collected by BPS directly from the manufacturer. Thus
wholesale price statistics are currently collected both from traditional wholesalers and in some
cases from producers.

Because of the increasing role of direct sales by producers, the Prices Bureau of BPS is
considering the feasibility of converting the current WPI to a Producer Price Index (PPI). One
significant advantage of such a conversionwould be that it makes it possible todirectly aggregate
by ISIC, making suchmeasures more compatible with other industry-based economictime series,
such as the series on production, employment, wages, earnings and productivity. Another
advantage of'a PPI series to users is its potential use as a leading indicator of inflation. It isworth
noting that producer price statistics are already published for the agricultural sector based on data
from the Farmers’ Terms of Trade survey.?

This report discusses a select number of conceptional issues involved in the calculation
of a producer price index and differences between a wholesale price index and a producer price

index.

II. COVERAGE

A. WPI

The Prices Bureau publishes a monthly WPI. This publication covers 327 commodities
from five sectors: agriculture, mining, manufacturing, exports and imports. In addition, indexes
are produced by end use and by stage of processing for these five sectors. The wholesale price
indexes are published at the national level only.

Weights used in the calculation of the WPI are the value of sales for the commodities
marketed by wholesalers, or if appropriate, the producers. However, with the increasing

importance of the manufacturing sector, and in recent years the greater importance of new

! The Wholesale Price Indices of Indonesia (1993=100), 1997-1999, Badan Pusat Statistik,
2000

2 Statistik Harga Produsen Sektor Pertanian di Indonesia, 1996-1999, Badan Pusat Statistik,
2000
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channels of distribution at the retail level (such as supermarket chains and department stores), it
has become more common to find industries where the wholesale trade sector plays a less
important role than before. This is one of the reasons why more and more countries are replacing
the WPI with a PPI. One of the key differences between these two indexes is that the WPI uses
wholesalers’ sales as the basis for aggregating lower level indexes, while the PPIuses producers’
sales.

At the lowest level of aggregation, i.e. the 5-digit ISIC and the 5-digit International
Standard Commodity Classification (ISCC), there may exists a one-to-one relationship between
the industry and the commodity classifications. This would be the case if a commodity is
produced in only one industry, for example cold rolled steel. On the other hand, a commodity
such as wooden chairs might be produced as a secondary product by an establishment whose
principal product is the manufacture of metal chairs.

This implies that if, for example, aggregate indexes are required at the 3-digit level of the
industrial classification, it is not appropriate to use price indexes aggregated by commodity (as
the WPI does), because commodities may be produced bymore than one industry. Inother words,
at higher levels of aggregation it will be more difficult to match price indexes on a commodity

basis with ISIC-based volume or value measures.

B. PPI

Producer price indexes classified by industry cover industrial production, using relative
shares in the ISIC as the basis for aggregation. In the United States, the Bureau of Labor Statistics
(BLS) publishes the “Producer Price Index,” but this index was known until 1978 as the
Wholesale Price Index. The name was changed because the weights used in the aggregation
process at that time were already based on net sales by industry.

Producer price indexes may be classified by industry, by commodity and by stage of
processing. All these indexes draw upon the same set of price information collected from
establishments. The PPI for an industry is a measure of changes in prices received for the
industry’s output, excluding intermediate use by the industry itself. The PPI for commodity
categories aggregates prices for the same commodities even if produced in different industries.

In most countries producer price indexes, whether commodity- or industry-oriented, are
national rather than regional in scope. This is because the geographic disbursement of
manufacturers and the number of producers in different regions does not provide a sufficiently
strong data base to provide separate regional indexes. One reason is that sometimes production
is concentrated in a particular region of the country, either because the raw materials are only
available in that region or for historical reasons. Also the number of establishments in a region

may well be small, while in many cases producers’ sale prices are similar through out the country.
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Regional indexes may be produced for unique products such as concrete pipes, which are
used across the country and which for technological or cost reasons are mainly sold within the
same region. On the other hand cement, even if produced in different provinces, would manifest
the same pricing patterns across the country because its cost of transportation relative to the

producers’ price is low.

C. Potential Uses of the PPI

The PPI may be used by economists as a leading indicator of inflation as measured by the
CPI. It may also often used to measure the international competitiveness of a country. Because
producer price indexes are available by industry, they are more suitable than the wholesale price
index for deflating the national accounts and input-output tables.

The PPI also allows aggregation by ISIC, which provides measures more compatible with
other industry-based economic time series, such as the series on production, employment, wages,
earmnings and productivity.

1. PPI COMPUTATION

This section provides a briefreview of critical elements of procedures used for computing
the PPI followed by two statistical agencies with well-established statistical programs in this area,
namely the US Bureau of Labor Statistics and Statistics Canada.

A. Sampling Methodology

As a first step the total number of price observations has to be determined. This is done
based on the value of output for the elementary aggregate, and a judgment of the likely dispersion
of price movements in the sample. In the next sampling round an estimate of the variability of the
sample is used to replace the judgmental assessment on which the initial allocation was based.
In other words, if no information on price dispersion in an industry is available, an initial
judgment is made on the basis of related information, but once prices have been collected for one
or two years it will be possible to estimate the variance of the prices in that industry.

Depending on the industry, each respondent is asked to provide from two to four price
quotations for different representative products depending on its size and the range of products
that it produces. The total samplesize is then obtained as the number of price quotations required
divided by the number of price quotations per respondent.

The sampling frame is taken from the most recent census of manufacturing. For each
elementary aggregate, the values of all establishments reporting sales of any of the products

included in the elementary aggregate are listed by their commodity classification code.
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The percentage of total value applicable to each establishment is calculated, and the
establishments which together account for less than say 10% of the value of output are excluded.
This excludes most of the smallest establishments, and helps assure that in the estimation process
no single observation carries a weight disproportionate to the importance of its production.

Once the sample frame has been determined, a sample of potential respondents is drawn
in two stages. First those establishments which are relatively large, or are essential to ensure that
a particular representative product is included in the elementary aggregate, are selected. As these
establishments represent only themselves, they are weighted by their value of sales. From the
remaining list of establishments the rest of the required number of respondents are drawn by
simple random sampling. They are weighted by their value of sales multiplied by the ratio of the
value of sales of all potential respondents to the value of sales for those actually drawn.

If the output of an elementary aggregateis relatively small, simpler methods are used. For
example, their price movement may be imputed based on the price movement in larger

elementary aggregates.

B. Price Collection

The respondents are contacted so that a detailed description of the physical variety sold
and the terms of sale may be specified for each product to be priced by that respondent. In most
cases, the specific quotation chosen pertains to the sale of a major product line to a major type
of customer.

The appropriate valuation of prices to calculate the PPI should be ex-factory. Thus several
parts of what a purchaser may pay are not included in the price measure used. Costs excluded are
1) indirect sales taxes, 2) transportation services provided by a common carrier and 3) the
distribution services performed by wholesalers.

Once there is agreement on which price information is to be supplied, the price quotations
are collected monthly. The respondents give the sales price for new orders as of a specific date,
for example the 15" of each month, or on the last business day before this date. The prices
requested are for new orders, but for commodities where there is a very short lag between an
order and its shipment date, the prices for new orders and shipments may be regarded asthe same.
On the other hand, when the production process is relatively long, the prices for new sales and
actual shipments may vary substantially.

In the subsequent validation of the regularly supplied price quotations, one of the most
important concerns is that the prices quoted are those actually prevailing in the market. That is
to say that the reported prices must reflect discounts, promotions etc.

In the compilation of indexes for the elementary aggregate, emphasis is to be placed on
the critical examination and evaluation of prices. Reported price changes must be evaluated, but

also periods of no reported change, both to validate them directly and in the context of their
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representativeness of the product price movement as a whole.

Apart from the regular editing of reported data there are potential biases due to changes
in quality, missing data, disappearance of products, and the appearance ofnew products. In these
situations procedures similar to those applied in the compilation of the CPI may be used.

C. Elementary Aggregate Indexes

An index is calculated for each elementary aggregate by aggregating prices for its
representative items. The elementary aggregate is thus the basic building block of the PPI, being
an aggregate of “net output sales” or “net output shipments” for a defined set of representative
items. The procedures used are similar to those applied in calculating the consumer price index,
except that for the producer price index weights based on sales or production data may be
available for the representative items.

The method most often used to calculate elementary aggregates uses the arithmetic mean

of current to reference period price relatives, i.e.
Ih,k,i,t =1/n (Ph,k,i,t / Ph,k,i,o)

where P refers to the price of a representative item
h the commodity
k the industry
1 the representative item
t the current period
0 the price reference period

D. Aggregation of Elementary Aggregate Indexes

Unlike the CPI, for which the weights areobtained from aseparate household expenditure
survey, the weights used for the PPI can be derived from data in the Census of Manufacturing,
the Census of Mining and the Census of Agriculture. Most countries use “net output shipments”
as weights. “Net output shipment” values are defined as sales from establishments in one industry
to establishments in other industries or for final demand. “Net output shipment” values differ
from “gross shipment values” by excluding shipments among establishments within the same
industry. The net output for total manufacturing, for example, is the value of manufactured output
sold to purchasers outside the manufacturing sector. Instead of using sales, the producer price
indexes may use the value of industry production as weights, where production equals industry
sales less changes in inventories.

Some countries, Canada among them, use the production values from the input-output

table as weights, instead of “net output” values. The United States uses “net output shipment”
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values, but also calculates industry indexes using industry flows from their input-output table.
Aggregate indexes may be obtained as the sum of the preceding month’s revalued “net

output shipment” weights, as defined below, multiplied by the ratio of its current to preceding

month elementary aggregate index, divided by the sum of reference period net output shipments

value weights. The PPI is a weighted average of the price indexes for all the elementary

aggregates.
Tn et
z m,k,f-l( )
P Th ki
Tee=( )
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h
where h refers to the commodity
k the industry
t the current period
0 the price reference period
and
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is the revalued shipment weight for t-1.

The formula for the all-items index is:

Tt
I =E VWhlotn (——
' % Zk: Bkt (Ih,k,t.1

This method is referred to as the modified Laspeyres method and is commonly used in calculating

the producer price index.

IV. CONCLUDING REMARKS

This report provided a brief discussion of the differences between the PPI and the WPL
The biggest advantage of the PPI is that at higher levels of aggregation, it is based on ISIC
weights, which makes it more compatible with many industry-based economic time series (e.g.
production, employment, wages, earnings, productivity) than the WPI. Thus it allows direct

measurement of prices by industry (ISIC) aggregates. Various countries, the US and Canada
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among others, have successfully converted their onetime WPI intoa PPI with relative ease. There
is no reason why Indonesia cannot do the same, particularly since appropriate weights can be
derived from existing sources (censuses of manufacturing, mining and agriculture). The steps for
undertaking such a conversion were described in Section III above. Until it is decided to convert
to calculating a PPI, BPS may wantto consider interim steps such as the evaluation of differences
between price data for individual commodities from the monthly and quarterly survey of
manufacturing and the WPL



AN INTERACTIVE SURVEY QUESTIONNAIRE
FOR THE BADAN PUSAT STATISTIK
OF INDONESIA

Report # 29

by
Bruce A. Johnston

March, 2001

TAT

Statistical Assistance to the Government of Indonesia (STAT) Project
USAID Contract No. PCE-1-00-99-00009-00



VOLUME VI : OTHER TOPICS P.VI.126

March 21, 2001 An Interactive Survey Questionnaire

EXECUTIVE SUMMARY

The consultant was engaged to assist the Badan Pusat Statistik (BPS) in assessing the
possibility of creating a “dynamic” website which will allow the creation, processing and
maintenance of interactive paperless questionnaires using the Internet and the World Wide Web.
The work was done over a 12 day period in Indonesia in March, 2001. The work was done under
the authority of Purchase Order No. #5375-105-P-001 issued by Development Alternatives, Inc.
on 1 March 2001.

In 1994 the consultant assisted BPS in developing their five year computerization
improvement plan, so he was already familiar with many BPS Information Systems operations
and had worked with several individuals contacted in the course of this engagement.

The main deliverable of the engagement was an operational Internet web page permitting
interactive data entry for astatistical survey to be specified. In the course of the development the
consultant was to evaluate existing BPS website programming operations, to evaluate existing
website hardware systems, and determine the technical requirements for the creation of an
interactive paperless questionnaire system.

The web page was delivered on 8 March 2001 and was demonstrated on a working web
server on 15 March.

To carry out the requirements of the engagement the consultant worked closely with three
bureaus in BPS;

- the Dissemination Bureau, (Bureau for Presentation and Statistical
Services/Biro Penyajian dan Pelayanan Statistik), responsible for
data publication and distribution, and web site development,

- the Bureau for Statistical Information Systems (ROSIS),
responsible for providing the technical infrastructure; servers,
communications etc., for BPS internet activity, and

- The Price Bureau (Biro Statistik Harga dan Keuangan), the user of
the selected sample web based interactive questionnaire.

A summary of the consultant’s findings and conclusions appears in sections 3, 4 and 5
below. Because of the short duration of the engagement the consultant does not feel that it is
appropriate to make specific recommendations for improvements in IT operations to support
increased Internet use: more analysis and research is needed to be assured of making practical and
well founded technical and management recommendations.

The consultant’s fundamental conclusions were:

- There are no significant technical or capacity constraints to
increase internet and web utilization by BPS at this time, and

- There are significant management and corporate culture issues that
need to be addressed to improve the efficiency of BPS IT
activities.

The consultant appreciates the contributions of the following BPS staffto this engagement
and extends his thanks for their assistance:

- Dr. Ali Rosidi, Director, and J.A. Djarot Soetanto, Head, Financial
Statistics division, of the Price Bureau
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- Mr. Subagio Dwijosumono, Director, Mr. Iwan Hermanto, and Dr.
Satwiko of the Dissemination Bureau.

- Mr. Agus Suherman, Director; Rudy Dharmawan, and Budhi
Isworo, of the Bureau for Statistical Information Systems

Mr. Idaman, without whose assistance and guidance this engagement could nothave been
completed in the time available.
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I. CONDUCT OF ENGAGEMENT

Several interviews and meetings were held with the managers and senior staff of the three
bureaus listed above, to obtain the information necessary to carry out the TOR of the engagement,
determine their internal capabilities to support web based operations, and ascertain BPS plans and
expectations for increased use of the Internet for data collection and interaction with BPS
respondents and customers.

In addition the consultant reviewed reports from two previous consultancies which have

bearing on Internet use by BPS:

- “Computerization Improvement Plan For The Central Bureau Of
Statistics Of Indonesia (Buro Pusat Statistik) In Accordance With
The Repelita Vi Five Year Plan”; Bruce A. Johnston, March,
1994. This report provides a basis for understanding the evolution
of BPS from a highly centralized main frame IT environment to
today’s distributed client-server environment. The report also
covers the national data communications situation as of that time.

- “Indonesia: IED Assessment”, R. Nathan Associates, January —
February2001. Includes a thorough assessment of the currentstate
of data communications and Internet capabilities in Indonesia.

The interactive questionnaire web page was completed and initial delivery made on
Thursday, 8 March. A fulldemonstration, including data entry and analysis of sample data entered
was given on Thursday, 15 March. Full HTML source code was turned over to BPS at the same
time.

It was desirable to work through ROSIS and the Dissemination Bureau (see details below)
to provide support for web site implementation and technical support. In the course of the
engagement information was collected regarding the technical capabilities and management
constraints affecting these organizations and the general IT situationin BPS. These are described
below.

In the end ROSIS was unable to support installing the test web site on their facilities, the
internet connection, and demonstration of the interactive questionnaire, in the time needed, so the
demonstration was performed using a test web server and work station installed on the STAT

Project office computers.
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II. ANALYSIS AND DEVELOPMENT DETAILS

The weekly foreign exchange rate survey questionnaire was selected for interactive
questionnaire development. This survey was chosen because it is a relatively simple form with
a moderate input volume, and contains most of the features necessary for expanding interactive
questionnaires to other surveys within the bureau and throughout BPS.

The Price Bureau has no internal IT or web site development capability and at this time
no internal Local Area Network (LAN). Therefore they must rely on the Dissemination Bureau
for web site development and maintenance, and on ROSIS for Internet access and establishment
of their web server. The bureau plans to acquire its own internal LAN.

Enumerators do the Forex rate survey in the field and deliver hard copy data to BPS
provincial offices whereit is compiled and entered into Excel spread sheet forms for transmission
to the head officein Jakarta. The spread sheets areusually attached to email, but hard copy is also
faxed because BPS requires authenticated hard copy backup of source data, i.e. acompleted form

stamped by a respondent official. Figure 1 below is the current form in use.

A. Price Bureau

The weekly foreign exchange rate survey questionnaire was selected for interactive
questionnaire development. This survey was chosen because it is a relatively simple form with
a moderate input volume, and contains most of the features necessary for expanding interactive
questionnaires to other surveys within the bureau and throughout BPS.

The Price Bureau has no internal IT or web site development capability and at this time
no internal Local Area Network (LAN). Therefore they must rely on the Dissemination Bureau
for web site development and maintenance, and on ROSIS for Intemet access and establishment
of their web server. The bureau plans to acquire its own internal LAN.

Enumerators do the Forex rate survey in the field and deliver hard copy data to BPS
provincial offices whereit is compiled and entered into Excel spread sheet forms for transmission
to the head officein Jakarta. The spread sheets areusually attached to email, but hard copy is also
faxed because BPS requires authenticated hard copy backup of source data, i.e. a completed form

stamped by a respondent official. Figure 1 below is the current form in use.
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Figure 1 : Forex Rate Survey Questionnaire
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about 400 Forex rate survey questionnaires are requested each week, about 300 of which are from
money changers. About 67% of the responses are received on time. The size of the survey sample
is decided periodically by the Price Bureau. After a period of flux, Price Bureau plans to establish
strict weekly input of rates every Wednesday. The plan is to replace the emailed spread sheets

with data entered on the web based interactive questionnaire at the provincial offices.

B. Dissemination Bureau

In addition to its data publishing and dissemination activities, the bureau was recently
made responsible for all Internet web site development for BPS. It appears that thisresponsibility
was recently passed from ROSIS, but no technical staff were transferred with the responsibility.
However the bureau does have several capable individuals and, in fact, has been supporting
BPS’s main web site at <http://www.bps.go.id/> for many years. Figure 2 below is the home page
of the BPS web site.

The web site is a static display of statistical information except for a brief comment page,
and is not changed very often except for periodic data updates. The web site receives about
200,000 hits per month. The consultant was advised that there would be many more hits, but the
poor quality and availability of communications lines and ISPs in Indonesia made attempts by
users to access the web site time consuming and frustrating. Users outside of Indonesia do not
have similar problems'.

The web site receives an average of 200,000 hits per month, transferring about 3Gb of
data per month, or 15kb per hit. Almost all the transfers are outgoing, very little data comes ir.
From the size of the web pages it is estimated that less than 20%, or 40,000 hits per month, are
substantive information accesses. The remainder are redirections or mistakes where the user exits
the site immediately after the home page is displayed. From this analysis the consultant concludes
that BPS has sufficient capacity to absorb significant additional web traffic — the additional

volume of a few low volume survey interactive questionnaires would hardly be noticed.

Ihs-eamsunLbespsen hesting s it st from the USA, Uktaine and ofher

: The BPS web site has only one comment page for input, which is not used very often.
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CLEARIMNG H2USE

TABLE ©OF CONTEMTS

|
|
| LIST OF PUBLICATICOMNS
| STHTISTICAL SLOSSARY

| REGIOMAL OFFICES

| STATISTICAL LIMKS

| IFTEKRet LIMK

| YOUR COMMENT

Statistics Indon

ABOUT Uus MNEW ITEMS

Features

STATISTICS BY SUBJECTS & OFFICIAL RELEASES &
Main indicatars, presaentad by Maw statistical informmation.
subjects, such as agricultures, presented in brief summary format,

wages, emplayment, =tc,

STATISTICS BY REGIOMS &0 MACR O ECOMOMIC STATISTICS &
Country's statistical profile and Manthly pericdicals consisting of
prowvincial profile the latest ecanomic indicatars in

Sdrmirmary

CEMSUSES IM BRIEF & ABSTRACTS & PAPERS @O
Descriptions, abstracks and Analysis, methodologies, rezearch,
surnrmiaries of all censuszeas atc,

SERVICE CEMTERS &

Far further aszistance

Badan Pusat Statistilkk, Republik Indonesia
[(Statistcs Indonesia of The Republic of Indonesial
Addrass: F. Dy Souktonno §-58, Jafkarts JOFI0, Fndoneasis

FTaelaphona. +62 21 I50-FO57 Fax +52 21 365 -FOg5
Sanaral Mailbor: Aposkhg @aos.goid
Weabmmastar: webmasten@wailhost bos.goid

Figure 2 : BPS Home Page
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In the Dissemination Bureau discussions it was repeatedly emphasized that money is a
significant problem. As the consultant’s analysis continued it became increasingly clear that
references to money were not related to funding, but to increased generation of revenue by selling
datato external public and private sector customers. In thatregard the bureau has been developing
a “Data Warehouse,” called “SiRusa,” in essence a statistical clearing house and repository of
statistical data to be made widely available. The development is mainly conceptual, on paper, at
this time, although they assure me that quite a bit of actual development work on the test
relational data base management system (RDBMS) and internet web sites for data collection and
dissemination has been done.

Although Dissemination Bureau now has responsibility for developing and maintaining
web sites for users throughout BPS, It appears that the Price Bureau has not received assistance
in their development endeavors.

C. Bureau of Statistical Information Systems (ROSIS)

ROSIS is the successor of the old mainframe based BPS IT organization. The NEC
mainframe was eliminated a few years ago and all systems are now distributed client server based
in accordance with the original five year plan. They now have approximately 40 servers, and
maintain the data communications network througout BPS head office. Time did not permit
getting into details of distributed system implementation in provincial and regional BPS offices,
but it appears that all of the provincial offices and some other offices have LAN or client server
based systems. Provincial and regional BPS offices use local ISPs.

It is not yet clear what effect, if any, the recent transfer of substantial authority from the
central government to the provincial governments will have on BPS field offices and their IT
situation.

ROSIS is responsible for access to BPS’s data communications network, and in principle
wants everybody to have their own server; virtual servers using the ROSIS hardware. In ROSIS’s
view users setting up their own systems have poor development and maintenance capability and
ROSIS can’t always respond quickly to user problems because they have their own work to deal
with. But subject matter bureaus can and do set up their own systems, and they do have IT
technicians on staff, sometimes under different job titles. Many subject matter bureaus in BPS
have their own systems and LANs, and maintain their own data bases with internal technical staff.
Several of the revenue producing subject matter bureaus, such as Industrial and Social statistics,
have been running their own systems for many years.

The bureau uses many different serverand network operating systems, including varieties
of UNIX, Microsoft NT serverand Red Hat Linux. Time did not permit a closer examination of
the actual utilization of the various systems, but a walk through the computer room confirmed

that they have servers running on at least six different operating and network systems. ROSIS
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staff confirmed that the multiplicity of servers and operating systems is a significant problem.
Under GOI procurement practices, hardware is usually purchased as an all-inclusive turn key
package, and whatever operating system and version is current at the time of delivery is what
ROSIS receives. Maintaining operations and connectivity of such a system is a major drain on
scarce technical resources, but rationalizing the situation would be difficult and time consuming
because of the technical constraints of different internal access methods and data management
and formatting.

However there is currently sufficient storage capacity for operations and, it is estimated,
for the next five years at the current rate of growth. Current email and web server activity uses
less than 10% of system capacity. Storage capacity could be extended by storing less used, older
statistical data sets off line on tape — at this time all data sets are stored to be accessible on line.
This, of course does not include many large data sets resident on systems in the subject matter
bureaus, e.g. industry, social statistics, etc.

Sybase SQL Server is the RDBMS standard, and Powerbuilder, Clarion, and FoxPro are
used for applications.

ROSIS management says that they don’t really have enough experienced technical staff
to deal with the more esoteric aspects of Unix and SQL Server, and can’t bring in outsiders
because of difficulties in hiring local consultants. In their opinion there are no local consultants,
and few supplier technical experts, who are more capable and experienced than ROSIS
technicians. Local hardware support is satisfactory, communications and system software support
is chancy or non-existent.

There appears to be a significant problem with the Internet Service Providers (ISPs) that
BPS uses. There are two; Telkom (Wasantara) for domestic traffic, and Indosat (IPTechnet) for
remote domestic and international traffic. Each ISP in itself is satisfactory, but severe response
problems seem to arise when it is necessary for BPS traffic to route between the two ISPs, and
like all users, BPS has little control over message routing on the Internet.

It was noted that system backups are not stored off site, and it appears that backups are
not regularly scheduled, but are done on a server by server basis when it becomes necessary to
consolidate and regenerate the data bases.

ROSIS has no official application development responsibility; this function was recently
passed to the Dissemination Bureau.

D. Web Page Development
The consultant developed the interactive Forex rate survey questionnaire web page shown
in figure 3 below, which is functionally the same as the spread sheet template supplied (Figure

2 above), but rearranged for efficiency and to fit the parameters of a web page.
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Survei Kurs Uang Asing Foreign Exchange Rate Survey

Menurut jenus uang asing

Nama perusahaan |

Name of person prepating questionaitre |

Telepon | Fax | Email |

Tahnn 2001 keadaan bﬂanl-'anuarsf 'I Hari date dd.-‘nuru-‘w'

Tang Beli Jaal Tang Beli Jual
Dollar Ametrika  |U3D || | Shilling Austria  |ATS || |
Dollar &ustralia  |AUD || | Franc Belgia BEF || |
Diollar Canada CAD || | Diollar Brunei ENL || |
Dollar Hong Kong HED || | Kroner Denmark  |DEE || |
Foundsterlin GEP || | Lire Italia ITL || |
Ven Jepang JEY || | Kroner Morwregian [NOE || |
Wlark Jerman DEL || | Franc Perancis FEF || |
Fingett Malaysia [MYE || | Franc Swiss CHF || |
Dollar 3elandia  [NZD || | Kroner 3wedia | 3SEK || |
Peso Philipina FHF || | Riyal Saudia SAR | |
Diollar 3ingapura  |30D || | Euro EUE. || |
Baht Theiland | THE || | Culden Belanda  [NLG || |

Place instnaictions hete

Submit | Reset |

Click hete to go hotme



VOLUME VI : OTHER TOPICS P.VI.135

March 21, 2001 An Interactive Survey Questionnaire

The web page was actually developed as part of complete web site for the Price Bureau,
but except for the Forex form, the web pages are only interlinked stubs to provide navigation for
further development. Figure 4 is a schematic diagram of the web site.

Microsoft FrontPage 2000 was used for the initial web design and development and
testing. The completed web, including HTML source, was then transferred to the Cold Fusion
web authoring system which is the BPS standard. HTML source codein *.txt format requires over
100 pages to print so is not included with this report. It is available on diskette from the STAT

project office, ROSIS and the Dissemination and Price Bureaus.

Home Page
it [ \

-

Huestionaires b| Survey Data 1
?
. ; I I q I
Other Survey Datal Data 2

Figure 4 : Price Bureau Skeleton WebSite

III. CONCLUSIONS ON BPS WEB ACTIVITY AND INTERACTIVE
QUESTIONNAIRES

- Beyond some experimentation and testing there appears to be little web development
activity in BPS at this time. The only significant activity seems to be periodic updating
of the data displayed on the existing BPS web site.

- A few subject matter bureaus have also established small web sites with their own ISPs,
outside of ROSIS and the Dissemination Bureau.

- There do not appear to be any significant technical or capacity constraints to substantial

increases in BPS web site devel opment activity.
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IV.

Internet/web based interactive questionnaires can provide several benefits to BPS:

Consistent data content and formatting on both simple and
complex questionnaires,

Possibilities for increasing direct input from survey respondents,
reducing field enumeration requirements,

Reduction in the data entry work load in field offices,
Ease of making changes to questionnaires on short notice,
Ease of development of ad hoc and special surveys, and

Improved response and timeliness.

BPS IT capacity in itself does not seem to be a constraint in using interactive
questionnaires, and the user learning curve (i.e. in subject matter bureaus) for simple web
development tools, such as Microsoft FrontPage, is short.

While the Allaire Cold Fusion web development software, standard in BPS, has more
capability than FrontPage, it’s learning curve is substantially greater thanthe simpler tool
and it requires greater technical ability to use effectively. It is not clear to the consultant
that this greater capability is actually needed for most potential BPS web developments.
Under the constraints of band width and quality and speed of communications in
Indonesia, at this time the practical use of Internet/web based interactive questionnaires
is probably limited to low volume and ad hoc surveys.

Complex questionnaires probably will continue to require the use of trained enumerators
to assure correct interpretation of the questions and consistent responses.

It is not clear that using interactive questionnaires will benefit large, complex data
collection efforts such as the annual industrial and agricultural surveys or the census.
The use of interactive questionnaires will require the implementation of access logging,
tracking and security protection, such asuser Ids, passwords and cookies, to prevent input
of spurious and duplicate data.

GENERAL FINDINGS ON BPS IT ACTIVITIES

BPS changed from amainframe computer to a distributed computing environment to get
the economic and technical benefits of personal computers, local area networks, and now,
the Internet.

The resultof'this change isthat BPS overall has greater data processing capacitythan ever
before.
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- BPS revenue from the national budget has been steadily reduced for the last few years,
and reductions are expected to continue in the future.

- BPS generates revenue from outside sources to maintain and improve operations.

Many subject matter bureaus are selling data, and the distributed
computing revolution has permitted them to increase revenue from
outside sources.

There is active movement by other bureaus to get intothe revenue
stream by selling their data.

Non-subject matter bureaus, and those subject matter bureaus who
cannot charge for their data products, are largely left out of this
revenue stream.

- The practical result of these conditions are:

BPS is in practice a decentralized IT environment. Independent
data processing units exist, are planned, or desired, in practically
every bureau in BPS.

ROSIS is not perceived as a reliable source of IT services and
support. If it were, the subject matter bureaus would not be going
to the expense and effort of building their own IT capabilities, they
would be using ROSIS facilities.

While there are inefficiencies in technical IT support because of
the many different systems in use, in fact the statutory and revenue
producing products of BPS are being produced.

- One specific issue confronting BPS is development and implementation of a centralized
“data warehouse”. Some design work and experimentation has been done in the
Dissemination Bureau and ROSIS over the past 18 months on the Sistem Informasi
Rujukan Statistik (Statistical Clearing House Information System, or “SiRusa’’). However
it is not clear that a number of fundamental management questions have been answered.

For example,

Has BPS management unequivocally approved SiRusa
development and implementation?

Is there a market outside of BPS for access to SiRusa?

Will revenue from external users offset the cost of development
and operations?

Will subject matter bureaus cooperate by (1)allowing their data to
be copied into, or accessed by, SiRusa? Or (2) willingly transfer
their existing data sets into SiRusa?
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Does BPS have enough internal technical resources to develop and
operate such a complex and sophisticated system?

Another issue is the potential impact of the Internet and World Wide Web on BPS

operations, and opportunities for revenue generation.

What is likely to be the impact on operations and costs, of data
collection via the internet?

What is likely to be the future impact on operations and revenue
from data dissemination via the internet?

GENERAL CONCLUSION ON THE BPS IT SITUATION

The personal computer and distributed data revolution has had a profound effect on BPS
organization, methods, and corporate culture over the last 10 — 15 years.

An unintended result of the revolution has been increased autonomy of subject matter
bureaus, and corresponding decentralization of IT activities and capacity through
increased control of data by subject matter bureaus.

The decentralization of IT operations and statistical data sets in subject matter bureaus
appears, overall, to be beneficial to BPS’s mission and revenue generation capability.
Insofar as decentralization is not institutionalized, it should be, so that appropriate levels
of capacity and technical support can be provided to subject matter bureaus.

IT decentralization has profound implications for non-subject matter bureaus with IT
support responsibility. Their roles, responsibilities, and authorities need to be carefully
and continuously analyzed and adjusted to reflect the realities of BPS operations and
culture, to assure that their contributions are effective and efficient.

To make genuine improvements in IT support, BPS management should consider IT
issues as management, social and cultural issues, not technical issues. BPS has some
internal IT technical resources, which can used more efficiently and effectively if theycan
be formally recognized and managed. In addition BPS can buy technology and computer
capacity and hire or develop additional technicians. But unless the management, social
and cultural issues are dealt with, BPS will not realize the full benefits of present and
future investment in IT.

The greatest single problem confronting BPS IT is the acute and continuing shortage of
competent IT technicians. There are several very competent professionals on staff, but
they are overworked and spread too thinly to service the organization adequately.

With the advent of the Internet, support of data communications will become a growing

part of overall IT capabilities and costs. In the USA it has become normal for



VOLUME VI : OTHER TOPICS P.VI.139

March 21, 2001 An Interactive Survey Questionnaire

10.

communications costs to be larger than IT infrastructure and technical support costs in
data-intensive organizations.

Although BPS is a government agency, subject to government regulations and
requirements, it has to operate as a business to survive and improve its operations and
products.

But initiatives for new or improved services should be subject to rigorous cost-benefit
analysis by management to assure that BPS gets the most effective use of itsinvestments,
and that the Indonesian government and economy get the most benefit from BPS activities

and products.
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Seasonal Adjustment for Lebaran

EXECUTIVE SUMMARY

An earlier project report introduced the seasonal adjustment framework and techniques
incorporated in the widely used X12-ARIMA program and applied them to a number of
Indonesian time series. Since then a substantial amount of work has been done within BPS in
using that program to adjust for seasonality in various series. One important seasonality in
Indonesia which is not explicitly addressed in the current version of the program is Lebaran (Idul
Fitri). Direct measurement of the Lebaran effect would be highly useful for policy. Although
predictable, occurrence of Lebaran is not fixed according to the gregorian calendar. Thus its effect
shifts from one calendar year to another.
This report documents an attempt to measure the Lebaran effect in several data series.
Series which portrayed a significant Lebaran effect and the magnitude of that effect are provided
in the summary table below. The Lebaran effect on total manufacturing production, for example,
is a decline of 12.7%; that on the number of passenger kilometers is an increase of 32.08%.

Lebaran Effect for Selected Series

Manufacturing production:
ISIC 3 - Total

ISIC 31 - Food

ISIC 32 - Textiles

ISIC 33 - Wood

Transportation:
Number of passengers
Number of passenger kilometers

Electricity:
Electricity - Industrial usage (kwh)

% adjustment

-12.70
-15.78
-11.40
-13.50

+4.74
+32.08

-5.74
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I. INTRODUCTION

An earlier project report' introduced the seasonal adjustment framework and techniques
incorporated in the widely used X12-ARIMA program and applied them to a number of
Indonesian time series. Since then a substantial amount of work has been done within BPS in
using that program to adjust for seasonality in various series. One important seasonality in
Indonesia which is not explicitly addressed in the current version of the program is Lebaran (Idul
Fitri). Direct measurement of the Lebaran effect would be highly useful for policy. Although
predictable, occurrence of Lebaran is not fixed accordingto the gregorian calendar. Thus its effect
shifts from one calendar year to another.

This report is an attempt at isolating the Lebaran effect in the X 12-ARIMA program. The
main results, relevant to most users, were summarized in the executive summary. The remaining
body of the report is meant as a documentation of the methodology and results. Therefore, the
sections that follow are meant as a technical supplement to the work undertaken earlier. Readers
interested in some conceptual background on seasonal adjustment or in operating the X12-
ARIMA program should refer to the earlier report.

II. METHODOLOGY

The X12 program has built-in options to estimate the effect of events which are not part
of the seasonal pattern in a time series, for example, the effect of trading days (referred to in the
program as “td” and “tdlcoef”) and of Easter. These two effects are estimated in the
“x11regression” specification by regressing special built-in variables on the irregular component
I, which is obtained from a preliminary seasonal adjustment run that does not take account of
these events. However, X12 does not include pre-programmed regression factors for a
phenomenon like Lebaran. Because for Indonesian time series the effect of Lebaran may be
significant, for some consumption or price series for example, it is important to have its effect

separately. This section reports on our attempt to measure that effect.

A. Lebaran Adjustment Factors

First, a number of adjustment factors need to be defined. The following ones were used:

“lag” type: lag02, lag04, 1lag06, lag10 and lag14.

“combined” type: comb01, comb03, comb05, comb07, comb09, comb11 and
combl13.

“lead” type: lead02, lead04 and lead06.

John Kuiper, Seasonal Adjustment of Indonesian Time Series, STAT Project Report #11,
August, 2000.
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The “lag” factors assume that the effect of Lebaran occurs before Lebaran, while the “lead”
factors assume that it occurs after Lebaran. For example, “lagl4" assumes that the effect of
Lebaran starts 14 days before Lebaran and ends the day before Lebaran. “Lead06" assumes that
the effect starts the day after Lebaran and ends six days after Lebaran. The combined factors
assume that the effect is symmetric, with for example “comb07" adjusting for the seven-day
period starting 3 days before Lebaran and ending 3 days after Lebaran. One should note that, in
calculating the adjustment factors for Lebaran, the reference period is the first day of the Idul Fitri
holiday.

Depending on the type of time series, the effect of Lebaran may be present before and/or
after the holiday. In manufacturing production, for example, output may be lower during the one-
or two-week period before Lebaran because some factories may close then. In this case, a “lag”
factor should be used. For series on passenger transportation, the effect may be in the days both
before and after Lebaran. In this case, a “combined” factor should be used.

For monthly time series, the number of days during a month that the Lebaran effect is
present is obtained by determining how many days in the month are affected. For example, in
1990 the first day of Idul Fitri fell on April 28. For the adjustment factor “comb13", the period
affected by Lebaran begins six days before April 28 (i.e. April 22), and ends six days after April
28 (i.e. on May 4). There are thus nine days affected in April and four days in May. The rest of
the year is not influenced by the Lebaran effect. The monthly series of the number of days
affected by Lebaran for 1990 is thus:

[0,0,0,9,4,0,0,0,0,0,0, 0].

The adjustment factors should bein centered form because they are used as regressors to explain
the irregular component from the first pass of seasonal adjustment. Centering is needed because
the seasonal adjustment program forces the irregular component to have a mean of 0.0 for
additive adjustment, and of 1.0 for multiplicative adjustment.

The probability that Idul Fitn falls during a particular month in a particular year equals
the number of days in that month divided by the number of days in the corresponding lunar year
(354) multiplied by the number of days that the Lebaran effect is assumed to be present. For
“comb13", thisis 13 days. The “comb13" adjustment factor for Januaryis thus (31/354) x 13 =
1.138. Similarly, for Februaryitis (28.25/354) x 13 =1.037. The long-run factors to put the initial

adjustment factors in centered form for a calendar year are:

[1.138,1.037,1.138,1.102, 1.138, 1.102, 1.138, 1.138, 1.102, 1,138, 1.102, 1.138]

The centered adjustment factors for a particular year are then obtained by subtracting the long-run



VOLUME VI : OTHER TOPICS P.VI.145

February 12,2002 Seasonal Adjustment for Lebaran

centering factors from the series of days affected by Lebaran for each year. Thus for 1990 the

“comb13" adjustment factors are:

[-1.138,-1.037, -1.138, 7.898, 2.862, -1.102, -1.138, -1.138, -1.102, -1.138, -1.102, -1.138]

B. Preparing Instructions
Instructions start with the “X11regression” specification. In this section we will use the
example of the passenger kilometer data series. The complete set of instructions is presented in

Table 1. The first set of instructions includes the foll owing:

x11regression {user=Ramadan
file="d:\seas adj\ramadan\comb13.prn"
format="datevalue"
usertype=holiday
critical=4.00
aictest=(user)
print=(none + xaictest)

These specify that user-supplied variables are to be used for regression modeling of the irregular
component. The “user” command specifies the names of these variables. These names are used
to label estimated coefficients in the X12 output. The “file” command names the file where the
user-defined regression variables are located. The “usertype” command assigns a type tothe user-
defined variables, which, in the case of the Lebaran regressor, is “holiday”. The “format”
command uses the date-value format to read the values for the variables listed in the “user”
command from the file named in the “file” command. The date-value format enters three values
on each record: the year, the month and the observation in free format.

In this example, the adjustment factor “combl13" was used. If there is no a-priori
information on the pattern to be selected, the appropriate factor may be determined by running
the program repeatedly with a different Lebaran regressor entered on the “file” command. The
“aictest” command tests if the user-specified regression variables should be included in the
regression model on the basis of the AICC test results. This test uses Aikake’s AIC corrected for
the length of the series. The model with the smallest AICC is selected. If more than one type of
regressor is specified, the AIC tests are performed in the following order: 1) Trading day
variables; 2) Easter variables and 3) User-defined variables. If more than one user-defined
variable is specified, the AICC test is performed on them as a group, thus either all user-defined
variables are included or all are excluded. The default is not to perform the AICC test. Option

“xaictest” for the “x11regression” print command outputs the results ofthe AICC test.
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Table 1
Transportation - Passenger kilometers (millions)

Instructions for Program #2 — with Lebaran adjustment factor:
# Spec to enter data

series {title="td, ramadan, outliers(ao), critical=4.00"
format="datevalue"

span=(1993.1, 2000.12) period=12
decimals=2
print=(none + header + specfile + al) }

# Spec for seasonal adjustment:

x11 {mode=mult # default

seasonalma=msr

sigmalim=(1.5, 2.5) # default (1.5, 2.5)

savelog =(ids m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 q q2)
save=(d11)

print=(none + d10 + d11 + d16 + d18 + {2 + {3) }

# Optional spec to estimate calendar effects:

x11regression { variables=td
user=Ramadan # exclude for program #1
file="d:\seas_adj\ramadan\comb13.prn" # exclude for program #1
format="datevalue" # exclude for program #1
usertype=holiday # exclude for program #1

critical=4.00
aictest=(user,td)

print=(none + xaictest) }
# Optional spec for automatic ARIMA model selection
automdl {file="d:\x12a\x12a.mdl"

method=best # default is "first"

festlim=20 # defaultis 15

qlim=5.0 # default is 5% (for the Box Ljung Q)

identify=all # default is "first"

print=(none + header + autochoice)

savelog=automodel }

# Spec to transform the data for the ARIMA model

transform {function=log # default is "none"
savelog=autotransform
print=(none) }
# Optional spec to include outliers in x11regression
outlier {types=(ao)

critical=(4.00)

span=(1993.1, 2000.12) # subset of data used
method=addone

print=(none + header) }

C. Data Entry and Retrieval
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Data may be entered using free format. This option does not allow for using identifiers.
One option is to use the “datevalue” format; then data is entered with the year, sub-period of the
year and the data value. The example below shows monthly data for the period January 1980 to
June 1980.

1980 1 -1.13842
1980 2 -1.03743
1980 3 -1.13842
1980 4 -1.10169
1980 5 -1.13842
1980 6 -1.10169

The “datevalue” format allows data tobe entered fora sub-period of the series on the data
file. For example, the file might start in January 1980, but X12 could enter data starting at a later
date using the “span” command. This format also simplifies record keeping in that observations
are always stored with the period to which they apply.

In most cases, it is desired to process a timeseries after it has been successfully seasonally
adjusted. This is accomplished by using the “save” command in the X11 spec. Forexample, when
adjusting a series named “dat10" the command “save (d11)" will output the data from Table D11
to a file named “dat10.d11". This file has the following layout:

date dat10.d11

199301 +0.149371974880370E+04
199302 +0.149374116471588E+04
199303 +0.153867588092530E+04

Using Excel, select this file with file type “All files”. The text import wizard then enters the data.
Import should start at row 3 using type “delimited” (the default). This data is entered in a new

Excel worksheet and displayed using scientific notation.

III. RESULTS

A. Summary

For the series which showed improvement in the quality of the seasonal adjustment after
including the Lebaran effect, the calendar factors, printed in table D18 of the seasonal adjustment
output are listed in Table 2. The percentage adjustment due to Lebaran equals the calendar factor
less 100. Thus for factors less than 100 there will be a reduction, and for factors greater than 100
there will be an increase in the level of the series during the period where the Lebaran effect is

active. The estimates of Table 2 were obtained using the comb13 factors.
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Table 2
Lebaran Effect for Months where Full Effect Falls within the Month
Lebaran Lebaran
Calendar factor % adjustment
Manufacturing production:
ISIC 3 - Total 87.30 -12.70
ISIC 31 - Food 84.22 -15.78
ISIC 32 - Textiles 88.60 -11.40
ISIC 33 - Wood 86.50 -13.50
Transportation:
Number of passengers 104.74 +4.74
Number of passenger kilometers 132.08 +32.08
Electricity:
Electricity - Industrial usage (kwh) 94.26 -5.74
B. Transportation

Appendix B presents the complete output from seasonally adjusting a series of passenger
kilometers with X12. In the X12 printout, table D11 lists the final seasonally adjusted data, table
D10 the final seasonal factors and table D18 the combined calendar adjustment factors. Table
D16 lists the combined adjustment factors, these combine the factors in tables D10 and D18. For
December 1999, the final seasonal factor (D10) was 92.85 and the combined calendar adjustment
factor was 96.92. The combined calendar adjustment factor (D16) is thus 100 x (.9285 x .9692)
= 89.99. The unadjusted value (Table A1) for December 1999 is 1493.00 and the seasonally
adjusted value (Table D11) is thus 1493.00 /.8999 = 1659.11.

Because the “xaictest” option is used in the x11regression command, the results of the
AICCtestare listed on page 2 of Appendix B. The trading dayregressors were excluded, because
the AICC value increases from -173.8 to -164.1, but comb13, the user-defined regressor was
included because the AICC value decreased from -173.8 to -314.0.

Table 3 shows quality statistics for two seasonal adjustment runs on the time series of
passenger kilometers . The first run does not include a correction forthe effect of Lebaran, while
the second run includes this correction. The first run has a quality measure Q of 1.222, which
implies that seasonal adjustment was not acceptable (since Q exceeded 1). The second run has
a quality measure Q of 0.716, therefore the seasonal adjustment using this program is acceptable.

Table 3 also shows the decomposition of the stationary portion of the variance into five
components. This data is taken from X 12 Table F2.F. Note that the contribution of the irregular
component to the variance is 14.6% in run #1 and only 3.0% in run #2.

Figure 1 compares graphically the unadjusted and the seasonally adjusted series for the

two adjustment runs. The first run does not include a correction for the effect of Lebaran, while
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the second run includes this correction.
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Table 3
Transportation - Passenger kilometers (millions)

Results for X12 Program #1 — without Lebaran adjustment factor:
M-MLT dat22 -------- td, outliers(ao), critical 4.00

Default model used : none (no model selected)

Identifiable seasonality : yes

F 2.F:

MOl 1.694
M02 1.458
MO3 1.487
M04 0.601
MO5 2.100
M06 0.133
MO7 1.041
MO8 1.061
M09 1.046
MI0 1.457
MIl 1.457
Q 1.222
Q2 1.193

Relative contribution of the components to the stationary
portion of the variance in the original series

1 C S P TD&H Total
14.58 22.14 5490 0.00 0.00 91.62

Results for X12 Program #2 — with Lebaran adjustment factor:
M-MLT datl0Q -------- td, ramadan, outliers(ao), critical 4.00

Automatic model chosen: (212)(01 1)

Identifiable seasonality : yes

F 2.F:

MOl 0.624
M02 0.302
MO3 0.815
M04 0.126
MO5 1.095
M06 0.464
MO7 0.699
MO8 0.981
M09 0.929
MI0 1.292
MIl 1.265
Q 0.716
Q2 0.767

Relative contribution of the components to the stationary
portion of the variance in the original series

I C S P TD&H Total
3.02 16.88 42.00 0.00 39.93 01.83

P.VI.150
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Figure 1: Transportation -
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C. Food Production

The same programs were also run on Manufacturing Food Production (ISIC 31).
Appendix C shows the output for the second run, which includes the Lebaran adjustment, and
Table 4 shows quality statistics for the two runs. The first run has a quality measure Q of 0.749,
while the second run has a quality measure Q of 0.507. Thus, although both seasonal adjustment
runs have acceptable results, the program which allows for the Lebaran effect is clearly better.
Note the values of quality measure M5, which was reduced from 2.093 to 1.065. M5 is calculated
from the “months for cyclical dominance” measure in Table F2.E. The MCD is 11 months for the
run without Lebaran adjustment and 6 months for the run with Lebaran adjustment.

Table 4 also shows the quality measures from Table F2.F. Note that the contribution of
the irregular component to the variance is 6.2% in run #1 and only 2.4% in run #2. Figure 2
compares graphically the unadjusted and the seasonally adjusted series for the two adjustment
runs.
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Table 4
Manufacturing Production - ISIC 31 (Food)

Results for X12 Program #1 — without Lebaran adjustment factor:
M-MLT dat22 -------- td, outliers(ao), critical 4.00

Default model used : none (no model selected)

Identifiable seasonality : yes
MO1 0.862
MO2 0.621
MO3 1.371
M04 0.348
MO5 2.093
MO0O6 0.138
MO7 0.402
MO8 0.493
M09 0.409
MI10 0.634
MI11 0.618
Q : 0.749
Q2 : 0.765

F 2.F: Relative contribution of the components to the stationary
portion of the variance in the original series

I C S P TD&H Total
6.21 40.23 55.33 0.00 0.00 01.76

Results for X12 Program #2 — with Lebaran adjustment factor:
MLT datl0 -------- td, ramadan, outliers(ao), critical 4.00

Default model used : (0 1 1)(0 1 1) (no model selected)

Identifiable seasonality : yes
MO1 0.452
MO2 0.245
MO3 1.024
MO04 0.221
MO5 1.065
MO0O6 0.060
MO7 0.333
MO8 0.444
M09 0.375
MI10 0.580
MI11 0.548
Q : 0.478
Q2 : 0.507

F 2.F: Relative contribution of the components to the stationary
portion of the variance in the original series

I C S P TD&H Total
245 33.30 34.40 0.00 3.10 83.24
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D. Other Series

Table 5 provides a summary of the series which were seasonally adjusted using the same
methodolo gy applied to the above two series. The series in the first part of the table were adjusted
both without and with the Lebaran factors. Out of ten 2-digit ISIC series for manufacturing
production, four showed improvement: ISIC 3 (Total), 31(Food), 32 (Textiles) and 33 (Wood).
For transportation, the two passenger series improve, but the two freight series do not. Finally,
the series of industrial usage of electricity improves when the Lebaran adjustment is included.

Table 6 presents the relative contribution of the components to the stationary portion of
the variance in the original time series. These measures are taken from Table F2.F. This table
shows that for the series which showed no improvement in Q after including the Lebaran
adjustment, the contribution of the calendar factors was very small. This effect is listedin column

TD&H which combines the trading day and holiday regressors.
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Table 5
Series which were Seasonally Adjusted for Lebaran
Measure of overall quality "Q" .
Did seasonal
Data Series without with adjustment
Lebaran Lebaran improve?
adjustment adjustment
Manufacturing production:
ISIC 3 - Total 0.531 0.453 yes
ISIC 31 - Food 0.749 0.478 yes
ISIC 32 - Textiles 1.166 0.661 yes
ISIC 33 - Wood 1.123 0.872 yes
ISIC 34 - Paper 0.539 0.625 no
ISIC 35 - Chemicals 1.059 1.246 no
ISIC 36 - Non metallic minerals 0.445 0.572 no
ISIC 37 - Basic metals 0.711 0.776 no
ISIC 38 - Fabricated metal products 0.461 0.572 no
ISIC 39 - Other 0.995 0.942 no
Transportation:
Freight - 000's of tons 0.769 0.844 no
Freight - millions of km tons 0.869 0.822 no
Passengers - thousands 0.860 0.661 yes
Passengers - millions of passenger km 1.222 0.716 yes
Electricity:
Electricity - Industrial usage (kwh) 0.611 0.452 yes
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Table 6
Decomposition of Variance for Series which were Seasonally Adjusted
a) without adjustment for Lebaran
I C S P TD&H Total
Manufacturing production:
ISIC 3 - Total 1.21 64.87 28.69 1.65 1.78 98.20
ISIC 31 - Food 6.21 40.23 55.33 0.00 0.00 101.76
ISIC 32 - Textiles 11.35 46.15 39.80 0.00 0.00 97.30
ISIC 33 - Wood 3.46 49.26 39.29 0.00 1.30 93.31
ISIC 34 - Paper 2.83 64.47 29.26 6.48 1.69 104.73
ISIC 35 - Chemicals 4.49 76.31 12.50 2.82 1.97 98.09
ISIC 36 - Non metallic minerals 1.07 72.27 20.59 11.43 0.73 106.10
ISIC 37 - Basic metals 6.38 56.95 29.39 5.81 0.00 98.53
ISIC 38 - Fabricated metal products 0.84 84.54 10.70 2.94 0.59 99.61
ISIC 39 - Other 7.32 79.55 19.13 0.00 0.00 106.10
Transportation:
Freight - 000's of tons 9.55 33.70 51.17 0.00 0.00 94.42
Freight - millions of km tons 10.42 38.98 46.20 0.00 0.00 95.60
Passengers - thousands 5.18 69.09 19.11 0.00 0.00 93.39
Passengers - millions of passenger km 14.58 22.14 54.90 0.00 0.00 91.62
Other:
Electricity - Industrial usage (kwh) 4.32 50.31 48.20 0.00 0.00 102.83
b) with adjustment for Lebaran
I C S P TD&H Total

Manufacturing production:
ISIC 3 - Total 1.49 54.66 14.19 1.73 14.54 86.62
ISIC 31 - Food 2.45 33.30 34.40 0.00 13.10 83.24
ISIC 32 - Textiles 4.68 32.04 16.79 22.03 34.69 110.23
ISIC 33 - Wood 3.59 40.83 17.81 0.00 17.67 79.89
ISIC 34 - Paper 3.62 60.78 23.12 6.47 2.97 96.96]
ISIC 35 - Chemicals 4.72 62.39 6.61 0.00 16.61 90.34
ISIC 36 - Non metallic minerals 2.56 66.91 17.94 0.00 1.87 89.28
ISIC 37 - Basic metals 8.11 59.73 23.94 4.59 0.71 97.08
ISIC 38 - Fabricated metal products 0.44 81.67 6.12 0.00 4.46 92.69
ISIC 39 - Other 6.14 79.66 17.46 0.00 0.27 103.53
Transportation:
Freight - 000's of tons 9.46 32.45 35.56 0.00 4.64 82.11
Freight - millions of km tons 8.02 39.96 34.15 0.00 3.17 85.30
Passengers - thousands 3.45 71.82 20.84 0.00 3.17 99.27
Passengers - millions of passenger km 3.02 16.88 42.00 0.00 39.93 101.83
Other:
Electricity - Industrial usage (kwh) 1.84 46.79 21.78 9.81 12.98 93.19

Notes:

I = Irregular component

C = Trend cycle component

S = Seasonal component

P = a priori adjustment factor

TD&H = trading day & holiday factors
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IV. QUALITY MEASURES

Table F2 presents quality measures of the seasonal adjustment. These measures are in
many cases repeated from tables in part A to E of the X12 output. Some of the more important
quality measures of Table F2 are discussed below. Several of these quality measures are

standardized and entered in Table F3, where they are used to obtain the measure of overall quality

‘GQ”

A. Contribution of Components to Changes

Table F2.B shows, for a given time lag, the relative contribution of each component to the
variance of changes in the original series. The relative contribution of each component of the
original series, I (the irregular), C (the trend-cycle), S (seasonality), P (a priori adjustment
factors)and TD&H (factors for trading days and holidays) is shown. The last column (ratio x 100)
shows the quality of the approximation. Statistic M1 measures the contribution of the irregular

to total variance for a time lag of three months.

B. Average Duration of Run

This statistic is presented in Table F 2.D. It computes the average number of months
(quarters) with consecutive changes in the same direction. It is calculated fortables D11 (the final
adjusted series), D13 (the final irregular series), D12 (the final trend-cycle) and F1 (the smoothed
final adjusted series using the MCD). The F tests which are carried out in X11 are valid if the
irregulars are random. The ADR (average duration of run) is a measure of randomness. Statistic
M4 of Table F3 is calculated from the ADR for the irregular component (Table D13).

C. I/C Ratio for Period

Table F2.E shows the ratios of the average changes in the final irregular component (Table
D13) and the average changes in the final trend-cycle (Table D12) for a span of 12 months (4
quarters). The MCD (months for cyclical dominance) value is the first value for whichI/C is less
than 1.0. For a monthly series this value should not exceed 6 months. Statistic M5 of Table F3
is derived from the MCD.

D. Contribution of Components to Stationary Portion of Variance

These statistics are presented in Table F 2.F. The original series is made stationary by
removing an exponential trend if a multiplicative model is used or a linear trend if the model is
additive. The relative contribution of each component of the original series, I (the irregular), C
(the trend-cycle), S (seasonality), P (a priori adjustment factors) and TD&H (factors for trading
days and holidays) is cal culated. If trading days and/or holidays (TD&H) are included in the X12

seasonal adjustment this table may be used to show their relative importance. The contribution
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of the irregular component is considered acceptable if it does not exceed 10%. Statistic M2 of
Table F3 is calculated as 10 x contr(I) / (1-contr(P)).

E. I/C and I/S Ratios
Table F2.H presents the final I/C ratio from Table D12 and the final I/S ratio from Table
D10. Statistic M3 is calculated from the I/C ratio and statistic M6 from the I/S ratio.

F. Testing Presence of Seasonality

Table F2.1 repeats the values of the F-tests from Table B1 (stable seasonality) and Table
DS8A (stable seasonality, Kruskal-Wallis test for stable seasonality and the F-test for moving
seasonality). Statistic M7 of Table F3 compares the amount of stable seasonality present relative

to the amount of moving seasonality.
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APPENDIX A
SEASONAL ADJUSTMENT OF COMPOSITE SERIES

This appendix is a response to several BPS enquiries about how best to seasonally adjust
composite series. A composite series refers to a series that results from the addition, subtraction,
multiplication or division of a number of component series.

I. INSTRUCTIONS FOR COMPONENT SERIES

To indicate that a time series is a component of an aggregate series, the “comptype”
command is used in the series spec. The options allowed with this command are: add, sub, mult
and div. Command “compwt” is used in the series spec of the component series to show the
weight that the component has in forming the aggregate series. This weight must be greater than
zero. The default for the component weight is one.

As an example, the instruction set for seasonally adjusting the component series of male
employment of the composite series total employment is listed in Table A.1.

Table A.1

# Spec to enter data for component series empl _m:
series {title="employed - male"

file="empl m.prn"

format="datevalue"

span=(1993.1, 2000.12)

period=12

decimals=2

comptype=add

compwt=1.0

print=(none + header) }

# Spec for seasonal adjustment:

x11 {mode=mult
savelog =(msr icr msfidsml m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 qq2)
save=(d11)
print=(none + d8b + d10 +d11 + d12+ 2 + {3) }

II. INSTRUCTIONS FOR COMPOSITE SERIES

There are two ways to seasonally adjust a composite series, the direct and indirect
methods. In the direct method, the composite series is constructed from the unadjusted component
series and then seasonally adjusted. In the indirect method, each of the component series is
seasonally adjusted first and then the adjusted series are combined by applying the arithmetic
operations defined for them with commands “comptype” and “compwt”.

The instruction set for the composite series starts with the composite specification. With
this specification the print command gives output options for the indirect command only. Note
that commands to enter time series are not used with the “composite” specification, because the
composite time series is formed from the component series.

As an example, the instruction set for seasonally adjusting the composite series of total
employment is listed in Table A.2.
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Table A.2
# Spec for seasonal adjustment of total employment - indirect method:
composite {title="employed - total"
decimals=2
savelog=(indtest iid im1 im2 im3 im4 im5 im6im?7 iq iq2)
print=(brief + header + indtest) }
# Spec for seasonal adjustment of total employment - direct method:
x11 {mode=mult
savelog =(msr icr msfidsm1 m2 m3 md4 m5 m6 m7 m8 m9 m10 m11 qq2)
save=(d11)
print=(none + d10 + d11 + d12 + f2 +13) }

III. PREPARATION OF THE META FILE

The programs are processed from a meta file, with the program for the composite series
as the last program listed. The extension used for meta files is mta. Thus the instructions for
seasonally adjusting total employment listed in file prog.mta are:

File prog.mta:
empl m
empl f
empl_tot

To indicate that a meta file is to be processed the -m flag precedes the file name on the MS-DOS
command. In this case the instruction is thus:

X12a -m prog

IV. CHOOSING THE DIRECT VS INDIRECT METHOD

Option indtest of the print and savelog commands refers to a test that indicates if the
direct or indirect seasonally adjusted series is to be preferred. The test measures the degree of
roughness or in other words the lack of smoothness in a seasonally adjusted series.

Test statistic R, measures the sum of squares of the first differences of the series, i.e.

Rl = Sum (Xt - Xt—1)2

To exclude the effect of cyclical movements of short duration, test statistic R, is calculated. This
statistic uses the 13 term Henderson filter, i.e.

R, = Sum (X, - HX,)?

The seasonal adjustment method with the lower mean square error is to be preferred. The
percentage difference between the direct and indirect method is also printed. Positive percentage
differences indicate that the indirect method results in a smoother series and thus is to be
preferred. In cases where measures R, and R, give conflicting results measure R, is preferred.
Table A.3 shows an example of the output for print option “indtest”.
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Table A.3
Measures of Roughness R1 and R2 for Seasaonally Adjusted Series
DIRECT INDIRECT % diff.
FULL LAST3 FULL LAST3 FULL LAST3
SERIES YEARS SERIES YEARS SERIES YEARS

R1-MEAN SQUARE ERROR 367.536  478.069 360.866 479.382 1.815% -0275%
R1-ROOT MEAN SQUARE ERROR  19.171  21.865 18.996  21.895 0.912% -0.137%
R2-MEAN SQUARE ERROR 0.003  0.004 0.003 0.004 4700%  0.553%
R2-ROOT MEAN SQUARE ERROR  0.054 0.062 0.053 0.062 2378%  0.277%

POSITIVE PERCENTAGE CHANGES INDICATE THAT THE INDIRECT SEASONALLY ADJUSTED
COMPOSITE IS SMOOTHER THAN THE DIRECT SEASONALLY ADJUSTED
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APPENDIX B
PRINTOUT: SEASONAL ADJUSTMENT OF PASSENGER KM

Feading inpubE scec file from dacld. apo
Reading data from tragt.prn
Feading data from d:Eseas_adjkramadankcomb13.prn

7. S. Desartment of Commercs, 3. 2. Census Buoean

X-12Z-ARIMA monthly seasonal adjuatment HMethod,
Beleats Vergion 0.2 7

Thiza meihed mofifies Ehe H-L1l wariagl of Jensua Kethod EX

by J. Shiskin A.H. ¥Young and J-, dNusgrave af Febroeary, 1967.

and Ehe X-11-ARTMA program hassd on sae mebhodslogical reacsarxch

developed by Estcela Boco Dagum, CRief of the Scasonal adjunstment
znd Tims Scsrics Staff of Stakistics Caaada, Seprtembar, 1579.

Frimarsy Frogrammesras: Hrisn Monscll, Mazk ObBG

Series Ticle- td, ramadan, outlieras{ac), crikicaled 000
Ceries Wame- Satlo
QLSALS 02 13:23:40_35

—Periad conveed— 1= mcntch, 19293 o Tz2ch month. 20090
-Type =F rdaty - multiplicacive aeaecnal adjustment

-@igma limdits for gradeacing extrems values are 1.5 and 2.5 .
~3xE mowing averages vsed in section t of each iterations
35 mowing averdads Eo Section F o of iterarione & anmd i
mowing mwvemrage far final seaseonal faccors chosen by Slobal HER.
-Trading day and holidayr dirregular regression compueted starting 1323 ..Jan
wich AS ocutliers ijidentificd using o sritical wvalue =f 4._0D.
—Trading day irregular ragresaion ocstimates applied .
-Holiday irregular regresaion estimatcs applisa.,
—Trading day and holiday irreqular ragression applied as peior {actors.
—ITrregular regression ATC cest pexforomsS for trading day . uwser-defio=sd
e rafsoni -
—Haliday adijusoment factoxs applied directly to the fioal ssasonally
adiusted
Tpem xS e
—gpaectwal csetimates of original series, tabkle Dll and takle EE will ke
scarched
for significant gseasonal end crading day peaks
-Printocut sSupDresced. Only wEzer-specified kakles and plots will bhe prioted

ok .

Tables labeled Y"First poss!" are Ercan an infikbial gessconal adjustment naaed bo

aatimate
frregqular regreasicn andsor X-11 Easter effociz.
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ed, ramadan, outliersi{ao). criticals4.0d FROE 1, SERIES datlo

Concents of spo file daclt.eps

Line #
i: & Spec to enter data
2: maries {citle="td, ramadan, eutliers(ac), criticals=4, 00"
s file="g3l.pro*
4z format="datevalue®
5s span=[1993.1, 2000.12)
&1 pericd=12
T decimals=2
He # a1 - Original time series data {for the gpan analyzed)
: ) prints= (none + header s+ specfile + all
101
111 # Spas for seascnal adjustment:
12: %11 {modeamult # defaulkc
13: seagonalmas=mar
14: pigmalim=(1.5, 2.5} $¥ default 1.5, Z.5]
15: # 411 - final seascnally adjusted series
16: # dif - combined calendar fasters (td + holidayl
17 paveloy ={lds ml m2 m3 md @S w6 BT mE m mlo mll g g2}
181 gaves={dll]
1% printei{none + 410 + 411 + 416 4 d13 + £2 + E3} ]
20
21: # oOptional epec Eo estlmate calandar effecta:
22: xllregreseion | variables-td
23 user=ranadan
4 filp=rd:sean_ad]' ramadan)combll . prn"
28: format="datevalua® 5
26 usertypa=holiday
T griticals4.00
Z8: aicteat= [user, td]
z3: printe (none + xaictesk) H
A
11: # Optional spec for automacic ARTMA model selection
32: automdl | {file="d:xiZa’\x1Za.mdl"
kT i thodebaat # deafault i "firsc”
A4 foatlim=20 # defaulc ie 15
L} F overdiff=q. 54 # default i 0.%0
36 glim=5.0 % defaule ie 5% (for the Box Ljung Q)
7. identify=all ¥ defaule ig *"Cirac®
38 savelsg=antomodal .
39 print=inone + header + autocholce)l i
Al
411 B Spes to transform the data for the ARTMA model
43 trangfoem {functisn=1ag ¥ default is "none”
43 savelogsaut o rane Eorm
Y print={none) 1
45
461 # oOptional specbto include cutliera in xllregression
47: gutlier {btypes={aa)
48: cricicalelg.00]
43z epan={1593.1, 000,13}
1 H] nethodsaddone
El: prince{none # header) 1
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td, ramadan, cutlie=rsiac), critical=4.00 BAGE 2, SERIES datld

A 1l Tipe peries data (for the ppan analyeed)
From 1%%1.Jan te 2000, Dec

Obhearvat ions ¥
Jan Feb Mar Apr May Jun
Jul hug Eep ack Howr Dec TOTAL
15593 81.31 161,325 50,32 %1,18 ¥5.71 101.13
108,83 108,04 112,82 1o, 26 #6 .43 BT .62 1204.00
159594 20,549 2 .76 75.432 %2.70 57 .53 11Z.74
122.23 132.10 121.75 113.&45 102.%95 108.55 1252 .78
1295 103 .03 110.37 BE.65 111.%1 108,40 130,97
135.548 148.20 135,28 135,32 130,27 115.44 1440.62
1996 1140. 468 96,50 112,61 124,22 128.53 131.09
140,45 140,80 135,17 134.58 124.82 11&.a87 14588.12
1587 114 .57 A1.57 113 .88 115%.05 126.73 111.849
1z3.85 137.80 130.36 136,75 111,18 11643 1452 .57
hi- 11 az.4a7 0y, 6% 115.51 113,38 132,585 1Z0.64
137,448 131,30 130, %5 118.2% 101.312 110.04 1347.14
159599 T2. 44 33 .66 104 .65 106.8B5 104 .4E 108.54
114&. 840 113.66 112.03 112.326 105.35 10% .42 1258.14
2000 &ET.17 B%.14 97.58 S0, B0 7.7 112.45
118.83 123.36 121.%1 11p. 63 114,067 2927 1251.01
AYGE a2 .80 93,82 99,43 106,26 107.74 118.890
127.494 127.88 123 .80 1a0.44 109.75 108,35
Table Total- 140700.3% HMeani- 111.46 Btd. Dev,.- 16,41
Min - 87,17 Hax - 148,20
AICC for model without td =263 .0550
AICC for model with td =257.19040

ssaes  ATCC [with aisdiff= 0.00) prefers model without td  #eses

AICC For modal without uweer-defined regressors -263.,05850
AICC Tor model with user-defined regressoris) ~-363.4101

wewss  ATCC [with aicdiffs 0,000 prefers modsl with user-defined regressor(sh
Feading model Eile for automatic model selectlion from d:h\xlZahxlZa.mdl
Aukaregreasive Integraced Moving Average (ARIMA] extrapolation program

Hodal salected: Model with lowest average forecast error that meata
acceptance criteria.
Transformation

Logiyl

OUTLIER DETECTION
From 1%%1.Jan te 2000.Dec

fbaarvationa 36

Typea AD cnly

Hethod add one

critical |t| for AO sutliere 4. 00

reghRINA Model Span: Foom 19883 .Jan Lo 2000.Dec

Hone of the models were chosen.
A default model specified by the ueer, [0 1 1000 1 11,
will be used bo gensrate regARIMA preadjustment factors
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cd, ramadan, suclieralagl, eritical=+4,00 FRIE 3, BERIES datlo

D1 Final seascnal factors

Feom 1993 .Jan to 2000.Dec
Cheervatlons SE

Beagonal filter i ¥ 5 moving average

Jan Feb Mar hpr May Jun
Jul g Sep ot Hans D ANGE
1553 89,53 #2.14 80.00 §3.83 85.72  105.66
11z2.77 112.35 111.24 105. 68 96. 05 94 .85 l1aa0.00
19584 B9.55 F1.685 g9.848 94 .17 S6.36 105.68
112.71 112.35 110.385 105.70 55.95 34.57 166,64
1985 83.54 51.20 g83.7a 84 . &0 57.113 105,73
11z.35 112. 69 103.383 105.75 55,40 95,34 PR
15956 89.52 0. 18 90,20 95,35 %7.80  105.58
113.148 11a.72 108,88 195,83 85.17 P5.01 100.02
15887 B9.19 8. 02 #0.97 96.09 S8.18  105.31
1131.42 112.60 107.70 105.77 55.2L 95.598 100.03
19%8 B8.94 B7.390 91.938 95.55 S8.L3 105.407%
113.438 112.10 107.29 105.50 55,52 a8.1& 106,06
1999 ge.&48 BT.D03 9z.80 96 .59 L | 10%.01
113.71 111.B7 10T7.25 105,08 55,58 99,21 100.04
2044 EE8.55 B&.E3 33.31 86,59 97,13 104 . 94
113.93 111.81  107.23  104.98 95,52 #8.71 100.03
KVGE B9.14% %, 50 $1.11 5. 48 #7.26 105.37
113.27 112,31 108.76 145.55 5.5% 35.54
Tables Tobal- 9602 .02 Mean- 100.02 Std. Dew.- B.3AT
Min - 85.583 Max - 113, %3

0 10.h Final ssasonal component forecasts
From 2001.Jan to 2001.Dec

chaervatlons 12

Jan Fahi Har hpr May JUn

Jul A Sep get Bens Dac Aage
2091 B 40 6,40 23 .56 85.59 96.86 104.591

114 .04 111.78 107.22 104 .35 95.51 33.37 100, 62
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td, ramadan, cutliers(ac), critical=-4.00 FROE 4, SERIES datld

D 11 Fipal seascnally adjusted data
{aleso adjusted for csrading day, holiday)
From 1991.Jan to 2000, Dec

Obegarvaciona 1
Jan Feb Mar Apr May Jun
Jul Aug dep ock Horw D TOTAL
1553 100.47 LOE.33 113.1& 55.67 SB.52 54,33
35.408 32.E0 100.91 57.20 1LoD.393 191.3% 120%5.901
1554 99,65 99,62 99,66 7,02 #9.T6 105,11
108,02 167.08  108.25 105.73 105.75 112 .60 1247.03
1395 113 .35 125.939 107 .80 116.5% Lo9.94 121.324
118.33 122.55 121.33 126.05 LI4.Z5 115%.28 1433.75
1556 121.73 127.30 1z2z.38 128.40 129.46 122,37
122.25 123.04 122.53 125,15 129.08 121,98 1496.35
1557 128.7% 1pp.9%9  12z.42 122.140 137.1& 125,232
121.:2% 136,858 11%.28 118,04 115.00 118.26 1446.73
1a50 115.54 #p.12 123.71 115.73 103.04 113.16
119.31 115.38 111.14 110.45 104.33 110 .47 1241.28
1555 97.00 LOE.DE 111.908 105.02 105.41 101,87
103.404 1p6.08  102.95 108,26 ige.86 104,587 1254.99
2000 20.07 161.606 10%.43 §2.65 #8.19 105. 61
162.75 log.68  11%.495 111.31 117.69 118.22 1262.73
RVGE 108.33 109.62 113.68 108.65 lpg.06  111.11

111.23 112.14 11Z .20 112.40 113.23 113.34

Takle Tabal- 10688 .05 Hzar - 111.33 gtd. Dew.- 10.3B
Hin - 90.07 HMax - 129.55
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td, ramadan, ocutliers{ac), critical=d.00

P.VI.168

PAOE 5. SERIES daclDn

106.16

100.31

100,24

100.27

Log, 25

SE.BD

O 16 Combined adjustment factare
[ineludes asasonal, trading day, holiday factoral
From 1883.Jan to 2000, Dec
Chaarvationa 95
Jan Feh Mar hpr May
Jul Poiss Sep [45ed By
1993 0. 88 53 .41 75 .80 55.30 57.17
114 .48 114 .05 112.51 107.28 57.486
1994 240, 80 83,12 15, 64 #5.55 97.82
114 .42 114 .05 112 .47 107.30 97.35
1235 a4.350 B7.60 BO. 38 55.58 58.60
114 .55 114.35 111. 44 107.35 96,80
1935 9,88 FE,00 #1.87 6. T4 @, 28
114 .64 114.43 110,26 107.53 %6, 57
19397 90.54 T4.84 52.35 57.50 99. 64
115.14 114.31 105.328 107.38 96 . 60
1998 .66 i4.43 #3.37 §7.87 8. 62
115.21 113.80 108.87 107.140 94.592
1593 T4 .58 88.28 54,21 38.01 88,12
115.43 113.57 108.82 106 .65 86,98
2000 T4.58 8?82 94.72 98.01 08.58
115.66 115.50 108. 84 105.58 86,92
AWVIE gs.33 a5.4&67 B7.26 8&6.88 38.73
114339 114.91 114,36 197,15 96,95
Table Tokbal- SE50%.98  Mean- 100.04  Std. Dew.

Min - 74 .58 Max

O 16.A Combined adjustment component forecasta

- 10.5L
= 115. 68

From 200L.Jan o 2001.0ec
wbeervatione 12
Jan Feb Mar Apr Hay
Jul Aug Sep oot How
2001 L1k AT.59 94.98 8.01 PE.33

115.77 113.47 108.73 1056 .54 86.31
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vd, ramadan, cutlisrafas), oritical=4.00 PACE &, EERIEE dakll

0 18 Combined calendar adjustment factors
{includes trading day, holiday factors)
From 1993.Jan to 2000.0Dec

Ohaarvationa 3
Jan Fab Mar hpr May Jun
Jul Roasg Sep oot How Dec AVGE

1993 101.81 101,38 i4.22 101.47 101.51 101.47

101.51 101.51 1401.47 101.51 101.47 101.51 100. 05
1524 101.51 101.38 84 .22 101.47 101.51 101.47

101.51 101.351 101.47 101.51 101.47% 101,51 1oe. 05
15356 i0i.51 0E .08 BE.54 101.47 101.51 101.47

101.51 101.51 101.47 101.51 101.47 101.51 100,05
1556 101.51 a4.,08 141,51 101.4% 191.51 101,47

161.581 101.51 101.47 101.51 101.47 101.51 100.05
1957 101.51 84 .08 191.51 101.47 101.51 101 .47

101.51 101.51 101.47 101.51 101.47 101.51 iog. 08
1958 BZ.54 35.08 101.51 101.47% 101.851 101,47

101.81 161.51 101.47 141.51 101.47 101.51 100.05
LS B4.22 101.38 101.51 101.47 101.51 101.47

LD1.51 101.51 101.47 101.51 101 .47 101.51 1o, 08
2000 422 101.38 1491.51 191.47 101.51 101.47

1p1.51 101.51 101.47 101.51 101.47 B4 .22 8.60
AVGE S5 .E9 a5.72 a5.&83 101.47 101.51 101.47

1L01.51 101.51 101.47 101.51 101.47 95,35
Table Total- F58T.10  Mean- 29,87  Sud. Dev.- .78

Hin - B4 .08 Hax - 101.51

0 18.A Combined calendar adjustment component forecasts
From 2001.Jan bo 2001 . 0o

Chosrvaticne 1z

Jan Fab Har ApT Hary Jun

Jul Aug Bep oot Hov Dec RAVGE
2001 LOFL.5L 101.38 101.51 101.47T 101.51 191.47

101.51 101.%1  101.47 101.51  101.47 fi4.22 100,405
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ramadan, outliers [aol,

F 2. Summary Measures
F 2.8 Average percent change without regard co elgn over the

indicated apan

Span
in
months

El

Q
5,23
12,38
15.04
17.38
15.57
15,60
19,70
18.50
16.15
14.14
11.11
B.4%

El
Mod. o
T.832
11,52
14,15
15.50

18.35
18.71
18.58
17.5%2
14 .84
12.75
10.0&
T.7H

D11
CI
a.88
5.256
5.1B
5.93
E.4B
&, 02
6. 56
.57
E.TS
T.87
B. 03
B, 0%

E2
Mod . CT
2. 57
3,48
i, 04
4.63
5.1%
4. 54
5,48
5,68
5,08
6 .61
T.11
T GG

013
h !
4.7@
4.47
4.01
4.32
4.54
3.598
4.22
4.08
4.13
4.62
.22
.7

E3

Mod. I
2.6808
3,57
2.532
2.56
.65
2.23
4.33
3.24
2.34
2.50
2.38
4.33

cricical=4.00

D1z
C

G949
1.8l
Z.57
3.21
1.7%
.17
4.54
4.23
5.3B
5.91
E.AF
T.0e

Dnio
g

4,44
T.83
1k.B1
12.56
14.32
14.24
14.04
11.47
1r.74
T.TL
i.38
]

AZ

B
G 0e
[ 1]
o.D0
o.Do
G.oe
0. 0e
[ 1]
.o
.o
0.0
GoGe
0. oo

FPAOE

(.
TireH
3.12
3.37
3.23
3.27
X.29
¥.35
31.3&
3.42
3.45
1.49
&5
1.10

T,

P.VI.170

SERIES datlo

Fl
ezl
.88
1.53
2.13
d.71
.22
3.71
4 .20
4.71
5.26
.01
6. 36
6.93

F 2.B: Belative contributlone to the variance of the percent change

in tha components of the original seriss

Epan
in
monkhs

Wl T U e B e

10
11
i3

E3
I
13.14
.00
4.52
3.53
Z2.35
.08
2.30
Z.56
3.33
5.53
T-T5
.88

Dz
=
.84
3,04
4.71
5.57
5.853
Tl
&80
12.35
17.891
30.87
58,54
aa.99

Dlo
&
82,54
74,28
B3.33
B5.12
BE .54
05, 54
4. 08
75.14
T1.33
52.73
dh . T
0,26

A
F
o, 00
0.4
O.o0
D.0D
a.00
.00
0.4
O.oo
D.0D
o.00
.00
o040

Dia
TheH
25,87
13.78

T.44

5.78

4.57

4.7

4.82

5.85

T.37
14.9%

T8

2.1

TOTAL
1og. oo
100.00
1o00.00
100.00
100,00
1040, 00
1040. 00
100.00
100.00
1940.040
194,00
194000

EATIO
iHLon]
EL.25
Ed.42
Th.DT
1
Ll E
G, 33
&5T.BS
55 . 54
73,27
65,33
71.14
54.98

F 2.C: Average parcent change with regard to sign and standard
deviation over indicated span

Epan
in
mantha

Lo B =

Ay .
0.92
1.48
Z.29
.14
3.9a
4.33
4.21
.75

B1
o

8.0
12.87
16.27
19,23
21,83
24 .87
25.54
24.62
22.91

Bvg.
0.31
d.31
0.11
0.18
0.24
a.1%
0.23
0,24

o
I

3

8.0.
5.54
&.51
5.76
5.80
6.37
5.5§
5,82
.78

B -
0.08 1
a.149 2
Q.30 3

blz
¢

.42 4.058
0.55 4.70

a.&87 5.20
a.748 5.62
d. 08 i, 02
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e .M 13.2]1 F.35 .36 .42 T.30
a0 7.43 2i.30 .28 .05 E.QG T.77
11 743 12.32 .22 7.78 B.74 q.13
12 T.27 12,459 0.28 707 B-43 3.56

Fpan T 11 Fl

in & CI ezl

manths B, £.0, hwrg. 5.0, Ay . 5.,
£l I ] 1x.41 1 10,31 0, a4 1.15
2 1.05 14,55 1.10 B.2E n.21 2.10
3 0.75 1%.85 1,34 10,33 1.37 2.90
4 0. 50 1%.8%8 T 9.0k 1.&8 3,54
5 1.1% 142,21 3.54q a9, 7% .44 4,35
£ 1.21 14,08 5.08 9.37 5.0% 4,98
7 0.82 1=.562 4.61 10.33 5,65 5.4%
B o.85 132,12 4,13 10. 64 4,31 5.51
3 .73 11.64 4.T7 11.37 5.1 6,249
iK1 1.0C 12.61 5.45 11.28 5.72 g,86
1k Q.80 1z._ 0% G.132 11.67 B.ad F.oha
Lz .o 1L.17 G.&BE 11.1% T.06 7. 43
F 2.0: Average duration o~f run [nie I [ mad
1.56 1.356€ %, 50 2, 594
F 2.E: IfC Ratia for months span

SPRW 1 2 1 1 5 B

1/c &, 0% 2.5% .04 J.28 1.20 1.04a

Epay 7 B q 14 11 12

fc 0,84 &, Bl 77 .57 0.0 .52

rwontha for ocyclical dominance: -3

2.T: Relative contribution of the components ko bhe stabionary
portion of the wariance in cthe original scrics

I c 3 P
3.02 15,33 42,00 ¢, 40

TDeH
35,85

Total
i01.63

2.3: The autororxrrelacicn of the irrequlare for spans 1 tao 14

SRR L 2 3 1 5 £ 7
ATF -Q0. 45 0.L8 -Q.22 0.0E (1] 0.02 -, 05
SBAN z El 10 11 1z 13 14
AOF 0.0z -0.94 -0.43 0.co 0n.27 -0.1E &, 15
Z.H: The final I,/C Ratio fram Tehle D12« .83
The £ibal IFF Ratic from Takle D16: 2.84
B 2.1: Sratistic
F-teat for atable saasonality frem Table B 1. 11.7TE2
F-teat for atable seasonality from Takle I 8. 3 12.04%
Fruekal-Walli= Chi Squared test
for etable meascnalicy from fable D 4, Ed4.112
F-teat for moving seaBonality from Takle © 8. g i.552

orob.
lemmal
Q.o0%
Q.00%

0.00%
15.04%

P.VI.171
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td, ramadan, cutlierslanl, criticaled.oo FILIE

F 3. Monitoring and Quality hssessment Statistics

1.

11.

All the measures below are in the range Erom 0 co 3 wich an

acceptance regien from 0 ©oe 1,

. Thie relative contribution of the irreqular cver three

months span [from Table F 2.B).

. The relative contributicon of the irregular SompsRent

ta ehe stationary portion &f the varianca (from Table
F 2.Fl.

. The amount of month to month change in the irregular

component as compared to the amount of month to month
change in the trend-cycle (from Table F2.H) .

. The amount of auteosrrelaticn in the irregular aa

depcribed by the average duraticn of run (Tabkla F 2.D).

. The mumber of months it takes the changes in the trend-

cycle bo surpass the amount of change in the irresular
{from Table F Z2.E).

The amount of Year To year changs in the ilrregular as
compared Lo the amount of year to year change in the
pepponal (from Table F 2.H).

. The amount of moving seasonality present relatiwve to

the amount of stable seasonality (Erom Table F 2.1).

The gize of the [luctuaticns in the ssascnal component
throughout the whola faries.

. The average lin=ar movem=nt in the ssascnal component

throughout the whole series.

Same ap 0, calculated for recent yeara oaly.

Same as ¥, calculated for recent years only.

e ROCRPTED *¥+ at the laval 0.48

#dd¢ Check the I above measures which failed.

ded 3 (without W2} = 0.51 ACCEPTED.

#,

M1

HZ

Hi

H4

>

HE

HT

HE

HE

MLD

Hii

EERIES Jdakll

= 0,452

= 0.245

= 1.024

= 0.221

= 1.068

= O.0ED

= 0.333

= 0.444

= 0,178

= D.SBD

= . 548

P.VI.172
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APPENDIX C
PRINTOUT: SEASONAL ADJUSTMENT OF ISIC 31 - FOOD

Feading dnpub spece file from danld.spe
Feading data froen g2l .pro
Reading data from d:=hseas aditramadaniconbiz.prn

7. 2. Department of Commepece, 7. 5. Census Buresut

Xr12-ARTME monthly seasenal adjustment Helhod,
Ezleass Versiom 0.2.7

This method modifies the X-131 wariant of densus Method IT

by J. Bhiekin A.H. Young and J.8. Mosgrave of Pebhruary, 1967.

and the X-11-ARIMA program baeed on the mokbhodological pesearch
developed by Estela Bee Dagum, Chief of the Seassnal Adjusbment
and Time Sexies Staff of Staristics @anada, Sepbember, 1875

Frimery Zrogracmezs: Brian Mcocnaell, Matk Gtco

Goarias Tikle- td, wamadan, outliers(ac), cricical=4.00
Sorics Mame- dakld
b1faa/0n 19:27:42, 50

-Fericd covered- 1st month,1592 ko 12th wonkh, 20600
«Typa of ren - multiplicative seasonal adjusbment

-Zigma limits for groduaking extrems walues ace 1.5 and 2.5

-Ax3 moving averags uscd im seokisn 1 of each iberatbion,

ixS moving average in sectlon 2 of iberakions B oand o,

moving average for final seasonal factors chossn oy 3lobal MSR.

-Trading dayv and koliday irregular resression compubed starbing L923.Jan

wikh A outliere identified using & oritical waluc of 4 .00,

-Trading day irregular regregsicn estimates applied.

-Yeliday Agreguelar regresslen estimates applied.

-Trading day and holiday irreqguler regression applied as prior factars.

-Irregular rearession ALS test performed for trading day,wasr-definog
rogLCEFOCS.

-Holiday adivstment factors applisd direccly to the final seascmally
adjustad

smTies :

-8pectral estimabes of oviglnal geries, tabhle D11 and table E3 will be
5aaTCned

for signficant seascnal and beeding dav peaks

-Printout supproescd. Only user-spesified tables and plots will be printed
ot

Tahlea labeied "Firat pasze" are from an initial scaszenal adjusiment used ko

eskimate
irreqular regreseicn and/ocr X-11 Eaater effects.
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td, ramadan, outliersfac), exirlecal=q4_oo EBREE i, SERIES datln

Contents of epc file datlo.epc

Lite {

1:

I Soec to enter data

@ nariag {tinleu"td, reamadan, ovgbliersiac), critieal=4.00"

file=lLrapd prn"

Format="dabevalue!

Span=115%2-1, FAM0.120

pericdnll

deaimalsed -

# al - Original time series Saka (£ox bhe gpan analyzed)
print={nepe + haader + specfile + all

# Szoce for seasensl adjustmant:

3 ox1l {mode=mulk # default

aeaBEonalma=msxr

aigmalim={1.5, 2.5] # default {1.5%, 2.5}

% 411 - finmal seascnally adjuated zerize

4 d18 - combined calemdar fascktors (td + holidsy}
pavelog =fida ml m2 m3 mt¢ M5 ms m7 mF mY mid wil g g¥)
gave=1d11)

prink={none + d1d + d11 # 416 + d1& + £2 + £31 }

¥ optional spec bo estimate calendar effects:

: xllregression { wariahlea=td

uger=ramadan
file="d:\eeaa_adj‘ramadan’combll.pra”
forraradatrevalua

usertypeshol iday

critical=4.00

aiekast= luser, td) :

Prinkecinone + waictest) }

: # Optiomal spme for automatic ARIHA medel selection
: aukomdl {filestd:haxlZatxlaa.mdln

method=pest # defanlt iz "fipse"

fostlim=20 # defanlt iz 15

owerdiff=0, a0 4 default is5 0.590

glim=5.4 # defaunlt i5.5% (for Ehe Box Ljung 90
identify=all # defaunlt is "Eipsk!
savelog=antomodal

print=(nene + header 3 autocheica) ]

: 4 Spec o traneform the daca for the ARIMA model
+ branaforn {function=1lcg # defanlt iz "ncne"

govelag=aukotrans form
prdnt= (hone) h

v & oprlonal spec to lnelude outliere 1o wllreqgreasion
¢ ocutlier  {typesaiac)

cricigal={d.Q0}

GRabk- {12031, 20Q0.13]

meehod - addons

print=(hone + header) }
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i1 Time zseries dakta [fcxr the span analvy=ed)

SERTES datbld

Mar
Sep

S P S S L L L e

From 193983 .Jan to 2000.0ec
dhservatione a5
Jan Feb
Jul Juneg
19035 Sa6. 00 E43 .00
113 .00 1054, 00
15944 211.600 THE. DO
1281049 1112 .00
194ag 1125040 LOEé.00Q
145300 LREE .00
1495 11€0-60 1527 .00Q
140564 L202. 00
1aa7 10Q7 00 172700
154700 LRE4 00
1993 1344 .00 152,00
1gge.040 13592, 00
103 1959.00 1412, 00
1676.00 153&, 040
A900 2125 o0 144,00
132 .00 1E7%.04
AGEE 1512.13 130&.00
1514 .43 1312.65
Table Total- LZEOED. D0

AICC for modsl without EG
A108 for modsl with bd

Bt B

AICS for model withouk wser-deflined regressors

AICC (wikth ajcdiff= 0.00} prefers model without cd

1132
SiB.

1507
1082

168
1238

Azga
1142

11&7.
11&3

1282
1287

1523
1454

1765
1345

1434
1215

Fean-
Hin -

L0

aag

]
]

-ac
-ac

-o

oo

ac

-ad

-0
L0

LA
Ak

M)
M)

253
1.1

Apr
Gak

10&=. 0
142 .04

Q&3 .00
12G6Z.00

10&E_dC
1374 .4d0c

1104 ad
127& 0k

1083 _ao
1285 40

1344 Qe
1381.0%

142Z.00
1555.00

145Z.00
147E.00

1126.25
133€.62

1313.13
785.00

BAICC for medel with user-defined regressor (8}

i kh i

AICC (with ajedifif= .00} prefers model with user-defined regrossor{s)

[AGE z,
4ayr Jun
o Doo
Sde. 00 1300, 00
AHL.00  108%.00
1ds8.040 1356, 00
1178.880  1E65,00
1305.040 1405, 00
1186.00 1327,.04
121.00 1400.00
11g5.00 1=07.00
144 .50 1385.00
1214.00 1302.04
1171i.00 1355.00%
1324 .00 1235 00
1286-00  LEIR.QQ
148800 14%3 .00
1453 .00 1545, 00
1336040 156000
1155.63 141¢.83
12492.%8 1220.25

5td. Cev. - 2B,

Max - 2125.a0

173, B445

=164,1119

e

w173, Bd4E

313, 8677

TOTAL
12376.
13750,
15524,
152k0.
15237,
15140,
13535.

12328,

Eeading model filc for aubomatic model selecticn from d.'lahxlZa.mdl

rutoregreseiva Inbegrabed Moving ARverage (ARIMA} exkrapolaticn program

ARIMA extrapolation medel ([(forceask)

Modal selected: Medel with lowest average forecast error Ehab meste
aoceptance criteria.

Transforaalion

Lawg ()

QUTLIER DETECTEDIT
1383 Jan to 2000.0ec

Fro

Opservabicna

Types
Mekhod

regARIMA Model Zpan:

no only
add one
Crikical |g| for Ad cutliers

a5

.00

Froan  1%83.Jan to 000, Tec

The madel chosen ie (& 1 2)[d 1 1}

LEL]

el

()

4]

[E0]

[+L1]

aQ

e
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B4, ramzdan, outlieralfact, critical-d.po ERE %, SERIES datio

I 10 Final scasonal factozs
From L9233 .,.Jan bo Z004.Dec

choervakbions 1
Seassnal filter 3 x5 moving average
Jan Fehb May Apr Hay e
Tl agg Sep oot Bow Dec AVGE

1993 81.45% a8._ 70 105,52 #%.64 4. 66 11% .61

115.1%2 59,85 23,73 105.4% 23._00 104.32 Log, og
1994 L1338 49,148 10& .55 g7 .92 54_35 riT._an

11E.5E& Lo, 01 3,81 16s5.%0 231_09 104 _58 94,87
1295 91.3% a0.%L4  10€.25 4&,51 P3_86  115.9§

11&_6& Lo0. 45 Se, 01 105,18 3,13 105.18 e
1995 33.11 51.51 ta5, B3 g%, 53 23.22 11lx.08

118,37 191,35 94,48 10t .56 332._493 181.15 549, B4
1297 53, %0 42,48 105,34 90,57 FT.PE 109,60

120,30 10E. 58 04,72 105.80 32 B4 SE_34 Ga,78
13%8 95,16 3,03 106.3%& a2.3b 9,22 15 .65

122,230 103, 58 R .4 10z.8L 2L.%58 SL.50 9%, 7B
1953 95,85 %3.05 107 .34 Ll BZ2_2%} 104 .21

123.89 104,148 21,61 102.13% oG %2 .85 ag, 30
2400 HB.389 %3.03 108 .33 93 .47 b2.43 102 4

1=4.589 1d4 .E5 a2 .52 A0L.69 B2.TE %1.01 98,838
MVGE §31_7E F1.34 10s .65 99,63 33.23 111,43

1154 Loz .0l 34.34 103 .84 LE. 50 98, 85
Table Tobal- SELT S Moan- 55,87 LSrd. Dewv.- 9.11

Min - q7.64 Max - 124.a%9

L 10.A Final seagonal compenent foreossets
From 2001 .Jan o Z00L.Deo

Chaervabions ) 12

Jan F=h ar Rpr May Jun

Jul g Sep oot ¥eonr Ehei AV3E
001 a9, 1% 23.08 109,04 o . TE 9Z2.84 a0L.43

135.17 104.57 94 .52 1931461 B2 oz &0.1% %, 85
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I 11 Final seasonally adjusted data

taleo adjusted for trading day, heliday)

From 1033 .Jab Lo 2000 .Des

FRGE t, SERIES daklg

Mar
dep

Bpr
oct

Oheervatians ag
Jan Feb
Jul Bua
1953 1a22 .17 ST7 .84
1066 68 RQER.11
1934 162060 05 .64
114355 1147.26
15835 1270.28 106,11
1318.73 131563
1354 1245%.31 133%,E5
1324 .87 1223.&H
1537 1113.81 1405.32E6
1i%2 .49 17294,54
15598 115%.12 152F.G9
1354 ,B¢ 130&.22
1959 1531.43 156L.20
13abG.54  LE71.01
a0nq le2h.323  15%%.15
le20.24 1554, 20
ATEE 128285 1237.81
1302606 L225.40
Tabie Tokal- 126076, 14

206,85
1042.47

10710 .42
1165. 28

1307.0868
1357 .35

lEdd 48
1246 . 12

1rlz& . B3
1233 .16

12315.47
13GE.4L

1484.14
1631.55

16581.10
1508, 53

i3ge .22
1227.32

Moan-
Min -

1k73.51
1006.52

1131.32
133£.50

1283 63
1347 .87

21013
L2558 06

1235.73
12g5.85

k33340
1295.52

15556.24
16902.26

1627.78
14%7.70

1358.232
1328.448

1313.2%
BEd&. 55

HMay st
Mo D TaTAL

9B7.51 113067

BE7.SZ LQTD.24 124055 . 29
11€7.27 113a5.47

130=2. 0 124F.03 1373 &R
1432 8E 124% 3¢

13177 12Z7.30 15549, %1
3341.51 1375.34

1222.08 1231.1¢ 15286, 43
1183 .43 130%.42

1347.82 1355.03 15271.74
1210, 17 1310.240

1361.26 1401.89 1627G.79
15E0.%31 I51%.25

16885.10 1E52.11 1872647
1521.85 155%_17

14%4.23 1301 .02 187 7H.TE
1324.54 1316,.E8

1334.73 1335.693

std. Dev, - 182.74

Max - 1621.1¢
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td, ramzdan, oukliersias)t, oritical=4.09 PAGE &, SERIES £atlo

L 12 Caombinad adjwsument factors
fincledes seasenal . brading day, holiday factorse)
Prom 1953 . Jon Bo Z000.Dec

Ohservabions 26
Jan i = Mazr hor May Jun
Jul Aug Sep ol=14 Toer Dz AVGE

1953 A& .63 BS . Z1 141,22 845,03 e g 4 Lrd. PR

111.57 95 . 7B S0, 94 102,24 0,23 101,689 150.11
1994 458.57 Bd . 5B 140,78 45, 30 Sl. 44 1r4,29

11z.02 95, 0% 51,03 102,06 g, 32 101.26 1q0.a7
19895 A% .56 a7.38 128, 84 45, B8 51.07 11z.48

113.48 97 .36 51,21 101, 94 0.4 9%, be S9.ds5
19896 as.23 130,58 102 .58 Ag, 92 50,35 10&.€9

114.72 98.23 91, 64 101,35 S22 98,94 R
1287 a0 43 1=2.41 102,68 33,14 45,51 106,34

116 .65 93.19 31,90 1dg,7d Al 0T 85,31 29.47
12488 115 .59 LoQ. 4@ 103.03 a9, 61 a5, 33 105,48

118.54 Lo0. 20 31.89% 95 . 65 a5, 22 92,68 38,53
15599 12T .92 an .44 104 .03 3. B& 4=, 37 101.10

120.07 10095 31.74 48, 9% a=z. 90 E%, 59 40,42
20040 129 .95 Q.92 104 .03 31. 66 a5 _E9 9%.35

121.04 141.332 21,76 33 _E& 20.01 1z0.20 18 .48
AVGE 10k, 5e 95,37 116,402 37,83 0.5 107.7%

115.495 ag., 57 41.53 100, 639 2014 93._ o0
Tabhle Tobal- JEOE .61 MaAt= 100,407 Sed. Déw. - 12 .54

Hin = 45.03% Max - 14L.232

I 1&.A Combined adjustment componant forecascs
Fram 2001.Jan to 2001.Dec

chaervatioang 12

Jan Feb Mar Api May Jun

Juli fiug Eep Qot How Dec AVE
2001 3¢ .14 a0 47 105 .66 91,95 A%.94 SE.41

121.21 101 34 91.&0 94,48 20.15 119.12 949,567
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vd, ramadan, cutlisrafas), oritical=4.00 PACE &, EERIEE dakll

0 18 Combined calendar adjustment factors
{includes trading day, holiday factors)
From 1993.Jan to 2000.0Dec

Ohaarvationa 3
Jan Fab Mar hpr May Jun
Jul Roasg Sep oot How Dec AVGE

1993 101.81 101,38 i4.22 101.47 101.51 101.47

101.51 101.51 1401.47 101.51 101.47 101.51 100. 05
1524 101.51 101.38 84 .22 101.47 101.51 101.47

101.51 101.351 101.47 101.51 101.47% 101,51 1oe. 05
15356 i0i.51 0E .08 BE.54 101.47 101.51 101.47

101.51 101.51 101.47 101.51 101.47 101.51 100,05
1556 101.51 a4.,08 141,51 101.4% 191.51 101,47

161.581 101.51 101.47 101.51 101.47 101.51 100.05
1957 101.51 84 .08 191.51 101.47 101.51 101 .47

101.51 101.51 101.47 101.51 101.47 101.51 iog. 08
1958 BZ.54 35.08 101.51 101.47% 101.851 101,47

101.81 161.51 101.47 141.51 101.47 101.51 100.05
LS B4.22 101.38 101.51 101.47 101.51 101.47

LD1.51 101.51 101.47 101.51 101 .47 101.51 1o, 08
2000 422 101.38 1491.51 191.47 101.51 101.47

1p1.51 101.51 101.47 101.51 101.47 B4 .22 8.60
AVGE S5 .E9 a5.72 a5.&83 101.47 101.51 101.47

1L01.51 101.51 101.47 101.51 101.47 95,35
Table Total- F58T.10  Mean- 29,87  Sud. Dev.- .78

Hin - B4 .08 Hax - 101.51

0 18.A Combined calendar adjustment component forecasts
From 2001.Jan bo 2001 . 0o

Chosrvaticne 1z

Jan Fab Har ApT Hary Jun

Jul Aug Bep oot Hov Dec RAVGE
2001 LOFL.5L 101.38 101.51 101.47T 101.51 191.47

101.51 101.%1  101.47 101.51  101.47 fi4.22 100,405
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ramadat, ouklievsias), oritligal=d4.0Q0

F 2. GUREary Measumes
F 2.A: Average pepeenkt change wirhooe regard to sign over the
ipdicated span

Span
in
mzaths

Span
in
motkhs

LT BE I B R IO TN I

10
1
1z

in
15

14
i5
15

Heod .o

Bl
]

ik
)
i5.
]
E5
70
15.66
15.B7
16.37
1%.12
16.B3
11.44

=

27

1

L. GE
Ag.-23
14 .02
1411
15-42
d._47
B2
15.4%2
16,22
i%.148
i6. g5
in.&2

L1l
I
E.B2
.02
T3l
£.9%
3.02
.41
2,13
2.08
.63
2.7%
1. 45
1, 3¢

Ez
Mad.CI
3.16
3.-50
433
4.81
S.67
&_D3
& B3
T.3d
T.33
2.46
.30
2.86

13
I

G.33
L35
.18
.25
5.6l
5.52
5.62
5.40
5.68
S5.28
£.21
q.9%

EX
Mod.
2.390
2_B2
2.93
2 .63
2.62
2.38
2. 64
A_87
263
1.61
203
2-07

I

]
&
T
T
2
2

1
A
3
3.
g
=3

012
o
.05
.0A
.03
B3
B
-1
01
B2
L26
-k
x:1
.36

DLo

10.
0.
g
10,
10,
12,
%,
1¢.
2.
1%,
10,
0.

5

a0
B4
a7
24
TE
o4
&1
28
az
25
L0
&7

L= = = e - =R == -]

a2
=)

.0a

on

.Da
|
.0
Q0
Qg
Qo
Q0
e
|
Qo

DLGE

bR TR PRI IR PR FIREE R R R R )

?,_SEEIES datld

T 2.E: kRelative contribukbions to bBhe wvarianee of Che percent change

in the components of Ehe original series

Epan
in
rrntha

1

spodn =1 O An e L B

10
11
1z

E
I

3

5.74
4,86
6,54
4. 46
.81
2.45
4.03
3-98
I.80
2.22
2.27
4.77

o1z
[
0.75
2.63
6,44
B4
12 .43
13.50
2031
23 _DE
z.ap
ig.1%
ig-0z
B @d

oin
[
3.7%
71.57
55. 70
GE.4%
G5 .60
A% .22
55.7%
55.36
T _BG
i449._71]
Bi.35
Q_7TGE

B2

Lol R e B R e B ]

I

Q0
Q0
.00
i)
. an
. an
L ha
.0ag
.00
.Da
.00
.0a

nLE
&N

15
0.
21
1%,
14
15
1%,
14
1%,
14

5.

3

70
oE
a1
£6

A7
B3

27

.11

34

-k

73

63

TOTAL

rOG.
Log.
Log.
100,
100,
106,
oG,
10d.
104,
10d.
10k,
O,

on
o]
{0
oo
oo
oo
ng
an
0
4n
an
on

1

BRLTIO

[x10g)
.55

&l.
[
0.
3.
-
e,
aa.
a3,
57.
Ti.
a3,

559

F 2.0 Average pgreent change with regard to sign and standard
dgeviation over indicated span

Span
in
maenths

ool O o et B

Avg.,
2.70
1
3.14
3.51
4.1
4,64
4.5
£.54

21
[+

2.0,
21.72
20,60
1£.3%
20.07
200
19. 85
1e.7E
2027

B

(=R =JE = =l = = = =}

T
A5
-&d
-AE
-33
- 35
L3E
.31

13
I

5.D.

L

]l M ] @ =] 10 W] O

)
Tl

D1z

C

f= - T T RS TR RS

WAl fntnin S & B
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e .M 13.2]1 F.35 .36 .42 T.30
a0 7.43 2i.30 .28 .05 E.QG T.77
11 743 12.32 .22 7.78 B.74 q.13
12 T.27 12,459 0.28 707 B-43 3.56

Fpan T 11 Fl

in & CI ezl

manths B, £.0, hwrg. 5.0, Ay . 5.,
£l I ] 1x.41 1 10,31 0, a4 1.15
2 1.05 14,55 1.10 B.2E n.21 2.10
3 0.75 1%.85 1,34 10,33 1.37 2.90
4 0. 50 1%.8%8 T 9.0k 1.&8 3,54
5 1.1% 142,21 3.54q a9, 7% .44 4,35
£ 1.21 14,08 5.08 9.37 5.0% 4,98
7 0.82 1=.562 4.61 10.33 5,65 5.4%
B o.85 132,12 4,13 10. 64 4,31 5.51
3 .73 11.64 4.T7 11.37 5.1 6,249
iK1 1.0C 12.61 5.45 11.28 5.72 g,86
1k Q.80 1z._ 0% G.132 11.67 B.ad F.oha
Lz .o 1L.17 G.&BE 11.1% T.06 7. 43
F 2.0: Average duration o~f run [nie I [ mad
1.56 1.356€ %, 50 2, 594
F 2.E: IfC Ratia for months span

SPRW 1 2 1 1 5 B

1/c &, 0% 2.5% .04 J.28 1.20 1.04a

Epay 7 B q 14 11 12

fc 0,84 &, Bl 77 .57 0.0 .52

rwontha for ocyclical dominance: -3

2.T: Relative contribution of the components ko bhe stabionary
portion of the wariance in cthe original scrics

I c 3 P
3.02 15,33 42,00 ¢, 40

TDeH
35,85

Total
i01.63

2.3: The autororxrrelacicn of the irrequlare for spans 1 tao 14

SRR L 2 3 1 5 £ 7
ATF -Q0. 45 0.L8 -Q.22 0.0E (1] 0.02 -, 05
SBAN z El 10 11 1z 13 14
AOF 0.0z -0.94 -0.43 0.co 0n.27 -0.1E &, 15
Z.H: The final I,/C Ratio fram Tehle D12« .83
The £ibal IFF Ratic from Takle D16: 2.84
B 2.1: Sratistic
F-teat for atable saasonality frem Table B 1. 11.7TE2
F-teat for atable seasonality from Takle I 8. 3 12.04%
Fruekal-Walli= Chi Squared test
for etable meascnalicy from fable D 4, Ed4.112
F-teat for moving seaBonality from Takle © 8. g i.552

orob.
lemmal
Q.o0%
Q.00%

0.00%
15.04%
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td, ramadan, outlicrsiac], exitical=4.0C EBAOE

F 3. Monitoring and Quality Assessresnt Statletice

1ad.

11.

2ll the measures bolow are in the range from £ to 3 with an

acceptance region from € Bo 1.

The relative contributien of bhe irreqular over thres
mankhs epan {from Tablc B 2.B}.

The relakivs contributien of the irregular cemponent
to the skaticbary perticn of the wvazianse (Exom Table
F 2.F}.

The smoun:s of wowth to month change in the Lrregular
componcnt s cotpared to the amcunt of menth %o month
change in the Lrend-ecycle {from Table F2.H).

The amount of awtogorrelation in the irrsaulay asg

dezcribed by the average durationm of run (Takle F 2.D).

. The nurber of months it tekes the change in tine trend-

cyole to surpass the amount of change in the irregulay
[E¥om Teble F 2.E).

. Tae amcunt of veaT to veéar change in the ixreqular as

compared to the amounk of wear to year changs in the
seagsonal {frcm Table B 2.Hb.

The amount of moving seasenakity present xelstive bo
tha amount of atable scaseaality (frem Table £ 2.1,

The size of the fluctustions in bhe Seaacnal comoonent
througheut the whole asries.

Tha awerage linear movrement in the seasonal component
throughout the whole zeries.

Eame as 8, calsulated for recent wvears only.

Same as %, calculabed £or regent vears only.

re* ACCEDTED *+* at ope level 0.7z
rrwx Ohecsk the 35 aboswre mezsures which £ailad.

txx 3 {withowt M2) = 0,77 ACCEFTED.

Seasonal Adjustment for Lebaran

49, SERIES datin

M1l

M2

M3

b4

M3

G

=T

HZ

M3

Mi0

M1l

o.624

pD.3o2

0215

0,128

1.4085

(L3 E

OL.B5S

0.931

0.323

1.382

1.2£5
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L. INTRODUCTION
This is an operational manual produced for BPS on benchmarking using the BENCH

program, the statistical software which is widely used by statistical agencies for benchmarking
monthly or quarterly data to annual data. The program was developed at Statistics Canada in the
early 1990s by Pierre Cholette.! The idea of producing the present manual was discussed by this
author with Cholette, who kindly provided suggestions and recommendations for inclusion. Parts
of this manual, which were deemed important for the purpose of this documentation, were based
on the presentation by Cholette, but were adapted to the conditions most likely to be faced by
BPS in benchmarking its various series.

The manual was written with two things in mind: first, that the focus be on mechanical
operation of the program, not conceptual coverage; and secondly, that it emphasize primarily the
Proportional Denton Method, which is the method widely considered to produce optimal results

for the types of applications that BPS is likely to encounter.

II. BASIC CONCEPTS
A. Benchmarking

The purpose of benchmarking is to combine the relative strengths of low frequency data
(completeness) and high-frequency data (sub-annual timely coverage) into a consistent sub-annual
time series. The two series generally show inconsistent movements over time, but movements in
the benchmarks are believed to be more reliable, since coverage is more complete. The
mechanical computation of the resulting “benchmarked series” for a particular period will depend
on:

(1) the movements, but not the level, of the short-term indicator series
within a particular year,

(2) the level of the benchmark for that year and

3) the level of the benchmark for several preceding and following
years.

The general objective of benchmarking is to preserve as much as possible the short-term
movements in the indicator series under the restrictions imposed by the annual benchmarks and
to ensure that for the most current year, i.e. the year for which the benchmark is not yet available,

the sum of the sub-annual levels will be as close as possible to the as yet unknown benchmark.

! Pierre A. Cholette, “User’s Manual of Programme BENCH”, Working Paper TSRA-90-008,
Time Series Research and Analysis Division, Statistics Canada, August 1994.
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Interpolation refers to the situation where an annual benchmark is available for the target
variable, but no sub-annual series exists for the same variable. In this case a proxy variable has
to be used to obtain the sub-annual pattern (for example, a trend variable).

There are two general approaches to benchmarking: statistical modeling methods and
numerical methods. The statistical modeling approach includes specifications of the error
structure, whereas the numerical approach ignores these specifications. The statistical modeling
approach includes a number of Generalized Least Squares regression models developed at
Statistics Canada, ARIMA models, and State Space models. They collapse to numerical methods
when information on the coefficients of variation and on the autocorrelations of the sub-annual
observations are not used. The numerical approach includes a number of minimization methods
proposed by Denton’ and others. In the following two sections the Statistics Canada regression
models and the Denton models will be discussed in more detail.

B. Regression Models

Three statistical benchmarking models, the additive, multiplicative and mixed models
are included in the BENCH program. The solutions for all three models are provided in Cholette’
and the one for the additive model is also presented in Appendix A, since this is the model on

which this manual focuses.

1. Additive Model

The additive regression model consists of two linear equations:

s, = a+b, +e (1a)

Ee) =0, Eee_,) =00

t &

" Py t=1...T

subject to

(E bt)/pm * wm

tem

5
1l

(1b)

Ew,) = 0, Ew)) = @, m=1,.M

Frank T. Denton, “Adjustment of Monthly or Quarterly Series to Annual Totals: An
Approach Based on Quadratic Minimization”, Journal of the American Statistical
Association, March 1971.

} Cholette, op. cit, pp. 41-44.
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where

5, is the observed sub-annual series,

b, the true but unknown benchmarked series of sub-annual values,

a an unknown constant bias,

e, the error term of the sub-annual series,

v, the series of annual benchmarks,

r, is set to 1 for flow and stock series and to the number of sub-annual observations for
index series and

w 1s the error term of the annual benchmarks.

m

The errors e, and w  are mutually uncorrelated.

2. Multiplicative Model
The multiplicative regression model is a logarithmic variant of the previous model.

It states that the bias, the errors and the true sub-annual values multiply to generate the sub-annual
observations:

= X X
s, =a bt e,.

Taking the natural logarithmic transformation, the model becomes

Ins,=Ina+Inb, +Ine, (2a)
E(lne) = 0, Eine Ine_,) = Oine e, Pr t=1,..T

subject to
y. = Q. b)p, +w (2b)

teEm

Ew) =0, Ewp)=0,,m=1,.M

2
m

where p,'s are as in the previous model and where o, , = o, /s,. The errors in the benchmarks
1

t

are additive, but may behave multiplicatively iftheir varianceis defined in terms of coefficients

of variation.

3. Mixed Model
In the mixed regression model, the bias is multiplicative but the error is additive.

This may be useful because subject matter specialists often think of the bias as a percentage of
the sub-annual series. The model is as follows:

s, = axb, +e, (3a)

t

Ee) =0, Eee,)=o0,0, p,t=1,.T

e g
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subject to

y, = O b)p, +w, (3b)

tem
2 2
Ew,) = 0, EMw,) = 0, ,m=1,.M
where the autocorrelations p, are as in the additive regression model. The additive errors may

behave multiplicatively if their variance is defined in terms of coefficients of variation.

C. Denton Models

Denton proposed an additive and a proportional benchmarking technique, both of which
are based on the minimization of the discrepancies between the original series and the
benchmarked series in a least squares sense. The Additive Denton Method minimizes the
differences in the absolute change between the benchmarked series and the indicator series,

subject to the constraints provided by the annual benchmarks, i.e.

min

M’*]

[, - b,_) - (s, - 5P 4

Il
[

t

The Proportional Denton Method minimizes the differences in the ratios of the benchmarked
series and the indicator series, subject to the constraints provided by the annual benchmarks, i.e.

min 3 1G9 - GO )
Thus the Proportional Denton Method keeps the benchmarked series as proportional as possible
to the indicator series by minimizing (in a least-squares sense) the difference in relative
adjustment to neighboring sub-annual periods subject to the constraints provided by the annual
benchmarks.

Because most seasonal macroeconomic series show fluctuations which tend to be
multiplicatively distributed around the trend of the series, the Proportional Denton Method
preserves seasonal and other short-term fluctuations in the series better than the Additive Denton
Method. Figure 1 shows that the turning pointsin the benchmarked series using the Proportional

Denton Method, track the turning points in the indicator series quite well.

D. Prorating and the Step Problem

One method to relate the benchmarks to the indicator series is “prorating”, i.e. by
distributing annual totals in proportion to the sub-annual distribution (prorata distribution) of the
indicator for the same year. The simplicity of this method is highly attractive, which may be

highly tempting to some users. However, the method causes implausible discontinuities between
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years, the so-called “step problem”. If an indicator is not growing as fast as the benchmark, then
the growth rate in the benchmarked series needs to be higher than in the indicator. With prorata
distribution, the entire increase in the sub-annual growth rates is put into the first sub-annual
period, while the other sub-annual growth rates are left unchanged.

The step problem is best illustrated by looking at the ratio of the annual benchmark to the
average of the sub-annual periods of the indicator (the “benchmark to indicator” --BI-- ratio).
Figures 1 through 3 provide a good example of these issues using actual data from BPS’s
Monthly/Quarterly Survey of Non-Oil Manufacturing establishments. The survey provides both
a monthly and quarterly index, used here as the “indicator series”. Data from the annual census
of manufacturing data, used here as “the benchmarks”, are available about 15 months after the
end of the reference year. The example is limited to three years for the purpose of illustration.

Figure 1 presents the original series, the benchmarks, and the series benchmarked using
the Proportional Denton Method. Figure 2 presents the original series, the benchmarks and the
series benchmarked using the prorating method. The step problem becomes clear in 1996 Q1,
where the prorating method shows an increase of 8.2%, even though the original series shows a
decrease of 10.2%. Compare that with the results of the Proportional Denton Method in Figure
1, where the benchmarked series shows a drop of 3.2%. Figure 3 shows the BI ratios using the
two methods. Note how clearly the step problem is depicted in 1996 Q1.

Figure 1. Benchmarking Using the Proportional
Denton Method
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Figure 2: Benchmarking Using the Prorating
Method
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III. FILES AND OPTIONS IN BENCH
This section describes the input files required and the output files produced by the

BENCH program. The program requires four input files:

(1

2

3)

(4)

a format statement file called "bencnh.fi1", which contains the file names and
formats of the other files used by the program.

an option file, which contains the options used for each pair of original series and
benchmarks to be benchmarked.

the file of the original data series, which contains the sub-annual values to be
benchmarked.

the file of the benchmarks, which contains the annual values of the benchmarks.

The program produces two output files:

(1)

2)

a log output file called "bench.10g", which contains statistics, plots and error
messages.

the file of the benchmarked series, which contains the benchmarked (or the
interpolated) values.

This section will rely on the same example used in the previous one, benchmarking the

manufacturing production survey, to illustrate various commands used in the program.

A.

Format Statement File

1. Rules for Format Statements

File "bench.fil" supplies the file names and record layouts of all files used

by the program. This file must exist. The record layouts are described by means of Fortran format

statements. Table 1 presents an example of file "bench. £i1". The first record (or line) of the

file pertains to the option file. The next three records pertain to the file of the original series, the

file of the benchmarks and the file of the benchmarked series, respectively.

Table 1
Illustrative Example of the Format Statement File

index0l.opt

index01l.ori (al0,61i5,f12.0,£3.0)
index01l.ben (al0,6i5,f12.0,£3.0)
index01l.out (al0,61i5,£f12.3,£10.3)
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File names

The first part of each record of the format statement file provides the names for the files to be
processed by the program. The file name must start in column 1, it has a maximum length of 20
characters. An example is the file name "index01.opt", which must be present in the current
directory, because the filename does not include directory information. Alternatively, the file
name may contain directory information. For example, file name "c:\user\index01.o0pt",

indicates that the option file is located in sub-directory "c:\user\"

Record layouts

The second part of therecords of file"bench . £1 1" provides the record layout or format of each
file to be processed. The format statement starts with a left bracket " (", located anywhere after
the file name, and its maximum length is 60 characters. For the option file, no format is entered.

For the other files, the formats supplied must meet the following requirements:

(1) each record may contain only one observation.

2) each record must refer to the series identifier; the reference periods
covered by the observation on the record, namely the starting year, the
starting month, the starting day, the ending year, the ending month and
the ending day; the observation of the series; and, if applicable, the
coefficient of variation.

2. Reference periods

The characterization of the reference periods (in terms of starting and ending year,
month and day) allows the program to process a wide range of socio-economic data: daily,
monthly, quarterly, semi-annual, annual, bi-annual, quinquennial, decennial etc.; and even data

with irregular reference periods, like data covering sometimes four weeks and sometimes five.

Flexible reference periods for benchmarks

In order to accommodate all the situations described in Section II, the BENCH program allows
for benchmarks of any frequency, e.g. annual, bi-annual, quinquennial, quarterly, monthly,
weekly, daily, etc. This is achieved by reference periods, specified by the starting year, the
starting month, the ending year and the ending month, covered by each benchmark. Thus, one
benchmark may cover 15 months and the next benchmark 12 months. Some sub-annual periods
may even be covered by more than one benchmark, for instance by a quarterly benchmark and

an annual benchmark.

Fiscal benchmarks

As a particular case of this feature, the benchmarks may be fiscal, i.e. they may refer to fiscal
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(instead of calendar) years, to fiscal quarters, orto periods of fouror five weeks. In the latter case,
the reference periods are specified by the starting year, the starting month, the starting day, the
ending year, the ending month and the ending day of each benchmark.

Sub-annual benchmarks
Benchmarks covering only one sub-annual period of the original series are referred to as “sub-

annual benchmarks”. Such benchmarks are very useful:

(1) To force a benchmarked series to start from a specific value, in order to
avoid revisions to values deemed "historical" or "final" prior to a certain
date.

(2) To force a benchmarked series to run through a specific value.

3) To force a benchmarked series to end at a specific value. This feature may
be used to link an "old" survey with a "new" survey, pertaining to the
same variable, by specifying one new value (or the average of a few new
values) as a sub-annual benchmark on the overlapping periods of the two
surveys.

4) To accommodate stock series.

The reference periods of quarterly data may be specified in terms of quarters or months. For
example, a quarterly observation for the third quarter of 2001 would normally have: starting year
2001, starting quarter 3, ending year 2001 and ending quarter 3. However, it is also possible to
use: starting year 2001, starting month 7, ending year 2001 and ending month 9; if the benchmark
for 2001 covers sub-annual periods 1 to 12.

When monthly, quarterly or annual data are used, the starting and ending days are
irrelevant. Although BENCH requires them, they should be set equal to the starting and ending

months for the observation.

3. Option File Formats

The first record of file "vench.£i1" defines the option file. This file contains the
options to be used in benchmarking each pair of original and benchmark values. In the example

in Table 1, the options used for the example are located in file "index01.o0pt".

4. Formats for the Original Series File

The second record of file "oench.fi1" refers to the file of the sub-annual series

to be benchmarked. Its extension must be “ori”. In the example in Table 1, the benchmarks of

", '

the manufacturing production index are located in file "index01.0ri".
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Record Layout
The record layout must be such that the information on each record is read in the following order:

- series identifier

- reference period of the observation, i.e. starting year, starting
month, starting day, ending year, ending month and ending day

- value of the observation

- dispersion value of the observation.

For example, format statement "(a10,6i5,f10.0,£5.0)" would cause BENCH to read the
series identifier from columns 1 to 10 (item "a10" in the format statement); the starting year,
month and day and the ending year, month and day from the following 6 fields of 5 columns
("615"); the value of the benchmark from columns 41 to 50 ("£10. 0"); and the dispersion value
from the following field of 5 columns ("£5.0").

The dispersion values for the values of the original series must be positive. The default
value is 0.1, which is interpreted as 1.0%. Each entry must be right-justified in its field, except

for the series identifier, which is entered left justified.

5. Formats for the file of benchmarks
The third record of file "bench.fi1" refers to the file of the benchmarks. Its

extension must be "ben". In the example in Tablel, the benchmarks for the manufacturing
production index are located in file "index01.ben". The rules given for the file of original
series also hold for the file of benchmarks.

A benchmark is binding when its variance is zero; and non-binding otherwise. If a
benchmark is binding, the benchmarked series sums (or averages) exactly to a binding benchmark
over the reference periods of the benchmark. Benchmarks should be specified as binding when
they provide a fully reliable measurement of both the level and of the super-annual (trend-
cyclical)movement of the target variable. On the other hand, benchmarks should be specified as
non-binding when they provide a reliable measurement of the (average) level of the target
variable but not of the super-annual movement. The default value for the dispersion of the

benchmarks is 0, which implies that the benchmarks are binding.

6. Formats for the Benchmarked Series File
The fourth record of file "bench.fil" refers to the file of estimated

benchmarked series. In the example in Table 1, the benchmarked manufacturing production index
is located in file "index01.out". BENCH writes the information for each output record in the
following order:

- series identifier
- reference periods (starting year, month and day and ending year,
month and day)
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value of the benchmarked observation
dispersion value of the benchmarked observation.

Program Options

1. Svntax of Option Keywords

syntax:

(1)

2)

€)

4

()

(6)

(7

8)

)

The program options are keyword-driven. The keywords have the following

Each keyword consists of a string of 4 characters ending with the equal sign ("=").
In most cases, the first 3 characters correspond to the 3 first letters of the option
considered. For instance, keyword "sea” controls the search option.

Each keyword is followed by an entry. The entry starts with the first character
following the "=" sign of the keyword and ends with the character preceding the
first comma encountered. Depending on the keyword, the entries may be alpha-
numeric or numeric.

The options are separated by commas. They end with a semi-colon ("; "), which
marks the end of the set of options.

Only strings of four character ending with "=" are examined as potential
keywords. Strings ending with "=", but not corresponding to any valid keyword,
will generate an error message and abort the program.

Each set of options used for one pair of original and benchmark values may
occupy up to six lines.

The maximum length o f'the entries is 10 for numeric entries, 20 for alpha-numeric
entries and 70 for the title.

For numeric entries, blanks are interpreted as zeroes. Thus "int=1 ," would be
interpreted as "int=10,"; and "bia= 1,",as"bia=1,".

If only some of the program options are specified, internal default values are used
for the missing options.

Strings of any length not containing "=" may be placed in the option file to
document the file.

Table 2 displays the option file "index01 .opt" for the manufacturing production index at the

1 digit level.
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Table 2
Ilustrative Example of the Option File

tit=Manufacturing Production Index at the 1 digit level,
ids=input0l, idb=bench01l, idi=outputOl,

ysf=1995, msf=1, ysl1l=1997, msl=4,

ybf=1995, mbf=1, ybl=1996, mbl=4,

plc=0, sea=1, ind=1, cvs=0, bia=0;

The options are presented below in four groups: the identifier options, the control date options,
the basic options and the ARMA options.

2. Identifier Options

The identifier keywords are used toidentify the pairs of series to be processed and

to match the set of options to the appropriate pairs of series in the input files.

Title Option:

Keyword "tit" sets the title (printed in the log output file) for the pair of series being
processed. The title may contain up to 70 alpha-numeric characters and blanks. The title
may not contain commas or equal signs, as these would truncate the entry.

Control Identifiers:

Keyword ""ids " provides the control identifier for the original series; keyword "idb"
for the set of benchmarks; and keyword "idi" for the benchmarked series. The control
identifier may contain up to 20 alphanumeric charactersincluding blanks, but no commas
or equal signs. Valid examples are: "ids=quar30", "idb=annual 30"

Search Option:

Keyword "sea" determines the way the control identifiers and the series identifiers are
matched. Matching occurs when the series identifiers in the input files are identical to the
corresponding control identifiers in the option file. Since the program distinguishes
between lower- and upper-case letters, controlidentifier "Series 1", forexample, does
not match series identifier "series 1".

When keyword "sea=1" is used, (i) each pair of control identifiers in the options file is
read, (ii) the input files are searched for the series with matching series identifiers and
(i11) each pair is processed according to the specific set of options chosen for that pair in
the option file. Processing stops when the program hits the "end-of-file" in the option file.

When keyword "sea=0" is used, (i) the first original series is paired with the first set of
benchmarks, (i1) the second original series is paired with the second set of benchmarks,
etc. Each pair of series is processed according to the option sets encountered in the same
order in the option file. Processing stops when the program hits the "end-of-file" on any
one of the input files, except for the option file.

The search option may only be set with the first set of options in the option file. Once
chosen, it cannot be changed. When the search option is active ("sea=1"), the sets of
specific options may be in any order in the option file, because the input files are rewound
after the processing of each pair of series.
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For ease of reference, the identifier options and their internal default values are summarized in
Table 3.

Table 3
Identifier Options and Default Values

Keyword Entry Description Default Value
"tit" any Title for the benchmarking run blank
"ids" any Control identifier for the original series n/a
"idb" any Control identifier for the series of benchmarks n/a
"idi" any Control identifier for the benchmarked series "ids"
"sea" 0 No input file search for control identifiers 0

1 Input file search for control identifiers

3. Control Date Options

The control date options are used to select a range of dates for the series in the

input files.

Control Dates for the Original Series:

Keywords "ysf", "ms£f" and "ds£f" specify the control starting year, starting month
and starting day and keywords "ys1", "ms1" and "ds1" specify the control ending
year, ending month and ending day to be processed for the original series. For example,
"ysf=1991, msf=3, ysl=1996, msl=9", processes the original series from
March 1991 to September 1996.

The default value for the control datesis "0", which indicates that the program processes
the observations for all dates. When the input series does not refer to daily data, the
control starting day and the control ending day options must be left unspecified.

Control Dates for the Benchmarks:

Keywords "yb£f", "mbf" and "db£f" specify the control starting year, starting month
and starting day; and keywords "ybl", "mbl" and "dbl" specify the control ending
year, ending month and ending day to be processed for the benchmarks. The rules for the
control dates of the benchmarks are the same as those for the original series.

The control date options and their internal default values are summarized in Table 4.
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Table 4
The Control Date Options and Default Values
Keyword Entry Description Default Value
"yst" numeric Control starting year for the original series 0
"msf" numeric Control starting month for the original series 0
"dsf" numeric Control starting day for the original series 0
"ysl" numeric Control ending year for the original series 0
"msl" numeric Control ending month for the original series 0
"dsl" numeric Control ending day for the original series 0
"ybtf" numeric Control starting year for the series of benchmarks 0
"mbf" numeric Control starting month for the series of benchmarks 0
"dbf" numeric Control starting day for the series of benchmarks 0
"ysl" numeric Control ending year for the series of benchmarks 0
"msl" numeric Control ending month for the series of benchmarks 0
"dsl" numeric Control ending day for the series of benchmarks 0
Note: The default value of “0" indicates that the series are processed for all available dates

4. Basic Options

The basic options are mainly methodological. For example, they specify whether

the time series is an index or a flow series.

Model Option:

Keyword "met' determines which of three benchmarking models is estimated. An entry
of "0" requests the additive model; an entry of "1", the mixed model; and an entry of "2",
the multiplicative (log-additive) model.

Non-positive values in the original series or in the benchmarks, combined with the
multiplicative ("met=2") or the mixed model ("met=1"), result inan error message and
program abortion.

Index Option:

Keyword "ind" specifies whether the series isan index series or not. For an index series,
the benchmarked series averages to the benchmark values over the reference periods of
the benchmarks, instead of summing to the benchmarks. An entry of "o" indicates a flow
or a stock series, and an entry of "1" indicates an index series.

Measure of Dispersion Options:

Each observation on the data input and output files is read (and written) with a
corresponding measure of dispersion (i.e. of reliability). The measure of dispersion
options determine whether the dispersion values are coetficients of variation, standard
deviations or variances.

The dispersion values are transformed by the program into variances. Each sub-annual
and annual observation will be weighted with the inverse of its variance. The
benchmarked series will run closer to the indicator series the lower its variance.

Keyword "cvs" refers to the original series, keyword "evb" to the benchmarks and
keyword "cvi" to the benchmarked series. An entry of "0" specifies that the dispersion
values are coefficients of variation; an entry of "1", standard deviations; and "2",
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variances. The coefficient of variation is defined as the standard deviation of the
observation divided by the value of the observation, times /00%.

Non-positive values in the original series or the benchmarks produce an error message
and abortion of the program, if the measure of dispersion option is set to 0.

Bias Option:

Keyword "bia'" determines whether the program estimates a bias parameter as part of
the model. An entry of "1" indicates that bias estimation is to be performed; and of "0"
that no bias estimation is to be performed.

Moving Estimation Option:

Keyword "int" sets the length of the moving estimation intervals, in number of
benchmarks. An entry of "0" specifies no moving interval; in other words, the estimation
interval covers the whole series. The default value is 5, i.e. each estimation interval covers
the reference periods of five benchmarks.

The entry would normally be an odd number. For series shorter than the length specified
with the keyword, the estimation interval will cover the whole series. A moving
estimation interval of 2 is appropriate for stock series if the ARMA model selected (see
below) is first-order autoregressive. The estimates are then identical to those obtained on
longer intervals.

The maximum interval is 42. Entries larger than 42 are replaced by 42. If a seasonal
ARMA model is chosen for the error, the moving estimation interval should be set to
cover the whole series, e.g. by entering "int=0". Ifthe reference periods of two or more
benchmarks overlap, that is some periods of the original series are covered by more than
one benchmark, the moving estimation interval should be set to cover the whole series,
e.g. "int=0".

Link Option:

Keyword "1in" determines whether links are made between estimation intervals. An
entry of "1" specifies a link; and "0" no link. If the link option is used, no dispersion
values are calculated for the benchmarked series. The reason is that the dispersion of the
benchmarked series would be underestimated at the link points.

For ease of reference, the basic options and their internal default values are presented in Table 5.
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Table 5
Basic Options and Default Values

Keyword Entry Description Default Value

"bia" 0 Bias parameter not calculated 0
1 Bias parameter calculated for each estimation interval

"cvs" 0 Coef. of variation as dispersion of the original series 0
1 Standard deviation as dispersion of the original series
2 Variance as dispersion of the original series

"cvb" 0 Coef. of variation as dispersion of the benchmarks 0
1 Standard deviation as dispersion of the benchmarks
2 Variance as dispersion of the benchmarks

"cvi" 0 Coef. of variation as dispersion of the benchmarked series 0
1 Standard deviation as dispersion of the benchmarked series
2 Variance as dispersion of the benchmarked series

"ind" 0 Flow or stock series 0
1 Index series

"int" numeric Length of the moving estimation interval 5

"lin" 0 No link between the estimation intervals 0
1 Link between the estimation intervals

"met" 0 Additive benchmarking model 0
1 Mixed benchmarking model
2 Multiplicative benchmarking model

"pls" 0 No plot of the benchmarked series 0
1 Plot of the benchmarked series

"plc" 0 No plot of the corrections 1
1 Plot of the corrections

S. ARMA Options
ARMA models are oftendenoted as (p,q)(P,Q),; and the parametersas  ,..., ,
Loees o 10 pand . BENCH allows only for seasonal ARMA models which are
multiplicative (the regular part multiplying the seasonal part). However, non-multiplicative

seasonal models may be entered by specifying regular autoregressive (and/or moving average)
polynomials of orders larger than s (p ,g>s). Note that parameter , (or ) is assumed to be of
order k; however the value of |, may be set equal to zero. For seasonal models, the estimation
should not be carried out on moving intervals as this would cause discontinuities in the estimated
seasonal pattern. Thus keyword "int" should be set to 0 in this case.

ARMA options define the ARMA model for the error in the original series. The ARMA
model is specified by five keywords, "p-x", "g-r", "p-s", "g-s" and "n-s", which

respectively control p, the number of regular autoregressive parameters (with a maximum of 25),
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g, the number of regular moving average parameters (with a maximum of 25), P the number of
seasonal autoregressive parameters (with a maximum of 3), O, the number of seasonal moving
average parameters (with a maximum of 3) and s, the periodicity of the seasonality (i.e. the
number of seasons). The keywords also specifythe values of the parameters. For example, in the
option "p-r=2, 1.10, -0.20",thefirstentryindicatesthe number ofregular autoregressive
parameters and the second and third entries are the values of the two parameters, 1.10 and -0.20.

Inthe (p,q)(P,Q), mathematical notation, the internal default ARMA modelis (1,0)(0,0),
with autoregressive parameter ¢, =0.999999. The resulting ARMA model e, = 0.999999¢,_, + v,

is virtually equivalent to the "random walk" model. Table 6 summarizes various ARMA options
and their internal default values.

Table 6
ARMA Options and Default Values

Keyword Entry Description Default Value
"p-r" see below Regular autoregressive parameters "p-r=1, 0.999999"
"g-r" see below Regular moving average parameters 0

"p-s" see below Seasonal autoregressive parameters 0

"g-s" see below Seasonal moving average parameters 0

"n-s" numeric Number of seasons 1
Numeric entry followed by the number of specified parameters, e.g. “p-r=2, 1.10, -0.20"

6. User-supplied Default Options

Users may supply their own default options, by entering a set of options with
control series identifier equal to "default" (e.g. "ids=default"). The default options end
with a semi-colon and must precede the first set of options for benchmarking. These options are
entered at the beginning of the option file; followed by the specific options, title, control series
identifiers and, if applicable, options that replace the default options, for the pairs of series to be

benchmarked. An example of an option file using user supplied default options is provided in
Table 7.
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Table 7
Illustrative Example of an Option File with Default Options

ids=default,

ysf=1995, msf=1, ysl1l=2001, msl=4,

met=0, int=0, cvs=0, cvb=0, cvi=0

bia=0, pls=0, plc=0, sea=1, ind=1;

Options for each series processed:
tit=Manufacturing Production Index: Sector 31,
ids=Sector31l, idb=Bench31l, idi=Sector3l;

tit=Manufacturing Production Index: Sector 32,
ids=Sector32, idb=Bench32, idi=Sector32;

tit=Manufacturing Production Index: Sector 33,
ids=Sector33, idb=Bench33, idi=Sector33;

7. Options Producing Denton Models

To produce results of the Proportional Denton Method, dispersion values of the
original series must be set to the coefficients of variation option and be constant, benchmarks
must be binding, only one estimation interval must be used, and the internal defaults must be used
for the other options. Appendix C provides the program setup which produces results based on
the Proportional Denton Method.

To produce results of the Additive Denton Method, dispersion values of the original series
must be set to the variance option, and the other options are the same as for the Proportional
Denton Method.

C. Input Data Files

1. Original Series File

Table 8 displays the file of the original series for the manufacturing production
index. According to the format of the file" (a10, 615, £12.0, £3.0) " (on the second line of
Table 1), the series identifier occupies the first 10 columns of each record ("a10"); the starting
year, month and day and the ending year, month and day occupy the next 6 fields of 5 columns
("61i5"); the value of the benchmark occupies the next 12 columns ("£12.0"), and its

dispersion, which in the example is left blank, occupies the next three columns ("£3.0").
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Table 8
Illustrative Example of the Original Series File
input0l 1995 1 1 1995 1 1 108.29
input01l 1995 2 2 1995 2 2 121.85
inputOl 1995 3 3 1995 3 3 126.87
input01l 1995 4 4 1995 4 4 120.30
input0l 1996 1 1 1996 1 1 107.99
input01l 1996 2 2 1996 2 2 122.16
input01l 1996 3 3 1996 3 3 125.46
inputOl 1996 4 4 1996 4 4 124.53
input0l 1997 1 1 1997 1 1 116.40
input01l 1997 2 2 1997 2 2 130.86
input0l 1997 3 3 1997 3 3 135.17
input01l 1997 4 4 1997 4 4 123.72

Series Identifier
The maximum length of the series identifier is 20 characters. The series identifiers must be
different from one series to the next, because the program detects the end of one series and the

start of another series, by the change in the identifiers.

Starting and Ending Years, Months and Days

BENCH requires that each value of a time series be identified by a starting year, month and day
and by an ending year, month and day. The starting and ending days are often irrelevant, as in the
case of monthly values. In such cases, the starting and ending days must be set equal to the
starting and ending months respectively. The year, month and (if applicable) day identifiers must

be entered as integers, for instance, "1998 11 21" means year 1998, month 11 and day 21.

Record order
BENCH requires that the input records be in chronological order. The program performs checks
for ascending chronological order, but not for missing records (e.g. a missing dayin a daily series)

or for duplicate records.

Dispersion Values of Original Series

n

Depending on the entry for keyword "cvs=" in the option file for the series considered, the
input dispersion values are either coefficients of variation, standard deviations or variances. The
values of the benchmarked series tend to run closer to the original values with relatively lower
dispersion. If dispersion values are not entered in the input file; the blank entries are interpreted

as 1.0 (e.g. if cvs=0, the coefficient of variation is set to 1.0%).

Maximum Number of Observations
The program allows for 732 original observations and for 190 observations on any estimation

interval. This implies that series comprising more than 190 observations must be processed ina
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moving manner.

Using a spreadsheet to enter data
A simple way to enter the data is with a spreadsheet. Appendix C discusses how to write the file
of the original series from Excel.

2. File of Benchmarks
Table 9 presents the file of benchmarks for the manufacturing production index.
According to the format of the file " (a10, 615, £12.0, £3.0) " (on the third line of Table 1),

the series identifier occupies the first 10 columns of each record ("a1l0"); the starting year,
month and day and the ending year, month and day occupythe next 6 fields of 5 columns ("615");
the value of the benchmark occupies the next 12 columns ("£12.0"), and its dispersion, which
is left blank, the next three columns ("£3.0").

Table 9
Illustrative Example of the File of Benchmarks
benchO1 1995 1 1 1995 4 4 120.15
benchO1 1996 1 1 1996 4 4 145.68
benchO01 1997 1 1 1997 4 4 146.91

Series Identifiers

The rules for the identifiers of the original series also apply for the benchmarks, i.e. they must be
different from one series to the next. The series identifiers of the benchmarks may differ from
those of the original series.

Starting and Ending Years, Months and Days

The same rules as listed for the original series apply. The reference periods of the benchmarks
must be embedded in those of the original series. In other words, the periods covered by the
benchmarks may not extend beyond the periods covered by the original series. The reference
periods specified for each benchmark must exist for the comesponding original series.
Consequently, if the reference periods of the original values are described in terms of years,
months and days, this must also be the case for the benchmarks. In addition, records must be in
chronological order. If one period is covered by more than one benchmark (e.g. by an annual and
sub-annual benchmarks), the benchmark with the earliest starting reference periods must come
first in the file. For stock series, reference periods of the benchmarks cover only one time period
of the original series. If the benchmark is binding (zero dispersion), the benchmarked series will

coincide with the original series for that time period.
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Dispersion Values of Benchmarks

Depending on the entry forkeyword "cvb=" for the series considered, the input dispersion values
are either coefficients of variation, standard deviations or variances. If dispersion values are not
available, the field may be left blank. The resulting entries are interpreted by the program as zero
entries (e.g. the coefficient of variation is 0.0%). A benchmark with dispersion equal to zero is
binding; that is, the benchmarked series will fully match the benchmark. Two or more
benchmarks may cover exactly the same reference periods if they have non-zero dispersion (i.e.
if they are non-binding). However, the estimation interval should then be set to cover the whole
series. If more than one such benchmark has zero dispersion, a Fortran "run-time error" message

will occur as a result of a singular matrix.

Maximum Number of Benchmarks
The program allows for 106 benchmarks and for 42 benchmarks on any estimation interval. This

implies that series comprising more than 42 benchmarks must be processed in a moving manner.

D. Log Output File
The log output file "bench.log" contains statistics about the run of BENCH.

Table 10 presents the Log Output file for the manufacturing production index example.

1. Files Processed and Options Used
The log output file displays a heading, the names and record layout of the files

processed (i.e. the contents of file "bench.fil"), the options used for each run, the
estimation intervals processed with the bias estimate for the interval, the program summary

measures and error and warning messages if applicable.

Significance of Bias Parameter
The program displays the estimate of the bias and its calculated standard deviation. A large
standard deviation indicates that the bias estimate is not significantly different from zero (or 1.0

in the multiplicative and mixed models) and could be removed from the model.
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Table 10
Ilustrative Example of the Log Outp ut File

P.VI.207

*** Programme BENCH ***
to Benchmark, Interpolate and Calendarize Time Series Data

by Pierre A. Cholette
Time Series Research and Analysis Division
STATISTICS CANADA
Ottawa, Canada, K1A 0T6
(613) 951-1601

Version 1.00
March 30, 1995; 10:00

Files and formats in file Bench.Fil:
index01l.opt

cvi= 0, cvc= 0, bia= 0, pls= 0, plc= 0,

ARMA options:
p-r= 1, g-r= 0, p-s= 0, g-s= 0, n-s= 1,
model: (1 0) (0 0) 1,
parameters in p g P Q order: 1.000

WARNING/ERROR: ARMA model may be NON-STATIONNARY. Program may abort

Avg. abs. change between the original and the benchmarked series
in period-to-period growth rates: .2513959E-01
in period-to-period differences: .4222243E+01

index0l.ori (al0,615,£f12.0,£3.0)
index01.ben (al0,0i5,f12.0,£3.0)
index01l.out (al0,615,£12.3,£10.3)
Problem
Original series index01 available from 1995 1
to 2000 4
Set of benchmarks index01 available from 1995 1
to 1996 4
Identifier options:
tit= Total Manufacturing Production Index
ids=index01 , idb=index01 ,
idc= , idi=index21 ,
ida= , sea=1,
Control date options:
ysf=1995, msf= 1, dsf= 1, ysl=1997, msl= 4, dsl= 4,
ybf= 0, mbf= 0, dbf= 0, ybl=1996, mbl= 4, dbl= 4,
Basic options:
met= 0, ind= 1, int= 42, lin= 0, cvs= 0, cvb= 0,

Additive model No. Additive bias
|-- Estimation interval --| iter. estimate and std dev
1: 1995 1 1 to 1997 4 4 1 .0000000E+00 .0000000E+00
Average, min. and max. of the proport. discrepancies of the
original series: .1110269E+01 .1006893E+01 .1213646E+01
benchmarked series: .1000000E+01 .1000000E+01 .1000000E+01
Average, min. and max. of the additive discrepancies of the
original series: .1323375E+02 .8225000E+00 .2564500E+02
benchmarked series: .4543921E-10 -.1903935E-09 .2812719E-09
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2. Program Summary Measures
The statistics on the discrepancies between the benchmarks and the original series,

and on movement preservation, are rather empirical. The summary measures are especially
meaningful with methods of the Denton type, which aim at preserving sub-annual movements.
They retain usefulness as long as the ARMA process chosen preserves some of the movements
from the original series, e.g. any first-order autoregressive processes with positiveparameter, with

constant variance or constant coefficients of variation.

Statistics on the Discrepancies

The statistics on the discrepancies are displayed with respect to both the original and the
benchmarked series. The average of the discrepancies measures the level difference between the
benchmarks and the original series, or between the benchmarks and the benchmarked series. In
the latter case, the discrepancies are actually residual discrepancies, which are null in case of
binding benchmarks. Benchmarking with the Denton methods may be successful despite very
large discrepancies with respect to the original series, because two series with different
frequencies may display perfectly compatible movements but very different levels.

The minimum and the maximum of the discrepancies measure the dispersion of the discrepancies.
A low dispersion thus indicates that benchmarking with the Denton methods is probably
successful. The occurrence of scattered, i.e. erratic, discrepancies implies that in the process of
satisfying the benchmarks, benchmarking distorts the movement of the original series. The reason
is that benchmarking consists of distributing these discrepancies over the original series. Scattered

discrepancies may mean one of the following:

(1) Some of the benchmarks are not reliable and should be specified as non-
binding.

(2) The super-annual (e.g. trend-cyclical) movement of the original series is
not reliable. If the benchmarks are reliable and binding, the benchmarked
series would incorporate the super-annual movement of the benchmarks,
thus producing an improvement over the original.

(3)  Both the benchmarks and the original series are not reliable. In this case,
the resulting benchmarked series will be an optimal combination of the
information available at all frequencies (if the appropriate variances are
specified for each annual and sub-annual observation).

Statistics on Movement Preservation

The information provided by the discrepancies is reflected by the average absolute change in
movement between the original and the benchmarked series. The two following statistics are
calculated:
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The first statistic, ¢, , measures the change in the period-to-period growth rates and the second
statistic, ¢,, the change in the period-to-period differences of the benchmarked series versus the
indicator series. Statistic ¢, is, therefore, more relevant to multiplicative and proportional
benchmarking, and statistic ¢, to additive benchmarking. High values for these statistics

correspond to erratic discrepancies and low values to relatively constant discrepancies. Low
values mean that the original series does not have to be distorted much to satisfy the benchmarks
(if binding). In other words, the movements of the benchmarks are consistent with those in the

original series.

3. Error Messages

If some of the values of the original series or the benchmarks are negative or equal
to zero and the coefficient of variation option is used ("cvs=0"), the program prints an error
message and stops.

When the search option is set to 1, theprogram will end with the error message “no series
identifier supplied for search of original series”, because it tries to read the next set of option
values from the option file. This error message should thus be ignored.

When the default ARMA model is used, the message “ARMA model may be non-
stationary” is printed in the log output file. This warning message may be ignored.

The error messages do not anticipate all potential errors. An error message, for example,

may be the result of a previous detected or undetected error.
E. Output Data File
1. The Benchmarked Series

In the example of the manufacturing production index, format statement
"(al0, 615, £12.3,£10.3)" (on line 4 of Table 1) causes BENCH to write the series

identifier in columns 1 to 10 (item "a1 0" in the format); the starting year, month and day and the
ending year, month and day, in the following 6 fields of 5 columns ("61i5"); the benchmarked
value, in the following field of 12 columns with 3 decimals("£12 . 3"); and the dispersion value,

in the following field of ten columns with 3 decimals ("£10 . 3"). In the example, the dispersion
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values are coefficients of variation. Table 11 provides an example of the benchmarked series file.

Table 11
Illustrative Example of Benchmarked Series File
outputO1l 1995 1 1 1995 1 1 104.099 .004
outputO1l 1995 2 2 1995 2 2 119.188 .003
outputO1l 1995 3 3 1995 3 3 128.644 .003
outputO1l 1995 4 4 1995 4 4 128.668 .003
outputO1l 1996 1 1 1996 1 1 123.526 .003
outputO1l 1996 2 2 1996 2 2 146.770 .002
outputO1l 1996 3 3 1996 3 3 155.589 .002
outputO1l 1996 4 4 1996 4 4 156.835 .003
outputO1l 1997 1 1 1997 1 1 146.596 .005
outputO1l 1997 2 2 1997 2 2 164.806 .006
outputO1l 1997 3 3 1997 3 3 170.234 .007
outputO1 1997 4 4 1997 4 4 155.814 .008

2. Graphs of the Benchmarked Series

It is recommended to use graphs to evaluate results of benchmarking the time

series. One can have, for example, a graph which displays the original series, the benchmarks and
the benchmarked series (as in Figure 1 above). An easy way to obtain these graphs is by using a
spreadsheet program such as Excel (see Appendix C for instructions on how to enter the
benchmarked series in Excel). Another useful graph would show the benchmark to indicator ratio

(as in Figure 3).

IV. SPECIAL TOPICS

This section discusses three practical issues that are likely tobe encounteredin the course
of benchmarking various series at BPS: what to do when new benchmarks become available,
what to do when variables to be benchmarked are negative (or zero), and how to extrapolate data

for the most current period in the absence of a benchmark.

A. Data Revisions

One of the advantages of the Denton methods is that they allow for revisions to as many
preceding years as desired. However, to avoid introducing significant distortions to the
benchmarked series, at least two to three preceding years should be benchmarked each time new
annual data become available. In general, the impact of new benchmarks on more distant years

will be negligible.

B. Negative or zero values
The Proportional Denton Method requires that the indicator series consist of positive

values only. For series that contain zeroes but not negative values, this problem can be
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circumvented by replacing the zeroes with values infinitesimally close to zero. For a series that
can take both negative and positive values, and is derived as the differences between two
nonnegative series (such as changes in inventories, for example), the problem can be avoided by
applying the Proportional Denton Method to the opening and closing inventory levels rather than
to their changes. Alternatively, one can temporarily convert the indicator into a series containing
only positive values by adding a sufficiently large constant to all periods, benchmarking the

resulting indicator, and subsequently deducting the constant from the resulting estimates.

C. Extrapolating the Benchmarked Series

The annual benchmark of a given year usually becomes available several months after that
year is over. Thus there is typically no benchmark for the most recent sub-annual values. The
expression “preliminary benchmarking” can be used to refer to the adjustment made to the current
sub-annual observations. “Preliminary benchmarking” should be such that the revisions of the
initial benchmarked values, when the benchmark becomes available, are minimal. How can that
be done? The Proportional Denton Method implicitly “forecasts” the next annual Benchmark to
Indicator (BI) ratio as equal to the sub-annual ratio for the last sub-annual period of the last
benchmark year. It may be possible to improve the estimates for the extrapolated benchmarked
series by incorporating information on past systematic movements in the annual BI ratio. Note
that only the annual BI ratio has to be forecast. This value is then used to obtain an estimate of
the benchmark for the next year by multiplying with the annual average (sum) of the indicator
series for that year. Once an estimate of the benchmark for the next year is available, the
Proportional Denton Method can then be run a second time with the extrapolated benchmark
added to the series of benchmarks.
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APPENDIX A
ESTIMATION OF ADDITIVE BENCHMARKING MODEL!

The two equations (1a) and (1b) for the additive benchmarking model can be written in matrix algebra
as:

s = ta+ Ib+e &@=0 Eee)=V, (A.1)
y = Jb + w, Zw) =0, g(ww/)=Vw (A.2)
where
s is the T by 1 vector of the sub-annual indicator series,
y is the M by 1 vector of the annual benchmarks,
i isa T by 1 vector of ones,
a is a scalar which represents the bias,
I, is a T by T identity matrix,
b is the T by 1 vector of the monthly (quarterly) series of benchmarked data, and
J isa M by T matrix with the following elements:
1, tem,
J = |ni! Pu = (A3
’ 0, t¢m,
where p_ is equal to 1 for flow and stock series and equal to the number of periods
covered by benchmark y_ for index series,
T is the number of sub-annual periods for which the indicator series is available,
M is the number of years for which benchmark information is available.
Equations (A.1) and (A.2) can be written as a single equation
s t I, || a e
= +
y 0 J||b w
or Y = Xp+u, (A.4)
, vV o0
Ew) =0, Zmu)="V-=
where ¥, X, f and u are defined implicitly.
The Generalized Least Squares solution of model (A.4) is
& / /
g = { 1= xvV'x'xv'y (A.5)
b
/ Va vab
cov(ﬂ) =XvVix!-=
Voa Vs

This appendix is based on Pierre A. Cholette, op. cit., p. 41
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Defining
Q=WuvJ+v), (A.6)

it can be shown that

1 _/
v, = 1/JQJ1) (A7)
/ /
Vo =V = —U, -V, J O, (A8)
/ / / / /
V, = (V,-VJQIV)+ U, -VJQDw,i (I, -V,JQJ (A.9)
a = -vid Qy-Js) (A.10)
B =s+VJQy-Js'), s =s-1a (A.11)

where s* contains the sub-annual observations corrected for the estimated bias.
For the Proportional Denton Method:

1) the bias is set to zero,
2) the constraints on the benchmarks are binding, and therefore V, is zero, and.
3) V, follows an (1,0)(0,0) ARMA model with = 0.999999.

Thus, for the Proportional Denton Method benchmarking model equations (A.6) to (A.11) can be
simplified to:

Q = Gv,J)! (A.12)

B = s+V,JQ@y-Js) (A.13)
and
vV, = (V,-V,JQJV)

b (A.14)
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APPENDIX B
ESTIMATION OF PROPORTIONAL DENTON MODEL
USING EXCEL

This Appendix presents the calculations in Excel according to the Proportional Denton Method. The
calculations use equations (A.12) to (A.14) of Appendix A. These results are the same as those produced
by the BENCH program (Table 11), excluding the projections for the year 1997. The input data for the
sub-annual indicator series is taken from Table 8 and the data for the benchmarks from Table 9. They are
provided here so that the reader would be able to trace the calculations step by step to enhance his/her
understanding of the methodology. The Proportional Denton Method in Excel uses a macro programmed
in Visual Basic for Applications (VBA).

The series of original data s has the following observations:

10829
12155
12687
12030
107 99
12216
12546
12453

The series of benchmarks y consists of data for two years:

12015
145 A%

Because the example uses a quarterly index series we have:

pw = | 4.00
S 025 025 025 025 000 000 000 000
000 000 000 000 025 025 025 025

and thus

08225
25A45

Matrix V, is obtained as V, = diag(s) * W * diag(s):
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11,726.7
13,195.1
13,738.7
13,027.2
11,694 .2
13,228.6
13,586.0
13,485.3

13,195.1
14,847.4
15,459.1
14,658.5
13,158.5
14,885.1
15,287.2
15,173.9

13,738.7
15,459.1
16,096.0
15,262.4
13,700.7
15,498.4
15,917.0
15,799.0

13,027.2
14,658.5
15,262.4
14,472.1
12,991.2
14,695.8
15,092.8
14,980.9

11,694.2
13,158.5
13,700.7
12,991.2
11,661.8
13,192.0
13,548.4
13,448.0

13,228.6
14,885.1
15,498.4
14,695.8
13,192.0
14,923.1
15,326.2
15,212.6

13,586.0
15,287.2
15,917.0
15,092.8
13,548 .4
15,326.2
15,740.2
15,623.5

13,485.3
15,173.9
15,799.0
14,980.9
13,448.0
15,212.6
15,623.5
15,507.7

where W is obtained by applying the default ARMA model with

=0.999999, i.e.:

1.000000
0.999999
0.999998
0.999997
0.999996
0.999995
0.999994
0.999993

0.999999
1.000000
0.999999
0.999998
0.999997
0.999996
0.999995
0.999994

0.999998
0.999999
1.000000
0.999999
0.999998
0.999997
0.999996
0.999995

0.999997
0.999998
0.999999
1.000000
0.999999
0.999998
0.999997
0.999996

0.999996
0.999997
0.999998
0.999999
1.000000
0.999999
0.999998
0.999997

0.999995
0.999996
0.999997
0.999998
0.999999
1.000000
0.999999
0.999998

0.999994
0.999995
0.999996
0.999997
0.999998
0.999999
1.000000
0.999999

0.999993
0.999994
0.999995
0.999996
0.999997
0.999998
0.999999
1.000000

The intermediate matrix Q is obtained by taking the inverse of J ¥V, J '

Jv,J =

0=

14,2390
14,3234

14,3234
14402 .4

124198
-125454

-125454
124715

The benchmarked series is then obtained using equation (A.13) as:

104.09%
119188
122644
128665
123.526
146770
155589
156835
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APPENDIX C
SUMMARY OF INSTRUCTIONS FOR BENCH

The following steps are required to prepare the instruction and data files for benchmarking a pair of time
series with the Proportional Denton Method using the BENCH program.

The example uses monthly index numbers and annual benchmarks. The filename used in the example
is "test01".

1) Prepare a spreadsheet with the following columns for the "indicator" series - starting with cell A1l

length: example:
col. 1 Variable name (enter left justified) 10 index01
col. 2 Starting reference year for the observation 5 1997
col. 3 Starting reference month for the observation 5 1
col. 4 Starting reference month for the observation (repeated) 5 1
col. 5 Ending reference year for the observation 5 1997
col. 6 Ending reference month for the observation 5 1
col. 7 Ending reference month for the observation (repeated) 5 1
col. 8 Value for the observation 12 25.750

The data in columns 2 to 8 is entered right justified. It is illegal to use separators for thousands.

Save this worksheet with the file name "datal", using as the type "Formatted Text (Space delimited)".
The extension is "prn". The format of the data should be (A10,615,F12.0)

Multiple sets of "indicator" series may be enteredin the same file. They are identified with their "variable
name".

2) Rename file "datal.prn" to "testO1.ori"

3) Prepare a spreadsheet with the following columns for the "benchmark"” series - starting with cell A1l

length: example:
col. 1 Variable name (enter left justified) 10 bench01
col. 2 Starting reference year for the observation 5 1997
col. 3 Starting reference month for the observation 5 1
col. 4 Starting reference month for the observation (repeated) 5 1
col. 5 Ending reference year for the observation 5 1997
col. 6 Ending reference month for the observation 5 12
col. 7 Ending reference month for the observation (repeated) 5 12
col. 8 Value for the observation 12 1250.00

The data in columns 2 to 8 is entered right justified. It is illegal to use separators for thousands.

Save this worksheet with the file name "data2", using as the type "Formatted Text (Space delimited)".
The extension is "prn". The format of the data should be (A10,615,F12.0)

Multiple sets of "benchmark" series may be entered in the same file. They are identified with their
"variable name".

4) Rename file "data2.pm" to "testO1.ben"

5) Prepare the Bench Option file. Its name must be "testO1.opt".
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The following option indicators are defined:

Identifier Options: default: example:
tit the title blank Example
ids the label used for the indicator series n/a index01
idb the label used for the series of benchmarks ids bench01
idi the label to be used for the output series ids seriesO1

Control Date Options: default: example:
ysf starting year for the indicator series n/a 1995
msf  starting month (or quarter) for the indicator series n/a 1
ysl last year for the indicator series n/a 2001
msl last month (or quarter) for the indicator series n/a 12
ybf starting year for the benchmark series ysf
mbf  starting month (or quarter) for the benchmark series msf
ybl last year for the benchmark series ysl
mbl  last month (or quarter) for the benchmark series msl

Basic Options: default: example:
ind 0: a flow series or a stock series; 1: an index series 0 1
met  model used (0: additive, 1: mixed and 2: multiplicative) 0
pls plot of the original series (0: no plot and 1: plot) 0
plc plot of the discrepancies (0: no plot and 1: plot) 1 0
sea search command (0: files read consecutively 0 1

and 1: matching their labels with the control identifiers)

CVs measure of dispersion of the original series 0

(0: coefficient of variation, 1: standard deviation, 2: variance)
cvb measure of dispersion of the benchmarks 0

(0: coefficient of variation, 1: standard deviation, 2: variance)
int number of benchmark intervals used in moving estimation 5 0

Option indicators are separated by commas. The last option entered is followed by a semi-colon.

The option file for this example is listed below.

Example for file "test01.opt"

tit= Example series 1,

ids=index01, idb=bench01l, idi=seriesO1,
ysf=1995, msf=1, ys1l=2001, msl=12,
int=0, sea=1, plc=0, ind=1;

When the Bench program is run onmultiple data sets the options common to each data set may be entered
as default options following option "ids=default" at the start of the option file. An example in which two
series are adjusted follows.

Example for file "test02.opt"

ids=default,
ysf=1995, msf=1, ysl=2001, msl=12,
int=0, sea=1, plc=0; ind=1;
Options for pairs of data sets:
tit= Example series 1,
ids=index01, idb=bench0l, idi=seriesO01l;
tit= Example series 2,
ids=index02, idb=bench02, idi=series02;

6) Prepare file "bench.fil". In this file the filenames and the formats used for data entry are entered.
The file names start in column 1. The formats are entered following the file name.
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Example for file "bench.fil"

test0l.opt

testOl.ori (A10,6I5,F12.0,F5.0)
test0l.ben (A10,6I5,F12.0,F5.0)
testO0l.out (A10,6I5,F12.3,F5.3)

File "bench.fil" must be presentin the current directory. The second floatingpoint format (F5.0 and F5.3)
is used, if applicable, for the measures of dispersion.

7) File "bench.exe" must be presentin the current directory. The program is run by executing this file
in MS-DOS from the current directory.

For example, if the directory with the bench files is "c:\bench", then
a) enter MS-DOS
b) type "cd.." to go to the root directory of drive C
¢) type "cd bench" to go to directory c:\bench
d) type "bench" at the MS-DOS prompt to execute the program

Note that the name of directories may not contain blanks under MS-DOS

8) The system output fromrunning program Bench is entered in the currentdirectory as file "bench.log".
This file gives summary measures for the benchmarked series and (if applicable) error messages.

9) File "test01.out" will hold the resulting benchmarked series. The data is entered as a text file using
the format for "testO1.out" in "bench.fil". This file is entered into Excel with the "Text Import Wizard"
using the fixed length option (the default) in step 1.
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APPENDIX D

GLOSSARY OF MAIN TERMS

Auto Regressive Moving Average model.

the series of less frequent data, which is considered more reliable.

the resultant series from benchmarking.

the procedure for combining a series of high-frequency data (the
indicator series) with a series of less frequent data (the benchmarks) for
a certain variable into a consistent time series.

benchmark to indicator ratio.

A benchmark with dispersion value equal to zero; that is, the
benchmarked series will fully match the benchmark.

the standard deviation of the observation divided by the value of the
observation.

an alphanumeric entryto identify the values of the input and output data
files.

A measure of the reliability of an observation, measured by its variance,
standard deviation or coefficient of variation.

variable measured by summing over a reference period, e.g. sales per
month.

variable measured as an average over a reference period, e.g. the index
of industrial production.

the series to be benchmarked, used interchangeably with “original
series”.

similar to benchmarking, but the indicator series is not directly related
to the series of benchmarks.

A benchmarkwith a positive dispersion value; that is, the benchmarked
series will not exactly match the benchmark.

the series to be benchmarked.

benchmarking method which preserves the growth rate of the original
series in an optimal manner.

set of consecutive months covered by a data point, e.g. April 1, 2000 to
June 30, 2000.

variable measured as of a particular date, e.g. inventories.
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L. INTRODUCTION
BPS has been collecting data on different types of household expenditure using the

Susenas surveys since the 1960s. With increasing demand from users for more detailed
information, BPS began to conduct in the 1980s infrequent but more specialized surveys on
particular characteristics, including expenditure. Despite the abundance of data in Susenas
involving rupiah expenditure, its publications were limited to tabulations of expenditure shares
rather than levels. One reason for the reluctance to publish expenditure levels was the need to
avoid confusing users: when different levels for the same variable are produced for the same
year, users may question the reliability of the whole methodology.

In the past two years, BPS has used a methodology which creates a consistent data set
from two different data sources for the same variable, a methodology referred to as
benchmarking. Essentially, benchmarking creates a set of adjusted data that incorporates levels
from one less frequent source while preserving, as much as possible, changes or fluctuations
from the other more frequent source.

BPS has already used the methodology successfully to ensure consistency between the
monthly/quarterly manufacturing production surveys and the more complete annual
manufacturing surveys and has provided preliminary results in a separate publication.' In the
past year, BPS has also been working on a statistical revision of the historical GDP series by
benchmarking the 43 sub-sectoral production accounts to their corresponding levels in the 1990,
1995 and 2000 levels obtained from the more complete Input-Output tables.

An additional area in which benchmarking holds the promise of substantial benefits to
users is that of Susenas data. The present report applies this methodology to two variables:
expenditure on education and expenditure on health. The hope is that this would set the stage for

further application to other variables in Susenas which may be of interest to users.

II. METHODOLOGY

A. SUSENAS Survey Description
Susenas is a multi-purpose household survey which has been conducted regularly
since the 1960s and has constituted the primary source for data on socio-economic characteristics
of the population in Indonesia. Its frequency, coverage and questionnaires have undertaken

Benchmark Production and Employment Indices of Large and Medium Manufacturing: 1993
- 2000, October, 2001.
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several changes over time. A comprehensive description of the development of this survey,
including design, management, tabulations and dissemination through 1996 is documented in a
1997 BPS publication.” In this report, we will not attempt to duplicate the contents of that
publication. Rather, we will briefly describe major characteristics of the survey which are
relevant to the subject of this report and material changes, if any, to what was described in the
earlier publication.

Since the 1990s Susenas has been divided into two major undertakings: an annual core
survey designed to track developments in major household characteristics and a tri-annual
module designed to measure in more detail specific household characteristics. Three module

surveys have been conducted in the past decade:

- one on household income and expenditure,
- one on culture, criminality, tourism and welfare and

- one on health, education and housing

In order to spread workload more evenly, each module has been conducted once every three
years. Thus, in any one year two surveys have typically been conducted at the same time: a core
survey and one of the modules. This has been the general pattern over the past decade. Actual
implementation may have differed slightly from year to year depending on policy priorities and
budget considerations.’

1. Core

The core survey is generally designed to provide adequate representation of the
major household characteristics at the kabupaten level. Thus it has a less detailed questionnaire
but covers a large number of households (about 200,000 households since 1993). It is typically
conducted in the month of February every year and requires an interview between a BPS
enumerator (the mantri statistik) and the head of the household.* During the interview, the
enumerator would ask questions as stated in the questionnaire (Appendix A provides the

relevant pages of a typical questionnaire) and would record the answers. Questions generally

Surbakti, Pajung, Indonesia’s National Socio-Economic Survey: A Continual Data Source for
Analysis on Welfare Development, Central Bureau of Statistics, 1997.

For example, starting in 2000, education was split from health and housing and added to the
second module survey.

If the head of the household is not present at the time of the interview, then any adult
household member (excluding servants) who is knowledgeable about the household could
answer.



SELECTED STATISTICAL PAPERS P.487

May 30, 2003 Benchmarking Susenas Health and Education Data

require answers covering the previous month (sebulan yang lalu) and the previous year (12 bulan

yang lalu).” Questions on health and education expenditure are limited to two:

- “What were the household’s expenditure on education
(registration, tuition, boy/girl scouts, extra-curricular activities
and others?” (Pengeluaran biaya pendidikan --uang pendaftaran,
SPP, POMG/BP3, uang pangkal/dafiar ulang, pramuka,
prakarya, kursus dan lainnya).°

- “What were the household’s expenditure on health
(hospitalization, family planning, medical doctors, witch doctors,
medicines and others?” (Pengeluaran biaya kesehatan --rumah
sakit, puskesmas, dokter praktek, dukun, obat-obatan, dan
lainnya).

To each question the respondent is expected to provide a rupiah figure for total expenditure in
the month and year preceding the interview.

Field work is conducted more or less evenly throughout the month of February. Data
entry is then undertaken by the BPS regional offices: provincial offices decide on whether the
activity should be conducted by theirlocal kabupaten offices or centrally inthe provincial office.
Data files and original questionnaires are then sent to the BPS Head Office for cleaning and
tabulation, a process which normally takes place between the months of June and August, before

results are finally published in November of that year.

2. Module

The module survey is generally designed to provide adequate representation of
detailed household characteristics at the national level. Thus it has a detailed questionnaire but
covers a smaller number of households (about 65,000 households since 1992). Like the core
survey, it is typically conducted in the month of February and requires an interview between a
BPS enumerator and the head of the household. Unlike the core survey, which requires answers
covering the household as a unit (for health and education questions), the module survey requires
answers covering individual household members. Also unlike the core survey, for which the

questionnaire contents have been more or less the same every year, questionnaires for the health

The operational guidelines give the respondent a choice between the calendar month (year)
or the previous month (12 months) from the date of the interview. Thus responses from
households may not necessarily cover consistently the same calendar period.

Question VIL.B.19 in the questionnaire in Appendix A.

Question VIL.B.20 in the questionnaire in Appendix A.
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and education module surveys have undergone several changes, some significant. In what follows

we will briefly describe the main features of each one of the surveys since 1992.
First, the education module:

- in 1992, both health and education were covered in the same
survey. For education, besides the main characteristics of
household members (e.g. level of schooling, reason for dropping
out, reason for not attending school, field of study, average daily
school time etc.), the household was required to report for every
eligible household member the rupiah expenditure in the previous
week and in the previous month for every one of the following
fees and charges (relevant pages of the questionnaire are provided
in Appendix B):*

a. Registration (uang pendaftaran)

b. Tuition (iuran-iuran), which in turn is divided into
fourteen components

c. Examination (evaluasi), divided into eight
components

d. School uniforms (seragam sekolah), divided into
three components

e. Athletic material (seragam olah raga), divided

into three components

Books and stationery (buku, alat tulis dan
sejenisnya), divided into three components
Other (Lain-lain), divided into two components
Transportation (transportasi)

Snacks (uang saku)

Courses (kursus-kursus)

Other (lainnya)

jaur]

g
h.
1.
J.
k

Thus, a total of thirty-eight types of expenditure were included.

- in 1995, both health and education were also covered in the same
survey. For education, the number of types of fees was cut to
thirteen (from thirty-eight) consolidated into the following
categories (relevant pages of the questionnaire are provided in
Appendix C):’

a. Registration (pendaftaran)
b. Tuition (iuran), which in turn is divided into five
components

Questions VILI through VILIII in the questionnaire in Appendix B.

Questions VILI through VILIV in the questionnaire in Appendix C.
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c. Examination (evaluasi/ujian)

d. Study material (bahan penunjang mata pelajaran)

e. Uniforms (seragam sekolah & olah raga)

f. Books and stationery (buku, alat tulis dan
perlengkapan bersekolah), divided into two
components

g. Transportation (transportasi)

h. Extra-curricular activities (kursus sehubungan
dengan sekolah)

1. Other (lainnya)

In addition, the household was required to report for every eligible
household member expenditure in the previous month and in the
previous year. Reporting for the previousweek, used in 1992, was
dropped.

in 1998, although the module covered both education and health,
separate questionnaires were used for the two topics. The reason
for the separate questionnaire, according to knowledgeable
officials involved in the design of that survey, was the greater
detail included in the health questionnaire for the first time. For
education, although the same questions were asked as inthe 1995
questionnaire, the household was required to provide figures for
the previous month and for the period between July and
December of the previous year, not for twelve months, as in 1995
(relevant pages of the questionnaire are provided in Appendix D).

in 2000, education was separated from health and added to the
module covering culture. Two major changes were introduced to
the earlier questions on education:

a. First, the household was no longer required to
report on expenditure in the previous month. Only
expenditure for the July-December 1999 period
were required.

b. The breakdown of individual components
underwent a slight modification in formatting but
not in substance. '’

(relevant pages of the questionnaire are provided in Appendix F).

The Health module underwent the following changes:

in 1992, besides the main characteristics of household members
(whether sick, type of sickness, use of medicines etc.), the
household was required to report for every eligible household

Question VII.35 in the questionnaire in Appendix F.

P.489
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member the rupiah expenditure in the previous month on five
items (relevant pages of the questionnaire are provided in
Appendix B):"!

a. Cost of outpatient care (rawat jalan): this was
divided into two components (expenses from own
sources and those from other sources)

b. Cost of inpatient care (rawat inap): this was also
divided into the two sources of funds as in a.

C. Cost of medicines (biaya pembelian obat-obatan
ringan dan vitamin)

d. Maternity expenses (biaya persalinan): this was
also divided into the two sources of funds as in a.

e. Current pregnancy expenses (biaya pengobatan
dan pemeriksaan yang dikeluarkan untuk
kehamilan sekarang): also divided into the two
sources of funds as in a.

in 1995, the questions were consolidated into two (relevant pages
of the questionnaire are provided in Appendix C):"

a. Cost of outpatient care (rawat jalan), including
medications.

b. Cost of inpatient care (rawat inap), including
medications.

Like the 1992 questionnaire, households were required to provide
expenditure data only in the previous month.

in 1998, a far more detailed questionnaire than in the past was
designed. Major changes were introduced to the earlier questions.
Reporting, by eligible household member and applicable to the
previous month, was required for the following questions
(relevant pages of the questionnaire are provided in Appendix E):

a. Cost of personal medicines purchased (biaya
mengobati sendiri).”

Questions V.4, V.5, V.6, V.15 and V.17 in the questionnaire in Appendix B.
Questions V.3 and V.6 in the questionnaire in Appendix C.

Questions V.1 and V.2 in the questionnaire in Appendix E.

P.490
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b. Cost of outpatient care (biaya berobat jalan): the
household was required to provide detailed figures
about the place in which they were spent
(government hospital, private hospital, private
physician, family planning center etc.) during the
previous month. They were also required to
differentiate between expenditure paid directly by
the household and their estimate of the total cost
(including, for example, those paid by insurance
companies, the government or relatives outside the
household)."* In addition, a further question was
asked about the total estimated amount paid
during the previous month on regular
consultations not related to a particular illness
(konsultasi/pemeriksaan kesehatan, kir kesehatan,
periksa hamil, periksa bayi, Question V.8).

C. Cost of hospitalization/in-patient care (biaya
rawat inap): the household was required to
provide detailed figures about the place in which
they were spent (government hospital, private
hospital, maternity etc.) during the previous year.
Here again, they were required to differentiate
between direct expenditure from household
sources and their estimate of the total cost."

in 2001 the health module questions generally undertook a slight
formatting, but not substantive, modification (see Appendix G for
relevant pages of the questionnaire). The only exception was the
explicitrequirement that the detailed expenditure categories refer
to payments made solely from the household’s own sources.

3. Conclusion

To summarize the main findings of the above sections:

The core survey covers far more households than the module
(200,000 vs 65,000). Consequently, the sampling error in the
former is expected to be lower than that in the latter. However,

the module survey involves a far more elaborate set of questions
(by individual household member and including several
components for every variable measured), a methodology

Question V.6 in the questionnaire in Appendix E.

Question V.11 in the questionnaire in Appendix E.

P.491
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believed to produce more accurate figures than the single
questions asked in the core. Consequently, the non-sampling error
in the module is believed to be lower than that in the core.

BPS Head Office officials intimately involved in these surveys in the last decade believe
that the levels obtained from the module surveys are generally more accurate than those in the
core, and therefore can serve as benchmarks in the years that they are available. The officials’
implicit assumption is that the differential in non-sampling error between the two surveys
outweighs the differential in sampling error for a particular variable. To our knowledge, no
rigorous test has ever been conducted to measure the extent of these two types of error. The belief
is simply based on firsthand intimate knowledge of the surveys. This report will not pass
judgement on the merit of this belief. Rather, it will attempt to show the results based on it. In
other words, assuming that the health and education figures in the module surveys are more
accurate than those in the core surveys, the report describes the results of benchmarking core

figures to module figures.
B. Computations

1. Core

The total expenditure on education from the core surveys used in this report for
the 1992-2002 period were derived from Question VIL19 in Appendix A: column 2 for those in
the “previous month” and column 3 for those in “the previous 12 months.” Those for health were
derived from Question VII.20 columns 2 and 3 respectively for the “previous month” and
“previous 12 months.” Data were aggregated by province. Household weights were uniform
within a particular kabupaten, but different between kabupatens.'®

The ratio of annual to monthly expenditure derived from the core surveys are provided

in Tables 1 and 2 respectively for education and health. While annual education expenditure tend
to be incurred more or less regularly during the year (as indicated by the ratios in Table 1 which
are typically close to 12), annual health expenditure are typically only five times those incurred
in January/February.

Between 2000 and 2002, some provinces were not covered completely in the surveys. For the
purpose of this report, the following adjustments were made for both education and health
data and for both the “previous month” and the “previous 12 months:”
- For 2000, data for Aceh and Maluku were interpolated.
- For 2001, data for Aceh were interpolated
- For 2002, data for Aceh, Maluku and Irian Jaya were adjusted for

undercoverage. Available data covered only the capital cities in these

provinces. They were adjusted using the 1999 ratio of expenditure in

the capital city to those in the province as a whole.
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Table 1
Ratio of Annual to M onthly Education Expenditure in the Susenas Core Survey

Province 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 |[Average
Aceh 11.5 12,1 11.1 9.0 104 102 10.7 104 11.1 119 127 11.0
Sumatera Utara 102 11.8 11.6 10.5 10.6 12.1 11.0 11.1 12.8 11.8 11.9| 11.4
Sumatera Barat 15,0 12.0 125 9.9 102 12,5 10.8 12.0 11.2 109 11.5] 11.7
Riau 1.5 119 113 11.0 11.0 11.3 12,1 12.0 132 122 11.0| 11.7
Jambi 12.9 9.2 9.0 9.2 105 104 102 10.1 10.5 10.1 10.7] 10.3
Sumatera Selatan 11.6 115 11.3 11.0 12,0 11.2 12.0 11.6 10.7 13.1 113 11.6
Bengkulu 120 12.0 108 11.5 11.3 122 10.8 124 103 127 10.7( 11.5
Lampung 11.7 11.0 10.5 7.8 11.3 102 11.0 105 11.7 9.5 12.4| 10.7
DKI. Jakarta 132 13.6 11.8 109 129 10.7 10.0 12.0 12.0 10.6 13.7( 11.9
Jawa Barat 102 124 11.3 100 123 103 11.2 127 134 12.1 13.0f 11.7
Jawa Tengah 10.5 119 116 11.1 115 11.7 11.7 11.1 133 11.8 119 11.6
DI. Yogyakarta 105 114 124 114 13.0 148 12.6 122 8.7 9.5 9.8 11.5
Jawa Timur 11.0 119 121 113 123 12,1 123 12,0 123 11.7 121 11.9
Bali 10.7 11.8 10.7 105 103 11.6 104 108 12.0 11.9 11.2| 11.1
Nusa Tenggara Barat 9.9 123 10.6 9.7 109 109 11.5 11.0 11.4 9.6 11.0( 10.8
Nusa Tenggara 10.6 9.9 8.8 7.6 7.8 8.5 9.1 8.4 9.4 9.9 10.0 9.1
Kalimantan Barat 12.2 112 12.1 101 123 115 11.8 122 128 11.1 11.7| 11.7
Kalimantan Tengah 10.6 10.0 11.1 9.7 10.7 105 10.2 10.8 12.6 10.5 9.9 10.6
Kalimantan Selatan 10.8 123 11.5 9.2 12.8 12.8 80 10.8 114 108 11.8| 11.1
Kalimantan Timur 1.5 11.3 122 113 121 11.7 12,0 114 122 11.3 10.1 11.6
Sulawesi Utara 10.2  10.6 10.2 9.9 11.7 103 104 104 12.0 105 10.3] 10.6
Sulawesi Tengah 11.2 9.5 9.7 10.0 10.5 9.8 106 10.8 10.6 9.8 9.5 10.2
Sulawesi Selatan 12.2 9.8 10.5 9.5 103 10.6 10.7 10.0 11.0 89 114 104
Sulawesi Tenggara 13.2 9.9 8.9 9.3 9.8 9.1 8.9 11.7 9.0 8.6 9.0 9.8
Maluku 9.1 109 108 10.8 11.8 125 119 114 11.5 11.6 8.7 11.0
Irian Jaya 9.9 109 11.2 9.6 112 11.7 11.2 11.0 119 114 14.0] 11.3
Total 1.1 12.1 11.5 104 119 11.2 11.1 11.7 123 11.4 122 11.5
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Table 2
Ratio of Annual to January/February Health Expenditure in the Susenas Core Survey”

Province 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 (Average
Aceh 4.1 6.8 6.9 4.8 7.0 5.9 6.8 6.5 6.0 5.5 5.1 5.9
Sumatera Utara 5.1 7.1 5.2 5.2 6.4 4.6 5.7 5.9 5.7 4.5 5.8 5.6
Sumatera Barat 5.1 6.7 6.4 5.3 6.6 6.4 6.1 6.1 5.4 6.2 6.9 6.1
Riau 5.0 6.6 6.6 6.9 6.2 6.2 7.7 7.4 6.5 5.1 6.8 6.5
Jambi 3.7 8.1 6.2 5.7 8.1 6.5 5.4 6.0 5.5 3.2 5.5 5.8
Sumatera Selatan 3.9 6.3 6.4 6.7 5.3 5.5 5.0 5.8 5.9 5.0 6.6 5.7
Bengkulu 3.5 6.6 6.1 4.5 5.1 4.2 6.0 5.8 4.4 4.9 6.8 5.3
Lampung 5.2 6.7 4.7 4.8 6.3 7.2 5.4 5.5 5.2 4.2 6.6 5.6
DKI. Jakarta 5.0 7.3 6.5 4.0 6.2 4.7 6.2 5.2 4.7 4.0 6.8 5.5
Jawa Barat 3.2 5.5 5.8 5.2 5.5 5.0 5.0 5.9 4.9 4.3 5.6 5.1
Jawa Tengah 3.7 5.5 5.7 5.2 4.8 4.3 5.9 5.4 4.9 4.9 6.1 5.1
DI. Yogyakarta 5.2 5.6 5.8 5.0 6.4 3.9 7.8 5.5 5.6 6.2 8.8 6.0
Jawa Timur 4.1 5.1 5.6 4.8 5.3 5.0 5.9 5.6 4.6 5.5 5.4 5.2
Bali 3.1 5.0 5.0 4.5 5.4 4.5 5.8 4.8 5.7 6.0 7.1 5.2
Nusa Tenggara Barat 3.5 5.4 5.2 4.7 5.6 5.2 5.5 5.0 4.2 3.4 4.7 4.8
Nusa Tenggara 4.1 5.9 5.5 4.8 5.4 5.2 5.6 5.0 4.7 4.3 4.2 5.0
Kalimantan Barat 3.5 6.0 5.4 5.3 5.4 5.5 6.1 6.4 4.9 4.6 6.5 5.4
Kalimantan Tengah 3.9 6.7 7.4 5.1 5.8 7.2 6.5 6.2 4.6 5.1 6.5 5.9
Kalimantan Selatan 4.5 5.6 6.2 4.8 5.2 5.5 5.8 5.4 3.9 5.5 6.0 5.3
Kalimantan Timur 5.1 6.9 6.4 4.8 5.8 4.9 5.4 4.4 4.6 5.7 5.8 5.4
Sulawesi Utara 3.5 5.7 5.8 5.2 5.1 3.9 6.8 6.0 5.0 4.0 5.4 5.1
Sulawesi Tengah 4.4 5.1 6.1 4.6 5.1 4.9 5.2 5.5 3.9 3.6 4.9 4.8
Sulawesi Selatan 4.7 7.3 6.2 4.2 5.6 5.5 5.9 5.4 4.0 4.1 5.5 5.3
Sulawesi Tenggara 3.8 4.9 5.7 5.7 7.2 6.9 6.6 6.3 4.3 4.3 5.6 5.6
Maluku 4.3 6.3 7.4 5.7 6.8 6.5 7.6 8.1 7.4 6.7 5.6 6.6
Irian Jaya 5.3 5.8 5.4 5.6 6.5 6.7 6.3 6.8 5.5 5.8 154 6.8
Total 4.0 5.8 5.8 5.0 5.6 5.0 5.8 5.6 4.9 4.7 6.0 5.3

1) Expenditure refer to those incurred in the month prior to the interview. G iven that the interviews for both surveys
have taken place throughout the month of February of the relevant year, expenditure in the surveys refer roughly to
the average monthly expenditure in the January/February period.

2. Education Module
The total annual expenditure on education from the 1995, 1998 and 2000 module

surveys were derived as follows:"”

- for 1995, and since reporting was for the full calendar year,
computation was straightforward: it was simply the sum of all

17 Complete data for the 1992 module, which covered both education and health, were not

available within the time frame of this report, so they were not used as benchmarks.
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charges and fees reported for the year (Questions VILI through
VILIV in the questionnaire in Appendix C).

- for 1998, since reporting was only for the July-December period,
an adjustment needed to be made to obtain an annual equivalent:
some charges (namely tuition, examination, study matenal,
transportation and extra curricular activities —iuran,
evaluasi/ujian, bahan menunjang mata pelajaran, transportasi,
kursus sehubungan dengan sekolah) were considered likely to be
incurred regularly and were thus doubled,'® while the remaining
charges (registration, uniforms, books, others —pendaftaran,
seragam sekolah dan olah raga, buku, lainnya) were most likely
to be one-time expenditures and were thus kept as such.

- the same adjustments were also made to the 2000 figures except
that the reported items were slightly different. Items which were
doubled were:" tuition (SPP, BP3, Praktikum, iuran lainnya),
study material (bahan belajar), transportation (transportasi),
extra-curricular activities (kursus). Items which were not changed
were: registration, uniforms, books, stationary, other
(pendaftaran, pakaian sekolah, buku pelajar, alat tulis, lainnya).

Data were aggregated by province. Unlike household weights in the core survey, which
varied by kabupaten, weights in the module were uniform across kabupatens in the same
province. That was dictated by the sample design. Table 3 shows the ratio of annual education
expenditure in the module to that in the core surveys. The table suggests that when asked to
report detailed education expenditure, households in Indonesia have tended to provide a level
about 25% higher than the one they provide in answer to the single question on their total

expenditure.

18 Given the unusually high inflation during the year, a further adjustment was necessary for
annualizing the irregular expenditure in order not to overstate their amount for the year: the
original adjustment factor (namely 2) was reduced by one third to take into account the fact
that average inflation in the July-December period was one third higher than that of the first
half of the year. Thus the result was that the relevant expenditures were multiplied by a factor
of 1.5 instead of 2.

19 Unlike 1998, no further adjustment factors were introduced to that of doubling expenditure.
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Table 3
Ratio of Annual Education Expenditure in the Susenas Module
to that of the Core

Province 1995 1998 2000| Average

Aceh 1.38 1.22 1.55 1.38
Sumatera Utara 1.15 1.39 1.13 1.22
Sumatera Barat 1.21 1.62 1.35 1.39
Riau 1.06 1.06 0.91 1.01
Jambi 1.21 1.58 1.45 1.41
Sumatera Selatan 0.99 1.36 1.65 1.33
Bengkulu 1.17 1.03 1.42 1.21
Lampung 1.12 1.46 1.29 1.29
DKI. Jakarta 1.19 1.34 1.15 1.23
Jawa Barat 1.30 1.32 1.27 1.30
Jawa Tengah 1.17 1.34 1.41 1.31
DI. Yogyakarta 0.80 1.01 1.06 0.96
Jawa Timur 1.06 1.31 1.24 1.20
Bali 1.19 1.35 1.44 1.33
Nusa Tenggara Barat 1.10 1.67 1.65 1.47
Nusa Tenggara Timur 0.96 1.31 1.42 1.23
Kalimantan Barat 1.11 1.11 1.21 1.14
Kalimantan Tengah 1.03 1.44 0.99 1.15
Kalimantan Selatan 1.05 1.82 1.14 1.34
Kalimantan Timur 1.10 1.12 1.15 1.12
Sulawesi Utara 1.48 1.37 1.58 1.48
Sulawesi Tengah 1.12 1.01 1.17 1.10
Sulawesi Selatan 1.22 1.38 1.46 1.35
Sulawesi Tenggara 1.00 1.88 2.12 1.67
Maluku 1.13 1.16 2.63 1.64
Irian Jaya 1.44 1.18 1.44 1.35
Total 1.17 1.32 1.27 1.25

3. Health Module

Expenditures on education are expected to be incurred on a regular basis during

a particular calendar year, so monthly figures on education can reasonably be annualized by
multiplying them by a particular factor (as Table 1 shows, one factor that can be used for the
country as a whole is 11.5). Expenditures on health, on the other hand, can be highly erratic and
difficult to annualize: As Table 2 shows, the average reported health expenditures for the
previous year have only been five times as high as those reported for the previous one month.
Furthermore, respondents’ recollection of unusual expenditures (such as hospitalization) in the

previous month seems likely to be much more accurate than their recollection of unusual events
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during the entire preceding year. Thus while comparing annual (or annualized) expenditures in
the case of education was, in our view, a better method than simply comparing monthly

expenditures, the same is not true of expenditures on health. We believe that in the case of health,
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comparing reported monthly expenditure is more meaningful.

Thus the total monthly expenditure on health (for the January/February period) from the

1995, 1998 and 2001 module surveys were derived as follows:

for 1995, it was the sum of the only two available variablesin that
questionnaire: Questions V.3 (outpatient care —rawat jalan) and

V.6 (inpatient care —rawat inap) in the questionnaire in Appendix
C.20

for 1998, it was computed as the sum of the following
components (refer to the questionnaire in Appendix E for the
exact wording of the questions):

a. Question V.2 (personal medicines —mengobati
sendiri)

b. The sum of the column (2) values for Questions
V.6.a through V.6.) (outpatient care —berobat
jalan)

C. Question V.8 (regular consultations not related to

a particular illness --konsultasi/pemeriksaan
kesehatan, kir kesehatan, periksa hamil, periksa

bayi)

d. One-twelveth ofthe sum of the column (3) values
for Questions V.l1l.a through V.11.g (annual
expenditure on inpatient care —rawat inap dalam
12 bulan terakhir).

unlike in the previous health module surveys, the 2001 survey
explicitlystated that the detailed questions correspondingto those
asked in 1998 (namely questions V.C.21.d; column (4) of
V.C.23.a through V.C.23.j; column (4) of V.C.25.a through
V.C.25.g and V.C.27b) should include only those covered from
the household’s own sources. These numbers could not be used
as benchmarks because they ignored the portion of expenditures

20

Although the two questions clearly required reporting only on expenditures incurred from the
household’s own sources, our assessment was that reported responses likely referred to
expenditures from all sources. When comparing response for the same households to the core
question (which should include expenditures fromall sources) and those to the module
questions, the majority of respondents reported the same expenditure levels. The fact that the
operational guidelines to the module left this issue vague lends support to our conclusion.
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coming from sources outside the household (which are covered
in the core). Indeed, a comparison of these expenditures with
those in the core survey suggests that they typically cover only
about 60% of all health related expenditures. Therefore, for the
purpose of benchmarking the 2001 expenditure level, we used the
response to Question VII.20 (column 2), which covered health
expenditures from all sources, not just from the household’s own
sources.”

Data were aggregated by province. Like household weights in the education module,
those in the health module were uniform across kabupatensin the same province. Table 4 shows
the ratio of monthly health expenditure in the module to that in the core survey for the
January/February period. The table suggests that when asked to report detailed health
expenditure, households in Indonesia have tended to provide a level about 18% higher than the

one they provide in answer to the single question on their total health expenditure.

2 Figures for Aceh and Maluku, provinces excluded from the 2001 survey, were estimated

using the average share of these expenditures for each province between 1995 and 1998.
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Table 4
Ratio of M onthly Expenditure on H ealth in the Susenas Module
to that of the Core (around January/February)”

Province 1995 1998 2001 [ Average

Aceh 1.67 1.75 2.23 1.88
Sumatera Utara 1.10 1.35 1.38 1.28
Sumatera Barat 1.53 1.43 1.10 1.35
Riau 1.16 0.97 0.75 0.96
Jambi 1.61 1.14 1.04 1.26
Sumatera Selatan 1.36 1.11 1.48 1.32
Bengkulu 1.74 0.93 0.41 1.03
Lampung 2.31 0.92 0.80 1.34
DKI. Jakarta 1.50 1.51 1.00 1.34
Jawa Barat 1.35 1.29 1.06 1.23
Jawa Tengah 0.80 1.14 0.94 0.96
DI. Yogyakarta 1.84 1.03 1.07 1.31
Jawa Timur 1.27 1.03 0.87 1.06
Bali 1.18 1.02 0.93 1.04
Nusa Tenggara Barat 1.45 1.12 0.91 1.16
Nusa Tenggara Timur 2.10 1.16 0.92 1.39
Kalimantan Barat 1.51 1.21 0.96 1.23
Kalimantan Tengah 2.63 1.74 1.34 1.90
Kalimantan Selatan 1.54 1.50 0.82 1.29
Kalimantan Timur 0.93 1.09 0.62 0.88
Sulawesi Utara 1.51 1.51 0.73 1.25
Sulawesi Tengah 2.18 1.17 0.94 1.43
Sulawesi Selatan 2.03 1.03 0.60 1.22
Sulawesi Tenggara 2.61 1.32 0.80 1.58
Maluku 1.92 1.23 1.34 1.50
Irian Jaya 2.71 1.02 1.15 1.63
Total 1.36 1.20 0.99 1.18

1) Expenditure refer to those incurred in the month prior to the interview.
Given that the interviews for both surveys have taken place throughout the
month of February of the relevant year, expend iture in the surveys refer roughly
to the average monthly expenditure in the January/Febrmary period.

C. Benchmarking

Benchmarking is a technique of combining data pertaining to the same variable from two
sources of different frequencies: one, which is more frequent (e.g. the core survey in the case of
Susenas) is believed to be less accurate (because of its less detailed questions), and the other,
which is less frequent (e.g. the tri-annual module survey of Susenas) is believed to provide a
more accurate level or benchmark. Stated very briefly, what benchmarking does is to create a
new series that uses the tri-annual levels from the more reliable survey while preserving, as far

as possible, the fluctuations from year to year in the annual series. A well-known benchmarking
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technique is the proportional Denton method which preserves to a maximum degree the
fluctuations in the more frequent source data by minimizing the differences (in a least squares
sense) between year-to-year percent change of the original and benchmarked series. This method
1s automated as a particular case of a program called BENCH developed and used by Statistics
Canada.”

Figure 1 provides an illustration of what the benchmarking technique does. Annual levels
from the core survey (referred to as “original series”) are derived for 1992-2002. Tri-annual
levels from the module are referred to as “benchmarks”. Finally, the new adjusted series (referred
to as the “benchmarked series”), which uses the levels from the module for the years they are

available, and year-to-year changes in-between in a pattern very close to that of the original

series.
Figure 1: Illustration of Benchimarking Annual & Tri-Annual Series
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The benchmarked series in the graph clearly incorporates the levels of the four benchmarks. At
the same time, it retains as much as possible the year-to-year fluctuations of the original series.
Mathematically, it minimizes the squared differences between yearly percent changes in the
original series and yearly percent changes in the benchmarked series, subject to the constraints

of being equal to the levels of the four benchmarks.

22

A manual produced by John Kuiper describes the basic methodology and operation of the
program ( Operational Manual for Benchmarking Using the BENCH Program, STAT Project
Report #57, July, 2002).
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III. RESULTS
Since BPS has not yet published the data used in this report, we will present the results

of the benchmarking exercise in graphic form. Figures 2 through 7 present results for
benchmarking education expenditure for Indonesia and for some main provinces, and Figures
8 through 13 present those on health. Focusing on results for the country as a whole, nominal
expenditure on education appear to have grown almost stepwise since 1993 (with spurtsin 1995,
1998, 2000 and 2002), whereas nominal expenditure on health have witnessed a more or less
continuous rise before falling in 2002.%

3 The levels of annual expenditures on education used in the graphs represent about 4% of'total

household consumption expenditure (derived from the Susenas Income and Expenditure
module surveys), and those of annualized health expenditure (i.e. monthly expenditure used
in the graphs multiplied by 5) represent about 2% of total household consumption
expenditure.
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Figure 2: Household Annunal Expenditure on Education
(Indonesia)
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Figure 4: Household Annual Expenditure on Education
{Jawa Barat)
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Figure 6: Household Annual Expenditure on E ducation
{Jawa Timur)
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Figure 7: Household Annual Expenditure on Education
{(Sumatera Utara)
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Fizure 8§: Household Expenditure on Health in Januarv/February
(Indonesia)
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550

Figure 10: Household Exp end ture on Health im January/February
(Jawa Baraf)
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Figure 11: Houselold Expenditure on Health in Januwary/February
(Jawa Tengah)
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Figure 12: Household Expenditure on Healih in Janwary/Febhruary
(Jawa Timur)
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Figure 13: Household Expenditure on Healih in JanvaryFebruary
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IV. CONCLUSION & RECOMMENDATIONS

The above results suggest the following conclusion: data on education and health
expenditure levels in Susenas, both at the provincial and national levels, appear plausible and
may provide valuable insight to users interested in more than just shares of these expenditures
by income group, as is currently published by BPS. The benchmarking methodology undertaken
in this report, which allowed combining the strengths of the two data sources (namely the core
and module surveys) into a single data series, carried one further substantial benefit: by
highlighting data gaps in particular series, which needed to be corrected, it helped BPS identify
potential sources of data problems to avoidin future surveys, thus increasing confidence in these
data.

We believe that users, whether policy makers or researchers, interested in rupiah
expenditure levels would welcome a regular BPS publication showing how these expenditures
are progressing from year to year under changing economic conditions. Our strong

recommendation, therefore, is for BPS to:

- Make available to users, in a separate publication similar to that
done for Industry in 2001, an annual benchmarked series of
household levels of expenditure on education and health for their
evaluation.

- If user feedback is positive, then BPS should be ready to replicate
the benchmarking of these variables regularly and provide them
in the annual Susenas publication.

- Meantime, it would be useful if BPS began examining other types
of expenditures in Susenas to evaluate the possibility of applying
the methodology used in this report. Results can then also be
shared with users for their feedback.

- Finally, it may also be useful for BPS to take steps which would
help in assessing quantitatively whether data from the module
surveys provide more accurate levels than those from the core
surveys, particularlyif such data will be regularly published. That
may help increase confidence that benchmarking as attempted in
this report, namely by using the module levels as benchmarks, has
an empirical, rather than a judgmental, basis.
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APPENDIX A
A TYPICAL QUESTIONNAIRE FOR THE CORE SURVEY

This appendix provides only relevant parts of the questionnaire of the 2002 Susenas Core
survey: the household characteristics section and that covering household expenditures on

education and health. These questions have generally been the same in other years.
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APPENDIX B
QUESTIONNAIRE FOR THE 1992 MODULE SURVEY

This appendix provides only relevant parts of the questionnaire of the 1992 Susenas Module
survey: the household characteristics section and those covering household expenditures on
education and health.
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APPENDIX C
QUESTIONNAIRE FOR THE 1995 MODULE SURVEY

This appendix provides only relevant parts of the questionnaire of the 1995 Susenas Module
survey: the household characteristics section and those covering household expenditures on
education and health.
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APPENDIX D
EDUCATION QUESTIONNAIRE FOR THE 1998 MODULE SURVEY

This appendix provides only relevant parts of the education questionnaire of the 1998 Susenas
Module survey: the household characteristics section and that covering household expenditures
on education. Although this survey covered health as well as education, the health questionnaire
was separated from that of other topics because it contained far more detailed questions than in

the past.
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APPENDIX E
HEALTH QUESTIONNAIRE FOR THE 1998 MODULE SURVEY

This appendix provides only relevant parts of the health questionnaire of the 1998 Susenas
Module survey: the household characteristics section and that covering household expenditures
on health. Although this survey covered health as well as education, the health questionnaire was
separated from that of other topics because it contained far more detailed questions than in the

past.
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APPENDIX F
QUESTIONNAIRE FOR THE 2000 EDUCATION MODULE SURVEY

This appendix provides only relevant parts of the questionnaire of the 2000 Susenas education
Module survey: the household characteristics section and that covering household expenditures

on education.
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APPENDIX G
QUESTIONNAIRE FOR THE 2001 HEALTH MODULE SURVEY

This appendix provides only relevant parts of the questionnaire of the 2001 Susenas health
Module survey: the household characteristics section and that covering household expenditures
on health.
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FOREWORD

The Statistical Assistance to the Government of Indonesia (STAT) project began in March
2000 and is ending in June 2003. During these three years, the project forged a very close
partnership with BPS, which was crucial to its success. The report summarizes the project’s main
activities, draws some lessons which hopefully will be heeded in the design of similar activities
in the future, and suggests a desirable path for future cooperation between USAID and BPS. This
report is intended for both USAID and BPS and is written with that in mind.

I would like to thank USAID for its financial support, which made possible the tangible
outputs and the capacity building that the project has accomplished. BPS has also thrown its full
weight behind all project activities. The project benefited from contributions and participation
of dozens of'its officials, at the senior, middle and lower management levels as well as at the staff
level. These individuals are too numerous to mention here individually. I just would like to

convey my sincere appreciation of their support and deep gratitude to them.
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L. INTRODUCTION
The STAT project was designed by USAID in late 1999, following Indonesia’s severe

economic crisis in 1 998. With economic policy makers and d onors attempting to navigate through
tough economic conditions, and working frantically to devise measures to help the country
recover from that crisis, BPS was under considerable pressure to produce more timely economic
indicators, particularly on the macroeconomy. Limitations of various economic statistics long
published by BPS, which would have been addressed in a calm and objective way under normal
circumstances, were brought to the fore publicly and in some cases one might say even
passionately. Doubts about the accuracy and reliability of important indicators (the consumer
price index, the national accounts, the poverty measure, for example) were being expressed
publicly as well as privately; with some observers accusing BPS of “cooking” these numbers for
political ends. In sum, the project was conceived at a time when BPS was under great pressure
to produce adequate prompt macroeconomic indicators and to convince users of their reliability.

The need for quick action in getting a project started to assist BPS prompted USAID to
quickly put together a Request For Proposal (RFP) which was a collection of ideas representing
wishes for assistance expressed by BPS at the time. Although the RFP’s primary emphasis was
on the macroeconomy, it covered a broad spectrum of activities: census/survey methodology,
prices, labor market, agriculture and organization/management. With the exception of
demographic/social statistics, activities under this RFP covered nearly all the areas in which a
centralized statistical agency such as BPS is involved. Since USAID did not have the time to
develop a comprehensive and consistent framework, it was up to the project to concentrate on the
specific areas that it believed were most appropriate.

The above remarks in no way discredit BPS’s or USAID’s actions; rather, they provide
perspective on the circumstances under which this project was conceived. Without fully
understanding this, one cannot adequately grasp the extent of the project’s achievements in the
last three years.

How did things get to this point during the crisis? After all, wasn’t BPS one of the success
stories among developing countries in the past? BPS is unique among statistical agencies in
developing countries for nurturing statistical skills at an early age through its academy, with its
highly selective admissions policy of high school students. Since the 1960s, it has established a
solid reputation for the high caliber ofits technical and operational capabilities. By the 1980s, few
developing countries, if any, could match its record in the number of regular censuses
(population, economic, agriculture and industry), large-scale surveys (such as Susenas, the
national socio-economic survey and Sakernas, the national labor force survey) and complex
statistical products such as input-output tables and social accounting matrices. And that for one

of'the world’s mostpopulous and diverse countries. Within Indonesia, BPS enjoyed a reputation
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of having some of the more skilled technical staff in government. Its profile was generally low
key and the institution was generally perceived as a competent independent technical agency.
Unfortunately, two developments during the 1990s adversely affected BPS. The first was
the significant budget tightening since the economic crisis. Despite the more or less steady
increase in its nominal budget for regular activities' since 1993 (shown in Figure 1), real
expenditures® have shown a steady decline since 1997 (Figure 2). The average annual growth in
nominal expenditures between 1997 and 2002 was about one third that of the 1993-1997 period,
pulling corresponding real expenditures in 2002 back to levels similar to those of 1993.

Figure 1: Nominal BPS Budget (billion Rp)
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“Regular” activities in this report are defined as those activities which are undertaken
regularly (e.g. national accounts, monthly CPI, annual Industry surveys, Susenas etc.), unlike
the occasional (or “irregular”) activities like censuses (population, agriculture, economic)
conducted once every 10 years or ad hoc surveys. The budget for “regular” activities in the
graphs includes all expenditures, not only those referred to in the official government budget
as “routine.”

Nominal expenditures were deflated by the implicit government expenditure deflator in the
expenditure accounts.
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Figure 2: Real BPS Budget (billion 1993 Rp)
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The second important development, paradoxically, was the great advance in computer
technology that resulted in increasing sophistication of users by the 1990s. This has increased the
quality and competence of user analysis. The gap in technical skills between BPS staff and
outside users, which had favored BPS staff until the 1980s, narrowed substantially with users’
access to micro data and powerful computing capabilities by the 1990s. This gave them greater
competence in questioning the reliability of published BPS data. By 2000, some users were
publicly questioning the reliability of particular data series. BPS’s inadequate response on these
issues encouraged accusations of political motivation behind certain data and the perception of
its independence began to be questioned.

This was the environment in which the project began. The project’s main objective was
to work together with BPS to help it to reestablish an image of a competent, independent

statistical agency that produces adequate statistics for its users.

II. ACHIEVEMENTS

A. Our Approach

With a clear objective in mind, the project’s approach was straightforward:

- First, help BPS develop relevant data (in the areas stated in the
RFP), with the appropriate mix of accuracy and timeliness that
available resources allowed. This, in turn, required several steps:
asking the right questions, building systems that provided the right
answers and promoting transparency of design and computations.
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- Second, help improve user understanding of the data: the best
way to achieve this was through documentation of sources and
methods and their continual dissemination to various user groups.

- Third, ensure sustainability of the whole process, which
involved three stages:

a. System/method development: during this stage,
project advisors were expected to spend the largest
share of time, with local staff working closely with
them but providing primarily a supporting
function.

b. System/method maintenance: during this stage, the
primary operation of the system/method would
become the responsibility of the local staff. The
projectadvisor’s responsibility would be limited to
that of ensuring plausibility of results and helping
to solve minor problems that may arise in day-to-
day operation.

C. Full institutionalization: during this stage, the
system/method would have been fully captured and
owned by the responsible BPS division. The
project expert would play a minor role, only that of
advisor on particular issues that may arise from
time to time.

This has been the primary pattern of involvement of the project in various areas covered.

It was done within the context of a new strategic vision that BPS needed to articulate. In
the face of the new realities, BPS needed to recognize the fact that it no longer possessed a
monopoly over the production of statistics, and that the continuing tight future budgets would
require a reevaluation of the net benefits of every statistical activity in which it was involved.

Operationally, BPS needed to group its statistical activities into three broad categories:

- activities in which accuracy is critically important. These
include nationwide censuses: population, agriculture, economic.
For these activities, BPS is, and is likely to remain, a monopolist
given the substantial resources (technical, financial and human)
necessary to produce them. Operationally, these activities can
continue to be conducted in the way they have been in the past (i.e.
using the current rigid multi-level regional structure).

- activities in which timeliness is critically important. These
include surveys where delays make them far less useful (and for
long delays, nearly useless) to users. Examples of such surveys
are: the monthly consumer price index, the monthly/quarterly
industrial production index, the consumer expectations survey and
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the business expectations survey. With these surveys, BPS is likely
to face strong competition, from other government agencies (eager
to produce prompt indicators for their own uses) as well as from
the private sector. These productsrequire a more flexible structure
than BPS had used in the past (e.g. a structure similar to that
developed for the monthlymanufacturingproduction survey). Use
of phones, faxes, email and web questionnaires will need to be
explored. In certain cases, if BPS cannot compete, it may need to
opt out of conducting such surveys.

- all other activities, which cover cases where both accuracy and
timeliness are important to varying degrees. Examples include
large-scaleactivities (such as quarterlynational accounts, Susenas
and Sakernas), as well as smaller-scale activities. In delivering
such products, BPS may face some competition. Operational
structure will need to be somewhere between the above two types
of activities.

The project believed that BPS needed to evaluate its existing activities, focusing on those in
which it had a comparative advantage and a competitive edge and devising new ways to fulfill
user demand in surveys where timeliness is of the essence. Structural flexibility would be key to
its future success: some products would continue to demand the highly rigid bureaucratic
structure currently in place, but others would require conducting work directly from the head
office in new ways. The project worked together with various BPS divisions to help steer the
organization onto this path, and was successful inproducing the tangible outputs described in the

next section.

B. Tangible Outputs
Tangible outputs produced by the project all of which, it should be emphasized, were the
joint effort of project advisors and BPS staff, include the following:

- Development of the non-oil manufacturing industrial
production index. Such an activity had been a requirement for
Indonesia’s compliance with the IMF’s Special Data
Dissemination Standards (SDDS). The system contains a monthly
sub-system designed to provide a prompt indicator (i.e. available
with a six-week lag) at the 1-digitInternational Standard Industrial
Classification (ISIC) level, and a slower quarterly indicator at the
3- and 2-digit ISIC levels. The system has been operational since
2000 and its results have been regularly published by BPS on its
website and in Indikator Ekonomi. Completion of this system was
one of the rare cases where BPS received an open
acknowledgment from a recognized outside authority that it had
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achieved its target.’ As of this writing, the Industry Directorate,
which is responsible for this activity, has converted the whole
survey into a single monthly system, which should provide users
with disaggregated data more frequently and more promptly. In
addition, the Directorate has begun to make available to users
monthly employment indices derived from this survey. Results for
1993-2000 were provided in a separate BPS publication.*

Design of an expanded industrial production index including
non-oil manufacturing as well as mining, electricity, gas and
water. By integrating the results of the non-oil manufacturing
production survey with monthly data on oil, gas, other minerals
and electricity, the new index should provide a more complete
indicator of non-farm goods activity. BPS is currently computing
this index although results have not yet been published.

Documentation of the computation of the national accounts.
This was the first known attempt at documenting the sources and
methods used by BPS to compute Indonesia’s national accounts.
Write-up of this document followed years of complaints by outside
users that these computations lacked transparency. Documentation
was believed to be the most effective way of transmitting to users
how figures had been computed over time and the myriad sources
and ways that need to be followed to ensure regular production of
these figures.

Design of a system for computing unit value indices for
exports and imports of goods. Work in this area was prompted
by a discovery of substantial weaknesses in the foreign trade
deflators that had been used by BPS. A new methodology was
designed which resolved the two main problems which appear
when using unit values: heterogeneity and inaccuracy. Results for
2000-2001 using the new system have been documented in a
special BPS publication.’

congratulatory email to the Indonesian government dated November 6, 2001:
“Congratulations on the significant improvement of the production index. The dissemination
of the production index is now in observance with the SDDS’s requirements in terms of
periodicity and timeliness. The announcement of the improvement has been made on IMF
SDDS web page as follows:

Completed transition plan

Indonesia: The periodicity and the timeliness of the data on the
Production index has been brought into observance of the SDDS.
Indonesia now fully meets the SDDS requirements for this data
category.”

October, 2001.

Unit Value Indexes for Exports and Imports: January 2000 - April 2002, July, 2002.

P.VI.283

Success in producing this index was acknowledged by the IMF’s Statistics Department in a

Production and Employment Indices of Large and Medium Manufacturing: 1993 - 2001,
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Design of a system for direct measurement of inventory
changes in the national accounts, instead of their derivation as
aresidual between total production and final sales, as has been the
case to date. One advantage of introducing this methodology was
that the inventory change estimates themselves would improve.
When they are residuals, they reflect not only actual inventory
change, but also errors in measuring production and final sales.
Improved estimates based on direct measurement should also
enable a better understanding of the magnitude and the timing of
inventory change in economic fluctuations. Perhaps even more
important was the potential advantage of improving estimates of
private consumption, the largest component of final expenditures.
BPS is currently computing these figures and plans to publish a
1993-2001 historical series soon.

Design of a methodology to measure Indonesia’s Income
Accounts. Income accounts for Indonesia for 1990-2000 were
computed, for the first time, and documented in a special project
report. These accounts can hopefully be regularlyupdated by BPS
in the future.

Introduction of seasonal adjustment and benchmarking
techniques. These statistical techniques, which help improve
existing statistics, were applied widely within BPS, to data in
national accounts, industrial production, prices and some statistics
derived from Susenas, the national socio-economic survey.
Benchmarked industrial production indices are now a routine
activity, which began with a special BPS publication covering the
1993-2001 period.°

Design of a quarterly labor force survey system. The survey
was designed to provide a quarterly measure of unemployment at
the national level with consistent annual measures of
unemployment at the provincial level. The survey was
implemented by BPS for the 2002 period.

Introduction of a new “relaxed” definition of unemployment.
Such a measure would be highly appropriate for Indonesia. It
would take into consideration the impact of what is referred to as
“discouraged workers.” Our evaluation showed that such workers
represented a significant phenomenon in Indonesia, particularly
since the crisis. Treating them as part of the unemployed in the
civilian labor force made a substantial difference, not only
nationally, but by gender, urban/rural location and province as
well.

- 2000, October, 2001.

P.VI.284

Benchmark Production and Employment Indices of Large and Medium Manufacturing: 1993
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- Design of a methodology for improving measurement of rice
production. An evaluation of the current methodology used by
BPS for estimating rice production, namely reliance on the crop-
cutting approach, suggested that the methodology had substantial
shortcomings. A supplemental methodology, relying on regular
household surveys, was proposed.

- Improving estimation procedures of a large-scale small
business area survey. The current survey designed to cover non-
registered establishments (known by its acronym SUSI), which
forms the basis for data covering small establishments in industry,
trade and services, was evaluated and a revised set of estimation
procedures was designed. These procedures were necessary to
ensure that the final tabulated results provided an adequate
representation by province and economic sector.

- Design of a questionnaire for a web-based survey. The weekly
foreign exchange rate survey was selected as a model for possible
future BPS activities in which timeliness is of critical importance.
It was chosen because of'its simplicity, its moderate input volume
and because it contained most of the features necessary for
expansion to other BPS activities in which interactive
questionnaires can potentially be used.

All the above systems and methods have followed, to varying degrees, the three-step approach
described in Section II.A above, and by now have been fully institutionalized. All have also been
documented in project reports. In addition, the project produced information papers for outside

users in the following areas:

- a review of employment and earnings statistics sources,

- the introduction of new coded data on commodities used and
produced in the annual manufacturing survey,

- the introduction of the chain linking methodology to the national
accounts,

- an evaluation of the current measures of production and
consumption of rice,

- an evaluation of the claim of understatement of rice consumption
in Susenas,

- an evaluation of a quarterly wage survey of livestock and fishery,
which has not yet been published and

- the result of benchmarking health and education expenditure data
in Susenas.

Overall, the project has produced seventy reports (listed in Table A.1 of Appendix A). Some of
these were progress reports, some were papers aimed at outside users and some were aimed at
users within BPS. Papers which were aimed primarily at outside users for wide public

distribution, referred to as project “statistical papers”, have been placed on the BPS website as
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they have been produced. Nineteen such papers were produced and are listed in Table 1 below.

Table 1
STAT Statistical Papers Aimed at Outside Users
Author Title Date

Hananto Sigit Employment Data in Indonesia Aug 00
Hananto Sigit Earnings D ata in Indonesia June 00
Yahya Jammal Revision o f Quarterly Production Accounts Oct 00
Yahya Jammal/Ro sniaty Ismail | The Monthly Manufacturing Production Survey Nov 00
Yahya Jammal Quarterly National Accounts in Indonesia: Current Sources and Feb 01

Methods (Draft)
Vijay Verma Selected Issues in Labor Force Statistics Mar 01
Vijay Verma Agricultural Census and Surveys Mar 01
Yahya Jammal/Vijay Verma [Monthly Manufacturing Production and Employment Indices Apr 01
Yahya Jammal Chain Linking National Accounts June 01
Uzair Suhaimi/Yahya Jammal [Measuring Open Unemployment in SAKERNAS June 01
Frank de Leeuw Unit Value Indexes for Exports and Imports July 01
Yahya Jammal/Rifa Rufiadi Classifying Manufacturing Production by Commodity vs by Aug 01

Establishment: Evidence Using 1998 Annual Survey D ata
Frank de Leeuw Measuring Changes in Inventories in Indonesia Sep 01
Frank de Leeuw An Expanded Industrial Production Index for Indonesia Feb 02
Suwandhi Sastrotaruno / Aggregate Rice Data in Indonesia: A Brief Overview Feb 02
Choiril Maksum
Kusmadi Saleh/Yahya Jammal | Toward Income Accounts for Indonesia Sept 02
Yahya Jammal/Arizal Ahnaf |Is Susenas Rice Consumption in Urban Areas of Indonesia Nov 02

Understated?
Yahya Jammal/Uzair Suhaimi | Quarterly Wage Survey of Livestock and Fishery Apr 03
Yahya Jammal/Wendy Hartanto| Benchm arking Susenas Health and Education Data May 03

These papers have generated visible interest from outside users. The project’s initial monitoring
of the website activity suggested that many of these papers were being downloaded by outside
users, some at an average rate of two per day for several months. User interest was also
demonstrated when, in response to a request from the editor of the Bulletin of Indonesian
Economic Studies, a note was written in that bulletin for the benefit of itsreaders, who constitute
an important group of users of BPS data. The note, which will appear in a forthcoming issue and
is provided in Appendix B, contains a brief abstract of all except the lasttwo papers in Table 1.

Such interest is a clear validation of the relevance, quality and usefulness of these papers.

C. Capacity Building

I believe that capacity building is one of the most important building blocks, perhaps the
most important, for ensuring sustainability of a technical assistance activity. Without it technical
assistance may simply perpetuate dependence rather than promote self-reliance. This has been a
primary emphasis of the project, despite its absence from the RFP.

Capacity building in this project has been an on-going daily activity taking two broad

forms:
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- skill upgrading, covering: basic statistics, data design, sampling,
data evaluation, questionnaire design, frame/survey design,
national accounting and statistical adjustment techniques.

- introducing procedural improvements, including better service
to users and flexible organizational structures for surveys.

In performing this task, the project had the enviable position of the full support of a highly
committed BPS leadership, which allowed project advisors to work with staff at every level and
to get things done even under difficult circumstances. That was accomplished despite the
constraint of not being able to hire any BPS staff for pay. Some of the lessons learned from this
experience are described in Section IITbelow.

The best evidence of the true partnership between the project and BPS is the latter’s
“ownership” of all project outputs as evidenced by the two volumes of statistical papers that the
institution is making available to its major users and to all itsregional offices (see Section ILC.2
on dissemination below). Such success was in no way a simple matter. In order to achieve it, the
project discovered that it was necessary to work on three different levels simultaneously: senior
management, middle management and staff. Concentration on only one of these levels, regardless
of which one, would not have been sufficient. Staff commitment was critical for development and
sustainability of every activity, senior management provided the legitimacy and middle
management freed up the necessary resources, human and physical, to do the job.

Moreover, BPS itself benefitted from the close relationship that the project built with
various divisions. The project played the role of catalyst, for example, in bringing together the
methodology and subject matter directorates as well as the national accounts and other subject
matter directorates. In the past, cooperation between these directorates, although required on
paper, was very limited in practice for various bureaucratic reasons. By distributing project
reports documenting methodologies and computations, staff in various sub-directorates were able
to know how their numbers were being utilized within BPS. And by trying to spread sampling
skills to various subjectmatter sub-directorates, the project was able to foster closer links between
the Methodology Directorate (which is responsible for sampling issues within BPS) and other
directorates which draw and use samples.

This in a nutshell summarizes the progress made on the capacity building side. The
sections below provide more detail in the three particular areas of training, data dissemination and

hardware/software:

1. Training
Informal training was the main vehicle utilized by the project to increase skill
levels in all the systems and methods developed and described in Section I1.B above. This took

several forms:
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- on-the-job work on all the systems and methods which have been
developed.

- participation in project reports. Several statistical papers in
Table 1 were co-authored by project advisors and BPS officials.
Several lower-level staff members also contributed substantially
to producing particular project reports. Their contributions were
duly acknowledged in these reports. Coaching them in research
and data evaluation methods proved very valuable to many, who
were willing to put in significant time for this work despite the
absence of monetary rewards.

- gradual phase-in of presentations conducted by BPS officials.
Project presentations in the beginning were conducted solely by
expatriateadvisors. Gradually, such presentations began including
BPS staff. In the past year, project-sponsored presentations were
conducted solely by coached BPS staff with project involvement
limited to logistical, technical and presentational support.

One-off formal training programs are generally less effective than on-the-job training.
Nevertheless, such training vehicles have their uses. Several such programs were conducted in
the past three years by the project:

- Four BPS staff were sent to 3-4 week training programs at the US
Bureau of Labor Statistics in Washington, DC.

- One intensive 3-daytraining seminar on basic sampling techniques
was conducted for 12 staff from 10 directorates and the statistics
academy.

- Staff of relevant subject matter sub-directorates were provided
training (usually in half-day sessions) on particular statistical
methodologies including: benchmarking, seasonal adjustment,
stratification, estimation procedures and selected national
accounting techniques.

The emphasis of such training was primarily on skill upgrading of staff up to the level of section
chief, rather than on managers (at the sub-directorate chief level or above), because that was
where the greatest need was. Overall, the number of beneficiaries of training by the project
(whether formal or informal) was 20 out of the 100 section chiefs in technical sub-directorates
of the BPS head office and 80 out of the 400 or so staff in these sub-directorates (about 20%).

2. Data Dissemination
The project’s strong belief, and that of BPS, is that data are only useful when they
are in the hands of users when they need them. Ensuring that whatever data are produced are
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disseminated as promptly as possible is a major objective of any statistical agency. The project
also believed that it could further help BPS in this regard by setting important precedents. Hence
the use of the following vehicles for various project outputs:

- Distribution of project reports: for statistical papers listed in
Table 1, an average of 36 copies per paper were distributed to
users (with a minimum of 16 and a maximum of 67). For other
reports, which were not aimed at outside users, the average
number of copies distributed per report was 16 (with a minimum
of 7 and a maximum of 41). These numbers are biased
downwards, as they only include cases that were recorded when
reports were firstdistributed. Many requests for additional copies
were subsequently made but may not have been recorded. A
substantial proportion of the circulation has been to relevant users
within BPS as well. Outside BPS users on the project distribution
list include government agencies (Bappenas, Ministry of Finance,
Bank Indonesia, Ministry of Industry and Trade, Ministry of
Manpower, Ministry of Agriculture, national parliament),
universities and donors.

- Placing papers on the BPS website: all 19 statistical papers in
Table 1 have been placed on the BPS website as they have been
produced. As mentioned above, many have been regularly
downloaded by outside users.

- User workshops: the project funded three such workshops:

a. one on small industry and the informal sector (in
September 2001),

b. one on the Agriculture census preparations (in
April 2002) and

c. one on data dissemination using the internet (in
September 2002)

- a forthcoming note in the Bulletin of Indonesian Economic
Studies providing an abstract on most project statistical papers.
Appendix B provides the text of the note.

- a special joint BPS-Proj ect volume in English containing all the
project statistical papers. This volume, which is aimed at national
policy makers, researchers and donors had about 70 copies
distributed.’

7 These were given to donors (USAID, the World Bank, UNDP, ILO, UNIDO, IMF and the
Asian Development Bank), a number of government agencies (Bappenas, Bank Indonesia,
Ministry of Finance, Ministry of Industry and Trade, Ministry of Manpower, Ministry of
Cooperatives and Small Enterprises and national parliament) and LPEM at the University of
Indonesia.
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a special joint BPS-Project volume in Indonesian containing
most statistical papers. This volume is aimed at users in the

regions. About 500 copies have been distributed primarily to the
BPS kabupaten and provincial offices.

3. Hardware/software

P.VI.290

In order to reach the tangible and intangible achievements mentioned in this report,

it was necessary for the project as well as BPS to have the right tools in terms of hardware and

software. Fifty computers were purchased by the project and made available to 24 BPS sub-

directorates. These gave badly needed computing capability to many sub-directorates and were

responsible for unleashing latent demand for the acquisition of highly useful statistical

techniques. In addition to the hardware acquired, the project provided several software packages

to BPS covering: networking, website management, automated variance estimations, utility

programs, SAS®, word processing/spreadsheet and encryption.

III. LESSONS LEARNED

A.

Think Long Term

Statistical development can best be compared to infrastructure development: it provides

tools (or means) that people can use for their particular needs. It has three basic characteristics:

First, its outputs usually have long gestation periods. Identifying
relevant data for policy, building systems capable of producing
them, testing, evaluating and refining these systems, regular
production of final data and institutionalization of the full set of
activities require years of focused and sustained effort. Their true
impact can only be seen many years after their completion. Quick
fixes generally do not provide adequate solutions.

Second, adequate solutions to particular problems generally cannot
be found by simply copying them frommore developed countries.
This is because both financial and human resources available in
those countries are far more than statistical agencies of developing
countries can afford to devote. The challenge is then to develop
adequate solutions tailored to the unique circumstances of the
particular institution or country.

Third, it requires a substantial capacity building component to
ensure sustainability.

This statistical package was leased, rather than purchased, for the duration of the project.



VOLUME VI : OTHER TOPICS P.VI.291

June 20, 2003 STAT Project Summary Report

Statistical development, therefore, is best addressed when looked at as a long-term process with
its value realized over many years and sometimes decades. Unfortunately, this is not the usual
perspective of policy makers or donors, which often tends to be short-term. Although
opportunities to do something about statistical development may open up during or following
crises (as was the case with this project), hopefully, neither policy makers in Indonesia nor donors

will have to wait until the next crisis to make sure that good data are produced.

B. Understand Existing Incentive System

To be truly effective, technical assistance requires a good understanding of how the
incentive system within the counterpart organization works. In other words, it is imperative to
find out how counterparts can be motivated to do particular tasks. That takes time, but without
a good understanding of that system, which may be perverted by vested interests, one cannot
ensure that effective measures are taken to achieve stated objectives.

It would be simply stating a well-recognized fact if one said that civil servants in
Indonesia face considerable financial pressure. Because their salaries are very low, moonlighting
is very common and attempts to supplement their salaries abound. Various ways have been
devised over time to supplement salaries, including honoraria for participating in special
meetings, seminars and multitudes of committees, in addition to the perdiems paid for field trips.
So the average eligible civil servant understandably tends to maximize involvement in such
activities, a practice which can potentially provide several multiples of the basic salary.

Such pressure should not be underestimated. It is a very serious one, and cannot simply
be brushed aside by claiming that only those lacking technical skills, or those susceptible to
corrupt practices, are subject to it. Even highly competent people, and those truly interested in
developing their institution, sometimes have no choice but to succumb toit. That pressureis also
the root cause of another problem that donors often complain about: lack of adequate
counterparts. Sometimes it is not lack of counterparts with the relevant skills and responsibility
that is the problem, but the willingness of such competent counterparts to devote the necessary
time to do the job when their opportunity costs are so high.

As civil servants, BPS employees face these pressures. USAID, on the other hand, forbids
payments to civil servants of any supplement to their salary. That is understandable in principle
because one does not want toencourage people to expect salary supplements for performingtheir
regular duties. So one faces a serious dilemma: on the one hand we have to motivate qualified,
well-meaning, eager-to-learn counterparts to cooperate and perform but at the same time we
cannot compensate them with pecuniary supplements. That is not easy, particularly where
opportunity costs are high, and when other donors compete for their time and find ways to

compensate them financially.
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The project relied on non-pecuniary incentives to get things done, with some success,
although progress was frustrated at times by our inability to use pecuniary incentives. Close
association with the project did provide some of the staff with valuable non-pecuniary incentives,
including recognition by peers and superiors, increased responsibility, participation in prestigious
programs, skill improvement and access to the latest technology or literature. To our great
surprise, one incentive that we discovered and used effectively with younger staff was helping
them to acquire English language skills. Demand for basic English language material was high
in that group. Since the project could not pay for language instructors, I was distributing my
children’s leftover school books to the staff that were helping us in various activities. Over the
project’s three years, about 150 such books have found their way through various staff and are
being circulated. The project has learned that people are now sharing them and passing them
around. This was a pleasant motivating tool that the project used to great effect.

Although non-pecuniary incentives are more difficult to establish initially, they tend to
provide a far more lasting effect. Nevertheless, certain conditions may limit their effectiveness.
The more underpaid counterparts feel, the higher the temptation of money; and the more one
donor throws money at them, the more it undermines the strategy and effectiveness of other

donors.

C. Do Not Underestimate Importance of Inter-personal Skills

Effectiveness,especially in capacity building, often depends more on inter-personal skills
(credibility, ability to communicate, adaptability) than on pure technical skills. Yet, foreign
advisors are often recruited based almost exclusively on their technical skills. When scopes of
work include such attributes, it is usually in passing, while the emphasis (and the scoring in
selecting advisors) is almost exclusively placed on technical skills. This project’s RFP is one
example.

While technical competence is a necessary condition for adequate performance, it is often
not sufficient. In fact it is sometimes less important than personal skills, which are often very
important in allowing the advisor to ask the right questions and get the right answers. These
skills, if brought to bear, would allow the advisor to: treat counterparts and be treated by them as
a partner, not as a “hired consultant”; establish that he is their man, not someone else’s. These are
critical steps for building mutual trust and confidence and for increasing the effectiveness of
knowledge transfer.

D. Use Local Skills Effectively

This has been a highly cost-effective wayto achieve some of the project goals. When local
expertise exists, donors should tap into it. This is particularly relevant to the current situation in
Indonesiawhere some tension exists between local experts and foreign advisors, whose technical
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expertise is sometimes not highly valued by counterparts but is tolerated because it is usually a
precondition for access to donor funds. Having worked here in the 1980s (both in the policy and
statistics areas), I believe that counterparts in those days truly appreciated the expertise of foreign
advisors because a wide gap existed then in the level of technical expertise between the two sides.
However, after more than 15 years ofhaving Indonesian civil servants acquire graduate degrees
in western universities, this gap has narrowed significantly. Yet donors continue to require hiring
of'highly expensive foreigner advisors, sometimes with a narrow skill differential, whileinsisting
on low locally-based payments (or none at all in the case of civil servants). This creates a
situation of initial tension, mistrust and cynicism which has to be overcome by the foreign advisor
before he can make any progress. This may be an issue that both donors and the Indonesian
government prefer not to address, but I think that it is critical and needs to be addressed.

Both sides, the counterparts and donors, have valid reasons for their positions. Donors
complain that expatriate advisors are needed on three grounds: first that certain tasks require
objective observers which can best be performed by people who have no vested interest in the
system with which they are involved; secondly, despite the technical skills of some of the
Indonesian graduates, their language skills, which are necessary given the donors highly
demanding reporting requirements, are usually not up to the levels needed for these tasks; and
thirdly, that experience has shown that good Indonesian experts have such a high demand on their
time that they tend to take on too many tasks and end upnot producing outputs with the necessary
quality. On the Indonesian side, it is difficult to argue with the proposition that having an
expatriate advisor being paid 10 or more times that of a local for technical work that can be done
competently by the local is not a healthy situation. If paid appropriately, locals believe that they
would also produce the necessary quality. So wehave an unfortunate situation here: donors claim,
rightly, that past quality had not been good so theyneed expatriate advisors to ensure quality; and
locals say that quality was not good because pay had notbeen adequate. Somehow, itis important
for both sides to take measures to break this vicious circle.

I'think that this project did something that may help break this circle. By hiring competent
local experts, providing them with adequate compensation and managing them effectively, the
project was successful in producing quality products with a fraction of the costs initially planned
for expatriate advisors. In addition to the cost saving, use of local consultants enhanced the
effectiveness of knowledge transfer, increasing the chances of sustainability of project outputs.
How did the project do it? It took advantage of the retirement of some BPS officials and
channeled their skills in areas where they could be most effective. They performed competently
and effectively. The key to that success was good management. This provides a good lesson
which hopefully can be heeded in the future.
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E. Provide Necessary Tools Early On

If donors contemplate providing tools to improve technical skills (e.g. in the form of
hardware and/or software), they should do it as early in the project life as possible. That would
increase the odds of success of the project as adequate infrastructure is often a serious obstacle
to achieving project goals. Because the project introduced most of its tools in its first year, it had
more than two years to ensure that proper and effective use was made of the equipment. Had the
project waited until the last year, for example, less would probably have been accomplished with

the far shorter remaining time frame.

IV. WHAT NEXT?

If one cares about making informed policy decisions (both for the short term and the long
term), there is no substitute for having reliable data. Without adequate and relevant data tools,
policy formulation will amount to no more than guesswork. To ensure that relevant and good data
for policy are produced, BPS is indispensable as apartner. It is the only institution that has the
capability, skills and experience to produce the most critical sources of data for the nation:
population, macroeconomic aggregates, country-wide microeconomic measures, country-wide
price indices, country-wide labor force and social measures among others. Other more limited
indicators covering one particular subject (e.g. business expectations, consumer expectations)
may, perhaps even should, also be produced by other institutions (both governmental and in the
private sector), if only to provide some checks and balances on BPS activities. But the major
country-wide measures stated above can only be regularly produced by an institution like BPS.
So if USAID wants to ensure that reliable numbers are produced, it needs to remain “engaged”
with BPS and to assist it in ensuring that it is doing a good job: e.g. producing relevant, accurate
and timely data.

Producing a steady stream of good and useful data is a continuous process and is not
headline grabbing news. The project has been successful in forging a quiet but true partnership
with BPS which resulted in the introduction of sustainable systems and methodologies producing
data highly sought by users (these are described in Section ILB above). These are not negligible
successes, particularly under the circumstances in which the project was operating. But the
highest success in my view will undoubtedly be felt overthe next 10-15 years in ensuring that the
infrastructure that was built today will be relied upon for future policy formulation and that the
staff that we are developing today will be able to face future challenges.

I believe that the BPS head office at this point in time has acquired the requisite technical
tools and capabilities to sustain current operations on its own. In other words, I believe that we
have successfully accomplished our mission of establishing in the BPS head office sustainable

systems in the areas that we covered. So there is no strongneed at this point for a major effort
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for technical assistance aimed at the BPS head office. Of course, some limited gap-filling
needs may arise from time to time in a particular area, but those could reasonably be fulfilled with
specific limited short-term efforts, not efforts requiring resident advisors.

The biggest challenge that BPS faces today and in the foreseeable future, for which
I believe that assistance will be necessary, is in improving capacity of its regional offices,
particularly those in the districts. Decentralization has placed increasing importance on district-
level data, putting significant strain on BPS resources, both human and budgetary, the latter
continuing their decline in real terms. To give a simple example, where 297 district offices
existed in 1999, depending solely on the BPS head office for budget and operation, there exist
416 today with some obtaining budgets from local sources far exceeding what BPS provides
them. Coordinating needs of hundreds of local governments, with some at times conflicting,
while at the same time fulfilling needs of national authorities and imposing strict standardization
rules nationwide to ensure consistent national figures is a monumental challenge for any
organization.

Understandably then, by far the highest priority for BPS in the next decade lies in
increasing the capacity of staff in its district offices. The need, both budgetary and technical, to
support this activity dwarfs any need in any other area. Assisting BPS in this activity cannot
follow the standard pattern of the past, which relied solely on bringing expatriate expertise.
Rather, it will need to rely primarily on local expertise, includingthat of existing head office staff.

At this point in time, Indonesia has accumulated enough expertise in basic statistical
techniques and operations to provide adequate training to district office staff. I believe that the
skills are there. The real challenge is in finding ways for channeling these skills in the right
direction for maximum effectiveness. If USAID were to support such activities, it would mean
that both BPS and USAID would have to undergo a drastic transformation in the way things are
done: USAID would have to find ways to adequately compensate civil service staff for good
performance on these tasks’; and BPS would need to find effective task/performance-based ways
(different from the existing standard position-based practice) to provide training and motivate its
true performers, and to be held accountable for proper management of this operation. I can only
advise caution in designing the proper format for this activity, if it were to be undertaken. A well
designed activity can potentially provide invaluable benefits to the country’s development,

whereas a flawed design may simply resultin a waste of valuable resources.

This statement has a purely technical basis. It may well have political as well as legal
implications which may affect its feasibility. These aspects are not considered in this report.
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APPENDIX A
PROJECT REPORTS

Table A.1 lists all 70 reports produced by the projectand submitted to both USAID and BPS. The
19 which were aimed primarily at users outside BPS were listed in Table 1, placed on the BPS
website and consolidated into one volume which was distributed to various categories of users:
policy makers (Bappenas, Bank Indonesia, parliament, ministries of Finance, Industry and Trade,

Manpower and Agriculture among others), universities and donors.
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Table A .1
STAT Project Reports
# Author Title Date
1 |[Vijay Verma Using Population Census 2000 to Improve BP S Integrated Househ old June 00
Survey Designs
2 [Vijay Verma Area Sampling for Economic and Agricultural Censuses Based on June 00
Population Census 2000
3 [Vijay Verma Notes on Sample Design and Re-Design for SUSI June 00
4 [Vijay Verma Surveying Agricultural Households June 00
5 |Hananto Sigit Employment Data in Indonesia: A Review of Existing Sources June 00
6 [Frank deLeecuw Preliminary Evaluation of National Accounts and Prompt Indicators July 00
7 |Robert Torene Evaluation of Establishment Directory Aug 00
8 |Robert Torene Evaluation of SUSI Sample D esign and R esults Aug 00
9 [Robert Torene Preparing a CHROMY Sample for Kabupaten Estimates Aug 00
10 [Hananto Sigit Earnings Data in Indonesia: A Review of Existing Sources Aug 00
11 |John Kuiper Seasonal Adjustment of Indonesian Time Series Aug 00
12 (John Kuiper Notes on Short-Term Labor Force Indicators Aug 00
13 (John Kuiper Comparison of Implicit Price Indexes for Manufacturing Aug 00
14 [Yahya Jammal Revision o f Quarterly Production Accounts Oct 20
Statistical Paper # 1
15 [Yahya Jammal/ The Monthly Manufacturing Production Survey Nov 00
Rosniaty Ismail Statistical Paper # 2
16 [Sugito Suwito Enhancing the Role of Functional Staff and Improving Performance Nov 00
Evaluation
17 [Hananto Sigit Survei Triwulanan P emulihan K esempaten Kerja : A Proposed Survey to [Dec 00
Monitor Short Term Employment & Earning Changes
18 [Sri Budianti Sukmadi |Use of Population Census 2000 to Improve Household Survey Frame Dec 00
19 [Frank deLeeuw National Accounts and Prompt Indicators: Progress and Future Priorities [Feb 01
20 [Vijay Verma SUSI Estimation Procedures Feb 01
21 |Vijay Verma Lecture Notes: Sampling Over Time Feb 01
22 |Sugiarto Progress Report : Monthly Manufacturing Survey Feb 01
23 |Vijay Verma Agricultural Census and Surveys Mar 01
Statistical Paper # 5
24 |Yahya Jammal Quarterly National Accounts in Indonesia: Current Sources and Methods |Feb 01
(Draft)
Statistical Paper # 3
25 |Vijay Verma Selected Issues in Labor Force Statistics Mar 01
Statistical Paper # 4
26 |John Kuiper The Consumer Price Index: Selected Conceptual Issues Mar 01
27 [John Kuiper Converting the Wholesale Price Index into a Producer Price Index Mar 01
28 |Sri Budianti Sukmadi |Area Sampling for Agriculture Census Mar 01
29 [Bruce A.Johnston An Interactive Survey Questionnaire for the Badan Pusat Statistik of Mar 01
Indonesia
30 [Yahya Jammal / Monthly Manufacturing Production and Employment Indices Apr 01
Vijay Verma Statistical Paper # 6
31 |Sugiarto Progress Report on Industrial Production May 01
32 |Sri Budianti Sukmadi [Choice of Sampling Unit in the Agriculture Sample Census 2003 May 01
33 |Suwandhi Sastrotaruno |Preparations for the 2003 agricultural Census May 01
34 |Yahya Jammal Chain Linking National Accounts June 01
Statistical Paper # 7
35 |Uzair Suhaimi / Measuring Open Unemployment in SAKERNAS June 01
Yahya Jammal Statistical Paper # 8
36 |Frank de Leeuw Unit Value Indexes for Exports and Imports July 01
Statistical Paper # 9
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37 [Sri Budianti Sukmadi |Sample Selection Method for Agricultural Sample Census 2003 July 01
38 |Sugiarto Manufacturing Survey: Progress Report July 01
39 |Suwandhi Sastrotaruno |Preparations for the 2003 agricultural Census: Progress Report Aug 01
40 |Yahya Jammal / Classifying Manufacturing Production by Commodity vs by Aug 01
Rifa Rufiadi Establishment: Evidence Using 1998 Annual Survey D ata
Statistical Paper # 10
41 [Sugiarto Pilot for the Quarterly Manufacturing Survey Sep 01
42 |Frank de Leeuw Measuring Changes in Inventories in Indonesia Sep 01
Statistical Paper # 11
43 [Sri Budianti Sukmadi |Sample Design for the Second Pilot Planned under the Agriculture Nov 01
Census 2003
44 |Suwandhi Sastrotaruno |Preparations for the 2003 Agriculture Census: Progress Report Nov 01
45 [Hananto Sigit Evaluation of the First Round ofthe Informal Sector Pilot Survey Feb 02
46 |John Kuiper Seasonal Adjustment for Lebaran Feb 02
47 |Frank de Leeuw An Expanded Industrial Production Index for Indonesia Feb 02
Statistical Paper # 12
48 [Suwandhi Sastrotaruno/|Aggregate Rice Data in Indonesia: A Brief Overview Feb 02
Choiril Maksum Statistical Paper # 13
49 [Sugiarto Planned Pilots for M anufacturing Surveys Feb 02
50 [Sri Budianti Sukmadi |Geographical Integration of Household Surveys Mar 02
51 [Kusmadi Saleh Indonesian Income Account: Progress Report Apr 02
52 [Sri Budianti Sukmadi |Using Rolling Samples in Selected B PS Surveys May 02
53 [Suwandhi Sastrotaruno |Preparations for Agriculture Census 2003: Progress Report 3 June 02
54 [Kusmadi Saleh Indonesian Income Account: Progress Report 2 June 02
55 |Frank de Leeuw Changes in Inventories Held By Manufacturers, 1998-99: Analysis of July 02
Annual Survey Data
56 [Sugiarto Progress on Pilots for Manufac turing Surveys July 02
57 |John Kuiper Operational Manual for Benchmarking Using the BENCH Program July 02
58 [Sri Budianti Sukmadi |Linking Design and Organization in the Agriculture Census Sample Aug 02
59 [Sugiarto Evaluation of Manu facturing Survey Pilots Sept 02
60 |Kusmadi Saleh / Toward Income Accounts for Indonesia Sept 02
Yahya Jammal Statistical Paper # 14
61 |Suwandhi Sastrotaruno |Preparations for Agriculture Census 2003: Progress Report 4 Sept 02
62 |Vijay Verma Notes on Estimation Procedures Oct 02
63 [Vijay Verma Implementation of SUSI Estimation Procedures Oct 02
64 |Yahya Jammal / Is Susenas Rice Consumption in Urban Areas ofIndonesia Understated? [Nov 02
Arizal Ahnaf Statistical Paper # 15
65 [Hananto Sigit Evaluation of the Informal Sector Pilot Survey Nov 02
66 |Suwandhi Sastrotaruno |Preparations for Agriculture Census 2003: Progress Report 5 Dec 02
67 [Sugiarto / Suryamin Capacity Utilization in Indonesian Manufacturing Feb 03
68 |Yahya Jammal/ Quarterly Wage Survey of Livestock and Fishery Apr 03
Uzair Suhaimi
69 |Yahya Jammal/ Benchmarking Susenas health and Education Data May 03
Wendy Hartanto
70 [Yahya Jammal STAT Project Summary Report June 03
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APPENDIX B
FORTHCOMING PUBLICATION ON PROJECT PAPERS

This note will appear in a forthcoming issue of the Bulletin of Indonesian
Economic Studies under the title: “Recent Technical Papers on BPS Data.”

The Indonesian national statistics agency (BPS) is unique among developing countries in
nurturing statistical skills at an early age through its statistical academy, with its highly selective
admissions policy for high school students. Since the 1960s, it has established a solid reputation
for the high calibre of its technical and operational capabilities. By the 1980s few developing
countries, if any, could match BPS’s record in terms of the number of regular censuses
(population, economic, agriculture, industry), large-scale surveys and complex statistical products
such as input—output tables and social accounting matrices. And this for one ofthe world’s most
populous and diverse countries. Unfortunately, BPS has fallen victim to significant budget
tightening since the 1997-98 economic crisis. Its average annual growth in nominal expenditures
on regular activities between 1997 and 2002 was about one-third that of the 1993-97 period,
pulling correspondingreal expenditures in 2002 back tolevels similar to those of 1993. Suchcuts
cannot but adversely affect product quality.

At the same time, the great advances in computer technology and the increasing
sophistication of users by the 1990s has increased the quality and competence of user analysis.
By 2000, private and public criticisms were being voiced against some BPS data that were
perceived to be insufficiently reliable (the consumer price index, the national accounts, the
poverty measures, for instance). BPS’s inability or reluctance to address these issues adequately
encouraged accusations of political motivation behind certain data, resulting in some changes in
BPS leadership in the middle of 2000.

This was the environment in which the USAID-funded STAT (Statistical Assistance to
the Government of Indonesia) Project began. The project aimed at assisting BPS to design new
activities based upon improved statistical techniques, in order better to meet user demand for
more accurate and timely data. A major thrust was to help BPS project an image of openness of
operations and transparencyof computations, bydocumenting sources and methods and soliciting
user feedback through various channels.

In joint partnership with BPS, the project has produced several statistical papers aimed
primarily at users outside BPS.'” Some simply document in detail the methodology of statistical
series of interest. Others explore data-related issues to stimulate discussion on them."

This note provides a brief description of the topics covered, since I believe they will be of interest
to many BIES readers. The topics are divided into four major areas: national accounts, industry,
labour force and agriculture.

National Accounts

‘Revision of Quarterly Production Accounts’, by Yahya Jammal, October 2000. This paper
reviews the impact of revisions of quarterly production accounts, to examine the claim that such
figures were being ‘cooked’ because quarterly revisions tended to be minor. One finding was that
revisions had not been insignificant. Another finding was that quarterly revisions in some sectors
suggesta systematic under- or over-estimation in the preliminaryfigures. The paper then proposes
a number of steps that can be taken by BPS to raise confidence in published figures, by increasing

Other reports of the project, produced for internal and/or limited use only, are not reviewed
here

These papers are available on the BPS website at: www.bps.go.id/papers/
Papers_and Analysis/ Papers by BPS and USAID Project.
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the transparency of its revision policy and improving the estimation methodology used.

Quarterly National Accounts in Indonesia, Current Sources and Methods (Draft), by Yahya
Jammal, February 2001. This paper represents the first attempt, known to the author at least, to
document the sources and methods used by BPS to compute Indonesia’s national accounts. Its
preparation followed years of complaints by outside users that these computations lacked
transparency. Documentation was believed to be the most effective way of communicating to
users how figures had been computed over time and the myriad sources and steps that need to be
followed to ensure regular and timely production of these figures. The published nine-sector
production accounts were based on estimations of 58 subsectors which, in turn, were the outcome
of estimations involving about 200 commodities and commodity groups. The expenditure account
takes the GDP computed from the production account as the benchmark and then attempts to
reconcile estimations of its six major components with that benchmark.

‘Chain Linking National Accounts’, by Yahya Jammal, June 2001. This paper was prompted by
an apparent decision by BPS to adopt the chaining methodology recommended by the 1993
System of National Accounts. It discusses the serious conceptual and practical issues involved
in chain linking national accounts, urges caution in considering its adoption, and finally discusses
which methodology to adopt, which indexing procedure to use, what data to publish, in what
format and at what level of detail.

‘Unit Value Indexes for Exports and Imports’, by Frank de Leeuw, July 2001. This paper was
prompted by the discovery of substantial weaknesses in the foreign trade deflators that had been
used by BPS. A new methodology for computing unit value indices for deflating exports and
imports of goods is documented. The methodology is designed to resolve two problems that can
be severe when using unit values: heterogeneity and inaccuracy. It follows four steps: (1)
collecting customs reports on value and weight for thousands of individual products; (2)
measuring the ratio of the unit value inthe current month to that in the previous month wherever
data are available; (3) counting the number of unit value ratio observations in each industry
(specifically, 2-digit industries of the harmonised system) and discarding of industries with very
few observations; and (4) construction of price change series for included industries, using the
median unit value change of the products in each industry. Results were plausible and the
methodolo gy and results for 2000—-01 have been documented in BPS (2002). More recent figures
have been made available to a limited number of users, and preparations are currently being made
for regular monthly publication for use by the wider public.

‘Measuring Changes in Inventories in Indonesia’, by Frank de Leeuw, September 2001. This
paper recommends direct estimation of inventory changes in the national accounts, instead of
their derivation as a residual between total production and final sales, as has been the case to date.
One advantage of this approach is that the inventory change estimates themselves would improve.
When they are residuals, they reflect not only actual inventory change, but also errors in
measuring production and final sales. Improved estimates based on direct measurement should
allow a better understanding of the magnitude and the timing of inventory change in economic
fluctuations. Perhaps even more important is the potential advantage of improving estimates of
private consumption, the largest component of final expenditures. A methodology is then
proposed for deriving estimates, including (1) data on inventories in physical units (kilograms,
barrels) for selected commodities; (2) data on the value of inventories on the balance sheets of
enterprises. BPS is currently computing these figures for possible future publication.

‘Toward Income Accounts for Indonesia’, by Kusmadi Saleh and Yahya Jammal, September
2002. This report documents an attempt to develop income accounts for Indonesia for 1990-2000,
which, it is hoped, can be updated regularly by BPS in the future. The findings included the
following. First, the combined contribution of consumption of fixed capital and net indirect taxes
has remained more or less the same over time, at about 13—15%. Second, the share of employee
compensation has also remained more or less the same over the period (around 32-35%). The
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only exception was 1998, which showed a decline of over eight percentage points that was
quickly restored to the historical norm in the following years. Third, the behaviour of property
income was different: its share was roughly the same as that of employee compensation in 1990;
it declined slightly through 1995, then rose sharply in 1996 and 1997, only to decline gradually
again to the same level as the share of employee compensation in 2000.

Industry

‘The Monthly Manufacturing Production Survey’, by Yahya Jammal and Rosniaty Ismail,
November 2000. This paper documents the new quarterly manufacturing production system
designed by BPS in compliance with the IMF’s Special Data Dissemination Standards. The
system contains a monthly subsystem designed to provide a prompt indicator (i.e. available with
a 6-week lag) at the 1-digit ISIC (International Standard Industrial Classification) level, and a
slower quarterly indicator at the 3- and 2-digit ISIC level. The system has been operational since
2000, and its results are regularly published by BPS on its website and in Indikator Ekonomi. The
report argues that such a system, which emphasises timeliness, could be used as a model for
future BPS small sample establishment surveys; these could be run directly from the BPS head
office, rather than having to rely on the present slower and less flexible process involving multi-
level regional offices. The success of the monthly survey operation has prompted BPS to consider
turning the remaining quarterly subsystem into a monthly survey as well, to provide users with
more disaggregated data more frequently and more promptly.

‘Monthly Manufacturing Production and Employment Indices’, by Yahya Jammal and Vijay
Verma, April 2001. This paper introduces two major additions to the existing monthly/quarterly
manufacturing production survey. First, it evaluates employment data in that survey and finds
them highly plausible. Since then, BPS has been regularly producing both monthly production
and monthly employment indices (although only the production indices are regularly published),
and has documented the historical 1993-2000 series in a separate publication (BPS 2001a).

A second addition was the introduction of benchmarking methodology to ensure consistency
between the monthly/quarterly manufacturing production surveys and the more complete annual
survey. As a survey of a fixed panel of establishments, the monthly/quarterly system misses the
contribution of new establishments created since the sample was selected. In a highly dynamic
sector such as manufacturing, this can result in substantial understatement of the true growth of
the population of establishments. The benchmarked 1993-2000 monthly historical series was
published separately in BPS (2001b).

‘Classifying Manufacturing Production by Commodity vs by Establishment: Evidence Using 1998

Annual Survey Data’, by Yahya Jammal and Rifa Rufiadi, August 2001. This paper reports on a
major change introduced by BPS to its annual manufacturing surveys since 1998: coding of
individual commodities used and produced by establishments. This provides users with an
invaluable set of tools to analyse both establishment-level and sectoral production and cost
structures. Users interested in analysing structural changes in manufacturing, for example, can
now obtain on an annual basis subsets of non-oil manufacturing ‘make’ tables and intermediate
input—output tables. In the past, users had to wait for the full input—output table to be produced
by BPS once every five years.

‘An Expanded Industrial Production Index for Indonesia’, by Frank de Leeuw, February 2002.
This paper documents a methodology that allows computation of a production index covering
the whole industrial sector, and not only non-oil manufacturing in medium and large
establishments, as has been the case in the past. By integrating the results of the manufacturing
production survey with monthly data on oil, gas, other minerals and electricity, the new index
would provide a more complete indicator of non-farm goods activity than does the presently
published index. BPS is currently computing this index, although the results have not yet been
published.
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Labour Force

‘Employment Data in Indonesia: A Review of Existing Sources’, by Hananto Sigit, July 2000.
This paper reviews and documents existing sources of employment data. Six groups of sources
are reviewed (household surveys, establishment surveys, agriculture census, community data
surveys, ad hoc surveys and administrative records), and their strengths and weaknesses briefly
evaluated.

‘Earnings Data in Indonesia: A Review of Existing Sources’, by Hananto Sigit, August 2000. This

paper reviews and documents existing sources of earnings data. After defining the meaning of
‘earnings’ in the Indonesian context, the author reviews three groups of sources (household
surveys, establishment surveys and the agricultural census), giving a brief evaluation of their
strengths and weaknesses.

‘Selected Issues in Labor Force Statistics’, by Vijay Verma, March 2001. This paper evaluates
the current methodology used by BPS for measuring employment andunemployment, in response
to doubts cast on whether computations conformed with international standards. While the
measurement of employment was found to conform with the standard international definition
(recommended by the ILO), the measurement of unemployment was not. The report further
suggests that some empirical investigation be conducted to measure the implications of adopting
a relaxed ILO definition of ‘unemployed’ which takes into consideration the impact of
‘discouraged workers’. The report further outlines the main elements of a quarterly labour force
survey, currently being implemented by BPS for 2002, which allows production of quarterly
national estimates and consistent annual provincial estimates.

‘Measuring Open Unemployment in Sakernas’, by Uzair Suhaimi and Yahya Jammal, June 2001.

This paper attempts to measure empirically the impact of applying the ‘relaxed’ definition of
‘unemployed’ to Sakernas (National Labor Force Survey) data from 1996 through 2000. Results
showed that ‘discouraged workers’ represented a significant phenomenon in Indonesia,
particularly after the 1997/98 crisis. Using the relaxed definition would raise the unemployment
rate in 1999 and 2000, for example, from 6.4% and 6.1% respectively to 8.8% and 8.2%. Treating
these workers as part of the unemployed in the civilian labor force makes a substantial difference
not only nationally, but by gender, urban/rural location and province as well.

Agriculture

‘Agriculture Census and Surveys’, by Vijay Verma, March 2001. This paper evaluates the current
methodolo gy used by BPS for estimating rice production, namely by relying on the crop-cutting
approach which includes two components: an eye estimate of area harvested (collected by
Department of Agriculture extension agents) and estimates of yield per hectare (collectedby BPS
and Department of Agriculture extension agents). The paper suggests that the methodology has
substantial shortcomings. A supplemental methodology, relying on regular household surveys,
is then proposed.

‘Aggregate Rice Data in Indonesia: A Brief Overview’, by Suwandhi Sastrotaruno and Choiril

Maksum, February 2002. This paper documents how aggregate rice consumptionand production
in Indonesia have been computed in past decades. A discussion of various elements of the
methodolo gy suggests that the estimates forboth production and consumption aresubject to some
margin of error; the error in the consumption estimate is likely to be small and that in the
production estimate much larger. Although total rice consumption in Indonesia may be
understated, that of total rice production is almost certainly overstated, and by a significant
margin. The report’s very rough calculation suggests that there is a net overstatement of
production of about 17%.

‘Is Susenas Rice Consumption in Urban Areas of Indonesia Understated?’, by Yahya Jammal and
Arizal Ahnaf, November 2002. This paper examines the widely held view that rice consumption
figures based on the Susenas (National Socio-Economic Survey) are understated. It compares per
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capita rice consumption from Susenas data in urban areas in 1996 with that from a more
complete, elaborate and therefore reliable source (the cost of living survey, Survei Biaya Hidup).
The conclusion is that per capita rice consumption estimates derived from Susenas are not
understated.

Concluding Remarks

Useful statistics are the product of the interaction between users and producers. It is this
interaction that ensures that the right statistics are produced with the best practically achievable
level of accuracy. Without it, producers will not be able to determine which data to publish, in
what format, with what frequency and with what delays. This note is intended to promote such
interaction by informing BIES readers, representing an important class of users, about some of
the latest technical developments at BPS in four areas. The hope is that BPS will continue this
process of informing users in these areas, as well as in other areas of interest.

In return, users have a responsibility to provide feedback to BPS about their statistical
interests. By asking probing questions or simply expressing their views on particular data, users
can help BPS evaluate the net benefits of producing particular data series. Lack of user feedback
may not necessarily reflect lack of interest, but it has the same negative effect nevertheless.

As stakeholders in the process of data development in Indonesia, BIES readers can play
a major role in helping BPS face the decade’s new challenging realities: tighter budgets;
increasing demands for timely data; greater flexibility in data design and management; and,
perhaps its biggest challenge of all, how to cope with the new uncertain environment of
decentralisation, with emboldened local governmentsimposing their owndiffering datapriorities.
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