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INTRODUCTION

This report presents the results of the subproject on reliability
analysis of the electric power system project at Cairo University spon-
sored by the Technical Adaptation Program. It is a compilation of four
separate presentations by independent subgroupings of the reliability

subproject,

The objective of reliability analysis is to determine the effect of
possible failure of devices on the operation of an entire system and then
to analyze economic decisions about how to expand the system, what equip-
ment should be installed, what the best maintenance policy is, and so
forth., The intent of the subproject was to provide the people who run the
Egyptian power system with some modern analytic tools for evaluating the
reliability of their power system and to encourage them in applying the

tools to analyze real policy alternatives,

In the first section of this report electric power generation reli~
ability is examined using a Monte Carlo method for determining loss of
load probability. Forced outage of generation units is randomly simulated
in compliance with the historical data of the units. The method is applied
to determine the optimal period of time during which no maintenance can be
performed on generation units due to low hydroelectric resources and high
demand.

The second section deals with reliability of transmission systems.

The loss of load probability is determined by simulating the random outages
of lines using probabilities of outages determined by data concerning

past outages. The method is shown as it was applied to the 220kV network
in lower Egypt.

Reliability of transformer substations is treated in the third section
of this report. Analysis of the reliability of parallel and series connec-
tions of components is used, The substation can be visualized as being in
a number of distinct operating states depending on the operating condition
of its components., The probability of the substation being in any of the
states is found by a Markov process calculation. The method is applied to

the Kafr El~Sheikh 55/11kV substation.




In the final section an algorithm is presented which determines loss
of load probability and demand not served for a composit generation trans-
mission power system. The Ford-Fulkerson approach is used where the minimal
cutsets of a network are determined to provide information on the probabil-
ity and frequency of failure., The maximum transmittable power can also be
determined by this method. The algorithm is applied to the 220kV network
of Egypt.
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PREFACE

This report is one of a series of publications which describe
various studies undertaken under the sponsorship of the Technology
Adaptation Program at the Massachusetts Institute of Technology.

The United States .Department of State, through the Agency for
International Development, awarded the Massachusetts Institute of Tech-
nology a contract to provide support at M.I.T. for the development, in
conjunction with institutions in selected developing countries, of
capabilities useful in the adaptation of technologies and problem—
solving techniques to the needs of those countries. This particular
study describes research conducted in conjunction with Cairo University,
Cairo, Egypt.

In the process of making this TAP supported study some insight
has been gained into how appropriate technologies can be identified and
adapted to the needs of developing countries per se, and it is expected
that the recommendations developed will serve as a guide to other developing
countries for the solution of similar problems which may be encountered

there.

Fred Moavenzadeh

Program Director




LONG TERM INVESTMENT PLANNING OF THE EGYPTIAN
ELECTRIC POWER SYSTEM

SECTION I

POWER SYSTEM RELIABILITY ASSESSMENT
GENERATION RELIABILITY (1)




General Introduction

The main objective of any power system is to secure the timely supply
needs of its consumers at:
- Minimum cost that satisfies a reasonable rate of return, and,
- satisfying an acceptable quality of supply.

The quality of supply is usually defined by a predefined range of
voltage and frequency fluctuations, in addition to, an acceptable
reliability Tevel.

The reliability level of a supply is usually defined by the percentage
of time the supply is available, which inturn depends upon the composite
reliability of the supply network and the generation facilities.

There are several methods available to assess the reliability of
either network or generation.

Few methods are now being tried to assess composite reliability.

Since generation cost is almost 50% of the total cost of a power system,
then generation must be optimally planned to satisfy minimum cost at a
predefined acceptable reliability level.

It should be noted that the higher the reliability level the bigger the
generation capacity necessary to supply a fixed load, and consequently the
higher generation investment will be,

On the other hand, the Tower the reliability level, the higher the
expected unserved energy which will adversely affect the fross National
Product (GNP).




It is, therefore, necessary to have an accurate efficient method
of assessing generating reliability.

This volume of joint work between Cairo University, MIT, and the
Ministry of Electricity, is dedicated to evaluate the effectiveness of
the Monte-Carlo technique to assess generation reliability.




Report No. 1

DATA PROCESSING FOR GENERATION

SYSTEM RELIABILITY

by

H. Anis, H. E1-Kolaly, S. Beltagy

H. Abdel Aziz and M. Zein E1-Dein




DATA PROCESSING FOR GENERATION SYSTEM RELIABILITY

1. GENERATION FACILITIES IN EGYPT

Drawing No.(1) illustrates the Egyptian éxisting as well as planned unified
power system (UPS). The 500,220 and 132 KV transmission system and generating

power stations are indicated.

The system is divided into five electric zones, namely: Upper Egypt zone,

Cairo zone, Delta zone, Alexandria zone and the Canal zone.

The Upper Egypt zone has two large hydro electric power stations at Aswan,
namely: Aswan Dam (7X40+2X11 MW) and High Dam (12X175 MW), in addition to

Assiut (3X30MW) thermal power station.

This zone is interconnected through 500 KV transmission system with the
Northern Egypt 220 KV system. The Northern Egypt power system in composed of
220 KV interconnected bulk transmission network. It has 10 thermal power

stations having 41 generating units of total installed capacity amounting to 1300 MV.

The 500 KV system consists of two single circuit (each 788 km long) overhead
transmission lines extending from Aswan to Cairo; This system has four trans-
former substations, namely: the High Dam 500/132 KV substation (HD) having
2 X 320 MVA auto transformers, the Nag-Hamadi 500/132 KV substation (NH) having
3 X 285 MVA auto-transformers and located 236 km to the north of the HD, the
Samalut 500/132 KV substation having 1 X 285 MVA auto-transformer and located
343 km to the north of NH, and the Cairo terminal 3 X 500 MVA 500/220 KV

substation located 209 km to the north of Samalut.
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5. FREQUENCY AND DURATION PARAMETERS OF POWER STATIONS

The average operation time and repair time of each single turbine

‘and boiler in each station of the Northern Egypt network are given in Table(5.1).

in the year 1978.
Table (5.1)

Capacity, Average Operation Time and Repair Time of Turbines and Boilers in

The System: in the year 1978 (G = Generator & B = Boiler),

o Type & No. Capacity Average Average
Station - of units (MW) “down time up time
: (hr.) (hr.)
1 G1 12 69.49 3753.33
G2 12 42.79 5329
G 1 60 - 107.17 1407.33
G 2 60 117.59 4179.83
2 G 3 60 0.62 5017.00
B 1 60 267.51 1478.67
B2 60 311.60 4669.83
B 3 60 282.30 5025.5
G 1 60 56.25 - 2700.67
G2 60 112.79 3624.50
G3 60 55.16 5187.17
G4 60 151.30 4171.67
B 1 40 113.82 3208.17
B 2 40 83.05 4239.67
3 B3 40 4.64 3395.83
B 4 40 116.00 2050.00
B 5 40 146.09 3467.83
B 6 40 105.72 .2908.00
B 7 40 322.75- 3165.17
B 8 40 163.16 2842.50
G 1 8 - 102.65 4041.00
G 2 ) 82.72 4337.83
G 3 19 80.46 2988.83
G4 26 30.30 4441.83
4 G5 30 31.30 3635.00
B 1 10 229.36 2748.00
B 2 10 100.22 2774.83
B 3 10 46.47 3481.83
B 4 10 49.15 3275.33
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Table (%.1) Continued

Type & No. Capacity Average Average
Station of units (MW) down time up time
(hr.) (hr.)
4 B 5 10 0.21 2727.17
B 6 10 30.68 2285.00
B 7 16 112.94 5475.00
B 8 16 83.02 5121.83
B9 16 98.39 4317.17
B 10 16 0.00 321.33
G 1 12.5 10.33 5619.83
G2 12.5 20.24 6511.83
G 3 12.5 5.11 4675.00
G 4 30 107.18 3383.5
G5 30 35.08 3701.17
G 6 30 163.57 3180.67
B 1 8 2.35 5108.00
5 B 2 8 48.28 5877.00
B3 8 4,21 4642.00
B 4 8 0.00 5405.50
B 5 8 0.00 4153.83
B 6 8 0.00 4737.50
B 7 30 52.00 3172.5
B 8 30 126.90 6007.33
B9 30 121.85 3851.00
G 1 15 11.97 4818.17
G2 15 116.10 2714.50
G 3 65 6.73 4214 .17
G4 65 22.45 3607.17
G5 65 67.50 3352.00
6 B 1 13 63.0z 4229.00
B 2 13 84.12 2425.00
B 3 13 56.06 3002.83
B 4 65 3.63 4832.67
B 5 65 157.48 3716.17
B 6 65 37.97 2469.17
G 1 12 54.61 6563.33
G 2 12 97.83 6310.67
G 3 12 1.17 1904.50
B 1 10 132.08 6062.33
7 B 2 10 1.12 4892.00
B 3 10 71.54 6499.33
B 4 10 161.63 3848.33
B 5 10 71.54 6499.33
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4. UPDATED AVAILABLE POWER FROM EGYPTIAN POWER PLANTS

The active steam plants in the unified Power System include an untsually
large number of generating units which compromise a total nameplate capacity

of 3173 MW in 1981.

Table (4.1) shows the installed capacity of the existing generation plants
in Northern Egypt, considering the Cairo - 500 KV station at the terminals
of the 500 KV Tines as one generating station of installed capacity 900 Mu.
Table (4.1) shows also the expected useable power capacity of these plants

year by year through 1981,
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Table (4.1)

Updated Available Power from Northern Eqypt Power PlLants

Code of | Installed Available Capacity {MW)
Station| Capacity
(MW) 1978 1979 1980 1981
1 2 X 14 2 X 12 2 X 12 2 X 12 2 X 12
2 3 X 87 3 X 60 3 X 60 3 X 60 3 X85
1 X 87 | 1 X 87 1 X 87 1 X 87
3 4 X 60 2 X 50 2 X 50 2 X 50 2 X 60
' 2 X 60 2 X 60 2 X 60 2 X 60
4 2 X 30 1X26+1X30 1X26+1X30  |1X26+1X30 | 1X26+1X30
1X20 1X19 1X19 1 %19 1X19
2 X 10 1X8+1X6 1X8+1X7 1X8+1X7 1X8+1X7
1X23 ; 1 X 20 1X 23 1% 23
5 3 X 12.5 3 X12.5 3 X12.5 3 X 12.5 3 X 12.5
3 X 30 3 X30 3 X 30 3 X 28 3 X 28
6 3 X 65 3 X 65 3 X 65 3 X 65 3 X 65
2 X 15 2 X 15 2 X 15 2 X 15 2 X15
7 |3x1s 3 X 12 3% 12 3% 12 3% 12
2 X 23 2 X 23 2 X 23 2 X 23
8 2 X 30 2 X.18.5 2 X 20 2 X 30 2 X 30
2 X 26.5 2 X 14 2 X 18 2 X 26 2 X 26
9 4 X 16 4 X8 4 X8 4 X% 8 4 X8
2 X 12.5 2 X 12.5 2 X 12.5 2 X 12.5
10 | 4 X 25 2 X 25 4 X 25 4 X 25
1 X117 1 X 15 1X15 1X15 1X15
11 1 X 23 1X 20 1 X 20 1 X 20 1 X 20
12 | 1X90 | 1X900 1 X 900 1 X 900 1 X 900
13 | 1X23 1 X 20 1X 20 1X20
14 | 2 X110 1 X110 2 X 110 2 X 110
15 | 5 X 23 5 X 23 5 X 23
16 | 8 X 23 8 X 23 8 X 23
17 | 3 X 12. 3 X 12.5 3 X 12.5
18 | 2 X 23 2 X 20 2 X 20 2 X 20
19 | 1 X 23 T X 23 T X 23
20 | 4 X 50 7Y 50
271 T X 23 TX 23 TX 23




The Upper Egypt 132 KV system consists of 930 route kilometers of double

circuit 132 KV overhead transmission lines.

2. GENERATION SYSTEM RELIABILITY ASSESSMENT

To assess the reliability of generation in the ARE power system the genera-
tion in Upper Egypt shall be under special consideration. This is due to the
fact that the generation capacity in the UE zone is exceeding the transmission
1imits by stability. Under such circumstances and taking the fact that the power
transmission to Cairoover the 500 KV system has never been due to lacke
of generating units at HD, the UE zone can be considered in generation
relfability calculations as one generation source situated at the Cairo
terminal of the 500 KV 1ine. The amount of that power is taken equal to the

stability 1imit of the 1ine.

To estimate the availability of this source, the availability of both
High Dam station and the Aswan-Cairo 500 KV 1ine had to be considered. The
former was found to be almost 100% which leaves the latter to yfeld the

availability at this source point.

3. FORCED OUTAGE RATE QF 500 KV LINES

\\\\\\\

As mentioned in the previous section, two 500 KV transmission lines
extend from H.D. station to C 500 KV substation, a distance of 788 route
kilometers. Thefe are two intermediate substations, one at N.H. with
three 285 MVA, 500/132 KV autotransformer banks, and one at‘§5ﬂ_w¢th a 285 MVA,

500/132 KV transformer bank. Three 500 MVA, 500/220 KV autotransformer banks
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intrerconnect the 500 KV and 220 KV systems at C 500 substation. Shunt

reactors at H.D., N.H., SAM, and synchronous condensers at C 500 provide

voltage control for the 500 KV system.

The foremost problem is the possibility of outages on the 500 KV 1ines
between the H.D. and C 500. The power transferred from H.D. to C 500 was

Timited to 900 MV for the conditions of the UPS during 1978.

During the period between 1975 and 1978, the outages of the two 500 KV

lines at the same time are as follows:
a) The section (N.H.-SAM) had two interruptions in the same day (29/3/76),

the durations are 25, 19 minutes.
b) The section (SAM. - C 500) had three interruptions:

1) In 11/4/1976 with duration 10 minutes.

2) In 18/5/1976 with duration 9 minutes.

3) In 20/8/1976 with duration 23 minutes.

The duration of the forced outages of the 500 KV transmission 1fnes over

the four years is 1.433 hours.

1.433 hour

.". The forced outage rate (F.0.R.)
4 years

1.433 5

=  ———— =4.1X10"
4 X 8760

Therefore, in the reliability of generation model, a 900 MV power source
is said to be availab?e_to supply Lower Egypt from Upper at a forced outage of

4.1 X 10-56
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N
A = (1-f) P

Ay Ay

t

where f is the FOR of the new genratingunits whose number is Nb

/Ny

VERIFICATION

The fitting procedure of the availability distribution was based on

“equal full power availability" principle. To substantiate that the use

of such a principleactually reproduces the availability distribution an

example is given:

Data of Actual Power Statijon

* Eight boilers feed, on a common header, four turbines.

* FOR of one boiler = 0.0403

* FOR of one turbine = 0.0234

* Station power rating = 2 X 60 +2X

* Rating of turbines = 2 X 60MW + 2
= 8 X 30 MW

* Rating of boilers
Model |
The model of that station should
to the number of boilers,
capacity of one generation unit
* Availability of full turbine power:
* = 0.9007

A, = (1-0.0234

t

50 = 220 MW
X 50 MW

have 8 "generation units" equal

220

-—8‘—= 27.5 MW




20

Availability of Full Boiler Power:

Since boiler capacity (240MW) is only slightly Tlarger than turbine"
capacity (220MW), all boilers must be operating to allow for full power
from the station.

Therefore,
N

b
Ab = (1-fb) only
= (1-0.0403)8 = 0.7199
The forced outage rate of one equivalent generation unit is, therefore,

/N
1-(A, A)) P

f
0.0515

In Fig.(1) the availability distribution of the original power
station as obtained by combinational probability rules and that of the
model equivalent generation units are plotted. The match is obvious

particularly at the marked probability values.

RESULTS

Table (1) 1ists the model generation units characteristics for the

power stations of Lower Egypt.

Table (2) represents the capacity and FOR of the new generating

units of Lower Egypt's power stations on the year of 1978.
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TABLE (1)

Characteristics of Model

Generation Units

Station Available FOR/unit Availability
capacity of full capacity
(MW)
1 6 X 6.67 0.0117 0.9883
4 X 12.5 0.0226 0.9125
2 X 8.67 0.0316 0.9082
X 60 0.0262 0.9235
3 7 X 6.86 0.0216 0.8648
4 8 X 27.5 0.0515 0.9097
5 5 X 19.6 0.011 0.9463
6 4 X9 0.0245 0.9056
7 3 X 60 0.0909 0.7514
8 X6 0.0029 0.9942
X 28 0.051 0.8551
9 1 X 900 | 0.000041 0.999959

10 2 X 13 0.0122 0.9757




PMFN

RIS

RISK
RISA
RISF

R.

ST

X

MAINT
N@MAINT

NK
SUMMAN
B

AC
PL@SS
ENERGY
S

XI

37

Expected load duration curve for the 1,2, 10 & 11th months of the
studied year.

A subroutine which gives the risk index, power and energy loss
over the given period for the given loads and capacities.

Risk index during December

Risk index during the 1,2 , 10 & 11th months

Risk index during the 3,4,5,6,7,8 & 9th months

Average risk index over the studied year

Preceding random number for selection

Random number geﬁer_ted for load selection

Array representing the generating units on scheduled maintenance.
Indicator #f the maintenance 1is allowed or not during the period
under study,

Determines the power transferred from Upper to. Lower Egypt
(either 800 MW or 900-MW).

Sum of the capacity of generating units on scheduled maintenance.
Total capacity of units out of service

Avaialble capacity

Power 1loss

Energy loss

Initial value of the random number generator used to determine
the generating units on scheduled maintenance.

Initial values of random number generators used to check the

availability of the generating units
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READ N,M,%,PMAX, A I

READ P1(I), p2(I), P3(I)
I=_1. N

‘ |

ICALL PERUNI'%P], N, PPUT)|
ICALL PERUNI %PZ, N ,PPU2) |
ICALL PERUNI'&P3, N, PPU3) 1

READ C(1), RO(D)
1=1, M

il

v
TC = £c(I)

i=]

R1(I)
R2(I)
R3(I)

I

PPU1(1+334)
PPU2(I+334)
PPU3(1+334)

1, 31
|

RNT(I) = PPUI(I)
RN2(I) = PPU2(I)
RN3(I) = PPU3(I)

I=1, Fg

PPUT(I+214)
PPU2(I+214)
PPU3(I+214)

60, 120
|
PPUT(I+59)
RR2(1) = PPU2(I+59)
RR3(I) = PPU3(I+59)
4

I=1, 2]

nun

RNT(I)
RN2(1)
RN3(I)

I

#ou

RR1(I)

[ CALL LPADUR(RT,3T,RIN) |

[ CALL LﬂADUR{R2,31,R2N) |

[TCALL LPADUR(R3,31,R3N) |

T
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1 +8
-S

1+r
: 2.1n

-r 1
1 “n -3
fn-3 In(1+r)-3)

2 (1-v)(1+S)

1
-2"'111

can be looked upon as a value assumed by a random variable having
approximately the standard normal distribution. Using this approximation,
we can calculate confidence intervals for S .

The 95 % confidence Timits of the correlation coefficient were
calculated (based on 36-point population) to be

0.75 < e = O.é4 < 0.92

In the figure, the typical profile based on every 10-day measurement
is plotted for 1976, 1977 :and 1978. As seen in another report of this
series, this profile-are associated with the availability of generation

resources to select the months of maintenance.
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P i

Load Curves for the Years
(1976-1977-1978)

1978
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1600

1977

1550

1500

1650
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1976

123 45 10 15 2 25 X 35x10
days
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List of Symbols

N = No. of intervals on the load curve

M = No. of generating units

L = No. of shots.

A = Per unit power unavailable due to maintenance

PMAX = Maximum power demand of the year
P1 = Array representing the load curve of the first year, formed of

365 pdints of daily peak.

P2 = Array representing the load curve of the second year , formed
of 365 points of daily peak

P3 = Array representing the Toad curve of the third year, formed of

365 points of daily peak

PERUNI = A subroutine which transfers the given load curve to a per unit

- .load curve w.r.t. its own peak.
PPUT = Load curve array of ‘the first year in per unit w.r.t. its own peak
PPU2 = Load curve array of the second year in per unit w.r.t. its own peak
PPU3 = Load curve array of the third year in per unit w.r.t. its own peak
C = Capacity array of generating units
RP = Forced outage array of generating units
TC = Total available capacity (£C(I))
R1 = Per unit load curve during December of the first year
R2 = Per unit-load curve during December of the second year
R3 = Per unit load curve during December of the third year
RN1 = Per unit load curve during October, November, January and

February of the first year.

RN2 = Per unit load curve during October, November, January and February

of the second year.




RN3
RR1
RR2
RR3

LAADUR

RIN
R2N

R3N

PMF

RRIN

RR2N

RR3N

PMA

RNTN

RN2N

RN3N

Per unit load

36

curve during October, November, January and February

of the third year.

Per unit load
Per unit load

Per unit load

curve for the 3,4,5,6,7,849th months of the first year
curve for the 3,4,5,6,7,8%9th months of the second year
curve for the 3,4,5,6,7,8&9th months of the third year

A subroutine used to obtain the load duration curve from a given

load curve.
Per unit load
Per unit load
year.

Per unit load
Expected load
Per unit load
year.

Per unit load
second year.
Per unit load
third year.
Expected load
studied year.
Per unit load
first year.
Per unit load
second year.
Per unit Toad

third year.

duration curve for the month of December of the first year

duration curve for the month of December of the second

duration curve for the month of December of the third year

duration curve for the month of December of the studied year

duration curve for the 3,4,5,6,7.389th months of the first

duration curve for the 3,4,5,6,7,8&9th months of the

duration curve for the 3,4,5,6,7,8&9th months of the

duration curve for the 3,4,5,6,7,8&9th months of the

duration curve for the 1,2,10, & 11th months of the

duration curve for the 1,2,10 & 11th months of the

duration curve for the 1,2,10 & 11th months of the
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Report No. 4

GENERATION SYSTEM RELIABILITY ASSESSMENT USING
MONTE-CARLO SIMULATION

by

H. Anis, H. E1-Shaer, H. El1-Kolaly, S. ET1-Beltagy
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GENERATION SYSTEM RELIABILITY ASSESSMENT
USING MONTE-CARLO SIMULATION

INTRODUCTION

The Monte-Carlo technique is used to simulate the random events in
both generation and demand. Randomness of generation status stems from the
independent forced outages of the power stations, while that of load is
expressed by the annual Toad curve. The latter is based on peak daily
loads.

A computer package is:compiled which simulates the above two events
and calculates principally the "Risk Index" or the simulated loss of load

probability. The package is written in FORTRAN language.

FUNCTION

Tf By using random number generators, the package simulates:

a- The forced outage of Egypt' s generation units. The random number acts
as a selector deciding whether a particular units is facing forced
outage or not.

b- The annual load variation based on daiTy peak load. The random number

generator selects the load level at a given random instant.
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usually denoted by the letter r and its calculation is facilitated by

use of the formula

The parameter S is a measure of the strength of the linear relationship

between

x and y. When S - 0, the two random varaiables are uncorrelated,

and in the case of the bivariate normal distribution they are also in-

dependent. If the points (xi R yi) actually fall on a straight 1ine, then

r equals +1 or -1, depending on whether this line has a positive or negative

slope. The correlation analysis was repeated three times as follows:

1-

on daily basis, i.e., using 365 load values for each year.

2- on 3?day basis : This was made to rid the first correlation of the

effect of week ends. This was done by selecting for the correlation

analysis the largest load of each successive 3 days.
S

according to the lunar calender which shifts every year by some
11 days from the solar one. To account for the biased variations
in Toad due to these occasions, a 10-day-based correlation was

also made.
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RESULTS

The table shows the results of these analyses:

Correlation Coefficient of

Variations in Annual Load Pattern

Basis 1976/77 1977/78

1-day +0.25 4051

3-day + 0.50 + 0.69

10-day +0.77 +0.84
CONCLUSIONS

1- A1l correlation coefficients are positive indicating a predictable
behavior of load pattern.

2- The strongest correlation is found:'  between loads measured on 10-
day basis. This may thus be taken to represent the sought typical
pattern.

Since the sampling distribution of r for random samples from
bivariate normal populations is rather complicated, it is customary
to base tests concerning S on the statistic %- In —%—;}%;~ . It

can be shown that for random samples from bivariate normal populations
the distribuion of %a1n %—;—%—-is approximately normal with the mean

11n 1+ S and the variance 1/(n - 3). In other words,

1-9
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CORRELATED LOAD DEMAND IN LOWER EGYPT

INTRODUCTION

Lower Egypt is the major consumer of electric energy. The reliability
of generation studies is thus concentrated in this vital area. One major
issue facing the electric energy planner is the search for an optimal
maintenance schedule for the generation stations which would achieve two
purposes:

1- Avoid excessive load loss (service interruption).

2- Fulfill periodic maintenance requirement as dictated by the

manufacturer on one hand and by service conditions on the other.

One way of achieving this goal is the careful inspection of the annual
load variation profile and using it together with the avilability generation
resources as a basis for maintenance schedulina.

This report inspects the load demand frofile for three successive vears.
A correlation analysis among the three profiles is made in search for a

"typical" load nrofile.

ANALYSIS
Given the Toad variations of the years 1976, 1977 and 1978, the
correlation analysis is made for each two in succession.

~

The estimate § , called the sample correlation coefficient, is
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Table (2}
UNIT CODE CAPACITY FORCED OUTAGE

(MW) RATE
101 12 0.0122
102 12 0.0122
201 60 0.0909
202 60 0.0909
203 60 0.0909
301 27.5 0.0515
302 27.5 0.0515
303 27.5 -0.0515
304 27.5 0.0515
305 27.5 0.0515
306 4 27.5 0.0515
307.. 27.5 0.0515
308 27.5 0.0515
401 5.5 0.0145
402 5 0.0145
403 5.5 0.0145
404 5.5 0.0145
405 5.5 0.0145
406 5.5 0.0145
407 14 0.0227
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Table (2) Cont.

UNIT CODE CAPACITY ' FORCED OUTAGE

(MW) RATE

408 14 0.0227
409 14 0.0227
410 14- 0.0227
501 6.25 0.0029
502 6.25 0.0029
503 6.25 0.0029
504 6.25 0.0029
505 6.25 0.0029
506 6.25 0.0029
507 30 0.051

508 30 0.051

509 30 0.051

601 10 0.0316
602 10 0.0316
603 10 0.0316
604 65 0.0262
605 65 0.0262
606 65 0.0262
701 6 0.0065
702 6 0.0065
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"'BOILER-TURBINE MODEL FOR RELIABILITY

STUDY

INTRODUCTION

In the study of the generation reliability in Lower Egypt, it must be
realized that all such generation is thermal to which the contribution of
Upper-Egypt is added. Thermal power stations in Lower Egypt are primarily
of the steam type. The high forced outage rates of boilers and turbines
as compared to other components in steam power stations verify the considera-
tion of these two components only in reliability studies.

The power stations in Lower Egypt system have a large variety of boiler-
turbine configurations, The combinations of boilers and turbines on a common
header connection range from 2 boilers/1 turbine units to 6 boilers/4 turbine
units. The common-header type is found in old stations, where a number of
boilers are found to feed another number of turbines; The difficulty then
comes from the large number of combinatfons leading to partial failures, or
deratings. This poses difficulty when applying most reliability evaluation

techniques.

This paper presents a method of replacing any compounded generation system
by an equivalent non-common-header generation units, which facilitates the

application of most reljability evaluation techniques.

CONSTRAINTS
The above replacement model should be made satisfying the following constraints:

i) The total power delivered by the station remains unchanged.
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ii) The "forced outage distribution", i.e., the distribution of
available power should be honoured.

- To allow a better fitting of the forced outage distribution the
number of generation units was taken equal to the number of
boilers, rather than turbines, as they are the more numerous in
all cases.and dominate turbines in as far as forced outage is
concerned. More generation units mean more degrees of freedom in

the fitting process and thus better simulation.

METHOD. OF CALCULATION

1- No. of equivalent generation units = No. of boilers Ny

2- Capacity of equivalent generation unit- = Turbine capacity X No. of turbines
N

b
3- Forced ‘Qutage Rate:

Based on the principle of equal-full power availability:
N

- availability of full turbine capacity At = (1—ft) t

ft , being the FOR of one turbine, Nt-the number of turbines,

- availability of a power from boilers equal to full turbine capacity

Ny Ny -1y N 2,
Ab = (1~fb) + Nb (1-fb) fb + —~—E————(1-fb) b
f. , " being the FOR of one boiler

b
The number of terms is determined by the excess power which the total

boilers have over the total turbines.
Availability of station full capacity = At Ab

Therefore,
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Table (5.1) Continued

{

‘ Type & No Capacity Average Average
Station of units (MW) down time up time
(hr.) (hr.)

G 1 14 53.43 3665.50

G 2 14 10.76 6384.83

G 3 18.5 114.68 5583.00

8 G 4 18.5 108.32 5470.83
B 1 30 37.57 3588.83

B 2 30 55.78 4976.67

B 3 30 42.86 5916.33

B 4 30 57.07 4636.17

B 5 30 84.70 5402.33

G1 8 103.48 2642.75

G2 8 82.19 1819.50

G 3 8 157.18 5652.75

G4 8 11.89 5721.00

9 B 1 10 97.17 3441.25
B 2 10 2.42 4297.25

B 3 10 61.86 4357.25

B 4 10 17.81 2916.75

B 5 10 0.00 2838.00

B 6 10 0.00 3031.25

B 7 10 *56.67 4714.25
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2" For each random "shot" in time, the program determines whether a
deficiency in supplying the load has occured and the magnitude of
the deficit.

3. Finally the program, over a prespecified number of shots, calculates

the overall risk of loss of load (another version of the loss-of

load probability).
< No. of shots with deficiency
Total No. of shots

Risk =

4. The energy-not-served is also estimated as

E = =_P.At, P being the loss of Toad & At the
equivalent time interval.

If annual energy-not-served is sought

8760 hour/year

At
Total No. of shots (L)
i.e.,
E = §ZL§_Q. X 2P MWH/year
1

Note: It would be preferable to avoid pessimistic results, and compute the
energy not served using average daily load instead of daily peak
demands. More accurately, yet less practical, hourly loads may

be used.

DATA:
1- Forced outage rates of all " equivalent deneration units" and their

capacities and numbers.
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2- Peak load demand average profile p (t) in p.u. of its annual peak

* value. Provision is made to accept up to 365 data points, i.e., on
a day-to-day basis.

3- Forecasted annual peak load in MW for the year under study

4- Per unit power unavailable due to maintenance.

Scheduled Maintenance

The program simulates only the forced outage of the generating units.
This does not account for the units in scheduled maintenance which further
subject the load to a loss.

Based on the history of 1976-1978, it was estimated that maintenance

scheduling is governed by the two following rules.

1- The year is divided into: High demand-low :hydro energy resources period of 5°

months: October, Névember, December, January & February and a low-demand-
high hydro energy resources period of 7 months: March-September. In the
‘first period, no maintenance should be scheduled. A1l maintenance
operations are done in the second.

2- Over the maintenance 7-month period on the average, 14 % of the
available power is scheduled for maintenance. The selection of
the generating units to go to maintenance is done by the computer
program. The constraints over the average scheduled maintenance
duration has not been considered and is being investigated and will
be reported as soon as possible. Random selection of units is made
whiich should yield a total of about 14% of the available capacity

for maintenance.
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DATE ELEMENT TIME TOTAL DURATION
o | M| ¥ "o FAILURE | OPERATION | FAILURE |OPERATION| SUM. FO.R
11 1121781 12 | 00-00
64-14 |34999-46 |35064 [0.001,831,8
01 {o1{75] 13 | o00-00 [26328-00 .
02 o1 |78 | " 00-05 695-55
31 Jor |78 | " 00-15 503-45
2102|781} 03-24 1700-36
03 05| 78] * 00-18 359-42
18]05( 78] * 00-05 215-55
27/ 05] 78] *® 00-07 1991-53
18/ 08| 78] " 00-20 23-40
19| 08| 78] " 00-19 527-41
10| 09| 78| *00-10 143-50
16{ 09| 78] 385-00 71-00
os| 10| 78| = 00-40 2111-20
31) 12 78] 00-00
390-43 P4673-17 (35064 |o.011,142,9
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DATE ELEPENT TIME TOTAL DURATION
o [ M| ¥ "o FAILURE | OPERATION | FaiLRe |oreraton] sum. | O
o1 Jo1 ] 75| 14 | 00-00 2160-00
01 {04 |75 * 00-02 3863-58
09 oo | 75| ™ 00-09 1319-51
06 |02) 76| " 00-01 2495-59
15 {0276 " 00-12 5543-48
03 |10] 76| " 00-02 71-58
06 | 10] 76] * 00-18 71-42
09 | 10| 76] * 58-47 949-13
200 11) 764 * 00-05 2423-55
01] 03] 77} " 00-07 4919-53
220 09| 771 = | o0-0s 1175-55
10| 11| 77| * *00-08 407-52
27| 11| 77] * 00-06 2063-54
21| 02| 78] * 00-08 4295-52
19| o8| 78) 00-40 191-20
27| os| 78] 01-30 238-30
06| 09| 78] " 00-26 695-34
0s!| 10] 78} " 01-28 | 2110-32
31| 12| 78] * 00-00
64-14 [34999-46 | 35064 |0.001,831,8
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DATE ELEMENT TIME TOTAL DURATION
NO. F.O.R

o [ M| ¥ FAILURE | OPERATION | FAILURE |oPERATION| SUM.
o1 o1 |75 | 7 00-00 9792-00
13 {02 |76 | " 00-10 5207-50
17 (o9 |76 | " 00-03 13607-57
07 |o4 |78 | " 00-05 6455-55
31 {12 |78 | 00-00Q

00-18 |35063-42 [35064 |0.000,008,5
o1 Jo1[75] 8 00-00 25800~00
11 112477} 00-02 7271-58
10 10 78] * 13-00 1979-00
31 (12 |78 ] " 00-00

13-02 |35050-58 35064 |0.000,371,7
o1 Jo1l75] 9 .| 00-00 240-00
11 {orf7s | 01-04 34822-56
31 {1278 " 00-00

1-04 |35062-56 [35064 |0.000,030,4
01 jo1]75]10 00-00 11280-00
150476} 06-14 545-46
08 /05{76]| " 00-11 17735-49
17/05| 78} * 00-05 5495-55
311278 " 00-00 N
6-30 |35057-30 p5064 |0.000,185,3
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DATE ELEMENT TIME TOTAL DURATION
NO. F.
D M Y FAILURE OCPERATION FAILURE [OPERATION| SUM.
0110y 75 | 11 | 00-00 35064-00
31(12 {78 | " 00-00
00-00 [35064-00 [35064 | 0.0
o1jo1 |75 | 12 00-00 2160-00
o104 |75 | » 00-02 | 3863-58
09{09 |75 | " 00-09 1319-51
06/02 |76 | " 00-01 2495-59
15(02 |76 | » 00-12 5543-48
0310 |76 | " 00-02 71-58
06/10 |76 | *® 00-18 71-42
09/10 {76 | " 58-47 949-13
20/11 {76 | '00-05 2423-55
01/03 |77 | " 00-07 4919-53
22109 |77 | " 00-05 1175-55
10011 77 ¢ 00-08 407-52
2711 |77 | " 00-06 2063-54
21102 (78| 00-08 4295-52
19 08|78 " 00-40 191-20 -
2770878 " 01-30 238-30
0q 09| 78| " 00-26 695-34 |
o 10 78| " 01-28 2110-32
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DATE  [ELEMENT TIME TOTAL DURATION
NO.
o | M| v FAILURE | OPERATIN | FAILURE |OPERATION| SUM. Foo-R
a o l75] 4 00-00 2136-00
31 (03 |75] 00-07 3815-53
06 |09 | 75| 00-03 47-57 . |
o8 |09 |75] * 00-01 1007-59
20 J10 75| 00-10 7559-50
30 o8| 76| * 00-05 71-55
02 |09 | 76| * 00-02 4175-58
23 02| 77| * 08-02 . 111-58
28 02| 77| 02-57 3981-03
13 08| 77| * 01-35 166-25
20| o8| 77| 00-10 143-50
26 | ol 77| * 00-08 71-52
29| os| 77| * | oo0-0s 8951-55
o6 | 09| 78] 02-25 2805-35
31| 12| 78] 00-00
15-50 |35048-10 | 35064 |0.000,451,5
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DATE ELEMENT TIME TOTAL DURATION
NO. F.O0.R
o} M Y FAILURE OPERATION FAILURE |OPERATION] SUM.
o1 Jor]75] s 00-00 15456-00
06 (10| 76 | 02-27 3381-33
24 |02 |77 | * 00-04 3263-56 !
10 (o777 * 00-04 815-56
13 (o8 ]| 77| 01-35" 934-25
21 {09 | 77| = 00-13 215-47
30 oo f77] " 00-03 10079=57
24 |11 ] 78] = 00-08 911-52
31 |12 |78 * 00-00 )
4-3¢ | 35059-26/35064 | 0.000,130,2
01 {o1]| 75| 6 00-00 1104-00
16 | 02| 75| = 00-19 8687-41
13 | 02| 76| 00-10 5207-50 |
17 |09 76| 00-05 | 20063-55
31 |12 78| 00-00
00-34 |35063-26(35064 | 0.000,016,1
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SEM| - COMPILED DATA

FOR THE 220 kV TRANSMISSION
NETWORK IN LOWER EGYPT
[ PERFORMANCE HISTORY)
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DATE  [ELEMENT TIME TOTAL DURATION
o Im v ]| FAILLRE | oPeraTion | Faiure [operaton| sum. |+ 0 R
01 [o1]75] 1 00-00 4224-00
26 |06 |75 ] * 00-10 [21167-50
24 {11 |77 | » 00-02 191-58 -
02 {12 |77} ™ 00-03 9479-57
31 |12 (78| 00-00
00-15 [35063-45 35064 | 0.000,007,1
a o | 2| o00-00 35064-00
31 |12 )78 » 00-00
00-00 | 35064-00/35064 | 0.0
a1 lo1l7sl 3 00-00 1296-00
24 02| 75| 00-02 3503-58
20]07] 75| » .|3s3-46 |17526-14
03] os| 77| 00-24 1367-36
29 09| 77| 00-05 | 7775-55
19] 08| 78} 00-03 3239-57
31| 12 78] 00-00 o
354-20 PB4709-40 135064 | 0.010,105,3
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TL CONDUCTOR | NUMBER | LINE RESISTANCE REACTANCE
NUMBER TYPE of cireurs [“EOT | oHmM 4 kM OHM / K.M
12 ACSR-400 2 111 0.0835 0.412

3 ACO-400 1 37.29 0.08 0.393
485 ACSR-400 2 24 0.0835 0.412
6 & 7 ACSR-400 2 69 " "

8 & 9 ACO-400 2 130.5 0.08 0.393
10 ACO-400 1 37.29 0.08 0.393
11 ACO-2x240 1 2.94 0.13 0.392
12513 ACSR-400 2 30 0.0835 0.412
14515 ACSR-400 2 110 0.0835 0.412
16817 ACO-2x240 2 19.24 | 0.13 0.392
L 18519 ACSR-400 2 | 63 | 0,0835 0.412
; 20821 ACSR-400 2 47 " .
L 22823 ACO-2x240 2 35 0.078 0.41
|
E 24525 ACSR-400 2 | s0 0,0835 0.412
? 26 ACSR=-400 1 60 " "
27 _ACSR-400 | 1 | 50 " '
28 ACSR-400 | 1 43 " "
| 29830 _ ACSR-400 2 46.6 " "
31632 _ACSR-400 | 2 | 16.4 " "
33534  ACSR-400 2 130.0 o "
35536 ACSR-400 2 100 0,0835 0.392
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2. Electrical Constants
The power flow Subroutine is used to calculate the over loading cycle of |
each element, and to calculate the power flow between elements each time one
element at least changes its state. In addition to the history of elements,
the input of the RAMPOT package includes the impedances of the different
elements (transmission lines) forming the network. For the network under
study, which is the 220 KV transmission system, the different conductor types,

and their constants are shown below:

Conduct type Resistance ohms Reactance ohms Notes
per_km per km

ASCR - 400 0.0835 0.412 average values

ACO - 400 0.08 0.393 !

ACO - 240 0.13 0.392

3. Element Power Capacity and Voltages:

The power capacity of each element is determined according to certain
factors. For long lines, with high voltage level the stability point of view
is the most important factor. For medium lines the voltage drop becomes
the main factor, but for short lines the main factor becomes the temperature
rise limit.

The voltage magnitude at different bus-bars are considered constant, but

their angles change.




82

4. The Netwerk Configuration

The network is shown in the following map, the double circuit Tines, are
considered one element having the electrical equivalent constants of the parallel
connection as these parallel elements are identical from the loading point of

view, physical constants, and weather conditions.
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The above table shows the exact history of three transmission lines

belonging to the 220 KV electric network of Egypt.

three elements are shown below:

The constants of those

Element| Length {Type of cond| resistance| reactance total total
No, km ohm/km ohm/km resistance | reactance
ohms ohms
1 1 ACSR - 400 0.0835 0.412 0.9185 4,532
2 1 ACSR - 400 0.0835 0.412 0.9185 4,532
3 37.29{ ACO - 400 0.08 0.393 2.98 14.65

c- Frequency Distribution Form of Data:

In this stage of data processing the intervals of similar status (operation

or failure) are gathered to form a time-frequency table.

As an example, for a

certain element during the four years period the action-frequency distribution

form is shown below:

Element Operation Operation Failure Failure
No. Time Frequency Time Frequency
hr.-min. ‘ hr.- min.

160 - 51 1 00 - 02 1
215 - 40 1 00 - 05 3
287 - 30 1 00 - 20 1
575 - 55 1 00 - 30 1
22 1367 - 55 1 07 - 09 1
1978 - 36 1 13 - 24 1
2208 - 00 1
6527 - 58 1
21719 - 55 1
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The above information belongs to element number (22) in the 220 KV trans-

mission network which has a length of 35 km, conductor type ACO - 240, a

resistance per km equal to 0.078 ohms, and a reactance equal to 0.41 ohms

per km.

The simulation of the random fail/repair cycle of an element should be

based on a given cumulative distribution.

This is inevitable when the sample

size in the available history is small which is our case with transmission

network

distribution is done within the program RAMPOT itself.

elements.

The change from the frequency distribution to a cumulative

For the above example

element number (22) the cumulative frequency-time distribution is shown below:

Element Operation | Operation | Cumulative| Failure Failure Cumulative
No. Time Frequency | Operation Time Frequency Failure
: Frequency Frequency
160 - 51 1 0.111 00 - 22 1 0.125
215 - 40 1 0.222 00 - 05 3 0.50
287 - 30 1 0.333 00 - 20 1 0.625
575 - 55 1 0.444 00 - 30 1 0.75
22 1367 - 55 1 0.556 07 - 09 1 0.875
1978 - 36 1 0.667 13 - 24 1 1.00
2208 - Q0 1 0.778
6527 - 58 1 0.889
21719 - 55 1 1.00
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b. Semi-Compiled Data

This is the second stage of data preparation, it is derived from the raw
data. In this stage the performance history of each element is gathered. All
events are registered on one single chronological record beginning at the nyStu
hour and ending at the (;35064th ) hour *,

The failure, and operation durations are then obtained, from which the
performance cycle is formulated. The corresponding forced outage rate (F.0.R.)
is also readily calculated. This stage of data processing is presented in a

table form as follows:

Element Operation Operation Cumulative Failure Failure Cumulative
No. Time Frequency Operation Time Frequency Failure
Frequency Frequency
160 - 51 1 0.111 00 - 02 1 0.125
215 - 40 1 0.222 00 - 05 3 0.50
287 - 30 1 0.333 00 - 20 1 0.625
575 - 55 1 0.444 00 - 30 1 0.75
22 1367 - 55 1 0.556 07 - 09 1 0.875
1978 - 36 1 0.667 13 - 24 1 1.00
2208 - 00 1 0.778
6527 - 58 1 0.889
21719 - 55 1 1.00

* The hours sum over 4 years = 4 X 8760 + 24 = 35064 hours




78

DATE 'ELE?(NT TIME TOTAL DURATION
o | M| MO TTEAURE | OPERATION | FAILURE [OPERATON] SUM. FoooR
o101 /75| 1 00-00 4224-00 |
26 |06 75| " 00-10 | 21167-50 )
24 f11 {77} * 00-02 191-58
02 |12 77 [ * 00-03 9479-57 _
uliz|s]| * 00-00
00-15 |35063-45|35064 |0.000,007,1
oL ol |75} 2 00-00 3506400
a 1207 = 00-00
00-00 | 35064-00|35064 | 0.0
01 101175} 3 00-0Q | 1296-00 } = _ .}
2402|15| " 00-02 | 3503-58
20l07] 78| = .| 3s3-46 |17526-14
031081 77] " 00-24 | 1367-36
29] 09| 77| " | 00-05 | 7775-55
19| 08| 78| * 00-03 | 3239-57 |
31| 12 78f * o000 |
354-20 P4709-40 35064 | 0.010,105,3
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Data for RAMPOT Package

The following sets of data must be supplied to the RAMPOT routine:

1. Performance history

2. Constants of the electric network elements, i.e., thier impedances and
sizes of the conductors.

tages

4. The network configuration.

1. Performance History

Data concerning the individual availability of the system elements are
principally needed in reliability study. To be able to simulate the random
performance of the system, the random fluctuation between repair and failure
of each element must be provided. The provision of such information passes
through three stages, the raw data, the semi-compiled data, and the statistical
distribution of the times to repair and failure
a- Raw data

For the transmission network under study (220 K.V.), this form of data has
been recorded over a period of four years (1975-1978), and documented at the dis-
patching center of‘thefE.E;A;, or at the different power stations in the network.
In a form of a log sheet the time at which each element reverses its state
(operation/failure) is indicated. The following table is an excerpt to outline

the contents of these tables,
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Date element * failure started | operation started
Day Month Year number at time at time
01 01 1975 1 05 - 53 05 - 59
24 02 1975 3 18 - 02 23 - 20
24 02 1975 4 19 - 00 19 - 30
31 12 1976 1 10 - 03 14 - 02

* An element is a T.L. section




73

LONG TERM INVESTMENT PLANNING OF THE EGYPTIAN
ELECTRIC POWER SYSTEM

SECTION II

POWER SYSTEM RELIABILITY ASSESSMENT
TRANSMISSION  RELIABILITY
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CONFIDENCE IN THE RISK INDEX BASED ON THE MONTE

CARLO TECHNIQUE

Obviously as the number of trials in calculating the Risk Index.increases,
the accuracy of that index increases. In view of the marked computer
time which is spent in this case, it would be useful to prespecify the
number of trials. To be able to do this, a confidence analysis of the
calculated Risk Index must be carried out.

As the Risk Index expresses the proportion of times that the load
will be unserved then this, in fact, is a problem of estimating the parameter
of a binominal population, Making use of the fact that for Jarge number
of trials n the binominal distribution can be approximated with a
normal distribution, that is, (x = n e)/ VEi;TT—:_7;S can be treated as
if it were a random variable having the standard normal distribution, where &
is the number of failures. A(1-«) confidence interval for may be obtained

from

X -neo
ne(l-oeo)

Solving this double inequality for @ we obtain a 1 - « confidence interval

for @ whose upper and lower limmits are given by

X + %— Z2 + 7 x(n - x) + % 22
/2 x/? n /2

n+ 22
xX/2
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A somewhat simpler large sample approximation may be obtained by writing

the above limits as

3 "L Vah '_,ej/“ <€ <;:;+£</z ‘/9 (1 - €)/n

and then substituting x/n for © in the smallest and largest terms of
this double inequality. We thus get the following approximate 1 - o

confidence interval for ‘9 :

-z, \/% (1-2)n <8 L2427, \/ﬁ-(r—;{-)/n
In Monte Carlo simulation applied for the year 1978 in another paper,.
for example, the ?.‘83:”d shot ( trial) produced a risk index of 0.0353 and
the assumptions underlying the binominal distribution are met. Substituting
this value together with 20025 = 1.96 into tBe,above Timits gives the

following 95 % confidence interval for the index &
018 < 6 < .057

In figures (% to 10), the complete profile of the risk index variation

as the number of trials increases is illustrated. The 95 % confidnece

limits are marked on the figure. This is done for the different scheduled
maintenance. progrars choseén in the previous paper, It appears from these
figures that the profile is nearly the same for all cases and the resting
values are found after 1400 shots on the average where the 95% confidence

“intervals range from 10,01 to - 0.02.
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Normally, the available distributions of generated and Toad powers
would be used directly in a numerical integration routine. However, the
resulting risk index, in general is very small (order of 10_4) a fact which
could create numerical inaccuracy as the available power interval (here
10 MW) becomes then relatively large. Alternatively, data may be fitted

to an analytical function which is then analytically integrated.

This means that in a Monte Carlo simulation, on the avekage, the
number of shots should at least be

1 _ _
0.00014027

The 95 % confidence interval for the risk index is

0 < 0.00014027 < 0.000415
That is 2409 shots are the minimum possible to materialize . the
risk index simulation with no p}anned maintenance for the units all over

(M

the year /.

1) For no maintenance all over the year Monte Carlo simulation gave
zero risk index with 1000 shots.
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STATISTICS OF GENERATED POWER DISTRIBUTION

Mean power = 1882.7 MW
Standard deviation = 38.9 MW
75‘(measure of skewness) = - 1.12
Y, (measure of kurtosis) = 3.9

L

APPLICATION OF MODEL

1)

4)

Referring to the figure, the cumulative distribution function of the
load over the range 1660 - 1780 MW could be fitted by

2 g1511 p3 + 11895 pt

F(p) = 104564 - 241577 p + 210117 p
where p is load in Gega Watt 1.66 < p < 1.78

The cumulative distribution function of the generating capacity was also
fitted by

C(p) = 714224 - 1654709 p + 1437723 p® - 555243 p° + 80420 p*

where p is in Gega watt 1.71 < p < 1.79

The density function of generated power is

c(p) = YBL

_ 1654709 + 2875446 p - 1665729 p> + 321680 p°

i

The risk iq?ex is then

 Fp) c(p) o

a

This gave risk index = 0.00014027
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Table I - cont.

UNIT CODE CAPACITY FORCED OUTAGE
(MW) RATE
408 14 0.0227
409 | 14 0.0227
410 14- 0.0227
501 6.25 0.0029
502 6.25 0.0029
503 6.25 0.0029
504 6.25 0.0029
505 6.25 0.0029
506 6.25 0.0029
507 30 0.051
508 30 0.051
509 30 0.051
601 10 0.0316
602 ‘ 10 0.0316
603 10 0.0316
604 65 0.0262
605 65 0.0262
606 65 0.0262
701 6 0.0065
702 6 0.0065
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Table I - cont.

UNIT CODE CAPACITY FORCED OUTAGE
(MW) RATE
703 6 0.0065
704 6 0.0065
705 6 0.0065
801 13 0.011
802 13 0.011
803 13 0.0M
804 13 0.011
.805 13 0.011
901 7.5 0.0216
902 7.5 0.0216
903 7.5 0.0216
904 7.5 0.0216
1001 15 0.03
1101 20 0.03
1201 900 0.000041
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Table (II)

*

Distribution of variation in the generating capacity

Power Mid-range Probability Cumulative
interval power % probability
MV %
1915 - 1925 1920 29.57 29.57
1905 - 1915 1910 6.89 36.56
1895 - 1905 1900 15.06 51.66
1885 - 1895 1890 5.06 56.73
1875 - 1885 1880 4.83 61.57
1865 - 1875 1870 11.15 72.76
1855 - 1865 1860 5.79 78.57
1845 - 1855 1850 3.83 82.40
1835 - 1845 1840 5.55 87.97
1825 - 1835 1830 3.12 91.10
1815 - 1925 1820 1.64 92.74
1805 - 1815 1810 2.36 95.11
1795 - 1805 1800 1.64 96.75
1785 - 1795 1790 0.84 97.59
1775 - 1785 1780 0.84 98.44
1765 -~ 1775 1770 0.67 99.11
1755 - 1765 1760 0.27 99.38
1745 - 1755 1750 0.24 99.62
1735 - 1745 1740 0.20 99.82
1725 - 1735 1730 0.07 99.89
1715 - 1725 1720 0.05 99.94
1705 - 1715 1710 0.06 100.00
1695 - 1705 1700 0.00 100.00

*
Dr, M. El-Gazzar.

This has been obtained using the computer package prepared by
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Table (III)

Distribution of Load

Power Cumulative Probability
MW \ % ’
1780 0.27
1770 0.41
1760 0.68
1750 1.23
1740 1.64
1730 2.19
1720 3.56
1710 4.1
1700 5.48
1690 | 6.85
1680 8.22
1670 9.32
1660 11.51
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LOAD DISTRIBUTION

As the load distribution appears in the model in its cumulative form,
that form must be computed from the annual load data Fig.(2). This is

readily .calculated since it is also used in the Monte Carlo model.

Application

The distribution of variation in the generating capacity is shown in
Table (II)-and plotted in Figs. (3) and (4). In Table III, the cumulative

load distribution is shown.
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Cumulative load curve 1-L(P)

Risk

s Density of the variation in the
index e ) i ;
' generating capacity.

Fig. (1)

AVATLABILITY DISTRIBUTION

The above model was applied to the 1978 generation system which was
studied in another report. Table (1) gives the generation units, their
powersand forced outage ratesin the year 1978. The probability distribution
of the generation (available) capacity could be estimated using binominal

expansions and combinatorial probability rules (Table II).
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Table I
UNIT CODE CAPACITY FORCED OUTAGE

(MW) RATE
101 12 0.0122
102 12 0.0122
201 60 0.0909
202 60 0.0909
203 60 0.0909
301 27.5 0.0515
302 27.5 0.0515
303 27.5 0.0515
304 27.5 0.0515
305 27.5 0.0515
306 27.5 0.0515
307.. 27.5 0.0515
308 27.5 0.0515
401 5.5 0.0145
402 5,5 0.0145
403 5.5 0.0145
404 5.5 0.0145
405 5.5 0.0145
406 5.5 0.0145
407 14 0.0227
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CALCULATION OF RISK INDEX:BY

ANALYTICAL ESTIMATES

INTRODUCTION

In an attempt to verify the accuracy of calculations of the risk index as
obtained from the Monte-Carlo model, an analytical approach is presented. The
Variations in available power and Toad demand are looked upon as two in-
dependent random variables. Search is then analytically made for the
probability that the demand may exceed the available power in which case

load loss is said to occur.

ANALYSIS

Given the distribution of generated power C(pc) and load variation

Z(pg) calculate the risk of P, > P,

fssume a joint distribution f(p_ , pg) of the two variables. The variable (x)

is a slack variable representing the difference between Pz & Pe
X =P -Pp 1.8.Pp =P - X

The joint probability distribution g(x,pc) may be calculated

3Py app

ap ax
g(xspg) = flpg s pp) ¢

ar. 3P

aPc QX

where l ‘ = Jacobian
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g(xsp) = flp, » pp).

The density function of x alone is

~

() = N g (xp,) dp
Pe
Then X
-

fx) =y flp, » pp) dp,

0
The probability that % is smaller than Pe is that of x being negative

Therefore, 0

f(p, 5 pg) dp, dx

8(/7
ol x

Risk index =

By changing variables
(=]

L ¢
Risk index = ij(Pc » Pp) dppdp,
0 P
Assuming the 1oaqwto<£g independent of generation, then
c s c ¢
Risk index - \) :> g(pc) . ﬁ.(pzy dpz dpC
o0
Risk _ (
index ~ Cp)  [1-L(p)] dp
where 0 P v
L(p) = g £(p) dp
0

In Fig (1 ), the above mathematical formulation is pictorially

illustrated.




No. of month Per unit capacity | Risk index over | Risk index over| Aver. risk | 95% confid. limi{
without maintenance| in maintenance no maint.period | maint. period index over | R+AR R-A R
the year (R)

1 (Dec.) 0.0890 0.0031 0.0235 0.0218 0.0233 0.0203
2 (Dec.,Jan) 0.0980 0.0019 0.0326 0.0275 0.0291 0.0259
3 (Nov.,Dec.,s& Jan)| 0.1090 0.0017 0.0338 0.0258 0.0274 0.0242

4 (Nov.,Dec.,Jan.&
Feb.) 0.1225 0.00145 0.0303 0.0207 0.0221 0.0193
5 (Oct. ,Nov.,Dec.,
Jan.& Feb.) 0.1400 0.00126 0.0396 0.0236 0.0251 0.0221
7 (Sept, ,Oct. ,Nov.,
Dec. ,Jan. ,Feb.& N

March) 0.1960Q Q.00104 Q.2247 0.0942 0.0971 0.0913

Table (2) Average risk index versus months with no maintenance.

6%
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R |
0.09}
=
CONFIDENCE LIMITS
0.03
0.02} . j
FIG (2)
AVERAGE RISK INDEX VS. NO. OF MONTHS WITH NO MAINTENANCE
0.01}

No. of months with-
1 2 3 4 ; 5 7 no maintenance




No. of monthswithout

Per unit

capacity]

Energy unserved

Energy unserved over

Total energy

Table (1)

maintenance in maintenance over no maint. maint. period MWH unserved over
period MwH the year MWH
1 (Dec.) 0.0890 63.09 5941.02 6004.05
2 (Dec, Jan) 0.0980 80.40 8430.70 8511.10
3 (Nov.,Dec.,
and Jan). 0.1090 112.25 7772.12 7884.37
4 (Nov. ,Dec.,
Jan.& Feb.) 0.1225 138.60 5546.31 5684.91
5 (Oct. ,Nov.
Dec.Jan.&Feb.) 0.1400 153.69 6568.98 6722.67
7 (Sept.,Oct.,
Nov. ,Dec.Jan. {
Feb. &March) 0.1960 187.06 33110.92 33297.98

Energy unserved versus months with no maintenance

8%
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From the results shown in figures (1) and (2) and
listed in tables (1) and (2), we conclude that optimum
scheduled maintenance program is that which allow scheduled
maintenance over eight months (March to October)with a total
about of 12.25% of the available capacity on maintenance

during that period of the year.
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SUBROUTINE LPADUR

N,

J =
| yes
I+1 [ 4* N@
“ A = P(J)
R
P(J) = P(I)
[ p(1) =A]
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Effect of scheduled maintenance

In the previous section we have divided the year into two

periods:

(five months without planned maintenance and seven

months with planned maintenance). This choice has been made

according to the E.E.A., practice.

To check the effect of the period of maintenance

on the average risk index, we have chosen different scheduled

maintenance programs:

One month without maintenance (Dec.)and 8.9% of available

capacity in maintenance during the rest of the year.

two months without maintenance (Dec. & Jan.)
and 9.8% of the available capacity in

maintenance during the rest of the vear.

three months without maintenance (Nov.,Dec. & Jan.) and
10.9% of the available capacity in maintenance during
the rest of the year.

Four months without maintenance (Nov.,Dec., Jan. & Feb.)
and 12.25% of the available capacity in maintenance during
the rest of the year.

Five months without maintenance (Oct.,Nov., Dec., Jan. &
Feb.) and 14% of the available maintenance during the
rest of the year.

Seven months without maintenance (Sept., Oct., Nov.,
Dec., Jan., Feb. & March) and 19.6% of the available

capacity in maintenance during the rest of the vyear.




-

4

A
es
K=K+1
[Tst=x |
PLPSS = P(NL)-AC
[
| LPLN = Lﬂ%N + ] ]
| AK =lK 1
LOLN
RISK = Ak
1
{ ENERGY = ENERGY+PLPSS |
> ~GE. 1000 ND
Yes

[c(53) = 900 |

"ENERGY = ENERGY * N *

24

L

|

[a\a L;

RISK =_L@LN

A

1

RETURN
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SUBROUTINE PERUNI

""bPU(i) = E%ll

;4

| RETURN B
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Lo,
T

PMF(1) = R]N(I)+R2N(I)+R3N(I) * PMAX
3

[=1,31

|

| CALL LPADUR(RRT,214,RRIN) |
I

| CALL LPADUR(RR2,214,RR2N) |
I

| CALL_LOADUF(RR3,214,RR3N) i

3

I=1,214

1
[___CALL TAADUR(RNT,120,RNIN) |

.

. |
[__CALL LQADUF(RNz,lzo,RNzN)‘]
| CALL LPADUR(RN3,T20,RN3N) |

pMEN(1) = RMINCI)+RN2NCT)*RNSN(T) 4 pyypy

3
I=1,120 l
L CALL R1S(31,L,M,PMF,C,R@,1,TC,RISK,ENERGY,MAINT,T,A) 1
L CALL RIS(TZO,L,M,PMFN,CfRQ,l,TC,RISA,ENERGY,MAINT,O,AQ}
RISK = RISK + ROSA * 4
5
B

CALL RIS(214,L,M,PMA,C,R@,1,TC,RISF,ENERGY,MAINT,0,A) |
!

RISK * 5 + RISF * 7
12

R =
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SUBR@UTINE RIS(N,L,M,P,C,R@,NOMAIN,TC,RISK,ENERGY, MAINT,NK,A)

ENERGY =

i

A

X=_FPMCRV(ST)
1
NL = N*X+1
1
MAINT(I) = 0 |

L+1
I

[ SUMMAN = O |
-l

L 1=

SS = FPMCRV(S)
: |
Y [NUN=ss*M+1 |}

j §

1
[MAINT(NUN) = 1
]
SUMMAN = SUMMAN+C(NUN)

| MAINT(NUN)=0 |
o .

SUMMAN = SUMMAN-C{NUN)

P
Jur-

2

4
—_

\\
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DATE ELEMENT TIME TOTAL DURATION
o | M| v e FAILURE | OPERATION | FAILURE |OPERATION| SUM. FoR
01 101 1758 15 00-00 26328=-00
02]/01|78] " 00-05 695=55
31 Jorf{78] " 00-15 503-45 '
21|02 78| 03-24 1700-36
03los| 78] = 00-18 359-42
18105 78] " 00-05 215-55
27| 05 78] " 00-07 1991-53
1808 78] " 00-20 23-40
19| os}| 78| * 00-19 527-41
10/ 09 78] " 00-10 143-50
16| 09| 78] " 385-00 71-00
05| 10{ 78} " 00-40 2111-20
31| 12| 78] " 00-00
390-43 B4673-17 | 35064 [0.011,142,9
01l 01! 75| 16 00-00 4632-00
13| o7} 75 * 02-55 45-05
15| 07| 75| " 326-00 994-00
08| 09| 75| " 00-05 1223-55
29 10| 75| " 00-44 3191-16
10| o3| 76/ " 01-25 310-35 |
23] o3| 76f " 01-06 4726-54
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DATE  |ELEMENT TIME TOTAL DURATION

NO. F.0.R
D M Y FAILURE OPERATION FAILURE |OPERATION] SUM,
06 |10 |76 | 16 | 00-07 71-53
09 |10 '76 | * 00-06  |743-54
09 |11 |76 | ® 00-04  |839-59 !
14 {12 {76 | * 00-10  [17951-50
31 |12 |78 | * 00-00

332-42[34732-18 p5o6s | 0.009,459,8

01 lor 175 | 17 | o00-00 4632-00
13 |07 |75 | * 01-14 46-46
15 |07 {75 | * 00-16 | 6047-44
23 (03 {76 | * 01-33 4798-27
09 |10 {76 | " 00-10 647-50
05 |11 |76 | " 00-01 95-59
09 {11 |76 | ® 00-14  |14663-46
13 |07 |78 | * 00-03 4127-57
31 {12 |78 | * 00-00

3-3135060-29 | 35064

0.060,100,2
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DATE [ELEMENT TIME TOTAL DURATION
o Im|v| = FAILURE | oPERaTIN | FaiLure |operaton sum. | | 0T
01 Jo1|75]| 18 | o00-00 4824-00
21 {07 |75 | * 00-02 664-58
17 |og |75 | 00-09 |25463-51 '
13 {07 |78 | * 04-53 4123-07
31 (12|78 = 00-00
5-04 | 35058-54 35064 | 0.000,144,4
01 101175] 19 | 00-00 240-00
1101 75] 03-23. | 14396-37
02 |o09]76] " 00-02 23-58
03 /09 76] 10-50 | 9181-10
2009 77| 00-05 | 7079-55
1307 78] 01-15 | 4126-45
3112 78| 00-00 B
15-35 [35048-25[35064 0.004,434,0
01]01] 75| 20 | 00-00 |4824-00
21| 07| 75| 06-37 | 2273-23
24| 10] 75] 00-01 | 4727-59
08| 05| 76] " 00-35 | 2831-25
03] 09| 76| 00-10 23-50
09| 76| " 13-40 10-20
05| 09| 76| 00-07 []L5599-53
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DATE  [ELEMENT TIME TOTAL DURATION
D M| v " FAILURE | OPERATION | FAILURE |oPeraTion] SuM. FOR
17 o6 | 784 20 | o00-05 599-55
12 o7 | 78| * 00-08 23-52
130778 00-23 | 4127-37
31 |12]78| " 00-00
21-46 |35042-14{35064 | 0.000.62
01 {o01|75] 21 | oo-00 |4800-00
20/ 07 75| * | o2-46 21-14
21007/ 75] * 07-08 [.0624-52
06 | 10| 76| 00-42 119-18
11| 10| 76| 01-03 | 7102-57
03] o8] 77| * 00-15 | 8255-45
13| 07| 78| * .| o00-55 |4127-05
31| 12| 78| = 00-00
12-49 | 35051-11|35064 [0.000,365,5




97

DATE ELEMENT TIME TOTAL DURATION
NO. F.0.R
D M Y FAILURE OPERATION FAILURE |OPERATIONI SUM.
01 101 75| 22 00-00 2208-00
03 |04 |75 ] » 00-05 21719-55
24 (09 (77| » 00-20 215-40
03 {10 |77 | » 00-30 287-30
15 (10 |77 | » 00-05 1367-55 |
11 {12 |77 | * 00-02 6527-58
09 |09 |78 | 00-05 575-55
03 (10 |78 ] 07-09 160-51
10 |10 |78 | 13-24 1978-36
31 12 j78 | » 00-00
21-40 [35042-20 | 35064 [0.000,617,
o1 [o1 |75 | 23 .| bo-00 240-00
11 {01 |75 | » 01-04 1966-56
03 |04 |75 | » 00-05 22223-55
15 |10 |77 | 00-05 10631-55 -
31 |12 |78 | ® 00-00
1-14 B5062-46 {35064 {0.000,035,1
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DATE  [ELEMENT TIME TOTAL DURATION
0 | M| ¥ "o FAILLRE | OPERATIOV | FalLuRe |operaton] sum, | 0"
o1 o1 |75 | 24 | o0-00 10416-00
10 0376 ] " 00-05 1295-55
03 |05 |76 | * 02-48 861-12 :
08 |o6 |76 | * 00-07 1607-53
14 |08 [76 | * 00-05 95-55
18 {08 |76 | " 01-35 1150-25
05 {10 )76 ] * 00-10 23-50
06 |10 |76 ] " 02-13. 69-47
09 |10 |76 | * 00-07 7151-53|
03 log |77 08-25 1263-35
25 o9 | 77| ™ 02-32 5853-28
27 {07 (78| » | 25-49 3142-11
06 |10 ] 78| " 07-05 2080-55|
311278 * 00-00

51-01 |35012-59 (35064 0,001.454,9
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DATE ELEMENT TIME TOTAL DURATION
o Im v | FAILURE | OPERATION | FAILURE |OPERATION| SUM. FrO.R
o1fo1 |75 | 25 00-00 | 7055-00
22[10 {75 | * 00-10 | 1271-50
14{12 {75 | * 00-37 | 3383-23
03(05 |76 | * 02-48 | 1365-12
29{06 |76 | * 00-01 143-59
05{07 |76 | " 00-02 959-58
14]08 |76 | " 00-05 143-55
20008 |76 | * 16-21 223-39
30/08 |76 | * 00-14 71-46 |
02/09 |76 [ * 00-02 | 7031-58
22/ 6 |77 | 05-58 | 1242-02
13/08 |77 | 01-35 94-25
17008 |77 | * 00-05 287-55
29{08 |77 ] 11-04 12-56
30l08 |77 ] 30-07 | 6449-53
27005 |78 ] 25-44 | 1102-16
13107 {78 " 00-05 | 4127-55
31012 |78 » 00-00

95-21 |34968-39|35064 | 0.002,719,3
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DATE ELEMENT . TIME TOTAL DURATION
NO. F.0.R
0 | M| ¥ FAILURE OPERATION | FAILURE |OPERATION| SUM.
01 |01 |75 | 26 00-00 3648-00
02 {06 {75 | " 00-30 '17087.30
14 jos |77 | * 00-07 263-53 ‘
25 |05 |77 | ™ 00-51 11293.09
08 |09 |78 ] 00-25 2759-35
31 |12 |78 )| " 00-00
35052-07 |35064 p.000,338,9
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DATE  [ELEMENT TIME TOTAL DURATION
NO. F.0.R
o | M|y FAILURE | OPERATION | FAILURE |OPERATION| SUM.
01 Jo1 /75| 27 | o0-00 2136-00
31 |03 |75 | « 02-30 2493-30
13 {07 {75 | = 00-05 6§359-55 ‘
03 {04 |76 | ® 00-05 8015-55
03 [03 |77 | = 00-15 [16055-45
31 (12 |78 | = 00-00
2-55 |35061-05 pS064 | 0.000. 026, 1
01 (01 {75 | 28 | 00-00 1824-00
18 |03 |75 | » 00-24 | 7967-36
13 (02 |76 | » 00-10  |25271-50
31 {12 |78 | » 00-00
- 00-34 [35062-26 | 35064 |0.000,016, 1]
o1 (o1 |75 | 29 | oo0-00 9888-00
17 |02 |76 | » 00-03  [12623-57 |
27 {07 |76 | ® 00-08 47-52
29 07 |76 | » 00-14 2855-46
25 |11 |77 | » 03-27 908-33
02 o1 [78 | » 00-05 5927-55
06 |09 |78 | » 00-37 2807-23
31 |12 |78 | 00-00 | | B
4-34 B5059-26 35064 |0.000,130,2
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DATE ELEMENT TIME TOTAL DURATION
NO. F.0.R
D M Y FAILURE OPERATION FAILURE |OPERATION] SUM,
01 jor | 75 30| oo0-00 | 6888-00
15 |10 | 75{ * 00-02 | 2495-58
27 o1 | 76| " 00-03 | 4775-57 -
13 los | 76| 05-20 474-40
02 o9 | 76| " 01-54 | 4198-06
24 o2 | 77} ™ 05-00 | 6571-00
25 |11 | 77) * 00-05 | 6839-55
06 |09 | 78] " 00-03 | 2807-57
31 |12 | 78] * 00-00
12-27 |35051-33 | 35064 |0.000,355"
o1 {or | 75/ 31| 00-00 |20400-00
30 |04 | 77| ' 05-18 2514-42
13 |og | 77| 01-35 | 9334-25
06 {09 | 78] " 02-52 | 1053-08 | |
20 (10 | 78] 26-32 21-28
22 |10 | 78} 105-23 854-37
a1 |12 | 78} 00-05 743-55
31 |12 | 78] " 00-00 | } ]
141-45 | 34922-15|35064 |0.004,046,6("
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DATE ELEMENT] TIME TOTAL DURATION
NO. F.O0.R

o] M Y FAILURE OPERATION | FAILURE OPERATION| SUM.

0l |01 {75 32 00-00 16272-00

09 |11 |76 " 0l-18 2566=42

24 102 177 " 05-02 1554-58

30 (04 |77 " 15-38 2504-22

13 |08 177 " 01-35 9310-25

05 109 {78 * 00-05 23-55

06 {09 |78 " 02-53 2061-07

01 |12 |78 " 00-05. 743-55

31 |12 |78 " 00-00 . L

26-36 [35037-24 B5064 | 0.000,758,4d
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Time to failure — Operation cumulative frequency distribution

Time to repair — Failure cumulative frequency distribution
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§ | OPERATION OPERATION  |CUMULATIVE | FAILURE FAILURE CUMULATIVE
5 =z TIME FREQUENCY OPERATION TIME FREQUENCY FAILURE
v FREQUENCY FREQUENCY
| 191-58 1 0.25 00-02 1 0.334
1| 4224-00 1 0.50 00-03 1 0.667
9479-57 1 0.75 00-10 1 1.00
21167-50 1 1.00
2 | 35064-00 1 1.00 00-00 1 1.00
1296-00 1 0.167 00-02 1 0.20
1365-00 1 0.333 00.03 1 0.40
3 | 3239-57 1 0.50 00-05 1 0.60
3503=58 1 0.667 00-24 1 0.80
| 7775=55 1 0.833 353-46 1 1.00
17256-14 1 1.00
47-57 ! 0.071 00-01 1 0.077
71-52 1 0.143 00-02 1 0.154
71=55 1 0.214 .00-03 1 0.23
111-58 1 0.286 00-05 2 0.385
-4 (—3143-50 ] 0.357 00-07 1 0.462
166=25 1 0.428 00-08 1 0.538
1007-59 1 0.500 00-10 2 0.692
2136-00 1 0.571 01-35 1 0.769
2805-35 1 0.643 oziés 1 0.846
3815-53 1 0.714 02-57 1 0.923
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LZ',“O OPERATION OPERATION  |CUMULATIVE |  FAILURE FAILURE | CUMULATIVE
5 Z TIME FREQUENCY OPERATION TIME FREQUENCY FAILURE
v FREQUENCY FREQUENCY
3981-03 1 0.786 08-02 1 1.00
4 | 4175-58 1 0.857
755950 1 0.929 !
8951-55 1 1.00
| 215-47 1 0.125 00-03 1 0.143
815-56 1 0.25 00-04 2 0.429
911-52 1 0.375 00-08 1 0.571
5 | 934-25 1 0.500 00-13 1 0.714
3263-56 1 0.625 01-35 1 0.857
| 3381-33 1 0.75 02=27 | 1 1.00
10079=57 1 0.875
15456-00 A 1.00
1104-00 1 0.25 00-05 1 0.333
6 |5207-50 1 0.50 00-10 1 0.667
8687-41 1 0.75 | « 00-19 1 1.00
20063-55 1 1.00
5207-50 1 0.25 00-03 1 0.333
7 | 6455-55 1 0.50 00-05 1 0.667
9792-00 1 0.75 00-10 1 1.00
13607-57 1 1.00
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z o | OPERATION OPERATION  |CUMULATIVE | FAILURE FAILURE CUMULAT IVE
5z TIME FREQUENCY OPERATION TIME FREQUENCY FAILURE
o FREQUENCY FREQUENCY
1979-00 1 0.333 00-02 1 0.50
8 | 7271-58 1 0.667 13-00 1 1.00
©25800-00 1 1.00
9 240-00 1 0.50 01-04 1 1.00
34822-56 1 1.00
545-46 1 0.25 00-05 1 0.333
1o l-5495-55 1 0.50 00-11 1 0.667
11280-00 1 0.75 06-14 1 1.00
17735-49 1 1.00
11 }-35064=00 1 1.00 00-00 1 1.00
71-42 1 0.056 00-01 1 0.059
71-58 " 0.111 00-02 2 0.176
191-20 1 0.167 00-05 2 0.294
238-30 1 0.222 00-06 1 0.353
407-52 1 0.278 00-07 1 0.411
121  fo5-34 1 0.333 | 00-08 2 0.529
949-13 1 0.389 00-09 1 0.588
1175-55 1 0.444 00-12 1 0.647
1319-51 1 0.500 00-18 1 0.706
2063=54 1 _0.556 | 00-26 1 0.765
2110-32 1 0.611 00-40 1 0.823
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% o | OPERATION OPERATION | CUMULATIVE FAILURE FAILURE CUMULATIVE
=2z TIME FREQUENCY OPERATION TIME FREQUENCY FAILURE
o FREQUENCY FREQUENCY
2160=00 1 0.667 01-28 1 0.882
2423-55 1 0.722 01-30 1 0.941
2495=59 1 0.778 58-47 1 1.00 .
12 |—3863=58 1 0.833
4295-52 1 0.889
4919-53 1 0.944
5543-48 1 1.00
23-40 1 0.083 00-05 2 0.182
71-00 1 0.167 00-07 1 0.273
143=50 1 0.250_ | 00-10 1 0.364
215-55 1 0.333 00-15 1 0.454
359-42 ! 0.417 00-18 1 0.545
13 503-45 1 0.500_ | 00-19 1 | 0.636
527-41 1 0.583 00-20 1 0.727
695-55 1 0.667 00-40 1 0.818
1700-36 1 0.750 - 03-24 1 0.909
1991-53 1 0.833 385-00 1 1.00
2111-20 1 0.916
26328-00 1 1.00
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§g|orEmon | oremaon |cumTie | re | ene | comone
b FREQUENCY FREQUENCY

71-42 1 0.056 00-01 1 0.059

71-58 1 0.111 00-02 2 0.176

191-20 1 0.167 00-05 2 0.294

238-30 1 0.222 00-06 1 0.353

407-52 1 0.278 00-07 1 0.411

695-34 1 0.333 00-08 2 0.529

949-13 1 0.389 00-09 1 0.588

1175-55 1 0.444 | 00-12 1 0.647

14 | 1319-51 1 0.500 00-18 1 0.706

2063-54 1 0.556 00-26 1 0.765

2110-32 1 0.611 00-40 1 0.823

2160-00 " 0.667 01-28 1 0.882

2423-55 1 0.722 01-30 | 1 0.941

| 2495-59 | ... 1 | _0.778 | 58-47 1 1.00
3863-58 1 0.833
4295-52 1 0.889
4919-53 1 0.944
5543-48 1 1.00
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Gg| cremon | cremnon | comane | euuune REUENCY | EALLRE
o FREQUENCY FREQUENCY
23-40 1 0.083 00-05 2 0.182
71-00 1 0.167 00=07 1 0.273
143-50 1 0.250 00-10 1 0.364
215-55 1 0.333 00-15 1 0.454
359-42 1 0.417 00-18 1 0.545
15 503-45 1 0.500 00-19 1 0.636
527-41 1 0.583 00-20 1 0.727
£95-55 1 0.667 00-40 1 0.818
1700-36 1 0.750 03-24 1 0.909
| 1991-53 1 0.833 | 385-00 | 1 1.00
2111-20 1 0.916 o
26328-00 ) 1 1.00
45-05 1 0.09 00-04 1 0.1
71-53 1 0.182 00-05 1 0.2
310-35 1 0.273 00-06 1 0.3
| 743-54 1 10.364 00-07 1 0.4
839-59 1 0.454 00-10 1 0.5
16
994-00 1 0.545 00-44 1 0.6
|1223-55 ) 1 _ | 0.636_| 01-06 | 1 0.7
—3191-16 1 0.727 |  01-25 1 0.8
4632-00 1 0.818 02-55 1 0.9
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% S OPERATION OPERATION CUMULATIVE FAILURE FAILURE CUMULATIVE
2| TIME 'FREQUENCY OPERATION TIME FREQUENCY FAILURE
@ FREQUENCY FREQUENCY
16 4726-54 1 0.909 326-00 1 1.00
17951-50 1 1.00
46-46 1 0.125 | 00-01 1 0.143
95-59 1 0.25 00-03 1 0.286
647-50 1 0.375 00-10 1 0.429
17 4127-57 1 0.50 00-14 1 0.571
4632-00 1 0.625 00-16 1 0.714
4798-27 1 0.75 01-14 1 0.857
6047-44 1 0.875 01-33 1 1.00
14663-46 1 1.00
647-58 1 0.25 00-02 1 0.333
1o |a123-07 |- 1 0.50 00-09 1 0.667
4824-00 1 0.75 04-53 1 1.00
25463-51 1 1.00
23-58 1 0.167 00-02 1 0.2
240-00 1} 0.333 )  00-05 1 0.4
19 4126-45 1 0.50 01-15 1 0.6
7079~55 1 0.667 03-23 1 0.8
9181-10 1| 0.833 | 10-50 1 1.00
14396=37 1 1,00
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%s e | Frzoumer | omemanon | mme | eeviey | e
o FREQUENCY FREQUENCY
10-20 1 0.1 00-01 1 0.111
23-50 1 0.2 00-05 1 0.222
23-52 1 0.3 00-07 1 0.333
599-55 1 0.4 00-08 1 0.444
20 | 2273-23 1 0.5 00-10 1 0.556
2831-25 1 0.6 00-23 1 0.667
4127-37 1 0.7 00-35 1 0.778
4727-59 1 0.8 06-37 1 0.889
4824-00 1 0.9 13-40 1 1.00
15599=53 1 v}_L 0
21-14 1 0.143 00-15 1 0.167
119-18 T 0.286 00-42 1 0.333
4127-05 1 0.429 00-55 | 1 0.50
21 | _4800-00_ | 1 0.571 | 01-03 1 0.667
7102-57 1 0.714 02-46 1 0.833
| 8255-45 | _ 1___| 0,857 | 07-08 1 1.00
10624-52 1 1.00

o — s e e
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—
g, o | OPERATION OPERATION | CUMULATIVE FAILURE FAILURE CUMULATIVE
3 -4 TIME FREQUENCY OPERATION TIME FREQUENLCY FAILURE
o FRE QUENCY FREQUENCY
160-51 1 0.111 00-02 1 0.125
215-40 1 0.222 00-05 3 0.50
287-30 1 0.333 00-20 1 0.625
575=55 1 0.444 00-30 1 0.75
22 1367-55 1 0.556 07-09 1 0.875
1978-36 1 0.667 13-24 1 1.00
2208-00 1 0.778
6527-58 1 0.889
21719-55 1 1.00
240-00 1 | '0.25 | 00-05 2 0.667
23 1966-56 1 0.50 - 01-04 1 1.00
10631-55 B} 0.75
22223-55 1 1.00
23-50 1 | 0.077  00-05 2 0.167
69-47 1 0.154 00-07 2 0.333
95-55 1 0.231 00-10 1 0.417
” 861-12 1 0.308 01-35 1 0. 50
1150-25 1 0.385 02-13 1 0.583
1263=-35 1 0.462 02-32 1 0.667
- 1295-55 1 —-0.538 |  02-48 1 0.75
1607-53 1 0.615 07-05 1 0.833
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LZ‘_, G OPERATION - QPERATION CUMULATIVE FAILURE FAILURE CUMULATIVE
5 2 TIME . FREQUENCY OPERATION TIME FREQUENCY FAILURE
P FREQUENCY FREQUENCY
208Q0-55 b 0.692 08=25 1 0.917
3142-11 1l 0.769 25=49 1 1.00
24 5853-28 1 0.846
7151-53 1 0.923
10416-00 1. 1.00
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-
Z | OPERATION OPERATION  |CUMULATIVE | FAILURE FAILURE CUMULATIVE
T2 TMEe FREQUENCY | OPERATION TIME FREQUENCY FAILURE
@ FRE QUENCY FREQUENCY
12-56 1 0.059 00-01 1 0.0625
71-46 1 0.118 00-02 2 0.1875
94-25" 1 0.176 00-05 3 0.375
143-55 1 0.235 00-10 1 0.4375
143-59 1 0.294 00-14 1 0.500
223-39 1 0.353 00-37 1 0.5625
287-55 1 0.418 01-35 1 0.625
959-58 1 0.471 02-48 1 0.6875
25 |  1102-16 1 0.529 05-58 1 0.75
1242-02 1 0.588 11-04 1 0.8125
1271-50 1 0.647 16-21 1 0.875
1365=12 1 0.706 25-44 1 0.9375
338323 1 0.765 30-07 1 1.00
| _4127-55 1 _0.824 |
6449=53 1 0.882
7031-58 1 0.941
7055-00 1 1.00
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Z | operaTion | oreration  [cumuiative | FaiLure FAILURE | CUMULATIVE
= 2| mme FREQUENCY | OPERATION TIME FREQUENCY | FAILURE
o : FREQUENCY FREQUENCY
263-53 1 0.2 00-07 1 0.25
2759-35 1 0.4 00-25 1 0.50
26 | 3648-00 1 0.6 00-30 1 0.75
11293-09 1 0.8 00-51 1 1.00
17087-30 1 1.00
2136-00 1 0.2 00-05 2 0.50
2493-30 1 0.4 _ 00-15 1 0.75
27 | 6359-55 1 0.6 02-30 1 1.00
8015-55 1 0.8
16055-45 1 1.00
1824-00 1 0.333 00-10 1 0.50
28 | 7967236 1 0.667 00-24 1 1.00
25271-50 1 1.00
47-52 1 0.143 | 00-03 1 0.167
908-33 1 0.286 00-05 1 0.333
2807-23 1 0.429 | 00-08 1 0.50
29 |__2855-46 1 0.571 00-14 1 0.667
| 5927-55 1 0.714 00-37 1 0.833
2888-00 1| o857 | 0321 | 1 1.00
12623~87 1 1.00
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-
& 5 | OPERATION OPERATION | CUMULATIVE FAILURE FAILURE CUMULATIVE
52 TIME FREQUENCY OPERATION TIME FREQUENCY FAILURE
o : FRE QUENCY FREQUENCY
474-40 1 0.125 00-02 1 0.143
2495-58 1 0.25 00-03 2 0.429
2807-57 1 0.375 00-05 1 0.571
30 4198-06 1 0.50 01-54 1 0.714
4775-57 1 0.625 05-00 1 0.857
6571-00 1 0.75 05=20 1 1.00
§839-55 1 0.875
6888-00 1 1.00
21-28 1 0.143 00-05 1 0.167
743-55 1 0.286 01-35 1 0.333
854-37 1 0.429 | 02-52 | 1 0.50
31 1053-08 RIS | 0.571 05-18 1 0.667
2514-42 1 0.714 26-32 1 0.833
9334-25 1 1 0.857 105-23 1 1.00
20400-00 1 1.00
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?, o | OPERATION OPERATION  [CUMULATIVE |  FAILURE FAILURE CUMULATIVE
52| TIME FREQUENCY | OPERATION TIME FREQUENCY FAILURE
@ FREQUENCY FREQUENCY
23=55 1 0.125 00-05 2 0.286
743-55 1 0.25 0l-18 1 0.429
1554-58 1 0.375 01-35 1 0.571
32 2061-07 1 0.50 02-53 1 0.714
2504-22 1 0.625 05-02 1 0.857
2566-42 1 0.75 15-38 1 1.00
9310-25 1 0.875
16272-00 1 1.00
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ALGORITHM FOR RANDOM
MODELLING OF POWER TRANSMISSICN SYSTEM
"RAMPOT"

1. General

This study outlines the structure and mode of use
of a Random modelling of power transmission algorithm
(RAMPOT). The algorithm devised in this study aims at
establishing a global confingency profile for a given
transmission network. This is achieved through succesgs-
ive simulation of random "events" which the system exper-
iences. Events may be : _

l. A forced failure of an element in the network.

2. The outage of one or more elements in the network
upon undergoing a state of overloading which normally
comes as a consequence of a forced failure of another
element yet graphically related element.,

3. The regtoration of an element.

The grounds for running the program are principa-
1ly the random, statistically independent, fail/operation
cycle of each and every element in the network. These

cycles are numerically developed as explained in the
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(transmission lines data study).

The fail/bperation cycle is reproduced in the pro-
gram in a Monte-Carlo fashion and hence it is used in the

overall system simulation.

Two principal routines are devised to accomplish
the above described simulation. A Monte-Carlo routine
which reproduces the fail/operation chain for all ele-
ments, and the contingency routine is repeatidly called
to reevaluate the state of system power flows when a
change is materialized. A change may be the interrupt-

ion (failure) or restoration of at least one element.

2. Program Objectives

The program should enable the evaluation of the

following reliability parameters:

a) The fail/operation cycle of each element can be
verified, ‘

b) The loss of load probability at all buses can be
evaluated.

¢) The loss of energy probability at all buses can be
evaluated.

d) The loading pattern of each element in the trans-—
mission system. This may take the form of statistical

distribution of overloading.
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e) The joint probability distribution of the magnitude
and duration of overloading. Thig may serve ag a
guide line to the transmission system planner when
he is not only concerned with the amount of over-

loading but also its duration.

3. Ligt of Symbols

In the computer package RAMPOT and throughout the
following text the following symbols were used :

NUMBER OF ELEMENTS (transmission lines)
NUMBER OF NODES (bus=bars)
OPERATION FREQUENCY

o®

L2

*5

TIME TO-FAILURE (operation time)
OPERATICN CUNMULATIVE FREQUENCY
FAILURE FREQUENCY

.o

o0

TIME-TO-REPAIR (failure time)
PAILURE CULMULATIVE FREQUENCY

H B =H O U o =\ B

e

NE

NUMBER OF AVAILABLE HISTORY POINTS (number of
operation or failure events based on the per-
formance history for each element).
FPMCRV: RANDOM NUMBER GENERATCR
XX,72Z ¢ LETTERS FOR RANDOM NUMBERS.,
xQ
XE

RANDOM OPERATION NUMBER

RANDOM FATLURE NUMBER




123

XD ¢ RANDOM OPERATION TIME
XT

e

RANDOM FAILURE TIME

ICOUNT ¢ NUMBER OF STATE REVERSALS

®

ISTATE : ELEMENT ACTION (1 for operation, 2 for failure)
A

RANDOM NUMBER GENERATOR INITIAL VALUE(operation)

Z ¢ RANDOM NUMBER GENERATOR INITIAL VALUE (failure)
ITT ¢ CUMULATIVE TIME
DT : TIME INTERVAL USED IN THE SIMULATION PROCESS

NM,NK : ELEMENT IDENTIFICATICN-CONNECTING NODES NM, 1K,
ST ‘

o0

ABSOLUTE TIME

(QQ,DD,EE,TT,HX) : WORKING ARRAYS

IFLAG : CHANGE OF STATE INDICATOR

ITOTAL ¢+ TOTAL NUMBER OF SYSTEM REVERSALS
XX
N : NUMBER OF ELEMENTS(within the DC contingency

SUSCEPTANCE - VOLTAGE MATRIX

e

subroutine).
DELK : CHANGE OF SUSCEPTANCE - VOLTAGE MATRIX
XKIN
U.S.P. : UNSERVED POWER
U.S.E : UNSERVED ENERGY
BP

INVERSE OF MATRIX XK

.

BUS-BAR POWER

L.O.,L.P: TLOSS OF LOAD PROBABILITY
L.0.E.P: LOSS OF ENERGY PROBABILITY
BFT ¢+ BUS-BAR FAULT TIME
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oT OPERATION TIME

*0

FT : FAILURE TIME

AOT : AVERAGE OPERATION TIME
APT : AVERAGE FAILURE TIME
ROO : RATE OF OPERATION

ROF : RATE OF FAILURE
DETR : DETERMAIN OF MATRIX XK

W : MULTIPLICATION OF XKIN BY DEIK
PPI INITIAL POWER MATRIX

PP POWER MATRIX

P ¢ CHANGE OF POWER MATRIX

DELOI ¢ INTIAL VOLTAGE ANGLE
DELO ¢ VOLTAGE ANGLE
BI ¢+ INITIAL SUSCEPTANCE MATRIX

SUSCEPTANCE MATRIX

BUS-BAR VOLTAGE

4, Data for RAMPOT Package

The following sets of data for all network ele-

ments must be supplied to the RAMPOT package :

1=

Performance History, for each element the history
is recorded over a number of years including the
fail/operation cycle, this will be input to the

routine in a frequency distribution form.
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d.
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Impedances of the various system elements,
Voltages, and their angles at all bus=bars.
Capacity (ampicity) of each element in the system.
The network coufiguration, where elements are iden-

tified by numbers, or by their connecting nodes.

RAMPOT Segments

A block diagram representing the major steps of

RAMPOT package is shown in Fig.(1).

The RAMPOT algorithm is mainly divided into two

major segments, the Monte-Carlo main routine, and the

Contingency subroutine (CON). Other segments are used as

the cunulative subroutine (CUM), the linear interpolation

subroutine (IN), matrix multiplication by a matrix sub-

routine (M), matrix multiplication by a vector subroutine

(MV), and matrix multiplication by a constant subroutine

(i&ac) .
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RAMPOT block diagram

Input data: operation frequency (@), Time=-
to=-failure (D), Failure frequency (F),
Time-to-repair (T), Number of available

history points (NES, Buses Voltage (V),

Voltage angles (DEL@), simulation process

time interval (DT), initial powers (PPI),

Network configuration NK, Nll,susceptance matrix (BI)

1

Time=to failure, and Time-to-repair cumul=-
ative frequency production

l

Random number generation, and the corres—
ponding operation, and failure times

Setting system to its initial conditions

Start clock, and setting system indicators
to 1ts zero position

Compare expected operation time with the
clock

At least one element has changed its state

I

~ Call D C contingency power flow

!

Calculate the next expected action time

|

After all elements time are compared, the
clock goes on to the second interval

Figele




6. Monte=Carlo Model

1274

The first part in this segment is to construct a

cumuwlative distribution for both cperation and failure

performance of each element,

performance can be constru

6ol

Cumulative event data

Cumulative distributions of operation end failure

input data:

a)
b)
c)
a)

Operation frequency ¢
Time~to~-failure D

Failure frequency F

Time-=-to-repair T

cted based on the following

Bach of the above input date is supplied to the

algorithm in a matrix from each row representing an ele-

ment, and the number of columns matches the maximum avai-

lable recorded history action points, NE, these points

are not equal for all elements, hence the balance of the

different rows are zeros, the size of any of these matrices

is (M,NE max).

Constructing the cumulative distribution for an el

element J, is done through the cumulative subroutine CUN,

the input of which is the action (operation or failure)
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frequency @ (J) or P (J), action time D(J) or T(J), and
the number of history points NE (J) vectors. To pick up
the action frequency, and action time vectors out of the
data matrices, a working vectors are used. For exzample,
the operation frequency vector of element J is the row
number J of matrix $(M,NE), this is done using the foll=-

owing two statements.

QQ (KK)
DD (KK)

g (J,KK) , KK =1, NE(J)
D (J,KK) , KK =1, NE(J)

where QQ, and DD are the working vectors used ag an input
to (CUM) representing operation frequency data of element
Jeo The cumulative distribution vector is calculated through-

out the following equation:

E(I) =E (I-1) + F (I)/S , I =2, NE (J)
where

E(1l) = 0.0 (starting point)

S = action frequency summation
F = action frequency vector
E = action frequency cumulative vector

The resultant cumulative vector E (NE(J)) is trans-
ferred to a matrix containing gll cumulative vectors in
a row form, according to the following equation:

For operation cumulative
Q (J,I) = E (J,I) I =1,NE(J)
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Por failure cumulative

6.2, Blectrical Data

The susceptance B of each element is equated to
the initial susceptance matrix BI, which is an input to
the segment in a symmetric matrix from BI(NxN) where N
is the number of nodes (bus-bars) of the network. The

diagonal elements of BI are zeros.

The power PP carried by each element is equated
to the initial carried power PPI, which is an input to
the segment in a skew symmetric from PPI (N x N) where N
is the number of nodes (bus-bars) of the network. The

diagonal elements of PPI are zero.

6.3, Random time selection

Without violating generality all elements could
be considered operating at the starting instant. This
means that all elements state indicators ISTATE are equal

to (1).

BEach element in the system is assigned two indepen-
dent random number generators RNG to simulate its times
between failures and operations, The random number gene-

rator assigned to simulate operation time will have an
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initial value =A = depending on the element number accor-
ding to the following equation ¢

A(J) = (I)/(M + 1.0)
where

A(J)

operation random number generator initial
value for element J .
: element number

M ¢ total number of elements

The same goes on when simulating failure times, but
with another initial value =2~ depending on the element
number as follows ¢

Z(J) = (J)» 0.5/(M + 1.0)
where
Z(J) ¢ PFailure random number generator initial value

for element J

The following step is to generate the random num-
bers for all elements, by calling the random number gene-
ration subroutine (FPMCRV). This is a function segment
written in PLAN, the assembly language at ICL 1900-series
computers, The call is done according to the following
statements :

For operation:
22
xQ(J)

FPMCRV  (A(J))
ZZ
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For failure :
XX = FPMCRV (Z(J))
XE(J) = XX

The obtained random numbers shall be equated to
the action cumulative distribution and the corresponding
operation time is obtained out of the (cumulative fre-
quency distribution-time) curve. An interpolation sub-
routine (IN) is used for this purpose. The selected ra-

nodm time is based on the following equationg

£
f £(t) dt = R
0

where:

R 3 random number at step (i), (at this stage it

is step one)
ti : corresponding random time
f(t): frequency distribution functicn of time(%t)
The input to the linear interpolation subroutine

(IN) for each element J is in the form of two vectors

representing the action frequency, and its duration,(Q(J),

D(J)), respectively the number of history points NE(J),
and the corresponding random operation cumulative

frequency XQ(J). Picking up the frequency distribution

and time vectors, out of the cumulative and time matrices,

is done using working vectors as follows:
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i

QQ (KK)
DD (KX)

Q(J,KK) , KK =1,NE(J)
D(J,KK) , KK =1,NE(J)

where (QQ), and (DD) are the working vectors. The random
operation time (XD) is calculated by means of the following
equation: »
XT=T(L-1) +(T(L)=T(1~1))/(E(L)=(E(L~-1)) » (XE~-E(L-1))

wheres

XE ¢ random action cumulative (operation).

L the number of history points

o8

E(L)& E(L-1) : the limiting operating cumulative frequency
distribution values, where E(L) > XE DE(L-1)
T(L)& T(L-1) : operation time corresponding to E(L)& E(L-1)

XT ¢ rendom operating time corresponding to XE

The feilure time shall be obtained in the same
manner used to get the operation time. Both the operation
time XD, and the failure time XT for all elements are then
stored in two arrays XT(1,M) and XD(2,M) respectively
where number one (1) indicates an up state (operation),

and number two (2) indicates a down state (failure).

For all elements it is considered thet the starting
performance state is operation. The random time XD (I,J)
is stored in vector TTT(J), which is called the cumulative
time vector, this is done according to the following

equation:
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T (J) = XD(I,J) , J

I,M

6.4, Chronological Simulation

The "absolute"time 3T is set to runm at a constant
time interval DT the selection of which is such that it

is equal to, or less than, the minimum repair time.

At time zero (ST = 0.0), the total number of ele-
ments state reveals is equal to zero (ICPUNT (J)=0), the
total number of system reversals is zero (IT@PAL =0),and
the change of state indicator is zero indicating no
changes in the system. After the first interval of time
all system elements are checked for state reversal, by
comparing the absolute time ST with the cumulative time

of each element (TTT (J)).

If ST is less than TTT(J), it indicates that the
element has not undergone a state change. After all ele-
ments have gone through the time comparison for the first
interval, the clock goes on the secoud interval according
to the following equation:

ST = ST + DT

The system state indicator IFLAG is checked; 1f it
is still equal to zero, indicating no addition in the
total number of system reversals, a new turn is started
and the state checking process goes on through all eleme-

nts once again.




134

For any element J if ST is greater than TTT(J),
that indicates a change in the element state and hence
the system state indicator IFLAG shall change to 1. The
number of state reversals of this element is increased
by ones

ICPUNT (J) = ICPUNT (J) + 1

When ST is greater than TTT(J),i.e. element J has
changed its state, the new action of the element ISTATE(J)
shall be indicated as

ISTATE(J) = 2

Changing from operation to failure condition is
actually the first change for any element as it was con-
gidered that the clock has started when all elements were
at operation conditions. When element number J changes its
state from operation ISTATE(J)=1l to failure ISTATE(J)=2
the DC contingency power flow routine (C@N) shall be

called to reevaluate the power flow in the network.

Going back to the main routine, element number J,
which is in a failure condition is no longer an element
in the network, hence 1ts susceptance will be equal to

ZEXrO0.,

At this instant the program computes the expected
random fallure time for element number J. A new random

number is generated using the previous random failure
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number XE of element J as an initial value for the random
routine (FPMCRV) according to the following equation:

XX = FHICRV (XE (J) )

XE(J) = XX.

The expected random failure time is computed using
the interpolation routine (IN), having for element J the
failure cumulative frequency E, the time to repalr T, and
the number of available history points. This is done

according to the following equations:

K=2

QQ(KX) = E(J,KK) . , KK =1, NE (J)

DD(KX) = T(J,KK) s KK =1, NE (J)

CALL IN (QQ , DD, NE (J), XE(J), XT (X,J)
where:

K = 2 indicates a failure state
QQ,DD are working vectors to pick up the J'th row out
of the failure time cumulative frequency matrix E,

-and the time to repair matrix T.

The random failure time (XT) is calculated through-
out the following equation:
XT = T(L-1) +(T(L) =-T(L~1))/(E(L)-E(L-1))=(XE -E(L-1))
where |

B random action cumulative (failure)

L the number of history points
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E(L) & E(L-1): the limiting failure frequency values,
where E(L) > XE>E(L-1)
T(L)&T (L-1)

se

failure time corresponding to E(L) &
E(L-1)

T ¢ random failure time corresponding to X

After computing the failure time XT(2,J) for ele=-
ment number(J) its new cumulative time TTT(J) is updated
ags follows:

TTT(J) = TTT(J) + XT(K,J)

where K in this case is equal to 2.

The time comparison goes on till all elements are checked
at this interval, then the clock goes on to the next time

interval by adding DT to the absolute time ST,

During the last interval if at least one element
hag changed its action the state indicator IFLAG will have
a value of 1, and the total number of system reversals
ITOTAL shall increase

ITOTAL = ITOTAL + 1

A new turn may then start.

6.5. Restoration of an element

When element number J changes from failure to
operation, the program will indicate that element number
J has changed its state to operation condition (ISTATE

(J)=1). To get the new digtribution of power between the
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different elements after element number J 1s regained to

the network, the following technique is used.

The network is considered to be at its very initial
condtions (i.e. the conditions when the time flow has sta-
rted). The contigency subroutine is called to rid the
system of all those elements which are already falling at
that instant with the exception of the element which is

to be restored.

Setting the gsystem to its initial conditions is
done using the following statements:

1,1

DEL@ (JJ) = DELGI (JJ) IT =
PP (II,JJ)= PPI (II,JJ) I = 1,M
DELX (II,JJ)=0.0 I =1,

B(I,JJ)= BI (L,JJ)

where

/ I,IT and JJ : are indications for elements numbers

The elements which are going through failure act-
ion, shall have ISTATE = 2, hence the DC contingency power
flow shall be used to compute the new powers., The sus-
ceptanée of the failed elements shall be equated to zero,
this procedure of computing power flow and susceptance
changes is done using one element after another for the
failed elements.,

For element number J which has changed its action

~to the operation state, the expected operation time shall
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bercomputed, first by generating & random number using
the previous random operation number for element J which
is XQ (J) as an initial value for the random number gen-
erator according to the following equations:

ZZ = FPMCRV(XQ(J))

XQ(J) = 22

Then,by using the interpolation routine (IN), as
it was expleined before, the next random operation time
XD, shall be computed, the input of routine (IN) is the
operation cumulative frequency vector Q, the time to
failure vector D,number of available history points for
element J, and the random operation number XQ(J), which
matches the operation cumulative frequency. After compu-
ting the operation time XD(K,J) for element J, the new

cumulative time TTT(J) is cbmputed as follows:

TTT(J) = TTT(J) + XD (K,J)

where (K) is equal to one indicating operation action.

Te DC Contigency power flow subroutine

In Fig.(2) a block diagram describes the major
steps taken iIn the DC contingency subroutine CON to ree-
valuate the power flow throughout the transmission complex
upon the reversal of one of 1ts eleients. The inputs of
which are the Bus Bars voltage V in a vector form, the

susceptance matrix B, the voltage angles at different
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bus-bars DELJ in a vector form, the number of elements M
forming the network, the power matrix PP, and the con-
isdered element identification-connecting nodes WM(J),
NK(J). The output of the D.C. contingency power flow
routin (C@PN) is the power chenges carried by each ele-
ment in the network depending on the changes in the
susceptance matrix B, and the voltate angle changes DELD,
hence the new power distribution matrix is computed, which

is considered to be the power metrix.

DC Contingency block
diagram

Input data: Buses voltate V, and angles
DEL@, power matrix, susceptance matrix
B and element identification by bus
numbers :

Susceptance-volt?ge)matrix evaluation
XK

!

Change of susceptance-voltage matrlx
evaluation (DELK)

Evaluati~n of susceptance-voltage inverse
matrix (ZKIN)new
|

Evaluation of voltage angles changes(DELD)
at all buses

Power change evaluation
-APij= XKij(DELDi—DELDj)

Computation of the new voltege angles and
the new power flow,

Fig.2
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The first part in this segment is to evaluate the
susceptance voltage matrix XK. This is based on the

following input data:

a) Bus=Bar Voltage vector V

b) Elements susceptance matrix B

The diagonal elements of the susceptance-voltage
matrix XK are calculated first, according to the follow-

ing equation:

IK(I,I) = XK(I,I) + S V(I) » V(J)»B(I,J) I
J

1,N

1,8
where I;J represent the node numbers. The off diagonal
elements of the matrix XK are computed according to the

following equation:

XX(I,J)
XX(J,I)

=V(I)»V(J) = B(1,J) } I 1,N

X K (I,7) J

1,N

The next step is to evaluate the susceptance-
voltage matrix changes (DELK) due to the failed element.
This will ounly affect 4 elements of matrix (XK), these
elements are K (W,K), XK(X,M), XK(M,M)and XK(K,K)where M and
K are the element identification conuection nodes. The
computation of DELK shall be according to the following
equations: |

DEIK (M,l) XK (11,K)

DEIK (K,K) DELK (M,M)
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DELK (M,K)

]

- DELK (M,M)

DELK (M,M) = DEIK (I{,K)

The next segment is to evaluate the new XK matrix

according to the following equations

XK (M,M) = XX(M,M) + DELK (M,M)
XX (X,K) = XX(X,K)+ DEIK (X,K)
XK (M,K) = XK(M,K) + DELK (M,K)
XK (K,M) = XK(X,M) + DELXK (K,M)

The next segment is the evaluation of the suscepta-
nce-voltage inverse mairix XKIN. The inverse is done only
for a (2X2) matrix, the elementsof which are XK(M,M) ,
XK(,K), XX(X,M), XX(K,K), as this is the part of matrix
(XX) which will be considered in the computation of the
power changes.

The inverse computation is done according to the following
equations:

DETR = XK(M,M) » XX(K,K) - ZK(M,K)«XK(K,M)
XX (X,K)/DETR

XKIN (M,M)

XXKIN (K,K) = XX (M,M)/DETR
KN (M,K) = - XK(,K)/DETR
XKIN(K,M) = - XK(X,M)/DETR

where DETR is the determinant for the (2x2) matrix having

XK (u,M) XK(,K), XK(K,M), XK (K,K) as its elements,
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The next stage is to compute the voltage angle
changes DELD at all buses. This is done by multiplying
the susceptance-voltage inverse matrix by the change of
the susceptance voltage matrix using a matrix multiplice-
tion subroutine (M M). The result of this multiplication
is then multiplied by (-1). The change of power can now

be computed, according to the equation:

P(I,J) = V(I)#V(J) B(I,J)~»(DELD (I)-DELD(J))

where
P(I,J) : the change in power transferred between nodes
I and J
V(I),V(J): voltage at nodes I and J
B(I,J) tsusceptance of the element between nodes I and
Jd
DELD(I),DELD(J) : change of angles at nodes I and J

Then the new voltage angles at the different bus-
bars and the new power distributions are computed according

to the following equations:

DEL@ (I) = DELO (I) + DELD (I) I =1,N
PP(I,J) . = PP(I,J) + P(I,J) I=1,N& J=1,0
where

PP(I,J) 1is the power transferred between bus=-bars I & J.
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8. Reliability Parameters Evaluation

The reproduced fail/operation chain for all ele-
ments is constructed using the Monte-~Carlo simulation.
Based on this eveut profile for all elements, the re-
liability parameterts for the transmission network is
evaluated, as the rate of failure, rate of operation,
average failure, and operation times, loss of load proba-
bility at the different bus-bars and the loss of energy

probability at the different bus~bars.

8.l. Rates of Operation and Failure

7

For any element, the rate}bperation R.0.0, is the
summation of operation times during the period under study
(simulation time in our case) divided by the total period

time,

The rate of failure R.0.F, is the summation of the
failure times during the period under study divided by

this period duration .

Both the R.0.0. and the R,0,F. 1s computed
through the RAMPOT algorithm for all elements as follows:

R.0.0.(J) = or (J) J =1,1

TTT(J)

where OT(J) is the summation of operation time.

0T(J) = ¥ XD(J)
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T O(J)
R.0.F. (J) = ( J = 1,M

TTT(J)

where FT(J) is the summation of failure time.

PTI(J) = S XT(J)

8.2, Average Operation and Pailure Times

The average operation time is the summation of
operation times during the period under study divided by

the number of operation actions the element went through.

The same goes for the average failure time which
is equal to the summation of failure times during the
period under study divided by the number of failure actions

the element went through .

The average operation and failure time are computed
through the RANMPOT algorithm for all elements as follows:

__or (3
© T (TCOUNT(J)/2)

Average Operation Time = A,0.T J=1,M

ICOUNT(J) is the total number of element reversals, and

OT(J) is the summation of operation time.

. . , T (J) -
Average failure Time = A F.T. = J=1,M

(ICOUNT(J)/2)

PT(J) is the summation of failure time.
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8.3. Loss of Load Probability

The loss of load probability at any bus-bar is the
duration in which the load is not sufficiently supplied

divided by the total duration of the period under study.

The load may be interrupted or insufficiently
supplied due to the outage of all transmission lines
supplying the bus-bar, or due to unability of lines to

carry all power required to be supplied.

The loss of load probability is computed through
RAMPOT according to the following equations:

BFT (NK(NZ))
TPT(J)

L oOchP « =

where BFT (NK(NZ)) is the Bus-Bar Fault Time which is the
duration summation in which the locad is partially or
incompletely supplied at bus-bar NK and TTT(J) is the

total duration of the period under study.

8.4, Loss of Energy Probability

The loss of energy probability is the ratio between
the energy not served and the total energy which should be
supplied during the period under study TTT(J). This is
computed according to the following equation:

USE (NK(NZ))
TTT(J) JBP(NK(NZ))
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USE (WK(NZ)) is the amount of unserved energy at bus-bar
¥ K.

The output of RAMPOT 1lists +the following results :

a= The rate of operation R.0.0. for all transmission
lines.

b= The rate of failure R.0.F. for all transmission lines

c- The average operation time A.0.T. for all elements,

d= The average falilure time A.F.T. for all elements,

e-= The number of state reversals ICOUNT for all ele-
ments.

f- The loading pattern for each element.

g= The loss of load probability L.O.L.P. at all buses.

h-~ - The loss of energy probability L.C.E.P. at all buses,

The above computed reliability parameters serves

as a guilde line to the transmission system planuner.
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RANDOM MODELLING OF POWER TRANSMISSION
SYSTEM ‘RAMPOT’

FLOW CHART

( )
INPUT DATA

NE (M) , N ,M,DEL®I(M),® (M,NE),D(M,NE)

F(M,NE), T (M,NE), V(N), BI (N N}, DEL®I(N)

PPI{N, N}, BP(N),NM(MI,NK(M), DT
_ J

J=1

QQ (KK)= @(J,KK)
DD (KK)=D(J, KK)
KK =1,NE(J)

(CALL CUM(QQ,DD,NE(J),HX)]
I

Q (1,9 = HX (1)
=1NEU)

EE (KK) -F(J KK)
TT(KK) =TJ, KK)
KK =1,NE (

1 of 18
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[ CALL CUM (EETT, NE(J).HX)}
l

E (1L =HX (1)
| =1.NEL)

l
ICOUNT(J) =0

ISTATE(J) =1
J=1,M

PP(1,J) =PPI(1,J)
B(l,J) =Bill,J)
=1, M & J=1,M

J=1

[ AlJ) =1/ (MH.O)J

O,
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[ ZZ=FPMCRV(A(J)) J

|
[ XQUl= 22 j

[Z(J) = »0.5)/(M+1.0} ]

YES RE
ZU)=0.5 Z{J)=0.50001
<> 2 l ']

NQ

[ XX= FPMCRV(Z(J)) }

|
( XE(J) = XX )

YES

3 of 18
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QQ (KK) = Q(J,KK)

DD KK} = D(J,KK)
KK = 1,NE(J)

QQ (KK) =E(J,KK)

DD (KK) =D (J,KK)
KK =1NE(J)

|
(CALL IN(QQ,DD,NE(J) ,XEU),XT(K,J))J

@ L of 18
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@T(J) = @T(J) +XD(1,J)

TTTU) = XD(1, J)
J =1, M

5 of 18
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/WR!TEJ,TTT(J)/
(IFLAGI - 1 j
|

ICOUNTU) = ICUNTU)+1
l

/WRITE !COUNT(J)7
iST;;";E)} YES @

NQ

( ISTATE (J) = 1 ]
|

/WRITE JE,ST ]

l
DEL® (JJ) = DEL®IU J)

PP,JI) =PPIL(I1,JJ)
DELKI(I,JJ) = 0.0
BI,JJ) = BI(IL,JJ)

I=1N & JJ=1,N

®

6 of 18
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{'CALL CON (V,B,DEL®,P, N ,NM (), NK(I),DELK,PP,XK,XK!N,W,DELD)}

I
(ammm NK (1) ),B (NK(D), Nnun=oﬂ

<>

ZZ FPMCRV(XQ (J)

I
XQ(J) = 22

QQ(KK) = QlJ, K K)

D DIKK) = D(J,KK)
KK 1,NE(J)

[
(CALL IN {@Q, D D,NE{),xQ(J),XDIK ,T)%

@ | 7 of 18
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O

TTTU) =TTT )+ XD(K,J)

. .

!

- ~\

@TU) =0T (J) +XD(K,J)

\L J/

[WR!TE TTT(J),|STATEU)/
|

(FT(J) =FT(J)+XT (K, J)

|
[RmF(J) SET()/TTT(J)
|

=\

o’

[R@@(J) SOT()/ TTT(J)
l ,

/ WRITE ROF (J) ,RO® (J) /

NZ=0

NZ =NZ+1

N

0

ABS (PPINM(NZ)NK(NZ)GT.1.0

YES

(usp (NK(NZ ) =ABS PPINM INZ),NK (NZI)-1.0 ]

@,

8 of 18
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Q

(usa {NK(NZ )= USE (NK NZ)+USP (NK (NZ))'-XT(Z,J)]

[

[BFT(NK(NZ))= BFT(NK(NZJ%XT(Z.J)}
[

[LGLP (NKINZ)= BF T (NK(NZ))/TTTU)]
l ,

[L@EP (NKINZ)) =USE(NKINZ)/(TTTU) ~BP(NKINZ)))}

l

WRITE
NKI(NZ),J, XT(2,J),

BFT(NK(NZ )), LOLPINK(NZ))

l
WRITE
LOEP(NKINZ)).NKINZ)

@: YES NZ<M

@——,L JR =JR+1 ]
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[ USP(NMU)):BP(NM(J))J
|USE (NMUD =USE (N M(l)bBP(NM(J))uXT(Z,J )|
[ BFT(NMOU) =BFT](NM(J))¢ x1(2.)) |
|
{LGLP (NM {21 = =:° (NM(J»/TTT(ﬂ

LIEP(NM(J))=USE (NM(J)) /(TTT(J) =BP(NM(J)) 1
|

WRITE
NM(J),J, XT(2,J)

JR=0 @

JR =JR ]

\

FIPP(NK({J),NK(JR)).EQ.0.0.AND. PP(NK(J),NM{JR))EQ.0.0

10 of 18
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2

rUSP(NKU)): B INK(J)) )
|
ﬁse(NK(J)h USE (NK(J)) +BP (NK(J) »XT(2, J) J
[
[ BFT(NK(J1)=BFT (NK(J)) +XT(2,JLJ

E@LP (NK(J)) = BFT(NK(J))/TTTUJ
I

ﬂ@EP( NKUD =USEINKIZ(TTT) »BP (NK (J)))J
|

WRITE
NK(J),J, XT(2,J)

" @
e YES @

NO

[ ST =ST+DT_} @

® 11 0of 18
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9

AFTU) = 2 »FT (J) ZICQUNTU)
AQT(J) = 2 =@T(J) /ICGUNTU)

ROGU) = @T (J)/ TT T

ROFU) = FT(J)/ TTTU)

J =1, M |
WRITE

J, ROFUJ) ,ROG(J),
AF T(J),AQTUJ), ICQUNT(J)

WRITE |
LOLP (1) ,LOEP(1)
l =1,N

(sToP )

12 of 18
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[ ISTATE (=2 J

|
WRITE :
JE , ST

l
[CALL C@N (V,B,DEL®, P, N, NM(J) NK(J), DELK, PP, xx,xxw,w,oew@

I
[B(NMU) NK(J)), B (NK(J)LNM (1)=0.0 J

[ XX = FPM([:RV(XE(J))J

|
DEU) = XX 7

K= 2

QQ (K K)= Q(J ,KK)

DD(KK)= D(J,KK)
KK = 1,NE(J)

|

LCALL IN (QQ,DD,NE(J) .XE(J).XT(K,J))]
[

WRITE
XT(2,J)
|

[ TTTU) =TTTU) +XT(K,J)]

®

13 of 18
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SUBRQUTINE I[N

=
INPUT DATA

E(N),TIN),N,XE

l
T(1)= 0.0

E(1)= 0.0

\

*
/

LXT:T(L«H +fr(L)-7(L-1)/(ElL)-E (L-1))~(XE—E(L—1))}

( ST@P )

14 of 18
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SUBRQUTINE CUM

INPUT DATA
F(N), T(N),N

S=00

, S =S«+F(1)
| =1, N

E(1)=0.0

B

1E)

E(1)

H]

E(1-1)+F(1)/S
2,N

5

STQP

15 of 18
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SUBRQUTINE CON
D.C C@NTINGENCY

([ A
INPUT DATA
V(M),BIMM),DELB(MIM,

K,N,PP (MM

L _
|

XK(1 D=XK(, 1)+ V(1) V(3B (1, 1)

1=1,N & J=1,N
l

/XRUL3) =- (1) =V (B T\

XK, 1) = XK(1,J)
1=1,N&J=1,N

DELKII, J)=0.0
l=1.N
J=1.,N

WRlTE
M, K

|

DELK (M,M) = XK(M,K)

DELK (K,K)=DELKIMM)
DELK(M,K) =-DELKMM)

DELK(K, M) =-DELK(MM)

®

16 of 18
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?

XK(MM)= XK(M,M) +DELK(M M)
XK(MK )= XKIM,K) + DELK(M,K)

XK(K,M) = XK(K,M) +DELKI(K, M)
XK(K,K) = XKIK,K) +DELK(K,K)

[iNVERS @F XK = XKIN ]

(LCALL MM (XKIN, DELK!W,N,N,N@

[ CALL MC(N,G,W, W) J

| [ CALL MV (W.DEL®,DELD,N) ]
|

P(1,J) =V (1) »V{J) »B (1, J)=(DELD(1)-DELD (J))
l =1, N & J=1,N

17 of 18
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Q

DEL® (1) =DEL@(I) +DELD(1)
DELD (1) =0.0

XK ({l,J) =0.0

XKIN(1,J) = 0.0
PP (1,J) =PP(I, J)+P(1, J)

w(l,J)=0.0

PI(l1,J)=00

\ l=1,N &J=1,N /
STQP

18 of 18
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REPORT. 3

APPLYING THE RAMPOT ALGORITHM
TO THE 220 KV TRANSMISSION NETWORK

M. EL - SOBKI
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Results of Appling the RAMPOT Algorithm

to the 220 KV transmission Network

The 220 KV transmission Network of EGYPT exists in the
northern part of the country. It has a total line lengths of
about 1814 KM, 87.3% of which are used in double circuits
( 15 circuit ), and 12.7% of which are used in single circuits
( 6 circuits ). The conductor material used are mainly "ACO-400"
or"ACSR-400" or " ACo-240".

The 220 KV transmission lines ties up eighteen Bus—bar
point, one of them is considered merely a generation bus, as it
represents the bulk power transfered from the high Dam to the
22KV network. four points are generation bus-bars with local
loads, two bus bars are loading points with local generation,
and the rest of the bus-bars which are eleven points are merely
loads.

The RAMPOT package was'applied to the 220 KV network of
EGYPT to regenerate the performance ( operation/fail )
cycle for the different transmition lines, hence computying the
loss of energy probability and loss of energy probability
(R.O.L.P. & L.O.E.P.)at all the 220 KV bus-bars.

The results are shown in the following tables:

A. In the case of actual loading conditions:

A.1 table 1. shows the Rate of Operation, and the Rate of
failure for the different transmission lines. ( the double
circuit lines, are considered one element having the elect-
ricale equivalent constants of the parallel connection as
these parallel connection as these parallel elements are
identical from the loading point of view, physical constants,
and weather conditions. This is done to increase the sample
population data and to reduce the computer storage and time

of computation ).




A.2 Table 2. shows
and the number

period for the

.3. Table 3. shows

loss of energy

In the case of
Loading )
tables 4,5 & 6
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the average operation and failure times,
of state reversals during the considered

different elements which is about 4 years.

the loss of load probability, and the
probability at all the 220 KV bus bars.

forecasted loading conditions; ( Double

shows the same reliability indicies indicated

above under double loading conditions.

It should be noted that the high reliability indicies is due

to using the forced outage historical data only




MAP OF 220 KV NETWORK

1A
\_\\\
Q\
c "o
3 o]
\
! S 7
13 ) /
¢
\ \x p
2 6 e
\\
~ N\

Gen. St with Local Load

ILoad Point with Local Generation

16

891




169

Table 1

Element
Operation Rate Failure Rate
number

1 0.999996 0.4 x 1077

2 0.988586 0.11414x 107%

3 0.999538 0.462 x 107>

4 0.999986. 0.14 x 1074

5 0.999996 0.4 x10™°

6 0.999945 0.55 x 10”4

7 1.0 0.0

8 0.996619 0.3381 x 10~2

9 0.999853 0.147 x 107>
10 0.994713 0.5287 x 10™°
11 0.999501 0.499 x 107>
12 0.99945 0.55 x 10~
13 0.99947 0.53 x 10~
14 0.996801 0.3199 ¥ 102
15 0.999969 0.31 x 1074
16 0.999971 0,29 x 10~%4
17 0.999966 0.34 x 1074
18 1.0 0.0
19 0.998682 0.1318 x 1072




1

Table

70

L2

Element | Average Operation | Average Failure |number of state
number time hr time hr reversable
1 9299.14 0.04 10
2 3483.9 40,26 22
3 271345 1.25 28
4 6809,13 0.09 14
5 21510.4 0.086 4
6 9381.63 0.52 8
7 63115.0 0.0 2
8 257643 8.74 36
9 55845 0.083 132
10 405T,2 21,566 18
11 4374.76 2.185 20
12 767645 4,224 10
13 11091.0 5.9 8
14 2129.8 6.835 38
15 6281,1 0.2 14
16 4476 .85 0.128 16
17 4849.7 0.166 16
18 70128.0 0.0 0
19 3366.0234 4.442 26
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Talbe 3

Bus-Bar Loss of Load Loss of energy
Number Probability Probability
1 0.0 0.0
2 0.0 0.0
3 0.00105 0.00105
4 0.,00065 0.00065
5 0.0 0.0
6 0.0 0.0
7 0.0 0.0
8 0.0 0.0
9 0.0 0.0
10 0.00615 0.,00615
11 0.0 0.0
12 0.0 0.0
13 0.0 0.0
14 0.0 0.0
15 0.0 0.0
16 0.00015 0.00015
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Table

4

Element Number

Rate of Operation

Rate of Failure

w o 30U > W

N e el o = =
W oUW H O

04999996
0.988586
0.,999538
0.999976
04999996
0.999945
1.0
0.996619
0.999853
04994713
0.999501
04999450
0.,999470
0.996801
0.999969
0.99997
0.999966
1.0
0,998682

0.,4x10™°

0.11414x107t

. 0.462%x107°

0.14x10"4
0.4xlo"5
0.55x10™%
0,0
0.3381x10"
0.147x107>
0.5287x10"
0.499:&10"3
0.55::10'3
0.53%107°
0.3199x10"
0.31x10~%
0.3x10%
0.34x10~%
0.0
0.1318%10™°

2

2

2
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Table 5
Element Average Operation| Average Failure|Number of state
Number time hr time hr reverselg
1 9299.145 0.0407 10
2 3483.° 40,226 22
3 27135 1l.254 28
4 6809.13 0.092 14
5 21510.4 0.086 4
6 9381.63 0.517 8
7 63115,01 0.0 2
8 257643 8.73 36
9 558.44 0.C82 132
10 4057.23 21,566 18
11 4374,76 2,185 20
12 7676.54 4,224 10
13 11091.C5 5.885 8
14 2129.78 6.83 38
15 6281.1 0.194 14
16 4476 .85 0,128 16
17 4845,7 0.165 16
18 35064.0 0.0 0
19 3366,0 4,442 26
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LONG TERM INVESTMENT PLANNING OF THE EGYPTIAN
ELECTRIC POWER SYSTEM

SECTION III

POWER SYSTEM RELIABILITY ASSESSMENT
SUBSTATION RELIABILITY
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INTRODUCTION

Over the past two decades electric power in Egypt has witnessed
outstanding advances in both generation and transmission of power. From
a total of less than a 1000 MW in the fifties, generation power rose to
over 4000 MW by the late seventies. Transmission voltages have gone up
from the 66 kV level to 500 kV level with 132 kv and 220 kV in between.
With the advent of the high dam power and the elevated transmission volt-
ages the need for interconnecting the different isolated power grids was

felt. As a result, the unified electric power system was created.

The capability of such a unified power complex with its genera-
tion, transmission and substation components to provide uninterrupted po-
wer service must be carefully assessed. This type of assessment is custom-

arily known as reliability evaluation.
This study presents a contribution to this field of endeavour.

Attention is focused on the reliability of the last of the above three

system components, namely, substations.

Reliability of Electric Power Systems

Electric energy is produced at a number of locations and is con-
sumed at several points. One measure for the quality of the eléctric
power system is its ability to transmit the energy from wherever it is
produced to consumers and maintain their service. This measure of Jua-
lity is the system reliability which is the resultant of the reliabilities

of the many elements constituting the complex system.

Customarily, the study of the reliability of a complex electric
power system is divided into separate , but related, studies of each of

the following:
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i. Generation systems
ii. Transmission networks
iii. Distribution systems
iv. Substations

v. Interconnected system, if any

This study is primarily concerned with substation reliability.

The term substation here refers to both transformer and switching stations.

General Reliability Planning

One of the really difficult problems facing those responsible
for planning of electrical power supply systems is that of deciding how
they are justified in increasing the investment on their properties to
improve service reliability. In general, there are three broad aspects
of service reliability.
i) The first is to know thoroughly the "present quality"
of one's service and just who is harmed by the present
outages, and how much.
ii) The second aspect is a knowledge of the methods at hand
to improve service, as well as the cost of these remedies.
iii) The third and the most important is the exercise of judgment
as to where and when expenditures should be made to increase

reliability and the extent of those expenditures.

To evaluate the system reliability, the system planning engineer
should consider the following:

1. Definition of system reliability

2. Reliability modelling and evaluation

3. Testing and data collection

4, Reliability evaluation for alternative designs

This sequence is not rigid and,in fact, many steps may have to

be repeated in an iterative fashion.
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Goal of Study:

This study describes the means of evaluating the reliability of

a substation in transferring power from feeding points to customers.

The Markov process-based approach is chosen for the present
study. A fully computer-~oriented algorithm is prepared whereby a given
configuration of an existing or a proposed substation may be assessed
from reliability viewpoint in one run. The algorithm can, thus, be part-
icularly attractive when optimizing the configuration of a prospective

substation where numerous alternatives exist.

An attempt to lay grounds for an economically optimal design of
substation is made. The trade-off between availability and capital cost

is the objective of that problem.
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COMPUTERIZED SUBSTATION RELIABILITY EVALUATION
"SUBSCOM"

by

H. Anis and Abdel Ghany Youseff
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COMPUTERIZED SUBSTATION

RELIABILITY EVALUATION

"SUBSCOM"

Dr. H. Anis Eng. Abdel Ghany Youssef

The evaluation of substation reliability can be very tedious and
time consuming. The need for a fast and efficient means of making such
an evaluation is felt. This need becomes more evident when optimization
of substation configuration is sought where numerous runs must be made to

verify the wvalidity of different proposed schemes.

This paper offers an algorithm based on Markov process modelling.
The algorithm which is programmed to run on a digital computer and is named
SUBSCOM receives the basic parameters of the substation and the proposed
configuration and runs a full calculation of the substation availability.

Each substation component has the following reliability parameters:

n
- Average up time T =-% Y tui [hour]
i=1

tui being the series of um times

3=

m
- Average down time Tg = = 3 tdi [hour]
i=1

tdi being the series of down time

-1
- Failure rate A = - [hour]
Tu
1 -1
- Repair rate M= Ta [hour]

In this case the operation of a system or element may be modelled

by means of Markov Stochastic Processes (Markov process of the first grade).
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The process is completely determined by matrix equation:

P; (£)1 = [Qij] [(Pi(t)]
Having as a single solution
, -leis] ¢
[Pi(t)] = [Pi(o)] e
As
Pi(t) : The absolute probabilities in the moment t.
Qij : The transition probabilities of the process,

at time t, from state i to state j.

In case of stationary process, for long range analysis when the
absolute probabilities do not depend on time, the equation becomes:

14 P = dN Py =1
[Ql:]} [ l] O an L i

where

[Qij] is named the Matrix of transition rate (TRM) .

1. Major Steps

The formation of the transition Rate Matrix (TRM) is very difficult
especially when the number of scheme elements is large as the number of pos-
sible states increases in turn. To overcome this problem, the following

major steps are carried out:

1. Transferring the substation scheme into a matrix from (K1)

which describes the element-set relationship.

2. Calculating the equivalent failure and repair rates of each
element by using component - element matrix (K2) and the

failure and repair rates of each component.

3. The determination of the possible states using mathematical

formulae.

4, Classifying all possible states into groups and calculating

the number of states in each group.
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Fig (a-1) SINGLE LINE DIAGRAM OF
A SUBSTATION

DS Discomnecting  Switch
CB Circuit Breaker
BB Bus Bar

TR Transformer
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Fee‘jmg Consumer

Roint

Fig(a~2) SUBSTATION SCHEME
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5. Forming the state matrix (K3) which, in effect, replaces

the tedious graphing of the state space diagram.
6. Formulation of the transition rate matrix (TRM).

7. Solving the Markov process-based matrix equation
[TRM] [P] = 0

to determine the probabilities of the various states.
8. The evaluation of the times of operation and the times of

service interruption.

In this paper the computer algorithm is described which imple-
ments the above steps. An example substation is used along the way to

illustrate the algorithm.

1.1 Definitions

The following definitions are relevant to the olgarithm:

A Component: is the physical piece of equipment existing in the substation

and whose rates of failure and repair must be known.

An Element: A group of components connected in series and will be treated

as an integrated unit in the logical representation of the substation.

A Set: A group of elements connected in parallel, the whole scheme is a

composition of series connected number of sets.

2. Element-Set Matrix K]

The substation scheme illustrated in fig. (8-2), may be represented
in matrix form Kj. The matrix is N x (L + 1) where

N: the number of elements (here, N = 7)
and

L: 1s the number of sets (here, L = 4)

the last column is reserved for the identification of alternative elements.
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Set

OO0 ooNN

SO0 O -

OO O 1A 00O
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O OO OO

element

K1

(1) Element - Set Matrix

Fig.
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Set I in the matrix K] encompasses elements 1 and 2, and set II
has only one element, number 3. The appearance in the last column of the
digit 2 means that the corresponding elements are alternative. For example,
elements 6 and 7 are alternative. Obviously, the number of 2'S must be even
and they appear in successive pairs. Fig.(l) shows typical layout of the

matrix K] as it is produced by the computer.

3. Equipment-Element Matrix K2

A second descriptive matrix is K2 which outlines the contents of
each element in the substation. The matrix is K x N where K is the number
of different types of components and N is the number of elements. If Ky

(i, j) = n, then the jth element contains n component of the type i.

To calculate the equivalent repair and failure rates of the sub-
station's scheme, the repair and failure rate of each component of the
substation must be available. The numerical values of the failure and re-
pair rates of each type of component are written in vectors form, each of

size K, which are name L and M.

For example, the substation shown in fig. (a.l) has the Ky matrix
shown in fig.(2) whose computer listing version is shown in fig. (3).
Fig. (2) also shows the contents of the failure and repair rate vectors

L and M, respectively.
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N
Element -1 -1
3 4 5 o 7 (hours) (hours)
Vector L Vector M
Component
C.B 1 1 1 0,532-10"4 0,02
D.S 4 4 1 1 0,0214.10-4 0,05
B.B 1 1 0,1164.10"4 0,06
TR 1 1 0,04.1074 0,0025
Ll 0,6. 1074 0,1
L2 1.1074 0,1
SN1 0,05.1074 0,01
SNy 0,1.10°4 0,02

Fig. (2) Equipment-Element Matrix with

Failure and Repair Vectors Land
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Element

S HO - OO0 OO

A H O - O OO0

O -HOOOC OO

O OO0 OO

OO OOO OO

A A OO O~ O

HH OO OO

Component

K2

Component - Element Matrix

(3)

Fig.
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As shown in the matrix Kp, the element No.l has one circuit
breaker, one disconnecting switch, one feeder and a system mode. In con-
trast, the element No.3 has four disconnecting switches and one bus bar.
The equivalent failure and repair rates of each element can be calculated

within the computer program by using the matrix K2.

4., State Analysis

Next comes the evaluation of various states in which the system
may exist. This will be followed by the means to determine the success-

fulness of each state.

4,1 Determination of Possible States

First the number of possible states is estimated. This is
based on the assumption made in the foregoing chapter that no more than
two elements may fail together, or, in general, nc more than two events

may occur, simultaneously.

The possible states of a scheme of n elements can be divided into

the following collection [M;, i1 = 1,4]

(1) State where all elements are available (up), the number
of states in this collection is obviously 1,

My =1 ceeens (1.1)

(2) States where only one element fails, at a time,

My =n - a Ceeens (1.2)

where
a: number of pairs of alternative elements. This is based on
the understanding that all individual failures of alternative
elements constitute but one state since one substitutes for

the other.
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(3) States where two elements fail together. The number of

these states is M3.

M3 = (n-a-l) + (n-a=2) + .... + [n=-(n-a-1l) -al]
= (n-a=1l) + (n-a-2) + .... + 1 ceee (1.3)
n-a-1
- :E: (n-ai) - {pma-l) (n-a) (1.4)
. 2
i=1

The first term in equation (1.3) gives the number of states in
which element No.l of the scheme of fig. (a.2 ) fails with other elements

while no more than one element fails with it, the second term shows the

number of states when the second element fails with each other element ex-

cept element No.l, and so on.

(4) The last collection represents the number of states when the

alternative elements of an alternative pair fail together,

Mg = a coun (1.5)

The total number of possible state M is equal to the sum of all

collections, M1, M2, M3 and Mg.

Then

(n-a-1) (n-a)
2

+ a

=
il

1l + (n-a) +

1+ 4+ (n-a-l; (n-a) . (1.6)

In the studied example of fig. (a.l)

n=7and a=1

M=1+7+ (7'1'12 (7-1) _ 55
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4.2 Groups of Possible State

From programming view point it was found proper to classify pos-

sible states into groups as follows:

1. The first group consists of the states of single failures, while all
the others are in an up state. To this group the all-up state is

added. The size of this group is Bl = n - a +1.

2. The seocnd group contains the states where element No.l fails together
with one other element, at a time, while all the other elements remain-

ing up.
The size of this group is B2 = n - a - 1
3. The ith group contains the states where element No. (i-1l) fails to-

gether with one of the other elements, at a time, and excluding elements
No. 1, 2, ..., i-2.
The size of this group is Bf = n - a - 1 + 1

and so on until all double failures are covered without duplication.

Table (a) enumerates all possible states arranged in the manner

used by the program.

5, Matrix of States (K3)

The matrix of states K3 is a step on the route to get the transi-
tion rate matrix (TRM) without having to plot the state space diagram. The

steps for creating the matrix K3 are as follows:

(1) Calculate the number of possible states by using equation

(1.6).

(2) Determine the number of states in the first group as defined
in section (4.2) by using equation Bl = n + a + 1. The number
of states B] includes the state in which all elements are up

plus the states of single element failures.
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2 3 4 5 6 7
2 3 4 5 6 7
8 | 9 |10 |11 |12 A
8 13 |14 |15 | 16 My
9 |13 17 |18 |19 A
10 |14 |17 20 | 21 Aoy
11 |15 |18 | 20 22 M
12 |16 |19 |21 |22 |23 Ao
./\l }\2 >\3 >\4 %5 2>\7
(Fig. (4) Matrix of states with repair

and failure rate vectors
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(3) Form the square matrix K3 of dimension Bl x Bl.

(4) Fill the upper right triangle of K3 (Bl X B1) matrix by
state numbers beginning with K3 (1,2) = 2, i.e. state No.2

and so on as seen in fig. (4).

(5) The K3 is made symmetric by making the left lower triangle

similar to the right upper.

5.1 Alternative-Pair Effect

The numbering process goes beyond the upper right triangle to
include a diagonal element if a state in which a pair of alternative ele-
ments fail together is encountered. All other diagonal entries are filled

with zeros.

5.2 Repailr and Failure Rate Vectors

A vector vv(Bl) is set to contain the equivalent repair rates
Ai where 4i is written in the (i+l)th entry of that vector. If the
diagonal element (i, 1) of K3 is not zero indicating a state of alternative
element failure then the (i + l)th entry of vv is filled with/“i + 2 to

account for the equality of A3 ana4i o+ 1.

A vector VH (Bl) is set to contain the equivalent failure rate
%i where tXi written in the (i+1)th entry of that vector. If the diagonal
element (i, 1) of K3 is not zero indicating a state of alternative element
failure then the (i + 1)th entry of VH is filled with 2 (AiﬁQ) to account
for the equality of Ni and Xi+l.

5.3 Application to Example

The matrix of states K3 of the example substation illustrated
in fig. (a.l) and its scheme shown in fig. (a.2), can be created now in

numerical form. The parameters of scheme are:

n=7 and a=1
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Fig. ( 4.1) Computer.Listing of Matrix K3
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then
M="+n+ (n-a—-l)2 (n=a) _ g4 15 = 23

Bl = n-a+l = 7

The matrix K3 will be as shown in fig.(4) and whose computer

listing version is shown in fig. (4.1).

Also shown in the computer listing of fig. (4.1) are the contents
of the vector VV and VH. These values were computed according to the
analysis of section (3) and using the data shown by the failure and repair

rate vectors L and M of fig. (2).

5.4 Remarks on Kj3

w

The matrix K2 is generally characterized by:
i. As the number of alternatives increase, the number of states

decrease.

ii. The number of states in the first group (Bl) decrease by the
increase of the number of alternative elements and so does the

size of K3.

iii. The diagonal elements are all =-zero elements when there is no

alternative elements.

iv. The entries K3 (1, 1) is always zero.
V. Matrix X3 has dimension of (Bl x Bl). The number of elements
in each of its two triangles is B12 - Bl . The number of non

2
zero element in the diagonal elements will be equal to the number
of alternative elements a. The total number of states is
2 -
Ble - Bl ., .41
2
where, the last unity represents the first state in which all the

elements are up.

6. Transition Rate Matrix (T.R.M.)

The matrix K3 will now Pe used to create the transition rate matrix

TRM which will be later used to produce the ultimate state probabilities.
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ormulations of K3, VH and VV have been made in such a way

irect creation of the TRM according fto the following steps:

TRM (K3 (i, 3J) = VH(])

for i =1, Bl and j =1, Bl

i.e. the off-diagonal element of TRM on the ith column and
K3 (i, 7))t row contaihs the jth content of VH which is an

equivalent failure rate.

TRM (3, K3 (i,3)) = V(i)
for i = 1, Bl and j = 1, Bl
i.e. the off-diagonal element of TRM on the jth row and
K3(i,3j)th column contains the ifth content of VV which is

an equivalent repair rate.

The diagonal elements
TRM (i, 1) i=1, Bl
are made to satisfy the constraint that
Bl

E:: TRM (i, j) =0 j =1, Bl
i=1

on the matrix K3 of fig. (4.1) and the vectors VH and VV
ure, the TRM matrix was computed and is displayed in fig.
sufficient listing space each row of the TRM matrix occupies

es.

uld be noted that the number of non-zero off-diagonal ele-
the lower or upper triangles of TRM is given by

(B1%- B1 + a) - (Bl - 1)
Bl12 - 2B1l + a + 1 elements

the diagonal elements all non zero, the total number of

ts of the matrix is, therefore




(3

'-.gz( 1CE=11 J.55512E~ L553128=-01 VL1373 1E-01 G 0U 0 0.03333E )L J3.002008 S0 QL0u0dgE D0 2.C00TCE U0 1.33330¢:
L‘.mUu CE 00O L) B VIR ST PRON TS O AP TE I 1111 3 TLUCIE DD A.UR00E v
: JIE 00 GLuCC3UE 03 Lo20GIUE o0 D.39560E~01 LL20LGJE~ 'n J.55312E-31 0,.S55312€-01 G137 VF-01% 2,3335%:
B s GoLWRCue E 9D NLUN0IC0E CO WAABOE T L fNONTE 03 A ulGDE L
Comd 3t EE-SY v GOE D L TR COE D GLSuNJddE 03 E 11-3 0.316456~0G1 0.9002)€ JJ D.%0CDIE 00 0.03
I/ HESTT GG COE 0D O0NE Ll 0L0CCCUE 00 D SLGOOOE 00 GUGRENIE G) d.00003E 00 ’
GV E e LZO6G5E=0T G.002008 33 0.000908 ) ’ .00000E N 0.31543E-01 D Q0000E 00 J.0G00CE 00 0.0037G88 U3 3.5754):%-
. LD aNS T 12E- UeS5312E=-1 '.137915 -1 {.000303¢ l)") d.OO5I0E 64 0 GCOLE Y ULGLL05E O

L. T L WA ]
CHE

. [ et (Y

A2 G0 GLUIDDEE 0T GL23313%-

= L5579 0E=T1 UL JJE JU TLu CA CLCGG00E 66 0.00033E T 2.31645E~C1 J.30UNGE 30 S.0000CE L3 J0)3ad5T
. g f SACGELE D0 b.SY312E- HLI3791E-NT G0V UER Y 3.05203¢ rm
ol S - > "3—&' SE7IE-CY LN JEOO GLOULONE O DL006U0E Ju T B GU31645E-3Y 0.CDU03E 0T G.33333%
. g W E PR . Ut 00 D.55351268-01 DLUGIJNE DG DL13791E-01 F.00
[ R I P OIUE O)=0,14289E~--1 0. 000008 00 J,32022E S0 J.¢ CoOUDUE 20 Ul318455=01 1,3)320%
. CoE . : L2 i L2000 T UUUeE OO 0.S5312E=-01 0.55212E=-01 3413791
« N ) . . 0. UJGUDE OJ GLO0UTDE NI CoNUGDIE G 7CY86E~01 DLOIGIIE OO0 I.0¢ 39 UGL.00G20GE 00 S.030vce 300 50333732
. . N - 0 2E G) 0.50W U0 CoDfudaE 00 D.00003E 90 S.0UudGE 20 H.uulldE 03 J.3300
. ‘c SREL =l CLI2034E-03 GLE 93 0.00003€ 03I G.COODGE L B.00VIIE GO=-T.5158458=-01 30 0.CCUQCE 20 0.030332 52 2.3030as
. ' i . i . RN ; RIS ;u 3.00C06E LD G.O0Q00E G0 2.00000E #3 9.0 i
. : e LI [ I L ll;mE GoBLGAR00E 00 D.3000D3E J0-0.B6%5YE=GY CGL UL e L 000 TE L 03 uaE
. H . . SJCE 00 u.9%uwae 7D 43,0920
- N3 . - . L0007 G0E 2 JLORGNGE D0 1LY BO=CG8EISTESDT JLN0T 0L (0 DL 33101
- oy . B . CGAOUE L0 CJN0320E ©3 0.ty
.o 2 L1 -1 . SUUSE L.l’« 34€-73 C.00000E (U DLDODIIE Dt GU000 0 E 00 UaDuOuLE S0=U 856306~ 1 [L21) 35
- [ - £ . (R VLVEVTRITS S K I VIR l!‘ (‘i) L OE 00 S.600306 03 23.033208 0
. . . Y. M\JJE OJ u.,*".uF iWJ ! LGOCINE M DL0FGU0E B0 2.0 0neE N0 0.00050E 00 0.02000E -
. - . ek h_ J COGE LD U.unNu0NE 03 H.0357 0E
T . K ‘} 0. 00110'3( un 0.0700dE 90 DL LGUCHE 103 0.0GHBGTE (0
- 2 PR E 3 dodti M‘ u..m«UIJE (" ﬂﬂ.)OJL 03 2. (UHuE
. = s . O 16S34€E-003 L UalunE 3D Laeg JUIYE G0 T Sl TGLaCS00E DO DLRIGLLE
. 3 - L iLEh o= ] . Ui 33 J.OU0IGE hQ ’).Ul?f‘h@E (LIS 03 4.0
. E N N PUE LY CL.16534E=-33 0,00004E 08 fi ]33JJE L. G0 JLORAGCE DU DONIUSRE DY LU 300t
- E . - LAl 1) Ot IE B D LULISOE Ta deaBIE T) 1.003050€
. . 2338 60 LLUDGOGE v 3 000DPE L) JOeNE 90 33 9.00039%8 006 GLZ32002E 25 2023302
. Lz B £ . € 03 0.003307 00 D O0GNGE N0 Q.00000E ¢ d.0udne
. H [ J e W 554!)5-5-4 LLOVICE M0 D.00000E SO U.JOJIH‘ SO DLONACE QD A.NC0008 20 [LLIDTYE BN ).33)0)3
. © - " . E 249 D YL"(E A porGinge 0o 33 J UJ"J’J’JE 1 .
. . S [ 32O0E= 4 u DGGNE 3 T g g 0L.00300E 0 300300 e LT L2320
. ! . 3 . = . GE .0 : O
. ; e £ . TI3DE 00 0000708 § AUCE DU JLCluGE B0 a3 E 232330
. . : R NERPS I 'V‘UL'.DE OC¢ G.000008 a) 0. uOV\J[
. . . . e . L 3 NODITE GG BLICTOdE JL0N J [0 IV PETVEL TR D B I 4
. T . £ - £ . l,-‘.691.:3c—u1 DLOOTVHE U LW UG :
. 3 . . D0E-G4 0.0000VE SC CLOUUIIE OC PEARE TP VE Y 5 B S RPN B s IO 3
. z . LR .0 P JE G DLCSUNE 00-0.69133E~01 J.0000
. . 0ot g CLDUCE U1 T1E68E-13 0.0(31101‘5 NG J.00003F 20 D, [TV PR o3 s VIR PRI B DR E
- : - E . K . ngoa, JCUU(E 05 A TH0LE DG V.LCIIVE 0O NLuC3aAE m-u.l}?s’n--n

Fig( . 5) COMPUTER LISTING OF TRANSITION RATE MATRIX

86T




where

and
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NT 28 +M

fl

M is the number of states

Bl is given in section (4.2).

7. States Probabilities

2B12 - 4Bl + 2a + 2 + M

The differential equation describing the Markov model is

-

P1

Py

That is

all

azl

Then

r ]

P1
P2
= [T.R.M.] . =
Pn
alz2 Q73 ceeceeen aln
22 823 eeseann . azsn
an2 an3 ann
+ ajo P2 + ... + P1p
+ azy P2+ ..... + asp

P1

P2

o« s e




200

Since the right hand side is a zero array, then the set of equa-
tions is redundant and use is made of the constraint

P14+ Py + .... +Pp=1 (3)

Dividing by Pp

Then

Pl P =

ajl ﬁg + ajo F% + vive. tajg, = O
P

as] P'rl_l + agy %2_ + veve. *agy = 0

n

anl gl_.+ ano P2 + ol +apn = 0

n Py

Discarding the last equation constitutes a set of (n-1) simulta-

neous equation in xi (i = 1, n-1), where

Xy = Pi/Pp
ajl] x1 +ajpg 2+ ... * al(n-l) X(n-1) ¥ - 2ln
angy X1 + agoy ¥2 t ... + az(n_l) x(n_l) = - aop
a(p-1) 1X¥1 * a(p-1) 2 X2 * ... +a(n-1) (n-1)¥n-l ==a(n-1) n

This set of simultaneous linear equations is solved by an ICL
computer package subroutine (FPINDE (AA(l), IR, IN, D, EP.SI, AB(1).
IM, IS, IW(1l)) which uses the Gauss elimination principle. As the

variables xi = P1/P, are obtained, then by equation (3)

El + Eg + . + Pn = i*
Py Py Pn  Pn
-1
Xl + X2 F oiee e -+ Xn = =— =~ 1
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PSUCC=1)499725%

P(II=.98u151777

PUI)=o 03777635

PCII=.ti034119508
PCII=.002607254
P(J)=.100357552
PII=.0UG357962
PCI)=.00RG35 .5
PUIY= 000015660
P(J)=.000007315
PCII=.000001361
PCI)=.0uDa001361
POI)=.000022077
PO =, 00001095%
PLII=. L0005k

PI)=.000021506
P =.0D00T545

PWUI)=, wu%J“
PCI)=. AR
P(J)—.UOQQZ 637
P(J)=, ”"ﬁLIST
PUJI)=.0 G/
P(J)zo",“‘ i’

xvr,@L:

&
PO, ru"7
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6) Computer listing
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PFALIL=ai)

of state Probabijljties

TRy




Therefore

202

...... (4)

...... (5)

Typical results of the state probabilities of the example sub-

station, as given by the computer algorithm are shown in fig. (6).

8. Flow Chart

The flow chart of computer program "SUBSCOM" used to get the

reliability of substation will be illustrated hereinafter.

Also given is.a complete FORTRAN Listing of the SUBSCOM program.
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| SUBSCOM
(o]

INPUT
TV, J1,12,72, KI(ILTNY

K2(T2,T72),UI2,MI2), MM

r
!LE(I)

B

LE(T)=LE(T)+ L(I) - K2(I,T)

J=1v, T2
I=1, I2

—

A

S=K2(1,7).L(V) /M)
J’:'l +J2

A

$= S +(K2(I,T) LI/ M@)
I=2,712

ME(J) =LE(J) /S

NS=I1+1

\
NS=NS+ I1-MM~T
I= 1/(11" MM"1)

!

B=JI1-MM+1
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©

K(LT)=KII1,7)
1=1,11;7=1, )1

Yes

K(TiL, 1371= 0
Ir=1, 1

IM=0; IK=1

I1=1K, 11 =

K(II J1)=
K(II+1,7)

and O_

2

K3(11-IM+1, 11,2-I1M) = K3(II-IM, B) + 1
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60

K 3(II-IM+1,J) = K3(II-IM+1,J-1)+1
J=1I+3-1IM,B

| IK=1K+1 |

IK>B
Yes

[I1=11+1,B j=
Y

K3(I-1M , 1-IM) = K3( - 1- 1M, B] 1
1

i

K3(I-IM , J-IM)=K3(I-IM,T-1-IM)+
J--I +1/ B

\
IK=1IK+?2
IM=IM+1

IK>B NO
Yes

CONTINUE

¥

o 12,8

!

K3(1,7)=K3(J,1)
J=1,01-1)
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AB(I)=-TRM(I NS)
1 =1,NS-1

A
MXL=J(INS=1)-(NS-1)+1
I=1,NS-1 , J=1,NS -1

Y

CRM(MXL)=TRM(I, T)
I=1,NS1;J=1,NS-1

A

NN = NS-1 |

0.001,0, AB(1),1,0,IW(I)

SuM=0

SUM=syUM+ABI(I)
I1=1,NS-1

P(1)-AB(I)/1 + SUM)
I1=1,NS-1

Y
PINS)=1 /1 1+SUM)

®
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R R R R R kB e R g R TR e IS
S5 uUe S ek
A COPPUTER FACKAGE TO CALCULATE
FFLIACILITY TNBECES OF A SUESTATION
R R R R S R S Rl R R g g R v A gy ey
(Pnapt:
SUHBSCON
(GGYFUBCTICN:
GIVEN A SUBSTATION COWFIGURATION
AND THE FARILURE AND REPALRE RATES
CF ITS COMPONENT THE PACKAGE
CvalUDs THE RELIABILITY IKDECES
PERTINERT TO SUPPLY CUSTOMERS .
(ZYFETHO B :
THE ALGORITHM 15 BASED CN
STATIONARY FARKOV PKGCESS MODELLING.

* ek 1‘:********;{"k*******'k**‘k*****ft*****’k*ﬁ"ﬁt*:‘:***k*********’k**ﬁ*?‘:*
e ke ok
FESTER SURSCOHR
TR TKkFEN Kk Y
INTEGFR K1(20,20),K2(10,20) ,K3(20,20) b ,KK(20,20) ,K(20,20)
* o NETARTECHRD) L IW(Z4G)

R[*L L), ‘(1‘) LEEY  MECZUY ,TRECEL 60
*,55(0, (P?(lﬂuﬁ) V(g ) VV (200, P (6) JABCER)
FKAE(?,?)II,JT fc,Jz
TOFOREAT(L (ZX,121)

be & 1=1,11
Eﬁh(1,5)(K1(I,J),J=1,J1)
FORI'AT(ZU(IX,11))
{‘-‘C & 1=1,12
6 PEADC(E, )(# (1, J) J=1,42)
RLHL(1 7YCLCI), I=1,12)
?ﬁﬁ(l ?)(f(l),)—!,lr)
7 For r"il(r"}v‘a()
FEAn (1, 8y
& F(){!"’T(L::,I )
READCT, 700 (NSTATEC(L) 1=1,38)
7 F(.Jk(ff\T(,)a(1)\,.I1))

v

Lo G I=4,I0
90 WEITE(Z, 1) (K1(T, ) 351,41
DO 67 F=1,.17

r
G3 WHKITE(Z,v1)
1 FORATC(Z (5
LR R R
CALCULATION OF EGUIVALERT FATLLUKRE AND REPAIR RATES
Yehk Rk Ak Ak
Lo v J=1,J2
LEGdy=".,D0
Lo 9 I1=1,12
LECIYSLECII+L (D) %02 (I, 0)
¢ CONTIMUE
0o 16 J=1,42
S=RZ (1,43 %L 1) 1 CT)
LS 11 I=2,12
SESH(HZ 0T, )« (1) /10 (1))
BEWI)=LECIDLS
10 CONTINUE
50 Z2od=1,4e

I
(KZ (I, 4y ,451,42)
X, 12971)

12 wWRl TE(Z,T&)J,I&(JW ‘V(J)
i3 Fﬂf?ﬂTf?*,uHJ~ I, GHLE=  F1.9, 20, 50 k=, F10.9)
Hok gk ok k¥
CrlCUbr7ion OF MUIBER OF STATES
Lo R A R R
I ]
DA 1=, (D=t 1)
Th O RSENSHL Tl 1
v foe 4
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60

15

16
19
20

-

21

22

26

2V)
oo

27
23
29
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P R A i

FORMING BATRIX OF STATES K3
P I i b S

o 60 1=1,11

DO 60 J=1,41

KCI L d¥=K1(I,4)

ICg=1

PO 6 IYI=ICC,1Y

IFCKCITI LJd1)EQRe2IGOC TO 17
ICC=ICC+1
IFCICC.GTLITIGO TO 1©

G0 TO 15

o 18 JdJd=1,41
KETII , Jdd)=0

ICC=ICC+?2

JIF(ICC.6T.I1)60 TO 19

CONTINUE
DO 20 I=1,149
WRITEC2,21)(k(1,d),d=1,41)
FORMATCZO(2X,11)//)

BO 22 J=2,P

K3C1,4)=4

1K=0

TK=1

DO 23 II=IK,I1

TFCKCII, 1) wEQ.UuANDKCIT+T,J1) JEQL2)G0 TO 24
KI(IT=IN+T,11+2=11) =K3(II=1M,B)+1
DO 25 JEII+3-IM,B
KICII=IN41,3)0=K3(II-IM+1,J=1)+1
IK=IK+1

IFCIKLGT LBYGO TO 29

6O TO 26

bO 27 I=11+1,F

KZ(I=1IM, I~IR)=KI(I=1=1M,B)+1

DO 28 J=I+1,B

KZ(I=I%, J=IK)=K3 (I~IF, J=1=11)+%
IK=IK42

In=I11+1 .
IF(IK.GT.B)GO TO 3

GO TO 26 .

CONTINUE

PO 2 1=2,.B

pO 1 J=1,C1-1)

(3 (I, =K30, 1)

CONTINUE

DO 101 I=1,B
WRITEC2,172) (K3CI 1) ,4=1,8)
FORMAT (20 (5% ,122717)
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Yol ok ok Rkt & .
CORRESPONDING FAILUR AND KERPAIR RA

Wk dod ik d %

OF K3

-4

fep]

VH(1 =700
AN DRIV
IC=1

Do 30 I=2,11 .
IF(K3(I,LI)YEQ.O0)G0 TO 33
IC=1C+2
VHOLDY=2%x L E(CIC~-1)
VVCI)=ME(CIC=1)
GO TO 30
31 IC=IC+1
YH(II=LECIC-1)
VV(TII=ME(IC=1)
30 CONTINUE
o Do 32 J=1,11
22 WRITE( Z,JJ)J VHOJ)  vv(d)
33 FCORUBAT(ZX ,2Hd=,12 5¥ GHVHS)Y=,F10.9, 10X, 6HYV (I =, F10.9/7)
UWITP(;,:')(K (1, J) J=1,82
50 FORMAT(4X ,12(12,8 X)//)
DO 34 I=2,E
34 WRITE(Z,35)(K3CI, YY) ,Jd=1,8),vv(I)
35 FORBATCCAX , ECI2,8X) 12 X, F12.9Y//1)
UWRITE(2,36X(VHUI) . 4=2,8)
36 FORMATCCIOX,EF10.B) 1)
Fod ok kohok Kk Kk
TRANSITION RATE HMATRIX
XEkkw ki h
DO 27 I=1,11
Bo 37 4=1,11
IF(KE(I, J) EQ.0XGO TO 37
TIEKICI )
TRECI LISV (I
37 CONTINUE.
BO 39 I=1,11
Do 29 J=1,11
IF(K3(I L J).EQ.0)YG0 TO 39
JJU=K3I(I, 0
TRM(JJ,I)=VH(J)
39 CONTINUE
b0 40 J=1,NS
$S¢U)=0.0
BO &1 I=1,NS
£1 SS(II=SSCYY+TERCI LI
TR ,4)==85()
L0 CONTINUE
DO 42 I=1,NS
42 WRITE(2,43)CTRMCI J),d=1,:S)
L3 FORMATO(SX, 4 E12.5)Y /11
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R S i R g

CTALCULATION OF THE PROBABILITY OF STATES

e dew ok bk koo

DO L4 T=1,NS=1

AB(I)==TaMAT  NS)

Do 45 1=1,NS-=1

DO 45 J=1,NS=1
PRL=JA(NS=1)={NS=~1) +1
CRMIMXL)=TRM I J)

NN=NS~1

CALL FPINDECCRM(13,IR,NN,0.,0.001,0,
*AR(1) ,1,0,1W(1))

Sun=0.

DO 46 I=1,.NS=-1

SUM=SUM+AB(T)

pbo &7 I=1,N5~-1

PCI)=ABCLY/(T+SUM)

PINSI=T/(T+SURD

DO 202 J=1,NS

WRITE(2,49)4,P0J)

FORMAT(S5X ,2HJ=,12 ,5%X,5HP(J)=,38F10.9)
PSUCC=0.

FFAIL=U.

DO 75 1=1,NS

IF(NSTATECI) sEGLTIPSUCC=PSUCCHP (I
TF(NSTATECT) wEQLOIPFAIL=PFAIL+P (1)
COMTINUE

WRITE(Z,77)PSUCC,PFAIL
FORMAT(?nx,@HPSUCC=,F10,S,ZOX,SHFAIL=,F1?.8)
T=8700

TUP=T*PSUCC

TD=T*PFAIL

XNTE=P(1)®LE(7)*T
WRITE(Z2,85)TUP,.TD LXNTE
FORMAT(3 (/10X ,F10.83)

STOP

END




Conclusions:

1.

213

The Markov process model proves to be a strong tool in

evaluating the reliability of substation.

This paper attests that an exact solution involving the

Markov process for reliability calculation can be tedious
and time consuming especially when the number of elements
in the scheme is large. The need for a computer routine
which applies that process to any given substation confi-

guration is underlined.

This paper presents that computer routine. This is achieved
on four basic steps:
i. The formulation of the substation configuration
into computer-accessible matrices named in this

paper K1 and K2.

ii. The creation of a matrix equivalent to the state

space diagram representation named K3.

iii. The derivation of the Transition Rate Matrix directly

from the matrix K3.

iv. Solution of the linear system and producing the sub-

station state probabilities.




(1)

(2) .

(3)

(4)

(5)

()
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COST-BASED OPTIMIZATION OF

SUBSTATION CONFIGURATION

Prof. Dr. S. El-Sobki Dr. H. Anis Eng. Abdel Ghany Youssef

This study develops a technique for allocating the parameters,
availability and unavailability rates, to each element of scheme of the
possible cost. In addition, substations must be evaluated on the basis
of economics in order to identify the optimization of substation and their
utility as a whole in the most favourable manner. This paper analyzes the

cost-availability function of any substation.

Under the conditions of a given element or equipment, from re-
liability point of view, starting from certain conditions imposed on the
one hand by the system and on the other by the consumers to be supplied,
there results a certain number of alternative configuration for the sub-
station under the design stage. These alternatives are to be analysed in
order to establish the optimum technical and economic solution. In general,
the cost of a substation over a given number of years (presumably equal

to its life time) is composed of the following major items:

i. Capital investment
ii., Operating charges

and iii. Cost of service interruption to the customers

From the sum of all three items any residual value of the invest-

ments is subtracted.

The cost takes the general form:

n . n . n . 0 .
A=y Ii (A+a”t+ Yy ci(l+a)t J_ pi(l+ta)”t y_ vri(l+a)T?
i=1 i=1 i=1 i=1
where
I; the investment in the year i (i=1, 2, 3, ...., n)




Vri:

217

annual operating expenditures in year 1i.
number of operating years comprised in the analysis
Updating rate (interest rate)

average damage caused to consumers in year i by forced
outages of the power supply
residual value in year n of the investments in the

year i.

1 Cost of Service Interruption

This study is primarily concerned with the third component of

cost D which is seen to be composed of two parts.

D = Dg + Dg e (2)
where
Da direct damages caused by forced outage
Dg : additional damages (wages, operating cost, abatement
during forced outage).
The cost of direct damage is subdivided into two parts
Dg = dp + K tg d2
where
dl : the value corresponding to the damage caused by a power
interruption longer than, or equal to, a critical time to.
tg : power supply restoring time
K : a factor which accounts for the restoring time of the
technological process after an outage period of tg (K;;l).
do damage in monetary unit per hour.

2 Capital Cost as Related to Availability

The attempt to increase the "reliability" of substation, i.e.

its quality to maintain power service continuity affects the components
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AVAIL ABILITY
of optimal solution
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of the cost breakdown of equation (1). As illustrated in the sketch of
fig. (1), both the capital investment and the operating cost would increase
as the reliability increases. This is logical since the reliability can

only be improved by using extra equipment to sustain the system operation.

The third component of cost, i.e. the cost of service interruption
will decrease as the system reliability increases. An optimal point where
the overall cost is minimum must exist. It is the purpose of this chapter

to discuss this aspect.

In the following analysis the running (operation) cost is assumed
negligible compared to capital cost. This is becoming more of a fact es-
pecially with modern iron-clad substations. The compromise is made only

between capital cost and the cost of forced outage.

The overall cost over the life time of the component may then

take the general form
C=y .n+x.870 .m (1L -an Z (3)

where
the first term is the capital cost, and the second term is the
cost of service interruption. The monetary updating rate is neglected

in both terms.

y ¢ cost of one component
: number of parallel redundant components
x : cost of 1 hour service interruption

=~ price of 1 KWH x Kw rating

m : life time in years
8700 : hours/year
(1-A)2 : unavailability of one component

For proper evaluation of the effect of various parameters, the
total cost is expressed relative to the capital cost of the component
i.e. (¢/y) giving

S = n+870 & m@-nan (4
% y
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Three parameters are seen to influence the relative cost (c/y),
namely, the number of units in parallel n, the life time m in years, the

1, and the availability of

relative service interruption cost x/y in hour”
one unit A. The optimal number of parallel units, i.e. that giving the

lowest relative total cost is obtained by setting

P<ly
an °
That is,
1+¢ (1L -a" ln (L - a) =0
where
g = 8700 (7;5) n
whose solution is
oL in 1 '
fop = (1 - &) i a - (3)

To demonstrate the effect of the parameters m, x/y and A on the

optimal number n Figs. (2), (3) and (4) were plotted.

The following remarks are made

1- As the expected life time of the substation equipment preolongs the
number of parallel units should be increased to achieve economical

optimality.

2- More units in parallel should be used as the relative cost of service
interruption increases, meaning higher cost of damage and/or cheaper

substation equipment.

3. Reliable equipment should be fewer in parallel number than less re-

liable ones.

3 Cost of Service Interruption

The evaluation of the parameter x, cost of service interruption
per year is not always a straight forward exercise. Two approaches may

be evoked:
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1. The first approach evaluates the cost of interruption by the impact on
national economy at large. Although this approach is theoretically ac-
curate, yet its implementation is rather difficult and may lead to se-~
rious errors stemming from ignored parameters. It is believed that this
approach may only be followed when dealing with heavy and specially cri-

tical industries.

2. The second approach, hich is suitable for rural, suburban communities
and small industries, equates the cost of interruption to the loss of
revenue which the utility would otherwise receive. In this case the in-

terruption cost is given by

C=W. z. r. LE/year (6)
where
w : 1s the power demand in KW
z : 1s the cost of one KWH
r ¢ is the annual average interruption time (hours)
The interruption time r is related to the substation availability
A by

r=(1=-A)T (7)

where, T is the period of study, normally taken as 8760 hours/year. Based
on this approach all following analyses will relate the substation cost to

its overall availability A.

3.1 Effect of Redundancy

To show the relation between capital cost of substation scheme
and its availability, the calculation of the cost and availability when

adding elements in parallel to original single element will be made.

In its simple form the relation between capital cost and avail-
ability is direct. An increase in availability must be effected by a cor-
responding increase in the capital cost. To illustrate this concept,

simple configurations are assumed where availability is estimated as the
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degree of redundancy increases. The effect on the capital cost is as-
sumed, logically, to be proportional to the number of elements. Without
losing generality and for better illustration the compariscns among various
schemes are made with the following assumptions:

(1) All parallel elements are identical

(2) The number of parallel elements can not be more than four.

(3) All components have the same life time which is thus fixed.

(4) All components have approximately equal relative cost.

For proper illustration, impractically small availabilities are
sometimes assumed with no adverse effect on the generality of analysis.
The following steps show the relation between the cost and availability

A for different figures.

i. Consider a single element

Then
Cost = 1 monetary unit, and the total availability

A+ = A

ii. Adding a new element in parallel, gives

Cost = 2 units, and a total availability

At = Al + A2 - A]A2
but A; = A2, then
At = 2A - A2

iii. In the case where three elements are in parallel
Cost = 3 units

At = A (a2 - 32 + 3)

iv. Four parallel elements will give
Cost = 4 units, and

Ap = 4a - 622 + 4 a3 - a4

The total availability of the above cases for different values
of element availability (0.7, 0.8 and 0.9) are calculated and are sketched

in fig. (5).
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3.2 Effect of Set Configuration

The configuration of any substation or switching station consists
of different elements in series~parallel combinations with each other. Ac-
cording to the definitions of elements and sets adopted in another report
the relation between total availability rate and the number of sets can be

calculated for different number of configuration element.

Given a substation with a fixed number of sets, i.e. a fixed num-
ber of successive equipment, the overall availability of the substation
may be increased by increasing the number of redundant elements in any. set.
An increase in redundant elements implies an increase in capital cost. This
situation lends itself to optimization where the optimal numbers of parallel

elements per sets are sought.

4 The Availability-Cost Map

Having identified the question of trade-off between cost and avail-
ability, an attempt is made to outline the possible means of optimizing
that trade-off, that is the maximum possible improvement in reliability with
minimal expense. To do this the availability-cost map is defined as the set
of points describing all possible configurations of a substation plotted on
a graph whose abscissa is total availability and ordinate is the total

capital cost.

The following parameters govern the map:

1. Availability rate of each element

2. Number of sets in series

3. Number of parallel elements in each set
4

. Cost of elements

To demonstrate the availability-cost map, for a three-set sub-
station the effect of varying the numbers of elements on the overall re-
liability of substation is numerically listed in Table ( a). These points

are plotted in fig. (8) and those referring to 2-set and 4 set substations
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Confi- z;’;zniaiilizih Cost of Availability Rate of Scheme

gura-= set Scheme A

tion 1 5 3 0.7 0.8 0.9
No.
1 1 1 1 3 0.343 0.512 0.729
2 2 1 1 4 0.4459 0.6144 0.8019
3 3 1 1 5 0.47677 0.63488 0.80919
4 4 1 1 6 0.48603 0.63897 0.80991
5 2 2 1 5 0.57967 0.73728 0.88209
6 3 2 1 6 0.619801 0.76185 0.89010
7 4 2 1 7 0.63184 0.76677 0.89091
8 3 3 1 7 0.66271 0.78725 0.89820
9 4 3 1 8 0.67558 0.79233 0.89901
10 4 4 1 9 0.6887 0.79744 0.89982
11 2 2 2 6 0.75357 0.88473 0.97029
12 3 2 2 7 0.80574 0.91422 0.979119
13 4 2 2 8 0.821392 0.92012 0.98000
14 3 3 2 8 0.86152 0.944701 0.98802
15 4 3 2 9 0.87825 0.95079 0.98891
16 4 4 2 10 0.89531 0.95693 0.9898
17 3 3 3 9 0.92116 0.97619 0.9970
18 4 3 3 10 0.93906 0.98248 0.9979
19 4 4 3 11 0.9573 0.98882 0.9988
20 4 4 4 12 0.97589 0.9952 0.9997

Table {a) No. of sets = 3
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are plotted in fig. (7) and (9), respectively.

The optimization process is made in two dimensional space which is

referred to here as the availability-cost map.

Based on fig.(7), (8) and (9), the following conclusions are made:
i, A total availability rate of the substation may be reached
by many combinations of elements per set. These combinations

will necessarily give different total cost figures.

ii. For a given cost the scheme may exist in many different forms

each having different total availability rates.

iii. The population of points on the availability-cost map, i.e.
the number of alternative designs, increases as the number

of technically-imposed number of sets increases.

iv. There exists a "lowest cost envelop" of the map which passes
by the points of lowest cost for each prospective availability

rate as shown in fig.(7), (8) and (9).

4,1 Lowest Cost Envelop

To reach a mathematical identification of "lowest cost envelop"
of a given prospective substation, the following notations are made:
1. The total number of scheme elements, which is related to

cost quantity, is denoted by n.

2. The number of series sets =//

th

3. The number of parallel elements in the i set = mj i=l,,[

4,2 Condition of Maximum Availability

The total availability of the substation is given by

Beep = [1 -(1 - MMl [1-(1-2)M2] ... [1-(-2®f ... (8)
L

where mjp = n
i=1

If the scheme consists of 2 sets only

Bechz = 1 - (1-m)™ - (1-a)M2 4+ (1-p)® Fm2 (9)
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And if the scheme consists of 3 sets, then

m3
Agch3z = 1 - _Z: (1-A
i=m

i e (o™l t m2 (l1-p)ml + m3 +

(l_A)mZ + m3 . (l-ﬂA)ml +m2 +m3 (10)

Therefore, for any number of sets //, the expression for the total avail-
ability is
Agep = l—[(l-—A)ml + (l—A)m2 + ... t (l-A)m[] + smaller terms
.o (11)

Defining Q to be the unavailability of one element, i.e.

A+ Q=1
Also defining the overall unavailability of the system to be F,
then according to equation (11)

F= o0 40024 4+ om/ (12)
The error in this equality will be discussed later.

Equation (12) may be rewritten as
/-1
n- mi

F=le+Qm2+o--~-+Q i=1 co e e (13)

Maximum availability is obtained at minimum unavailability F.
The condition for minimum F is reached by differentiating the above equa-

tion with respect to m3, m2, .... mf and equating to zero.

/-1
n-}E: mi

m:gmlan -9 1 InQ=0 ... (14)
A-1
an: mi

oF '

Q)
o
!
3
-
e
i
0
=
)
[
o
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/-1

OF  _ me—l lng -0 n-7 mi

Ing =0
omp-1 "

These constitute a set of =1 nonlinear equations of the form
-1
o™ ng = Qn—Zml 1nQ (15)
1

/-1

gn -l 1ng-= Q“‘; mi o 1ng
Therefore,
le in Q = Qm2 InQ = ..... = le_ 1 1n0
giving
my = mz = R = m[-l = m/ ...... (16)

For a given total cost the maximum availability rate of the
scheme can be reached when each set has the same number of parallel

elements. This is, thus the definition of the "lowest cost envelop."

5 The Case of Unequal Availability Rates

Suppose now that the elements of each set of the scheme have dif-

ferent unavailability rates (Q). Equation (13) becomes

F = Qr{l + QISZ et ee + Qn—Zmi ...... (17)

Differentiating with respect to the number of parallel element

in each set, (my, m2, ...., m1)
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F 1 {Til- .
Jt QI; In 9 - QF /T mi  lnQf =0 ..... (18)
/-1
9F _ m2 - on =) mi =
Sz = Q In Q» [ Z} ing 0
And so on until '/ml
A n z::mi
F 1
AN = /-1 In Qy_1 - . Q InQy =0

This set of equations is expressgg by

1
n—z::mi

- 1
er l Ln Qr“l = Qr ,,'n Q“
r-1
where r = 2, .c.. ¢
Therefore
My Mr-1 ln Qr-1 r = 2,1(
Qr = Qr-1 In Qr

In Qr-l)

or, mr Iln Qr = my_] 1ln Qp.7 + In (
In Qr

This relates the number of parallel elements in the rth set to that in
the (r - l)th set as follows:

_ mr-1l 1ln Qr-1 + 1ln (£E~9£:20

r = lnor  cttttce (19)
ln QOr
which can be written as
my = Ay My_.] + by r = 2,,Z ...... (20)
where,
Ay = In Qp-1
1n Qr

by = 1n (X2 92=1) / 1nor
1n Qr
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In the case where all elements have the same unavailability rate
Qr = Qr-1

substituting in equation (19)

Then

and
a=1, b=20

which is the same result obtained earlier.

The implementation of condition (20) is attained as follows:
i. By writing down the /-1 linear equations it will be clear
which set should have the minimum number of parallel

elements.
ii. This set should be made to contain one element.

iii. The other sets will subsequently have elements in parallel

directed by the equation (20).

Alternatively, an upper limit may be put on the cost and the
maximum availability that can be reached within that limit is sought.
The cost limit amounts to a limit on the number of elements n. In this

case the equations (20) is supplemented by the equation:

mq +m2 +m3 + .... +m5 =n
and the -1 equations of (20) are then
ap mjp - mp = - by
a3 m2 —m3 ="b3
a.4m3 "m4 =-b4
ay My-1 - My = - by
a//mf_l -my = - b/

In matrix form this appears as
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(1)

(2)

(3)

(4)
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The total cost of substation components is composed of their
capital cost plus the cost of service interruption taken over
a pre-specified number of years. The addition of an extra

component in redundance increases the first cost part and re-

duces the second, an optimal situation is said to exist.

The parameter influencing the optimal number of redundant
components are their installation cost relative to the cost
of energy, their forced outage rate and the design life time

of the substation.

The lowest cost envelop is introduced as the locus of mini-

mal cost alternative configuration of substation.

If all components have approximately equal availabilities
and price, then optimality is reached when the numbers of

redundant components for all apparatus are made equal.




(1)

(2)

(3)

(4)
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DATA ACQUISITION

AND APPLICATION OF SUBSTATION RELIABILITY EVALUATION

IN EGYPT

Eng. Abdel Ghany Y. Mohamed

In application to a typical Egyptian substation, the Kafr El-
Sheikh 66/11 kV substation was chosen. The capacity of the transformer
is 2 x 4 M.V.A. It is fed from a switching station of drainage No.7 via
two circuits at 66 kV. The output goes on six feeders of 11 kV two of
which feed the Municipality; two feeders supply a factory and the last

two feeders feed the local villages.

The single line diagram of the substation is illustrateé in fig.
(lland its consequent logic scheme is illustrated in fig.{2) The data re-
quired to run the substation reliability evaluation package SUBSCOM are
primarily the equivalent rates of failure and repair of the system elements.
Those rates are calculated from the record of components failure and re-
pair. Table I shows a typical log. sheet for a part of the studied sub-
station. The time to failure and repair are later gathered and used to

evaluate the failure and repair rates.
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Failure Time . Hain—
Month Ll L2 TR1 TR2 CB CB2  |ianance
Hour | Min.
June - 5 X
1976 _ 5 <
4 - b4
- 5 X X
- 1
July - 3 b4
- 10 X
4 - X
August 4 X
Sept. - 1 X
- 2 X
4 2 X
4 x
Oct. X
2 X
2 X
4 X
Nov. - 1 X
4 - X
Dec. 4 - X
Jan. 4 X
1977 - 27 x
Feb. 4 X
March 4 - X
- 2
- 2 X
- 2 x
- 2 X
- 5 X
Table I -

Sample Log Sheet of Substation
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Switching Station NO. 7
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Fig (1) SINGLE LINE DIAGRAM OF

KAFR EL SHEIKH SUBSTATION
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Matrix K1

For the substation the matrix K1 is formed below:

The number of alternative pairs of elements = a = 1

Matrix K2

The matrix K2 is also created as shown hereinafter




K2

il

A 2
CB 0,0004077 .0,1302354
D.S 0,0000251 0,5003234
B.B 0.000021 0.60204
TR 0.00028617 | 0.0415655
Ll 0.00171798 | 0.5197811
L2 0.0019470 0.587051
SN1 0.000061 0.1305
SNo 0.000215 0.24003
Equipment~Element Matrix with Failure and repair vectors
Matrix K3

As produced by the computer the matrix K3 is given as follows:

L2




(2]

%

11

12

13

14

16

17

18

19

22

.0C1804080.00218717 1.

23

.24

25

26

27

CLTTI20 1.

Fig.

-

18

23

29

30

31

(9) Computer List of the Matrix of States

19

24

28

34

20

25

36

AN
A

35

37

el 18 7T 1 e 1i 87710 Ul 0770 0T

22

27

31

36

37

a1540

«6719263%2

.51310877¢8

.526562931

.526562931

-C83416675

21183416675

L1302325¢0

130232540

8%7¢C
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PUIY= 957443583
POIY=.003660115
PCI)Y=,004081185
PCI)=,00012%964¢62
PUJ)=a 0129462
P(J)=.00124L84566
PUIY=.0124686566
PCI)=.002966381
PCJ)=.005892762
PG =.000015602
PCJ) = 000 A9S
P(J)=.000C02495
P(J)=.000047726
PUIY=.000047726
PCII=COCRTT263
PCIY=, Hia22527
PCJ)=.Q600CC552
P(J)=.0000CC552
PCJ)=.000052217
PCI)=.000053217
P(J)=.00001255¢
P(4)=.00002511¢8
PCI>=.000000018
PUIY=.00000168¢

PO = JBLLECHT68E

P(I)=.,00000039¢
PCJ4)Y=,000000797
P(J)=,000001688
PCJ)=,0C00001688

- PGSy =,0000003%¢8

PO =, CORRET97
P(J)=,000162792
P(J)=.000078419
P(J)=.000076339
P€J)=.000033419
PCI)= CUELT6839
P(J)=.000018134
P(J)=.000036268

PSUCC=0.99671935

State Probabilities

PFAIL=0,0032

50
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LONG TERM INVESTMENT PLANNING OF THE EGYPTIAN
ELECTRIC POWER SYSTEM

SECTION IV

POWER SYSTEM RELIABILITY ASSESSMENT
NETWORK RELIABILITY
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Report No. 1

MINIMUM CUT-SET/MAXIMUM FLOW APPROACH

F, Fouad
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MINIMUM CUT-SET/MAXIMUM

FLOW APPROACH

This report describes the maximum flow-minimum cut set approach to the evalua-
tion of composite power system reliability. The algorithm can be applied to any
electrical power grid to determine its reliability indices. A grid may consist of
any number of generating stations and transmission lines, and it may feed any
number of load points. By using this algorithm, the minimalcut.sets of a network

can be determined, hence 1its probability and frequency of failure can be calculated.
Also by using this algorithm, the maximum flow of power that can be transmitted
from the set of the generating stations of the network through its transmission
lines to any load point on it can be determined. Reliability indices such as the
loss of load probability "LOLP" and the demand not served "DNS" of any power net-

work can thus be estimated.

. GENERAL DEFINITIONS

I A graph: consists of a set of buses and a set of pairs of buses called elements.
A graph is connected if there exists a path from any bus i to any bus j. 1In a
directed graph, the pairs of buses are ordered, indicating the unidirectional
flow capability of the element,

IT A Cut-Set: KS-L’ in a directed graph containing a source node, S , and a
demand node, L, is defined as a set of elements whose removal from the graph
breaks all directed paths from bus S to bus L. The set of all such S-L cuts
is denoted by K.

II1 The capacity of Cut-Set: C(KS_L) , is the sum of the capacities of all the

cut.

elements defining the KS-L
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IV A minimum Cut-Set: C(M) is a cut whose capacity is less than or equal to the

Capacity of any other S-L cut. It is possible to have more than one minimum

cut set graph.

MINIMUM CUT-SET MANIPULATION

In the minimal cut the blocks are in parallel as all of them must fail to
produce a cut. The minimal cuts themselves are, however, in series as even a
single cut ensures failure., Denoting the failure of the ith cut set by Ei’ the

probability of system failure is

P(E,U ToU Tl wenn T) (1)

Pe
p

£ = IP(E)) + P(C,) + P(Eg) + ... P(E)1(]) terms

[P(E1062) + P(E1n53) + ... P(C, 6-)](2)terms

in*j
+ P(Ealanls) + PE fafa) + +oe P(EiACia0)1(5) terms
LENEAS
n-1 _ . - n
+ (1) P(CaCppn e COI(T) terms (2)

n. 1 whenre n is the

the total number of terms in this expression is 2
number of cut sets. It can be seen from equation (2) that the independence

of components need not be postulated. A1l that is needed is the evaluation of
all the terms of the expansion (2). 1In the case of dependant fajlures, however,
the entire state transition diagram may have to be drawn to evaluate the above

terms. This method is therefore of importance for independent components. As

the number of cut sets increases, the expansion of all the terms becomes a
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formidable task. In such cases, useful approximate formula can be obtained by

Bool'srinequality:

Peg P(Cy) +P(Cy) + ... +P(C) (3)

Therefore, if only the first row in the expansion (2) is calculated, the result
will be an upper bound approximation. This upper bound becomes a good approxima-
tion when the component reliabilities are high. As the components are assumed

independent, i.e.,

P C =
€)= 5T Py (4

the probability of failure of a system can be obtained when the minimal cut is

obtained.

MATHEMATICAL BASIS

When the reliability block diagram is sma]]; the set of minimal cuts can
be found by visual examination;‘ In a Targe network such an examination could be
very laborious and perhaps even impossible. Maximum flow-minimum cut algorithm
is used to detrmine the minimal cut sets of any network. This algorithm is

based on the maximum flow-minimum cut theorem.

Maximum. Flow-Minimum Cut Theorem

The theorem states for the following
For all feasible flow pattern of any network the maximal flow value from
source S to sink L is equal to the minimal cut capacity of all cuts

separating S and L.

_Feasible Flows

In this weport only feasible flows are dealt with: The following conditions
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apply to feasible flows:
I The flow out of the source bus is positive.
IT  The mismatch of each bus is zero
IIT The flow out of the load bus (sink) is negative
IV The flow FL on each element is Tess than or equal to the capacity

of this element.

ALGORITHM DESCRIPTION

The algorithm based on this theorem enables us to determine not only the

csde

cu

- » 1
i

minima elements of a network, but also the maximum flow through this
network.
This algorithm consists mainly of two routines, namely, labeling. routine

and the augmentation routine.

Labeling Routine

The basic jdea behind the labeling routine is to identify an augmentation
path for the flow through the elements of a network by associating with each
particular bus a label that conveys three things:

I The bus number of a labeled bus to which the bus being labeled is
connected, starting with the source bus, which is automatically
S, +, o). The S identifies the bus, the (+) indicates that the
flow into the bus can be increased, the (o) indicates that the
amount of flow available to bus S 1is infinite.

IT The flow available to the bus being labeled. The label contains a (+)
if the flow can be increased (as in the case of the source bus) and
a (=) if the flow can only be decreased.

III The amount of flow into the bus being labeled can be either increased
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or decreased. Clearly, this amount depends on the amount of flow

available at the labeled bus and the flow-capacity relationship of

the element connecting the two buses. Two cases can occur.

1)

2)

If the flow through the element connecting the labeled and unlabeled
buses being considered say element m, flows from the unlabeled
bus Jj to the Tabeled bus i indicated by FLm(j,i), then the

amount of flow can be decreased in element (m), FLm is

FLm = MIN[FBi, Cm + FLm(j,i)] | (5)
where
FBi is the flow available at bus (i)
C, s the capacity of element (m)
If the flow in element m , FLm(i,j) is from the labeled bus i
to the unlabeled bus j , the amount that the flow can be increased

in element m , FLm is

FL, = MIN[FB, , C_ - FLm(i,J')] (6)

Given the rules for labeling a bus, the procedure for Tabeling a
graph so as to identify an augmentation path is as follows:
1- Label bus S by (S, + , ). S 1is now labeled and unscanned
and all other buses are unlabeled.
2- Select any labeled unscanned bus i (initially S) , then:
a) For all unlabeled and unscanned buses J connected to i
through element m in which FLm(i,j)’> 0, label bus
by (i, -, FL_) |
where  FL_ is given by equation (5)

Bus Jj s now TabeTed but unscanned.
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b) For all unlabeled and unscanned buses j connected to 1
through element m 1in which FLm(i,j)y 0 , label bus j by
(i, +, FL.)
where  FL_ s given by equation @).
Bus Jj s now labeled but unscanned. Bus 1 now has been
scanned.
3- Repeat step 2 wuntil bus L 1is labeled and unscanned or until
no more labels can be assigned and the demand bus L is unlabeled.
In the former case, go to augmentation routine'(3o4°2), in the
latter case terminate the algorithm. The flow is maximum and the
set of elements leading from labeled to unlabeled buses is a
minimal cut.
In the first case, the augmentation path has been established, the
augmentation routine is employed to augment the flow from the

source to the sink.,

Augmentation Routine

The routine is a methodological procedure using the labeled graph for
actually augmenting the flow. The process is started with the sink (demand
bus L) and the logic for the routine is:

If the label on the demand bus is (i, + , FL.)» then increase the flow
through the elements of the augmenting path by the amount ( FLm). However,
if the label is (i, - , FLm), then decrease the flow through these elements
by an amount ( FLm). If the source bus S is reached, erase all labels and
return to the labeling routine. The feasible flow pattern used in the

labeling routine will consist of the original plus augmental flows. This

labeling-augmentation procedure only stops when labeling routine cannot.
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proceed to label more buses. Hence, the minimal cut sets of any network can

be determined by this algorithm.

RELIABILITY INDICES

The probability of system failure can be calculated using equations. (3)
and (4) as one of the re]iabi]ify indices of the system.

Also we can determine the loss of load probability (LOLP) and the Demand
not served (DNS) of any network as another index of the Reliability by using
this algorithm. This can be done as follows:

Given that each element in the system under study can reside in either
the (0) state with probability q, in which it has no capacity and is out of
service or the (1) state with probability P in which it has capacity Cm‘and
is in service. The system will have 2E distinct capacity states Xi’ i=
1, ... ZE where E is the number of elements. Obviously, the upper and lower
1imiting states denoted by X and X, within which all other states exist
would be state X = (1,1, ... 1) and state X = (0, 0, 0, ... 0).

Associated with each of the 2E states is a probability f(Xi) that it will
occur, for example, the probability f(i) that the system will reside in the

upper limiting state is

Similarly, the probability that the system will reside in the lower limiting

state would be
, E
f(X)= T

In general, the probability that the system will reside in any state
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The problem we face is conceptually simple, but computationally tedious. We
must decompose the set X,i s 1 =1, ..., ZE , of system states into states
that are acceptable and states that are unacceptable. Unacceptable states
are system capacity states Xy for which the load (LD) cannot be satisfied,
either because of insufficient generation capacity or because of insufficient
transmission capacity.

The system loss of load probability LOLP is defined by

LOLP = & f(Xi) for all unacceptable state (7)

Also, if for each unacceptable state X, , which has a probability f(Xi)
of occurance, the amount of load served is SRi less than LD, then the

demand not served for the system would be the sum of the products of demand

not served and the probability that the associated state occurred

N

DNS = ¢ f(Xi)(LD - SRi) for all unacceptable states (8)
i=1

where
N = total number of unacceptable states

(LD - SRi) = the amount of demand not served because the system capacity

state Xi_is unacceptable.
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Limiting System States

In order to calculate the reliability indices given by equations (7) and
(8),we must look for methods of grouping the capacity states into subsets,
where each subset will contain capacity having common characteristics to
facilitate determining of the information desired. For this purpose, it is
desirable to define capacity state, called upper and lower critical capacity
states and denoted by Su and SL such that any system state Xi is greater
or equal to Su is acceptable and any capacity state Xi is less than SL is
unacceptable. Those capacity states §,& Xi < Su will be defined as un-

L
classified, meaning that, as given, S and SL are insufficient to

u

ascertain the acceptability of these states. Assume that all acceptable
states are grouped into a subset denoted by A, similarly all unacceptable
states are defined by subset B ., Finally, let the subset of all remaining
unclassified states be denoted by u the process must be repeated until
allunclassified states are exhausted. After the first classification step,
if f(u) €2 |, then further classification may be halted on the basis that
the probability of the events defined by u taking place is too small to
be considered in the planning process. If f(u) is not sufficiently smaT],

exhausting process must continue to exhaust all unclassified states into

acceptable or unacceptable states.

Determining The Upper And'LOWer Critical Capacity States Su and SL
To determine the upper critical capacity state, the following procedure
is considered »
1) Using the maximum flow-minimum cut algorithm, obtain a feasible flow
pattern for the network and load profile being consideredG?Hn),

m=]g m——— Ev
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2) Determine the state values for each element of Su using the feasible

flow ]m as follows:

Vum

Vum

0 if FLm = 0

1 if 0< FLm'< Cin

The lower critical capacity state is determined by establishing a feasible
flow pattern in the network for each different single contingency state (the
loss of one element only in the network). For contingency i then Vi =0,

and the system resides in state Xi = (V], V2, B VE) where all

V_are not equal to Vi equal unity. Using the philosophy, if with element i
~out, V. =0, the maximum flow through the system is less than the demand then
not only is that state qnacceptab]e, but all states in which Vi = 0 will be
unacceptable. By analyzing one single contingency state, in effect we classify
a number of states and avoid complete enumeration. The procedure for determining
SL is as follows:

1- Remove element i from the network

2- Using the maximum flow algorithm, establish a flow pattern in the network.

3- Set the ith element of S = (V1O s Vog s e ViOv’ Veo )

as follows:
ViL = ] if SR is less than LD
ViL = 0 if SR is equal to LD

4- Augment i i + 1 and return to step 1.
Repeat until i = E and stop, since SL is then completely known.
Then by calculating Su and SL we can define acceptable states
(Xiéﬂ S,) and unacceptable states (X; < S ) and then if f(u) & o , then we
can consider the unacceptable states from the first decomposition and calculate
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the reliability indices for the network, otherwise we decompose the unclassified

Su(uj) and SL(uj) and stop decomposition if f(u) < o
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Computer Algorithm

"TRANSPQ"

This report describes the computer algorithm developed in this study
and referred to as "TRANSPO" (Transportation Modelling of Power Systems).
The algorithm applies the principles outlined in the foregoing chapter to
determine the reliability of a compounded power network in supplying power
to a specified load point. The program is tested and its capabilities
demonstrated through an executed procedural example power system. The
package is fully implemented in the next chapter by applying it to the

220 kV power grid of Tower Egypt.

COMPONENTS OF THE ALGCRITHM

The computer package TRANSPO is written in FORTRAN language and is

composed of two segments, namely main segment and the MAXFL subroutine.

Main Segment

It fulfills the following objectives subsequently
i. Preparation of a full digital description of the grid under study.
ii. Enumeration of all states in which the system may possible reside.
iii. Classification of system states into "acceptable" and "unaccept-
able". This is done through the determination of the upper and
Tower limiting states.
jv. Evaluation of the loss of load probability "LOLP" and the demand

not served "DNS".
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Subroutine MAXFL

It applies the maximum flow-minimum cut set theory to determine the maximum
possible supply of power to the load and to find the corresponding minimum cut

set for each state of the system.

LIST OF SYMBOLS

N Number of buses (nodes)

IELE  Number of actual elements of the network

IPATH Number of all existing paths to the different nodes taken one at a time
and without duplication at the source and load bus.

IBS Source bus number

NDB Actual demand bus numbér

Ivu Array describiﬁg the upper state values

IVL Array describing the lower state values

ISTAT Array describing any possible state of the system

PRST Probability of occurrence of any possible state

PLOSS Loss of load of any unacceptable state

FORC Array contains forced outage rates of all the elements of the network

ALOLP Loss of Toad probability of any power system

DNS Demand not served of any power grid in per unit

NB Matrix containing number of buses of the given grid

FB Amount of flow available at each bus

LAB Array containing index of buses being labeled

K Array containing index of considered paths during labeling process

NCH Array containing index of all possible paths

J Counter for labeled buses
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IX

IY

IEND

MCUT
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Counter for all possible paths
Counter for possible paths where the buses at their ends can be labeled
Counter for possible paths where the buses at their ends are not yet
labeled in addition to fulfilling the previous condition.
Indicator to demogstrate whether the demand bus is labeled or not during
labeling process.
Counter for minimum cut links

INPUT DATA

The presented package accepts for study as any electric power network,

typically composed of buses (nodes) and elements (links). The bus may be a load

bus, a power station bus or both. A link in this study is understood to be a

transmission 1ine. The data required to run the algorithm on computer are the

following:-

i.

ii.

iv.

The power-carrying capacity of the transmission lines in per unit.

The capacity of the generating staticons.in per unit.

i. The outage rates of the transmission 1ines and the generating

stations.

The peak load demand at any point on the network in per unit.

DATA PROCESSING

In an example procedural network, shown in fig (1), the stage which the data

processing undergoes will be demonstrated as follows:

i.

ii.

A11 buses of the network are numbered
A dummy source bus is created. The capacity of the 1links between this
bus and the generation buses are in fact the capacities of the generating

stations.
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Y Load = 4 p.u

Fig. (1) Three-bus system

ldeal
Source

4 b 1 1 2 2 3
1 2 3 2 1 3 5
2, 2, 2, 3. 3. 4. 4,
0. 0. 0. 0. 0. 0. 0.

Fig.(3 ) Matrix CPF
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iii. A dummy Toad bus is created which connects the network to the true load.
The capacity of the dummy 1ink between the actual demand bus and the
dummy demand bus is equated to the value of the load required to bhe fed.

iv. The capacity of the link connecting a pair of actual buses is the power-

carrying capacity of that link (transmission Tine).

In applying these steps on the three bus system shown in fig (1), buses (1)
and (2) represent the two generating stations.

The network is assumed to feed a certain load of value 4 p.u. represented
by bus (3), as shown in fig. (2). The dummy source bus is bus (4). The capacities
of the 1inks 4-1, 4-2 C1 and C2 represent the capacities of the generating
stations, their value are identical and equal to 2 p.u. The dummy load bus is
bus (5). The capacity of the link 3-5 is equal four per unit (the value of the
load). There are three transmission 1ines in the shown grid as follows:
The line C3 is between bus (1) and bus (3) and its capacity equals to two per
unit.
The line C4 1is between bus (1) and bus (2) and its capacity equals to three per
unit.
The line C5 1is between bus (2) and bus (3) and its capacity equals to four per

unit.

System Description

* A matrix (CPF) is constructed which has a dimension (4,IPATH), IPATH being
the number of all existing paths to the different nodes taken one at a time
and without duplication at the source and load buses.

In the shown example CPF is a (4X7) matrix as demonstrated by fig. (3).

The first and second rows describe pairs of buses, while the third row
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describes the corresponding capacity. The fourth row contains the
calculated instantaneous value of flow through this path, initially the
fourth row of the matrix is full of zeros.

* An array (FORC) is constructed whose dimension is equal to the number
of elements in the network (IELE) and contains the value of forced outage
rate of each element whether it is a generatsr or a transmission line.
In the shown example, FORC is assumed to be the following value : 0.0005,
0.0056, 0.0059, 0.0088, 0.0044.

* An array (KH) is constructed whose dimension is IPATH and it assigns
numbers, on one-to-one correspondence basis, to all links defined in CPF.

The values of KH in the shown example are 1,2,3,4,4,5,6.

EXECUTION OF MAIN SEGMENT

Referring to the flow chart of fig. (4), the main segment is found to pro-
ceed as follows:-
1) Using the MAXFL subroutine, obtain a feasible flow pattern for the
network.
I1) A matrix CPFL is formed with dimension (4,IEL) whose columns represent
the elements of the network instead of paths as in CPF. It represents
the elements of the grid plus the dummy element, i.e., IEL = IELE + 1.

III) The upper limiting state (IVU) is deternimed as follows:

]

0 if CPFL (4,I

VU (1) ) =
1 if CPFL (4,I)>
I) €

IvU (1)

n

and CPFL (4, CPFL (3,I)
for all values of I between 1, and IELE

IVU in the example is calculated and equals to 1,1,1,0,1.
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IV) The lower limiting state (IVL) is determined as follows:-
a- Remove element i from the network.
b- Call the maximum flow subroutine MAXFL to establish a new flow pattern

in the network.

c- IVL (I) =1 if CPFL (4,IEL) < CPFL (3,IEL)
IVL (1) = 0 if CPFL (4,IEL) = CPFL (3,IEL)
where

CPFL (3,IEL) is the value of the load to be satisfied by the network
and CPFL (4,IEL) is the final calculated value of flow.

d- Restore the initial values of the capacities of all the elements of
the network in the third row of the Matrix (CPF) and restore the
initial value of flow which is zero in the fourth row of the Matrix
(CPF)

e~ Increase i — i + 1 and return to step (a) repeat until i = IELE
and stop when the value of (IVL) is completely known. IVL in the
example is calculated and equals to 1,1,0,0,1.

V) Generate all the possible states of the network one at a time, classify
each state ISTAT to be unacceptable, acceptable or unclassified.
According to the following formulae ISTAT is acceptable state

if ISTAT (J) > IvU (J)
ISTAT is unacceptable state
if ISTAT (J) < IVL (J)

ISTAT is unclassified state
if ISTAT (J) < 1IvU (J)
and ISTAT (J) = IVL (J)
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* In the shown example, there are thirty-two possible states for the system,
twenty-eight unacceptable states, two unclassified states and the last two
are acceptable states.

VI For each unacceptable state:

a- Remove the elements which are out of service by equating their capacities
to zero in the Matrix CPF.

b- Call the maximum flow subroutine MAXFL to obtain the maximum power to
be fed to the load. Calculate the loss of load in this state "PLOSS"
according to the following formula:

PLOSS = CPF (3,IPATH) - CPF (4,IPATH)
VII- The probability of occurrence of an unacceptable state (PRST) 1s.the
product
PRST =T, FORC; ™ (1 - FORCj)
where i includes all elements out of service in this state
and J vrepresents all other operating elements.
VIII- The loss of load probability of the system (ALOLP) is equal to the
summation of the probability of all unacceptable states.
for a1?

ALOLP = z PRST

unacceptable
state

The demand not served (DNS) is equal to the summation of the product of
the probability of each state by the loss of load in this state for each

unacceptable state.
for all
DNS = 5 PRST * PLOSS

unacceptable
state

In the shown example, ALOLP = 0.01 & DNS = 0.021
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EXECUTION OF SUBROUTINE MAXFL

This segment applies the maximum flow-minimum cut set theory to calculate

the maximum power that can be delivered to the load (sink) under a given system

configuration.

It performs three operations in succession, namely, the labeling

process, the augmentation process and finally the identification of the minimum

cut set.

Labeling Process

Labeling process is systematic search for a flow augmenting path from an

jdeal source bus (IBS) to the demand bus (NBD).

This search is done in the MAXFL

segment as follows:

I)

IT)

I11)

Starting from the ideal source bus IBS, determine all the possible paths
for flow at each bus and store the index of these paths in array (NCH)
wiht Tength JJ.

Selecting those paths which the buses at their ends can be labeled, i.e.,
their capacities are greater than the flow passing in them. That is to

say restore only the index of paths which fulfills this condition.

CPF (3,NCH (I)) > CPF (4,NcH (I))

in the same array by counter

IX €J4
terminate the algorithm when the labeling process cannot proceed more,
i.e., if IX = 0
Selecting those paths which the buses at their ends are not yet labeled,
because in identifying an augmentation path, each bus is to be examined
at most one. That is to say restore only the index of paths which

fulfills the condition.
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V1)
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NB(2,NCH(I)) # LAB(II)
in the same array NCH with counter IY< IX
where
NB is a matrix containing the bus number as, the first two rows of
the Matrix CPF.
LAB is an array containing the index of buses being labeled, and
1¢II£4J, and
J is the number of labeled buses, and

1 <1 IX

N

The algorithm is terminated when the labeli rocess cannot proceed

S
[{w]
T

further, i.e.,

if IY = 0

Checking whether labeling process has reached the demand bus or not, i.e.,

NB(2,NCH(I)) = NDB
1 <1 <1Y

If the labeling process does not reach the demand bus, then Tabel the

buses at the end of the paths which fulfill all the previous conditions,

according to the following formula
FB(NB(2,I1)) =MIN [FB(NB(1,II)),(CPF(3,1I) - CPF(4,II))]
where FB is an array which contains the amount of flow available at
each bus, and II is the index of the considered paths
ig Il ¢ IX
Return to step I, until the demand bus is finally labeled and the

augmentation path is completely identified.
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Augmentation Process

This operation uses the results of the labeling process to evaluate new
values for the flow through the different elements. It must be followed by
another labeling process, except when the load is readily satisfied.

Augmentation runs along the following steps:

I) Erase all labels previously assigned to the buses, i.e.,

set LAB(I) = 0 for 1 <1

N

J
II) Augment the flow through the augmentation path by the amount of flow
available at the demand bus.
That is
CPF(4,K(J)) = CPF(4,K(J)) + FB [ NB(2,IPATM)]
where
K is an array containing index of considered paths during labeling
process
I11) Decrease J by one, and return to step II until the source bus is reached
NB(1,K(J)) = IBS
then return to the labeling process step I in 4.6.1
The new feasible flow pattern {s then used in the relabeling process. The
two processes are repeated until the labeling process cannot proceed, or the
value of load is readily satisfied.

Processes 4.6.1 and 4,6.2 are then terminated.

Minimum Cut Set Identification

The maximum flow-minimum cut set theory states that the minimum cut set
elements are those connecting labeled and unlabeled buses after the Tabeling

process has been exhausted. The algorithm to apply this fact and determine the




275

minimum cut set elements is as follows:
I) Transform CPF Matrix into CPFL Matrix using KH array to reach the actual
elements of the network
IT) Scan all the buses of the actual network which are stored in the first
two rows in the Matrix CPFL. A condition for the element connecting
NB(1,I) and NB(2,I) to be a minimum cut element is that
NB(1,1) = LAB(II) and
NB(2,L) # LAB(II)
121 »IELE
1211 24
As the maximum flow-minimumcut set theory states, that the sum of
capacities of all minimum cut elements is equal to the maximum flow at

the load bus.
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BLOCK DIAGRAM OF TRANSPQ

Calculate the upper Timining state
IVU by using MAXFL subroutine

Calculate the Tower limining state IVL
by using MAXFL subroutine as many times
as the number of elements of the system

Generate all the possible states of the
system and classify them into acceptable,
unacceptable and unclassified states.

For each unacceptable state, calculate
the loss of load in that state "PLOSS"
using MAXFL subroutine

Calculate the probability of occurrence of
that unacceptable state PRST using the
forced outage rates of all the elements
of the system.

' Determine the loss of load probability
of the system ALOLP and the demand not
served (DNS) according to the following
formula ALOLP = T PRST

DNS = & PRST * PLOSS

Fig. (4)
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Applicatior. of a Transportation Model
to Composite System Reliability [ TRANSPO ]

(START )

DATA
N,IEL ,IPATH,
KH,CPF, FORC

IBS = CPF(141)
NDB =CPF(1,IPATH)
IELE=JEL-1

MTS = 2 %% [ELE

CAP(1)=CPF (3,1)
I =1,1PATH

FOR(1)
I

FORC(1)
1,IELE

CALL MAXFL

(CPF,CPFL,FB,NB,
NCH,K,LAB )

Printing out the
results

NB, CPFL

®

i From 17




Evaluate upper limitting state
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@_‘ NO

CPFL(4,1) =0

IVU(1)=0

CPFL(4,1)>0 AND

CPFL(4,]) <
CPFL(3,1)

IVU(l)=1

I>1ELE
YES
M =1

2 From 17
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Evaluate lower limilting state

@

CPF(4,1) =0.

1 =1,PATH
IVL(M) =0
1 =1
5
M= KHID>—C -
YES
CPF(3,11)= 0.
. o
1= 11+ 1
e NO A1 >1PaTH
YES

3 From 17
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CALL MAXFL
( CPF,CPFL,FB,NB,
NCH,K,LAB)

Printing out the
Results

NB,;CPFL

NC

[VL(M) =1

CPF(3,1) = CAP(I])
1 =1, 1PATH

M=M.1

YES

Printing out
IVU, IVL

®

4 From 17
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ALOLP, DNS=0.

I =1

Lo

<

ISTAT (1K)

[
Qo

NO

Lw#2=)

YES

NO

ISTAT(IK) =1

g

J =1

IK = IK+1
YES

5 From 17
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ISTAT(J) <
1IVL (J)

YES _@

J=J+1

NO J>IELE

ISTATU) <
IvucJ)

=

J=J + 1
NO J> IELE
YES

6 From 17
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Print This State as
an Acceptable State

Print This State as
an Unclassified State

© O

-

Print This State as
an Unacceptable State

CPF(4,I1)=0
CPF(3,I1)=CAP(II)
, 11 =1,1PATH

FORC(II)=FOR(II)
II =1,IELE

OO

FORC(J) =1-FORC(J)

7 From 17
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—

——
]

—_—

J = KH(1l)
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NO

CPF(3,11)=0.

g

[1=1141

NO 11> IPATH

YES
J=Je
NO 1> IELE
YES

CALL MAXFL

(CPF,CPFL,FB,NB,
NCH, K,LAB )

Print the Resulis
NB,CPFL

®

8 From 17
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PLOSS=CPF(3,]PATH ) -
CPF(4,IPATH)

PRST= PRST % FORC(J)
J=1,I1ELE

ALOLP= ALOLP+ PRST
RELF = PRST» PLOSS
DNS = DNS+ RELF

Print
PLOSS, PRST
- O,

1=1+1

NO 1>MTS

. T Print
ALOLP,DNS

(stoP )

9 From 17
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SUBROUTINE MAXFL

DATA
INFIN, N, IEL, IPATH,
185,NDB ,KH

FB(1BS)=INFIN

NB(J,1) = CPF(J,1)
J=1,2 , 1=1,IPATH

G) -

NB(2,K(J))=
NB(1,1)

NO ,@

10 From 17
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¢

J = J + 1

©O

NCH(JJ) = 1
=141
1> IPATH NO
YES
i1=1
CPF(3,NCH(I ) YES N
CPF(4,NCH(I)

IX =1Xe1
NCH(IX) = NCH (1)

g

Talet

NO

YES

-0

11 From 17
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NB(Z,NCH(1)) =
LAB(KK)

YES

Yy

KK =KKas1
NO KK> J
YES

1Y = 1Y » 1

NCH(1Y) = NCHI(1)

12 From 17
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IY = 0 YES —-@

NO

Print
NB(1,Jd),l=1,2,
J= NCH(1), NCH(1Y)

[T = NCH(1)

~® O~

H(1)
1

Il =
IEN

w O

O~

13 From 17

G~




290

®

J=Je1
K(J)= 11
LAB(J)= NB(2,1I)
FB(NB(2,11))= AMIN1
(FB(NB(1,11)), (CPF(3,II)
- CPF(4,11)))
JILIXIY = 0

= [l =]PATH

y

LAB(1)=0
I =1,

CPF(4,K(1)) = CPF(4,K(1)
+ FB(NB ( 2,IPATH))
1= 1,

]
(®]

J 5 1IEND

®

14 From 17
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P

Jd =)
LAB(J) = IBS
X =0

(1- W) = KH(1) YES

NO

W = W.i
CPFL(4,KH(1)=CPFL(4,KH(]))
- CPF(4,1)

&
?

CPFL(JX,1- 1W) =
CPF(JX,1)
JX = 1,4

=141

@: NO 1> IPATH

YES

15 From 17
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7

NB(JX,D)=CPFL(JX, 1)

JX =1,2
1 =1,1EL
MCUT = 0
1 =1
@
11=1

=11+

1> NO

YES

G.D< YES

NB(2,1)=LAB(II)

=111

1>J NO >

YES

@ 16 From 17
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YES

YES

MCUT = MCUT + 1
NCH(MCUT) =1

-

[=1+1

NO 1> [ELE

YES

Print Minimum Cut Sets
NB(11,NCH(J1)), 11 = 1,2,
J1=1, MCUT

(RUTURN )

17 From 17
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Report No. 3

SERVICE CONTINUITY ASSESSMENT FOR THE
220 KV POWER NETWORK OF
LOWER EGYPT

S. E1-Sobki
F. Fouad
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Service Continuity Assessment for the
220 kv power Network of Lower Egypt

The 220 KV power network of Lower Egypt is composed of thirty six
transmission lines. They are connected to each other through eighteen
node points (Bus-Bars), eleven of which are purly load points, six
generation points with local loads, and one pure generation node renresenting
the bulk power transfered from upper Egypt to Tower Egypt. The 220 kv network
is shown in Fig. (1). The station capacity at the generation bus-bars and
their local loads are listed in table (1), and the load requirements from the
220 kv network are shown in Table (2). The forced outage rates of the transmission
lines of the netwerk are shown in Table (3), while the forced outage rates of
the generating stations are shown in Table (4). The power factor of all the
loads andvthe generating stations of the network is considered to be the same
and its value is taken as 0.85. The power system analysis package of I.C.L.
1900 series was used to determine the initial 1load flow throughout the network.
The TRANSPO package was applied to six individual particularly important load

points of the 220 KV network namely:

1. Bus Bar 18

2. v v 2]
3.0 v 14
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Power Delivery to the 220 kv

Network

! Bus

Power Contribution

Station Capacity Local Load
No. M.W. M.W. to 220 kv network
4 900 - 900
9 195 81 114
16 180 119 61
17 220 139 81
20 65 49 16

Table (1)




Load Requirements from
the 220 kv network

Bus | Peak Load Local Generation Local Demand from
No. M.W. (Lf any) M.W. 220 KRV Network,
MW
5 30 - 30
6 170 ' - 170
7 50 - 50
8 170 - 170
10 47 - 47
11 94 - 94
12 223 90 133
13 82 - 82
14 174 - 174
15' 127 90 37
18 193 - 193
19 47 - 47
21 98 - 98

Table (2)




299

Forced Outage Rates of Transmission

Lines of the 220 kv Network

Element | Forced Outage Element| Forced Outage
No. Rate No. Rate
1 0.0000071 19 0.0004434
2 0.0000000 20 0.0006293
3 0.0101053 21 0.0003655
4 0.0004515 22 0.0006179
5 0.0001302 23 0.0000351
6 0.000016l 24 0.0014549
7 0.0000085 25 0.0027193
8 0.0003717 26 0.0003389
9 0.0000304 27 0.0000261
10 0.0001853 28 0.0000161
11 0.0000000 29 0.0001302
12 0.0018318 30 0.000355
13 0.0111429 31 0.0040426
14 0.0018318 32 0.0007586
15 0.0111429 33 0.0006179
16 0.00945098 34 0.0000351
17 0.0001002 35 0.0006179
18 0.0001444 36 0.0000351

Capacity of each Transmission Line of the

Network =

Tab

le

240 MW/circuit

(3)
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Forced Outage Rates of the Generators
of the 220 kv Network

Power
Station Forced Outage Rate
No.
%*
4 0.000041
9 0.002023
16 0.008314
17 0.046025
20 0.000900

*
Equivalent power transferred from Upper to

Lower Egypt
Table (4)
The forced outage rates listed in the above table
are based on the exact boiler/turbine configuration of the
station and using the individual FOR rates of each element.
The given figure is the probability for the station to supply

its full rated output power.
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The power system analysis package of I.C.L. 1900 series was used
to déetermine the initial load flow throughout the network. The normal.
flow through an element may be viewed as a constraint on the element's
capacity to accept extra loading. All capacities of elements are there-
fore reduced by amounts equal to their respective normal loading. For
each case, the power package was used to determine the initial load flow
throughout the network without considering the value of the load at that
parficu]ar bus-bar. .Then the "TRANSPO" package was applied takina into
account the value of the load at that bus and the modified element capacities
for that case. The assessment of the six individual particularly important
Toad points at Tower Egypt from reliability pbint of view is tabulated

in the following tables:




*

Bus bar Peak Load Loss of Load | Unserved Energy )Loss of Energy
No. MVA Probability MW hr/year Probability
18 282 0.188 x 10—3 154.1 0.072 x 10_3
21 115 0.204 x 1074 17.2 0.199 x 10 %
14 248 0.310 x 10»5 2.5 0.136 x 10—5

200 0.339 x 107° 0.5 0.302 x 107°
294 0.249 x 107° 1.5 0.067 x 107°
10 55 E E E
8

E is less than 0.04 x 10

Table 5
Bus bar No. Location Principal Elements
18 Wadi-Houf 10 & 11
21 Cairo East 12 & 13
14 Heliopolis 16 & 17
8 Abis 18 & 19 & 20 & 21
5 Abou-El-Matamir 8 & 9

Table 6

¢0¢
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The equivalent global loss of load probability of the whole
network is calculated also as a result of the TRANSPO package. To
calculate that, the common successful states have to be identified.
These common successful states represent the states at which all the
different loads in the network are satisfied. For any other state,
there is a loss of load at one point in the network or another.

The probabilities of the common successful state are calculated and
equal to 0.99934. Hence the equivalent global Tloss of Toad
probability of the whole network is equal to (1-0.99934) = (.00066

i.e. there is one whole day loss of load probability every four years.

The global unserved energy of the whole network is calculated
also as result of the TRANSPO package. For each unacceptable state,
there is a certain amount of power lost and this state exists during
a period of time, i.e., there is a certain amount of energy Tost in
each unacceptable state. The global unserved energy is then calculated
as the summation of the values of the unserved energy for all the
unacceptable states at each load point of the network. The unserved energy

of the six individual Toad points under study equals to 175.8 MW hr/year.
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The corresponding loss of energy probability is calculated as

the division of that unserved eneragy by the total amount of eneray

demand during the year, and is equal to 0,189 x 10-4.






