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PART I

BASIC CONCEPTS FOR DESIGN OF EVALUATIONS DURING PROGRAM IMPLEMENTATION

Introduction

The original question we were asked to address was as follows: "What
should be done to evaluate the effects of a program, at one point in time during
the course of implementation (e.g. some years after the program began), under
ecnditions where there are few baseline data, no conirol groups, and where
results are needed quickly, which precludes time-series data collection?" A
typical example was to be a food distribution program, such as supported by the
World Food Program, although the techniques should be applicable to other sorts -
of programs. Such restrictive conditions do correspond to realities frequently
encountered. Much of this and the next chapter accepts these constraints. We
hope that evaluations may become earlier and better planned, so that some of
the above constraints may be relaxed. Therefore we have also occasionally dealt
with how to plan evaluations when one has the opportunity to go beyond the
most basie levels.

Faced with the above questions and conditions, present practice is (o
collect data on program participants, and possibly nonparticipants, then to use
statistical manipulations to investigate associations between program delivery
and cutcome variables. These methods tend to be expensive and may be difficuit
to apply in developing countries as routine procedures; moreover consideration
of the questions which should be addressed before going into such methods
reveals that they often turn out to be unnecessary. We therefore propose
procedures which can be widely applicable to a range of programs in operation.
These need to be distinguished from experiments cesigned to test whether a
particular intervention can have an impaect under pilot conditions.

Later we put forward a logical hierachy of fundamental questions which
must be answered to establish whether a nutritional intervention could affect the
performance, health and survival of individuals in a population (Table 1.1). The
procedures proposed here for the evaluation of on-going programs do not answer
these questions, which are in the area of research - but they will give many of
the answers which are of more immediate concern for a program manager, for an
administrator or for a funder of programs. Whilst program evaluation of this

type may not answer basie scientifie questions, it must nevertheless be rigorous



TABLE L.1
" IS A NUTRITION INTERVENTION JUSTIFIED?
Sequence of Questions to be Answered to Establish Whether a Nutrition Intervention

Can in Principle Affect the Performance, Health and Survival of Individuals.

1. Is a dJdeficit of food or specific nutrients causing disease, decreased

performance or untimely death in individuals?

2. How detrimental is this deficit to individual performance, health or

survival—in other words, what is the dose-response relationship?

3. Is it possible to decrease or eliminate the deficit (or its effects) in

individuals?

4. How prevalent is the deficit (and its effects) in the population? Is the

problem increasing or decreasing?

5. Is is possible to decrease or eliminate the deticit (or its effects) in the

population?

6. What proportion of ill-health, decreased performance and untimely death in

a population may be aseribed to this deficit now and in the future?

7. What are the expected benefits, costs and side-effects of interventions on
the deficit (or its effects) in a large population, given the results of
intervention trial studies in small populations? How long would the

intervention need to run?



Table 1.1 (Cont.)

8. What are the actual benefits, costs and side-effects of interventions

undertaken in the large population on the deficit (or its effects)? Is the

actual benefit worth the actual costs and the actual side-effects?

Source: Adapted from Habicht 1979,



and scientific in its logie. It must answer relevant questions, which must
themselves be defined in advance. These quéstions are laid out in the section on
"Purposes of Evaluation.”

Evaluation terminology in this context (see for example Klein et al. 1979,
Sahn and Pestronk 1981) differentiates "(basic) research", which is done to
ascertain basic seientifie facts independently of their applications to programs;
from "evaluative research", which is done to assign a probability statement of
causality to the relationships of an intervention and an outcome; and from
"operational program evaluation", which ascertains whether a program is
obtaining its objectives. Operational program evaluation is the subject of this
and the next chapter. Operational program evaluation has also been divided into
"summative evaluation” which examines the outcome of a program, and
"formative evaluation" which monitors proéedures and activities so as to improve
the program by readjusting its services and their delivery. We refer to the
former as outcome evaluation and to the latter as process evaluation. The
document by Sahn and Pestronk (1981) provides a careful review of the
theoretical literature in heaith and human services about program evaluation,
and presents abstracts of many evaluations of nutrition intervention field
programs - ciearly differentiating evaluative research from operaticnal program
evaluation; other evaluative research studies of nutritional programs are
reviewed by Habicht and Butz (1979).

There is in practice no clear distinetion between research and evaluation in
the methods used. There is, however, a major uifference in the kind of questions
being addressed, and the appropriate parsimonious combination of methods to
address that question. It is a grievous mistake to call research "more scientific"
than evaluation. Good science is fitting the appropriate methods to seek an
answer. A good evaluation is as scientific in this sense as is good research.

Unfortunately most works on operational program evaluation in nutrition
have been misdirected in emphasizing the researcher's concern to substantiate
the probability of causality, a research question, while neglecting the other
important questions which managers, administrators and funders ask. This
misdirected research methodology therefore often neglects formative or process
evaluation, which is a sine qua non of a successful evaluation. This error is often
compounded by emphasizing measurement of outcome variables, which is

probably the least of the weaknesses in past nutrition intervention evaluations.

Many of the researchers tools can be used to answer questions relevant to
evaluation. In the next chapter, a step-wise procedure is proposed in which the



easier and cheaper investigations are done first to examine whether a program
could be expected to have an effect based on its design; whether it has been
implemented in such a way that the effect could have been achieved in practice;
whether there is reasonable evidence to expect that the effect has actually been
achieved; and finally to investigate in more detail whether the effect is due to
the program.

J.D. Wray in preparing an actual evaluation of nutritional activities out of
a rural health center in Colombia claimed that the reasons why evaluaticn of
nutrition intervention activities were not done as often as they should be was
because of a lack of motivation, which included a failure to realize the
importance of evaluation, in part because of lack of experience in using
evaluation results, and a lazk of courage to specify objectives and put the
program to the test of an evaluation of the success in meeting these objectives
(Wray 1970, 1373). We agree, but also feel that the reason evaluations of
programs are seldom done is because of a lack of understanding of the purposes
of an evaluation, and therefore there is a poor fit between the methods proposed
for evaluation and their implicit purposes.

This chapter is intended to introduce a number of basic concepts needed
for designing evaluations appropriate to the decisions to be taken based on their
findings. A first consideration in practice is the rescurces available for
evaluation (see 'costs of evaluations’). Programs should have been based on
evidence from basic and evaluative research which shows that they can have the
desired effect - although not part of evaluation, this fundamental concept is
touched on in experimental basis for an intervention. The purposes of
evalvation, for different audiences, are then related to the available tools and
designs (see ‘'purposes of evaluation'). Setting program objectives, or
investigating these, is logically the next step after the evaluation objectives
have been decided, and some principles are laid out in "setting program
objectives as a basis for evaluaticn”.

4 erucial analytical question concerns interpretation of causality: whether
a mensured outcome can be ascribed to program activities. The theoretical

sequericing of issues and questions is given in some detail, whicn sets the context



for the next sections on econfounding, conventional evaluation designs, levels of
analysis and definitions of population groups involved. A brief review of the
issues related to effeet per cost is then given. Finally, a section sets out
appropriate indicators for different objectives, by program type, with a note on
sample sizes.

These concepts are intended to provide the basis for the practical stages in

evaluation given in Pert IL.

Costs of Evaluation

Useful evaluations entail activities which apparently are not necessary to
manage the logistics of a program, and hence incur additional costs. It has been
said (Riecken 1979, p. 365) that "...my experience with evaluation is that there
are few bargains, and usually you get no more than you pay for" and that "...it is
too simplistic to say that complexity is hard to understand, takes a long time,
and costs a lot of money, while simplicity is easy to understand, dcne quickly,
and is cheaper. When an evaluation is cheap and quick, it is often also not very
good." Without entering into this debate, we can nevertheless learn something
from the actual levels of expenditure on evaluation. On the one hand, the World
Bank review of monitoring and evaluation of projects in East Africa in 1979
(Deboeck and Kinsey 1980), for example, gives a figure of $12.8 million for
monitoring and evaluation of 28 projects averaging $460,000 each; or somewhere
around 0.5 to 5% of total project costs. The U.S. Government estimates that
1% should be used to evaluate programs in health. On the other hand, Kielmann
et ai. (1980 p. 33) reckons that "...it should be neither uncommon nor
unreasonable to budget 20% to 40% of total project costs for analysis of project
generated data and project evaluation”. Evidently the scale of expenditure of
the project itself has some influence cn these caleulations. Similarly the purpose
of the evaluation of the project is important - whilst relatively high expenditures
may be essential for pilot or experimental projects, it seems unlikely that more
than perhaps 5% of project costs would be made availabie for routine evaluations
of large-scale service projects. Such expenditures would often be sufficient to
aliow useful evaluation, if it is recognized that causality may not be established.
Evaluation should be able to go as far as assessing what we refer to as the
"adequacy" of the program. This adequacy evaluation is likely to be more

effective when a means of evaluation is built into the program; this is discussed
in Mason et al. (1982, Chapter IV).



Experimental basis for an intervention

The evaluations considered here do not attempt to answer questions
concerning the scientific basis for interventions. These are best tackled through
experimental research. However, unless these have been addressed in designing
the intervention, the evaluation may be pointless. The logic for determining
whether an intervention can in principle have an effect - its scientifie basis - is
introduced here as shown in Table 1.1, because it must be borne in mind whenever
an evaluation is considered. Questions 1 to 4 correspond to basic or
experimental research, and 5 to 8 to evaluative rese.rch (see Sahn and Pestronk
1981). These are prerequisites for the operational program evaluation which is
the subject of these chapters, but are not part of it.

It is crucially important to emphasize that none of the questions in Table
I.1 are the object of operational program evaluation. They are research not
evaluation questions. However the answers to these research questions are
necessary to evaluate whether a program is likely to have an effect. This has
been referred to as "relevance" (Beghin 1980). Relevance essentially means "is
the intervention addressing the problem, or at least one cause that is accessible
to intervention?". For example, poverty, an unhygienic environment, and
contaminated food or water may all be causes, at some level, of child deaths
from diarrhea. Interventions at any of these points could be justified on grounds
of relevance. On the other hand, it might be held that inappropriate weaning
practices cause children to eat a diet inadequate in protein; but further study
might show that protein intakes are not the limiting factor; hence a
supplementary food program aimed specifically; at increasing protein intake

would be irrelevant.

Purposes of Evaluation

The question "How do we tell if a program has an effect?" is incomplete
without knowing why one needs to know. Common reasons are - "to know
whether the effect is adequate, in order to...":

- decide whether to continue the existing program or not
- redesign the program if necessary

- decide whether to do similar programs elsewhere

Those involved in the program often have different expectations about the
purpose and results of an evaluation. It is important that the decisions {"in order



TABLE 1.2
BASIC ISSUES IN DESIGNING AN EVALUATION

Evaluation for whorn?

o Managers (M)
o Administrators and Funders (A)

o Researchers (R)

To determine whether the intervention

o is performing as expected (M, A)
o worth continuing (A)
o should be extended (A)

o is causally linked to improved nutrition (R)



to™) which the valuation will affect be clearly understood and agreed upon. The
evaluators must then tailor not only the design of the evaluation to the purpose
of the evaluation, but also the presentation of the results to that purpose. For
instance, results presented as if the purpose is to decide on the continuation or
termination of a program are inappropriate if the purpose of the evaluation is to
improve the program. Evaluation cannot be seen in isolation from who asks the
question. The situation is not so much that the principles and practice of
evaluation of ongoing programs are unsatisfactory, but that the whole decision~
making process in nutritior. and food aid programs needs improvement.

The purposes and issues addressed in evaluation depend on who is asking the
questions: these can be program managers, administrators, funders, or those
concerned (often researchers or scientists) with basic mechanisms of cause and
effect. The different interests are outlined in Table 1.2.

The sequence begins with considering whether the pregram is performing
adequately and can progress to seeking to ascribe causality between the
intervention and the outcome. This sequence approximates to the changing
concerns of project management, administrators, and to the researchers concern
with causality; however, causality, if it can be shown, is also of important
interest in all aspects of management, program design, and policy. The trouble
is that causality is difficult and expensive to establish, and the more that
certainty on causality can be dispensed with, the easier the evaluation becomes.
For example, project management can often in fact get by with the knowledge
that the beneficiaries are improving, even if they cannot be sure this is due to
the program.

Part of the infcrmation needed to address questions such as thos» given in
Table 1.2 can be obtained from evaluation of the project design and from process
data. Moreover these data can be used to sereen out those projects which are
unlikely to be having any important effect on outcome, which it is then not
worth trying to evaluate further. This is set out in subsequent sections. There
are othzar decisions in establishing purposes of an evaluation that center on the
degree of certainty required in linking outcome to program delivery, which need

to be explained in more detail at this stage.



10.

TABLE 1.3

APPROPRIATE DATA COLLECTION AND ANALYSIS FOR DIFFERENT DECISIONS

Decisions

Data &
Analysis
Needs

Management

(1)

(2)

Continue
Funding

Confidence needed increases

(3)
Replication
in similar
conditions

(4)

Replication
in different
conditions

Basic research,
causality

(a)

(b)

()

(d)

(e)

(f)

—Difficulty Increases

(g)

(h)

Process data
& outcome for
participants
only

Ad hoece sur-
veys

Advanced stat.
analysis

Some kind of
control group(s)

Before/after
data

Highly stan-
dardized mea-
surements

Randomized
intervention

Double-blind
trials

(+) Means occasionally

+)

(+)

{+)

+)

+)

(+)

+?
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Different purposes of evaluation demand varying degrees of plausibility or

certainty for the conclusions reached from the evaluation. The purposes, in the

order of increasing need for higher levels of certainty (and elaborating from
Table 1.2) are:

(1)
(2)
(3)
(4)
(5)

improvement in program management
continuation of funding

replication of the program in similar conditions
replication of the program in dissimilar conditions

finding basic research results about cause-effect relationships.

The methodological and data requirements of responding to the differing needs

of these purposes for certainty and piausibility entail, in order of increasing

expense and difficulty:

{(a)

\b)
(e)
(d)
(e)
(f)
(g)
(h)

collection of data on process and outcome for participants only
(program data)

collection of data through ad hoc surveys

advanced statistical analysis

control group(s) of sorne kind

collection of before-after data

highly standardized measurements

rancdomized intervc..tion

double blind research designs (blind intervention and blind

assessment)

It would be useful to consider how these two lists could be matched. Each

item in the first list is taken up individually; this discussion is summarized in

Table 1.3.
(1)

Evaluation for program management seeks to determine whether
progr.m services are being delivered as planned to the intended
target groups and whether the (gross) outcome is acceptable. The
objective of this "adequacy evaluation" is to reveal the possibilities
for improvement in program management. It does this by relying on
program data relating to process and participants (method (a)). It
may, on occasion, require survey data as well, i.e. (b).



(2) The decision as to whether to continue funding of a particular
program often requires adding advanced statistical analysis (e) to
the requirements for adequacy evaluation, i.e. (a), and possibly
survey work (D).

(3) Replication of the program in similar conditions usually requires
data on some form of control groups (d), end/or surveys (b), in
addition to the requirements for (2).

(1) Replication ir. dissimilar conditions entails, at the minimum, boti
control groups (d) and survey data (b), as well as advanced analysis
(e). Sometimes it may be preferable to use a quasi-experimentai
design (see section on Design below) e.g. to add before - after data
(e), to standardize measurements carefully (f) and/or to use a
randomized design (g).

(5) Basic research involves most of these requirements together, and
sometimes it may even be possible to employ the ideal research
design, the double-blind randomized trial (h).

The confidence with whieh the conclusions in each of the above cases :s
reached can be considerably improved with sirong theory relying on good
scientific evidence from elsewhere. If such a theory exists, the methodological
tools and data in each case may be sufficient to provide the level of confidence

required by the one immediately following it.

Setting program objectives as a basis for evaluation

Although it may often not be feasible to determine absolute values of
change in relation to program activities, it is essential to decide in advance
whether certain differences are adequate. These provide objectives against
which the program can be evaluated. For the manager's questions (e.g is the
program performing as expected? - see Table 1.2) and usually for the funder-
administrator's questions (e.g. is the prograrn worth continuing, extending, ete. -
sce Table 1.2) the comparison is between the procedures and activities of the
program and some preset standards, generally set out in the program work-plan.
The first prerequisite is, therefore, that the essential activities be stated in
objectively measurable units. This is possible even for such an amorphous
exereis- 1 curative primary health ecare (Habicht 1979). Actual performance
relative © these standards is ascertained through process evaluation.

A requirement for outcome evaluafion is to establish outcome objectives

prior to assessment. These objectives of the program must be explicitly

formulated as an acceptable difference from a standard, or as a minimum

improvement from some baseline. These quantitative standards of achievement



shculd correspond to the implicit objectives of the program, and should be
understood and agreed upon by those who must use the results of the evaluation.
Experience shows that while one is working with those involved with a program
to make the stated anc implicit objectives more explicit, one will often find
ur expected objectives, some of which are even contradictory. This is why a
consensus about the program objectives is one of the necessary
first steps to an evaluation.

Standards of procedure, activity performance and outcome are essential to
adequate management, but no effort is visible yet in the nutrition program
literature as to how this should be done so that the standards are useful. Now
that the results of a number of carefully measured and analyzed pilot nutrition
and health programs are becoming available (e.g. Habicht and Butz 1979 Drake
et al. 1980; Gwatkin et al. 1981), it should be possible to suggest feasible
outcome objectives for adequately funded and managed programs. The results
cited in these reviewvs tend to indicate that approximately a five to fifteen
percentage point reduction in malnutrition prevalence can be achieved by certain
types of programs.

Almost inevitably program objectives change as a program evolves.
However, changing definition of objectives during evaluation of single projects
should be avoided because it is rare that the design of the evaluation can deal
with new objectives. For example, in a recent review of supplementary feeding
programs (Beaton and Ghassemi 1979), because the supposed objectives of
improving child nutrition were seldom reached, there was a discussion as to
whether the more important effects of these programs were in terms of income
distribution. However, no comparison was made with quite different programs
that might be more efficient in changing income distribution. While this may be
a reasonable question in general, changing objectives for an individual program
requires more fundamental decisions.

Once the underlying outcome is identified in a conceptual sense comes the
step of identifying the measurable variables which are related to the outcome of
concern. The major portion of this book discusses that step which relates a
conceptual outcome to a measured variable. Many of these variables are

discussed later and summarized in Table 1.10 according to the conceptual

outcome as it relates to a specific kinc of intervention and as to the resources
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required to take the measurements. Subsequent chapters in this book develop
the relationship between the conceptual outecome and e measurements more
fully.

Finally, an a priori calculation of expected costs with relation to expected
effects should be made as part of setting objectives. iere again, there is a
dearth of empirical data, although again some ecrucially important results are
now becoming available (e.g. Gwatkin et ai. 1981). There is an urgent need for
more research in this area to provide a more rational basis for planning and
evaluations.

The statistical test used to judge the reality of a measured difference
(either between treatment and control groups, or between treatment and a
standard) results in a statement that most of the time (which is usually specified
as 95 or 99 percent of the time) such a measured difference will be found if the
true difference is not smaller than some quantity. In designing an evaiuation one
must further state how often one is willing to miss identifying a true difference
of more than a specified magnitude. This statement refers to power analyses
(see e.g. Cohen 1969). These steps of specifying procedural and impact
objectives, translating those objectives into conceptual outecomes, transforming
those outcomes into measurable variables, specifying the minimum or maximum
acceptable difference in that variable and doing the power analysis are
prerequisites for any quantified evaluation. If the research referred to in Table
.1 has been done, which should in principle always be the case before a program
is implemented, none of tb-se steps should be too difficult or time consuming.
The sad fact is that the research giving scientific justification to a program is
often so lacking that these steps are impossible. Experiments in the precise
situation of the proposed program may not always be needed (or possible); but a
marshalling of the evidence, from experiments elsewhere, from previous
evaluations, and from scientific knowledge, as a basis for designing a relevant
program is all too seldom done. Wishful thinking then takes over. This leads to a
program for which there is no solid reason to expect a measurable outcome.
There is then no need to go further in the evaluation — the basis for operational
program evaluation is lacking. There is no way that an evaluation of an ongoing

project can deliver any useful results in these circumstances.



Investigating causality (link between program activit.es and outcome)
A summeary «f the lcgical sequence of questions in evaluating whether a
measured outcome is plausibly caused by program activities is given in Table 1.4.
The basic question is: "Is there a statistical association between putative
cause (the intervention) and outcome or effect (e.g. improving nutritional
status)?"

Association itself requires comparison of measured outcome in at least two

groups which receive different intensities of program intervention. Seeking
associations is only useful when one needs some level of certainty that the
program is causally related to the outcome. The association itself may be shown
by comparison of two groups (e.g. control and treatment), by -showing
correlations between different levels of program delivery and outcome, by
estimating regression coefficients between program activities and outcome
statistically controlling for other influences, and so on. Controlling for other
than program influences on the outcome, which mimick a program effect, is
called "controlling for confounding influences". The questions to be asked about
a program and its evaluation are very different depending on the results of the
statistical tests of association. Although these tests are performed after data
collection they must be foreseen to insure tiiat the right data are collected. The
first question after data collection and analysis are completed will be:

"Was there a statistical association between the program intervention and

the outcome?"

If no association between the intervention and outcome is found, the next

questions are as follows:

1. Are the probability statements themselves correct in stating that
there is not a high probability of association between outcome and
intervention: were the right statistical tests used given the objective
of the program?

2. Was the intervention relevant; was it adequately applied? Check
program design and process evaluation.

3. Were the measures used of improved nutritional outcome relevant to
the program objectives; there is no use using indicators which have
not been shown to be responsive to the intervention (see Habicht and
Butz 1979; and Table 1.9 below).
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o

TABLE 1.4

EVALUATING OUTCOME

Is the outcome adequate? (M, A)

Is there a statistical association between intervention and outecome?

(A, R)

Is the outcome due to the intervention? (A, R)

1 A, M, R as Table II.2

If there is no statistical association or the outcome is inadequate;

Were the statistical methods used correct?

Was the intervention relevant and adequate?

Were the measurements of outecome valid and reliable?
Were the recipients likely to benefit? i

Was the sample size adequate?

Was there negative confounding?

If there is statistical association and outcome is adequate:

0

Was the essociation likely to be causal?

Discard confounding - see Table II.5 on internal validity
What direction was the causality?

What mechanisms linked the intervention to the outcome?
Can the findings be extrapolated to the population as a whole
or to other populations? (i.e. external validity)

What was cost of the effect and of the marginal effect?



1/ .

Were the recipients likely to show a benefit? This question is a
different way of posing questions 2 and 3, but shouid be asked
explicitly.

Given yes to 1 to 4, was the sample size adequate to reveal a
meaningful minimum association? In whom (needy, targetted,
participant population, whole population - see section on "definitions

of population involved")?

This can be checked as follows:

(4)

(a) What size of effect is expected under these conditions?
(b) What size are errors of unreliabi! *y due to:
- Measurement imprecision
- Undependability due to random influences on outcome
These errors due to unreliability can be reduced by:
- Exclusion by design;
- Stratification before treatment and exelusion by
analysis (e.g. matching);
- Measurement and exclusion by analyses (e.g.
multivariable analysis)
(¢) Recalculate necessary sample size given (a) and (b) and desired
probability of type I and II errors.

Was there a countervailing influence which cancelled out the
association: e.g. treatment contamination, negative confounding,
unintended treatment of controls (especially if dcse-response only
large at lower levels), those not receiving the program compensate
for its lack (if done from bravadura it is called a "John Henry effect"
(Saretsky 1972)).

If an association between the intervention and outcome is found the next

questions are as follows:

(1)

Are the statisticai probability statements themselves incorreet due
to:

Fishing (multiple significant tests)

Wrong assumptions about the appropriateness of chosen statistical
tests for the data.

What are the boundaries of the magnitude (not the statistical

significance) of the association? E.g. regression coefficients
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corrected and uncorrected for unreliability »f independent variables.
Is the putative effect adequate? Adequacy depends on program
objectives.
(3) Was the association causal?
Discard confounding:
(a) Inherent in comparison groups:
Exclude by design:
- randomization of treatment*
- measurement of confounding variables and exclusion by
analysis. E.g.drop- outs, covariance analysis, etc.
(b) Innerent in treatment {e.g. treatment carries unidentified true
cause, those being watched performed better)
- exclude Westinghouse effect by blind treatment -placebo®
- exclude unidentified true cause by better characterization
of treatment and counter experiments with contaminants
(¢) Inherent in outcome measures
- standardization alone will not fully exclude this
confounding

- exclude by blind assessment*

(4) Onece causality is established, what was direction of causality?
Introduce time sequence:
(a) by intervention
(b) by natural experiment (e.g. as in quasi- experiments) taking
advantage of and measuring changes of independent variable

over time.

(5) What are the mechanisms of the causal relationship?
(6) What is the cost of the effect? What are the marginal costs?
f7) Can one extrapolate these findings to the future or to other
situations?
This list of questions is reducing in its logic, but provides in fact little
guidance in designing an evaluation in real life, without better definition of
which questions are relevant to the objective of the evaluation: to provide

guidance to the program manager, or the funder, or the researcher.



The list of questions following the conclusion that there is not association
is useful also if one finds that an evaluation is not achieving some level of preset
outcome. These questions are therefore universally useful if the program
appears to be producing inadequate results.

The list of questions following the coneclusion that there is an association,
is irrelevant to an evaluation of a measured outcome relative to a preset
standard. S~me of the questions in items 3 and 4 are so difficult to answer
perfectly in the context of a realistic program evaluation that one must examine
carefully whether they are really necessary or even useful for the evaluation.
The perfect solution to confounding is to design an intervention in such a way
that all influences on outcome other than that of the program are randomly
distributed among comparison groups. This then permits one to state that a
probability of association is a probability of causation. Any other statement
about csusality is one of plausibility to which one cannot ascribe a probability
statement. This is important because it means that changing ecriteria of
statistical probability testing (i.e. inecreasing P<x from P< x 0.05 to P= 0.1 or
P« 0.25) is completely irrelevant to designing feasible program evaluations,
because it does not make an evaluation design which delivers plausible
statements about causation into one which delivers a probability statement about
causation.

The random distribution of all (econfounding) influences on outcome other
than that of the program requi~es designs which are impossible in evaluation and
these are starred (*) in the list above, and will not be discussed further.

Evaluation must therefore deal with confounding influences in a different
fashion to establish the validity of the results, and thus be able to make a
plausible statement about the program being the cause of the improvement.

in the following sections, some of these c2oncepts are elaborated to provide

background for the procedures discussed in Part II.

Confounding Variables and Gross vs Net OQuteome.

The validity of a research design is a measure of the degree to which its
conclusions reflect real phenomena. There are four types of validities:
construet validity, conclusion validity, internal validity and external validity (see
Judd and Kenny 1981). Construct validity refers to the extent to which the
nutritional factor of interest has been successfully operationalized, i.e. the

extent to which the particular set of outcome indicators, treatments, population
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TABLE L.5

Major Causes of Confounding
(threats to internal validity)

Cause of Confounding

SELECTION: When the assignment of
subjects to treatment and comparison
groups is not random, the groups may
differ systematiecally in some charac-
teristic(s) associated with the outcome
variable. Selection bias is therefore
likely to be present. Self selection

is a common source of this type of bias.

MATURATION: Human subjects mature
overtime and this process may cause
changes in the outcome variable
irrespective of program effects.

HISTORY: When a program is in effect,
many other events may intervene and
influence the outcome variable. When
these hListorical events have different
impacts on the treatment and comparison
groups, they confound the program
effects.

INSTRUMENTATION: This threat arises
from changes in how measurements

are made or what is measured or from
measuremernt errors due to, for
example, instrument decay.

Example

Mothers who choose to participate

in a program to reduce the incidence
of low birthweight may tend to be
more educated, richer and more
motivated than those who do not.
These factors influence the outcome
and compete with the program as an
explanation for an observed reduction
in the incidence of low birthweight.

The nutritional status of 6-24 month
old children is often worse than that
of older preschooclers. If the average
age of participants in a nutrition

program increases from, say, 18
months to 36 months, observed
improvement may be due to

maturation and would have occurred
without the program.

A supplementary feeding program is
introduced in one of two otherwise
equivalent areas. It food prices rise

at different rates in the two areas the
observed differences in nutritional
status may not be attributed solely to
the feeding program. Differential
food price rises may have influenced
the outcome.

The height for age of preschool
children is often compared across age
groups. Sinee it is usually the lengths
of 0-2 year old infants that are
measured as opposed to the heights of
children older than 2, such
comparisons may be biased.



TABLE L.5

Majo~ Causes of Confounding
(threats to internal validity)

Cause of Confounding

REGRESSION ARTIFACT: If subjects
are chosen on the basis o. exhibiting
extreme value on some variable

(e.g. wasting) there may be an
improvement overtime without any
intervention. This tendency is

called regression toward the mean.
The solutions are either to observe

the effect on the whole population, or
to make comparisons within the selected
extreme group (e.g. the malnourished).

EXPERIMENTAL MORTALITY: Some
subjects may drop out of a program

in the course of its imp'ementation.

If these subjects have different
characteristies than those that remain,
any before/after effect shown may be
confounded by differences in the
populations before and after the
program.

Examgle

Nutrition programs instituted for the
malnourished may shcw an ap
improvement in that some participants
may no longer be malnourishec at the
end of the program. Part of this
improvement may not be due to the
program since some subjects would
have iuiproved anyway.

A food-for-work program may not
lead to an improvement in the
nutritional status of a community
even if it has in fact been effective.
This could happen if enough of the
participants who improve leave the
community in search of jobs
elsewhere. The observed change here
underestimates the impact of the
program.
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and settings truly reflect the desired theoretical nutritional construct. The
operationalizatica of the notion of nutritional status of a community, for
example, involves the use of standardized anthropometric indicators. How
successfully the chosen outcome indicators in fact reflect the underlying
construct ot interest defines the degree of success of the operationalization.

Conclusion validity refers to the ability of a research design to allow an
investigator to detect outcome effects if they exist. This definition emphasizes
the importance of trying to avuid concluding that no effect exists when in faect it
does (‘type II error'); as opposed to wrongly concluding that an effect exists
when in fact it does not ('type I error'). Committing a type Il error however can
be quite costly in thet large scale programs that have been instituted and are in
fact effective are often concluded to have insignificant effects because of
inappropriate balance between the probabilities of these two types of errors and
hence the inability of the evaluation design to detect their effect.

Internal validity of a design refers to the extent to which the detected
outcome changes can be attributed to the intervention or treatment rather than
to other causes. Unless the internal validity of a design is high , the finding that
a particular relationship is causal will not be particularly convincing. Some of
the major threats to the internal validity (i.e. confounding factors) are
summarized in Table 1.5. The primary reason for the proper choice of a
comparison group and for statistical adjusiment techniques is to control for
these threats as best as possible, but without randomized alloecation.

External validity pertains to the generalization of the conclusions to other
populations, settings, etc. Statistical adjustment is generally irreievant here
although the subject matter itself is a major determining factor of the level of
external validity.

The expression "gross outcome” is used to refer to the measired change in
outcome variables without allowing for change that would anyway have occurred
as a result of other factors - i.e. for confounding variables. "Net outcome,"

which is synonymous with "impact", allows for these.
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Conventional designs for evaluation.

Conventional designs for evaluation are commonly cons.dered in three
groups: non-experimental designs, quasi-experimental designs, and true
experimental designs. There are many standard works on this subject (Cook and
Campbell 1979; Poister 1978; and Judd and Kenny 1981). Selected designs
considered here are summarized in Table 1.6.

The use of non-experimental designs is widespread in social program
evaluations. They consist of observations of outcome with no attempt to control
for confounding variables. This lack of control poses a number of threats to
internel validity and hence the conclusions based on such designs are usually only
descriptive and eannot of themselves say anything about the effectiveness of a
program. They are, however, very useful, and all that is necessary for adequacy
evaluation to 'mow if the program cutcome is reaching preset standards.

In diagramming different designs, as given below and in table II.6, X stands
for "treatment" (program) and O for an observation of outecome variables in a
population or a sample of the population (unless otherwise indicated), and time
moves from left to right.

The simplest case of a non-experimental design, the so-called "one-shot
case study" ~an be depicted as: X O. In this design the observations are taken
after the program treatment has been completed or has been in operation long
enough to have an effect. An example of the use of a "one-shot case-study"
would be to measure outcome variables - say nutritional status - in program
participants only, with no measured variation in program delivery. This can lead
to conclusions as to whether or not nutritional status is now "adequate", either
with respect to program objectives or some other criteria. it cannot provide
information as to whether this is due to the program, nor (hence) whether
nutritional status would deteriorate without the program. On a one-time basis
this design may be useful to program management but is of limited use to those
who must decide about continuing the program since it does not define what
effects the program itself has had. There are two somewhat stronger non-
experimental designs that allow for some kind of comparison: the one-group
pretest/posttest design and the static group comparison.

The one-group pretest/posttest design: O X O allows for the comparison of
the preprogram situation with that postprogram. It does not take account of

changes that might have anyway occurred. If the measured change is

substantial, particularly if compared with an expected no change otherwise, this



TABLE 1.6

CONVENTIONAL EVALUATION DESIGNS

Notation:

O = Observation of outcome for
1 to 3, of both outcome and
confounding variables for 4 to 6
X = treatment

DESIGN
1. XO

2. 0XO

3. Group 1 XO
Group 2 O

4, X (Varies) O

0XO
00

5. Group 1
Group 2

6. 000 X 000

REFERRED TO AS
One-shot case studvy
One-group pre-test/
post-test

Statie group com-
parison

Correlational

Non-equivalent con-
trol group design

Interrupted time
series

Time »
ANALYSIS DELIVERS
None Adequacy
Compare before/after Adequacy
Compare groups Adequacy
{(a) Compare sub-groups Adequacy,

some in-
(b) Correlate treatment ference
levels with outcome, controlling on ne*
for those confounding variables outcome

measured which are not them-
selves highly correlated with
treatment

Compare groups with statis-
tical control for confounding

Before/after; time-series

More plausible
inferences on
net outecome

1" 1" "



design might give some indication of program effect. It is particularly important
here not to only consider tne extreme cases, such as the severely malnourished,
because they might often be expectad to show some remission in the normal
course of events. This "regression to the mean® is a well-known confounding
phenorne.on, (see e.g. Davis 1976, Furby 1973). Here it is important to consider
the tota! population from whom those treated are selected, and a decreased
prevalence in the population as a whole is more convincing than a decreased
prevalence in the group screenz2d out as needy at the beginning, uniess the
expected rate of recovery is known.

This eventuality and others may sometimes be controlled for in the static
group comparison design:

Group 1 X O
Group 2 0

This design shows & rp-ogram instituted at time (X) fcllowed by
measurement (0) in both the program and snother population at a later time.
Following the above example, groups 1 and 2 should ideally be equally
malnourished before treatment to allow any comparison. By <definition in (1is
design this is not known, but may possibly be inferred from ctrer data. Inecluding
pre-program data turns this into a more powerful design - see no. 5 in Table 1.6.

A more effective, but still limited non-experimentai design is the
correlationél study carried out on a cross-sectional basis (i.e. at one time only).
This design relies on a large enough cross-section of the participant population,
who have been subjected to the program with varying intensity, and depends on
collecting data on potential confounding variables which may independently
influence the outcome, as well as the outcome variables themselves. If the
number =i observations is large enough and if the observations on each variable
are significartly diverse, then it may be possible to use statistical techniques of
control to do what the experimental conditions preclude, namely, to allow for
the influence of the confounding variables chosen (see no. 4 in Table I.6).
Because of the problems associated with this type of design (e.g. see Poister,
1978, pp. 27i--2), its primary usefulness is not in establishing causal relationships
but rather in suggesting hypotheses that should later be rmore carefuly
examined. It can increase the plausibility of inferences on causality, but
requires more advanced analytical techniques.

An example of correlational studies would be to ccllect data on a cross-

section of the population, measuring 2 range of factors possibly affecting
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outeome, including data on program Zzlivery. The analysis would then examine
the degree of correlation of outcome with program delivery taking account of
other factors. In its usual form analysis involves multiple regression technigues
requiring extensive computer facilities; multiple group comparisons, which are
more easily calculated, may give similar answers in some c¢ircumstances - see
next section.

When feasible, correlational analyses will deliver the most plausibility
under the restrictive conditions of no comparison groups and no pre-drogram
data, as originally put to us (see first paragraph of this chapter). However, they
are demanding in terms of d-ta and analysis, and whenever possible more
powerful designs should be used, to incliide some form of comparison groups
and/or time-series data: for example the quasi-experimental designs discussed
below.

At the other end of the spectrum from non-experimental designs are true
experimental designs, in which subjects are randomly assigned to the treatment
and control groups. These are not appropriate to most program evaluations,
because their need for random assignment can deny benefits to the needy only
for the sake of evaluation. They are not discussed further here. They are,
however, the only designs that wiil allow a probability statement about the
causality of the effect of the program.

A compromise to the true experimerital design that has been widely used
has sometimes been referred to as quasi-experimental desigr. These try to
strike a balance between the stringent refinements of true experiments and the
weaknesses of the non-experimental designs. Their principal difference with the
true experimental designs is that randomized assignment of subjects to
treatment and control groups is not practiced. There are many examples of
quasi-experimental! designs (for a comprehensive review see Cook and Campbell
1979). Two of the basic and most frequently employed examples, which have
been put forward in the context of agricultural and rural d=ve’opment projects

by the World Bank (Casley and Lury 1982), are the non-equivalent _control group

design and the interrupted time-series design.

The nonequivalent eontrel group dezizn can be diagrammed as:

Group 1 0 X 0
Group 2 0 0



It applies to situations where random assignment is not feasible, but some
selection of comparison groups is possible. The treatment and comparison
groups are chosen before the program begins in such a way that they are as
similar as possible with respect to variables judged to be important in
determining outcome. This matching is expected to control for some threats tn
the internal validity of the evaluation, but it has little power to control for the
selection bias. Despite an attempt to find similar groups, it is still not possible
to be suré that the presumed impact of the program does not in fact arise from
the differences that may exist among the two groups of subjects. The analysis in
this case has similarities to that for a correlational analysis; preferably
multivariable techniques are used to control for measured differences due to
imperfect matching.

The interrupted time seriss design can be shown as:

One grcuponly 0 0 0 0 X 0 0 0 0
This design seeks to attribute an impact to a program by making a series of
observations over time both before and after the treatment. If the treatment is
of relatively short duration and if it makes its impact relatively quickly, this
may be a suitable design to aim for. Many public programs however are in effect
for a long time and their impact too is only perceptible over a comparable period
of time. As pointed out by Casley and Lury (1982) when there is a "sharp break"
at some point due to treatment, this design may be of particular use.

The choice of these techniques involves a trade-off between the
difficulties of data collection (a) on comparison groups and (b) over time, with
the plausibility of the causal inference drawn. They also depend to some extent
on the analytical capacity available, as shown in the third ecolumn of Table L.6

and discussed in the next section.

Levels of Analysis.
Decisions on ievels of analysis to be used are important because:
(a) the necessary skills for complex analyses may be lacking in
developing countries;
(b) interpretation can be improved by advanced analyses, at least
in terms of plausipility of conclusions;
(e) time and cost are in reality related heavily to the extent of

analysis.
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More advanced analyses have on occasions modified eonclusions and often
this has been clarifying. In some cases the clarification of further analysis
avoided wrong conclusions which could in fact have been detected with
commonsense looking at the data. For example, introducing socio-economic
status into an analysis of the apparent effect of the Narangwal experiment
actually reversed the apparent direction of effect of the program (see
Chernichovsky 1979). Probably, however, this conclusion could still have been
reached simply by dividing the sample into a two or more socio-economic groups.
On the other hand, unresolved differences in conclusions between investigators
using different analytical techniques have also been known to result, because the
assumptions underlying the analyses were not the same. Often the investigators
did not realize this discrepancy themselves. This may warn against too much
reliance on too sophisticated techniques particularly in developing countries.
This is particularly so since advanced analyses may be not widely feasible, and
certainly efforts should be made to seek the simplest analytical procedures - and
this starts with the design of the evaluation.

We distinguish between '"basic" and "advanced" analyses. Basic analysis
refers to: categorical data analysis - for comparison of frequencies (e.g.
prevalences) between groups; correlation analysis, for investigating the degree of
association between two variables (e.g. whether prevalence of malnutrition is
correlated with a possible determinant); and analysis of variance, used to
determine whether differences exist between mean values of indicators for a
number of groups. The methods of advanced analysis reckoned to be most
suitable for the problems we are interested in are the methods of multivariable
analyses (e.g. ordinary least squares regression analysis, diseriminant analysis,
logit analysis, probit analysis, ete.), for investigating associations between
outcome and a number of possible determinants, in this case obviously including
program delivery.

In deciding the overall plan of an evaluation, a balance needs to be struck
between design, extent of data collection, level of analysis and plausibility or
certainty required of the conclusions. To some extent with good design, less
sophisticated analysis is required; for example designs with adequate control
groups, or before-after data, may require less investment in both data collection
and analysis than an uncontrolied (by design) post-program correlational analysis.

The appropriate analyses by design are indicated in the third column of Table I.6.



When the capacity for advanced statistical analysis is not available - which
may frequently be the case particularly in poor countries - a lot can still be
achieved by commonsense treatment of the data and by comparison of suitably
defined groups. Indeed, even when more advanced techniques are used, it is
important to be clear conceptuslly which groups are being considered. For
example, very often socio-economic status and/or sanitary conditions are a
primary determinant of differecnces in outcome of variables such as nutritional
status or health: they can confound conelusions on program effects. Both these
can be measured: socio-economic status for example by income, quality of
housing ete. Analyses then are done by suitable groupings.

If program delivery varies - even if there is no "no program" group as such
- tabulation of results such as in Table 1.7a can be informative and valid. The
interpretation of different options could be as follows. Example 1, in which the
only group with poor nutritional status is that with low socio-economic status
and poor program delivery, tends to indicate that the program is having an
effect. The conclusion from this is possibly that delivery should be improved to
the bad socio-economic group. Example 2 indicates that most of the difference
in nutritional status is being acounted for by socio-economic factors, and that
more detailed examination of whether the program can have an effect is needed.
Exampl~ 3 indicates that the program is related to most of the differences in
nutritional status. It also indicates that more efficient delivery is required
because those not receiving the program could benefit from it. Additional
confounding variables - such as sanitation - could be added to such a table
although numbers per cell would decrease. Moreover information maybe lost by
categorizing socio-economic status in this way, if it can be measured as a
continuous variable. To combine several variables and make the most use of the
available information, multiple regression techniques are often applied. For
evaluation, the outcome (nutritional status) is the dependent variable, and
program delivery is treated as one independent variable along with other
determinants (confounding variables) such as in this example socio-economic
status and sanitation. The purpose is then to examine the significance (in a
statistical sense) ard importance (of the magnitude of the effect) when other
determinants are allowed for. It must be emphasized, however, that when the
substantial computing power required for multiple regression is not available,

tabulations by group, for example, as in Table 1.7a can still give important

results.
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TABLE L7

EXAMPLE OF COMPARING OUTCOME WITH PROGRAM DELIVERY

AND SOCIO-ECONOMIC STATUS

A. PROGRAM DELIVERY

HIGH LOW
Example SES HIGH SES LOW SES HIGH SES LOW
1 + + + -
2 + - + -
3 + + - -
B. PROGRAM DELIVERY NOT VARYING
Example SES HIGH SFS LOW
4 + -
5 + +
6 - -
7 - +

+ Means satisfactory outcome indicator values - e.g. good nutritional status

- Means poor outcome indicator values - e.g. poor nutritional status
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It may even be possible to derive some conclusions where there is no
difference in delivery, but where differences in socic-economiec status still exist.
The possibilities are given in Table I.7b. Here example 4 indicates there is an
inadequate effect of the program and it should be further exam:~2d. Example 5
indicates that the program may be having an adequate effect, although it is
possible that socio-economic status does not account for any differences.
mxample 6 indicates that the program is having no effeet and should be further
examined or discontinued. Example 7 is in practice unlikely to occur. Such
tabulations give useful insights into the program's adequacy, and also raise

questions on targetting and delivery, as discussed in the next section.

Definitions of population groups involved.

Both for planning and evaluation, it is important to distinguish between
different population groups. The main groups of concern are as follows:

(a) The total population in the program area;

(b) The population targetted by the program;

(e) The population in need of better nutrition - called "needy" here;

(d) The population receiving benefits from the program - called

"recipients" here.

In some cases additional sub-groups might need to be considered, e.g.:

(e) The needy population who could benefit from the program; examples
of needy who could not might be malnourished children in a
supplementary feeding program whose nutritional problem is due to
malabsorption and not to inadequate food intake.

If program staff have contact with the recipients, obtaining data on these
may be relatively easy. This would be the case in the example of a feeding
program, but maybe not in, sey, a water supply project. If outcome data are
available from recipients these can, to a limited extent, substitute for survey
data on the population as a whole.

The distinction between population groups allows construction of a series
of 2 x 2 tables which lead to some important indicators for planning and
evaluating targetting, as shown in Table 1.8. In planning, the two important

indicators are:
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TABLE 1.8
Quantifying Target Groups, "Needy", and Program Recipients 1/

A. Needy? (e.g. malnourished) Planning
(Pre-Program)
YES NO
Targetted? YES a1 b1 Base-line Data
NO el d1
"Planned
Focusl- ay
ing "L: P ti f tot d tha =
ing roportion of total targette t are needy o7
"Planned 5 ay
C "e P ti f tot edy that getted =
overage roportion of total needy that are targette SR
B. Targetted? Evaluation
(During Program)
YES NO
Recipient? YES a9 b2 | - Program dat
Survey data (directly)
NO 2 dg
Proportion of total recipients who are targettad = a2
i ° ¢ PR
"Leakage"” be
Proportion of total recipients not targetied = 575
i ing = <2
( Proportion of total targetted not recipients PR
"Delivery” 1
P . y . - az
roportion of total targetted who are recipients a3
C. Needy? Evaluation
(During Program)
YES NO
Recipient? YES a3 b3 | - Program data
Survey or non-program
NO c3 d3 data (directly)
TActual
Focusing"  proportion of total recipients who are needy = a"g_?+—3'ﬁ'§
"Actual
Coverage” proportion of total needy who are recipients = a3
e y P Loy

(With delivery exactly as targetted, recipients = targetted, and this table is exsactly as
Table A)

1/ In the epidemiological terms, 1 focusing is equivalent to positive predictive value;
coverage is equivajent to sensitivity.
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(a) Proportion of total targetted that are needy (needy targetted/
total targetted) which indicates the degree of "planned focusing”
of the program towards nutrition.

(b)  Proportion of total needy that are targetted (needy targetted/total
needy), which reflects thz "planned coverage™ of the program.

The concepts of coverage and focusing have commonsense meanings, both
for planning and evaluation. Coverage is a basic value that needs to be
manipulated for different program designs {(equivalent to sensitivity in the
epidemiological literature, see Habicht, Meyers and Brownie 1982): evidentally
the aim is to optimize coverage. Costs should be put into this calculation.
Focusing (equivalent to positive predictive value, see Habicht, Meyers and
Brownie 1982) is a less familiar concept; at a minimum, if targetting is to focus
resources, focusing should be greater than the prevalence in the population as a
whole (i.e. proportion of needy in the targetted population should be greater than
proportion of needy in the population as a whole; the same could apply - but is
seldom to our knowledge done - for any evaluation of "poverty-orientation").
Procedures for choosing appropriate indicators and their sereening levels to
identif proportion of needy, and for efficiently deciding on cut-off points to
define needy, are discussed in Habicht, Meyers and Brownie 1982.

For evaluation, the delivery is compsared with the targetting and with
degree of need, to generate further indicators as shown in Table 1.8. This
requires determining whether the recipients were in fact targetted, and if they
are needy (e.g. malnourished).

An intermediate stage comparing targetted with recipients, gives
indicators of delivery (Table 1.8b) e.g.

() Proportion of total targetted who are recipients, which should be 100%
if the program is fully implemented.
and of leakage, e.g. as

(d) Proportion of total recipients who are targetted, or econversely
proportion of total recipients who are not targetted. These should be 100% and
0% respectively if there is no leakage to non-targetted groups.

If there is full implementation and no leakage, then the "actual focusing"
and "actual coverage" are the same as those planned - see Table 1.8¢c. If there is
deviation from the plan, then one way of assessing this is to calculate these

"actual” indicators, comparing "needy" with "recipients". Again, for example, at

a minimum actual focusing (recipients needy/all recipients) should be greater
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than the population prevalence of needy. Even without knowledge of costs, such
indicators could give useful means of evaluating process; with costs as discussed
in the next section, they could lead to decisions as to whether the program is
within the range likely to give an adequate or acceptable outcome, even if the
expected effects on recipients were achieved. A worked example is given in
Mason et al. (1982 Chapter IV).

If data are available on needy, recipients and targetted populations from
vaseline tudies, then some conclusions can also be drawn on outcome during
program implementation based only on outcome data on the recipients. This is
so if the assumption can be made that the change in outcome variables is likely
to be small compared with that in recipients, and if baseline (pre-program) data
are gvailable. When this applies, it reduces the need for population surveys for
evaluation. This theory is also given in Mason et al. (1982 Chapter IV).

FIGURE I.1

EFFECT/COST CURVES
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Effect/cost

Cost-benefit and cost-effectiveness analyses are commonly used for
assessing many type of programs, both during planning and for evaluation. In the
present case, since a monetary figure cannot reasonably be put on outcome,
cost-effectiveness is the more suitable approach. It is however not often used in
evaluating nutrition or feeding programs, and a major advance in these
evaluations could be made by much more systematic introduction of the
techniques and thinking involved. These do not necessarily depend on accurate
data, and indeed some form of cost-effectiveness thinking is implicit in the
planning of almost any program: that there is a level of expenditure per unit of
expected outcome that would not be worth it is almost always in the back of
someone's mind. We consider that the summary parameter of effect per unit
costs (which goes to zero when there is not effect) is 2 useful start, and this is
the one mainly discussed here.

A dose-response type of curve relating effects to cost is likely to apply to
intervention programs. This is familiar in economics (as in total product and
utility curves, ete.), but no often considered for nutrition programs. This means
that the relationships shown in Figure I.1 are likely to apply. Probably, there is
as yet insufficient data to put a scale on the X-axis, but some research on
existing data might allow hypotheses to be put forward. In this hypothetical
example, a cost per head of the target population of around $13 gives the
maximum cost-effectiveness calculated as number of cases prevented per
thousand dollars (Fig. 1.1B); but this rate of expenditure gives less than the
maximum overall effect Fig. I.1A). The two curves are directly related: for
example at $10 per head expenditure, if 100 cases per thousand population are
prevented (A), this is 100 cases per $10,000 or 10 cases per thousand dollars (B).
The effect/cost in (B) for any value of cost per head is equal to the total effect
as can be read off in (A), divided by the corresponding cost per head. Put
another way, the height of the curve in (B) at any value of cost per head is the
slope of the line joining the origin to the corresponding point on the curve in (A).

One important advantage of such methods would be to allow assessment as
to whether the level of effort in a program is at least in the range in which an
outcome effect could be expected, taking account also of the level of
malnutrition in the target group. It is our impression that often little effect of a

program could in reality be expected because the level of expenditure relative to
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the expected dose-response is not even in the right range - being far too low.
Something like this idea has been referred to as "situation assessment” (Riecken
1979, page 368).

Another application of calculating effects pei unit cost is to define the
extent to which an accurate assessment of outcome is needed. For example,
(using relationships similar to those in Figure I.1) it might be postulated that a
change from 20% prevalence to 10% prevalence after the treatment is the
maximum feasible (e.g. from 200 malnourished in a population of 1,000 to 100
malnourished) at a cost of say $10 per head (i.e. $10,000 for the population of
1,000). This is equivalent to proposing an effect per unit cost of 10 cases
prevented or rehabilitated per $1,000. Clearly, this should have been regarded as
good value for money at the stage of planning the project. Similarly, no change
would mean that effect per cost was zero. Somewhere between these two a
level of change could be set below which it was regarded that the program's
resources were not being well spent, for various reasons which could relate to
targetting, type of activity, adequacy of delivery, ete. For example,
rehabilitation of 5 cases per $1,000 could be regarded as the minimum
effect/cost ratio acceptable. This means that the maximum acceptable post-
program prevalence is 15% (i.e. a maximum of 150 malnourished in the
pepulation of 1,000). In this case, it is only necessary to know whether the with-

program prevalence is above or below the adequacy cut-off point of 15%.

Appropriate Indicators for Different Objectives

So far we have not defined or commented on specific potential outeome
indicators, and have used nutritional status as measured by anthropometry as the
general example. This was in line with our brief for contributing to the MIT
workshop, and with our view “hat the major problems lie in designs of evaluation
rather then in the measurements to be taken. However, it is clear that some
summary of appropriate indicators at this stage would be useful; moreover this
reinfo.ces the point that expected outcome needs to be related to program
design from very early on in either planning or evaluation. At the MIT meeting,
we made two suggestions for summarizing suitable indicators. The first was to
put together what was known quantitatively about the use of different
indicators, in particular, their responsiveness to certain interventions. When it
became clear that these objective criteria for choosing outcome indicators were

only very sketchily known, we adopted a second approach which was essentially

to ask the participants for their expert opinion as to suitability of indicators, by
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program type and objectives. These results have been compiled, with the
addition of our own opinions. The responsiveness results are set out in Table L.9,
and the more subjective opinions in Table 1.10.  Although Table L9 is
unsatisfactory in the sense that only a few indicators have been objectively
evaluated, it also serves to demonstrate the sort of evaluation of indicators that

now needs to be undertaken much more widely to establish a firm basis for

selection of these in the future. In the meanwhile - and not as a substitute - the
guidelines in Table 1.10 may be of some help. '

The relation between indicators and objectives often needs to be clarified.
Sometimes the indicator precisely measures the objective. A feeding program
aims to increase the weight gain in a target population of pre-school children,
and this weight gain itself is measured. In this case, the responsiveness of the
indicator is equivalent to the effectiveness of the program. In other
cireumstances the indicator is a proxy for the main objective: a feeding program
aims to increase the food intake of a target group of children, but the food
intake itself is not open to measurement, so anthropocmetry is used as a proxy
for the food intake. In this case we need an indicator that responds to increased
food intake; thus for example Habicht and Butz (1979) showed that height gain is
more responsive than weight gain (in the statistical sense of greater significance)
and thus a better proxy for food intake. Such relsticiis between the indicator
and the objective need to be established in advance.

As shown in Table 1.9, some relevant data were obtained to allow
comparison of the responsiveness of different indicators. As might be expected,
the responsiveness is very much higher in a clinical setting than in a field trial.
This is presumably because of the greater severity of malnutrition being treated
and to a lesser extent due to increased precision and reliability of measurement.
The field trials are likely to be more important for the present purposes, both
because the programs to be evaluated more closely correspond to these, and also
because the required measurements siilown to be responsive in a clinical setting
mostly require laboratory facilities - in this case, for example for immunology,
quite extensive facilities. (For comparison, a hypothetical improvement of 10
percentage points in mean weight/age for a treatment over a control group, e.g.
frem 75% mean weight/age to 85% mean with the common standard deviation of
10 percentage points, means a responsiveness of this indicator in this situation of

0.5.) The results from Martorell et al. (1980) support the use of weight and

height in pre-school children over circumferences or skin folds; this is similar to



TABLE 1.9

Mean Indicator Response to Supplementary Feeding

ield Trials
ype of Type of Indicator Age Duration % Suppl. Deficit Response Pooled SD Responsiveness
alnutrition Analysis of Suppl. Diet rel. to std. to Suppl. = 4 (Respon/SD)2
Attained: T
PEM Suppl. Wt. 36 mo. 36 mo. 17% - Cal. 4.5 kg. 0.9 kg. 1.3 kg. 0.24
vs. 36% - Pro. (Denver)
Control
Ht. " " R 2.3 em. 3.9 em. 0.17
Arm Circum. " " " 0.35 cm. 0.9 cn. 0.08
Triceps " " ” 0.15 mm. 1.1 mm. 0.01
Skinfold
Subscapular " " " 0 1.1 mm. 0
Skinfold
Ref: Martorell, et al. 1980. Nutr. Rep. Int. 21: 219-230
Vit. A Pre & post Serum Pre- 1-2 yr. >100% Std. 2 12.3% 34.7% 0.06
intervention Retinol Schiool Vit. A 20 meg/dl decline in
req. prevalence
values <«
20 meg/dl

Ref: Arroyave, et al. 1979 Sci. Pub. 384 PAHO

8¢



Type of Type of Indicator Age Duration % Suppl. Deficit Responze Pooied SD Responsiveness‘
Malnutrition Analysis of Suppl. Diet rel. to std. to Suppl. = } (Respon/SD)2
Iron Intervention Hgb (g/dD) 9 mo 6 mo 15 mg. Fe 1.21 1.07¢g 1.0g 0.57
deficiency Vs + 100 mg.
anemia Control Sat (%) " n Ascorbic 8.2 4.8% 6.0% 0.32
Group Acid per
FEP " " 100g. full 39 26 meg 33 meg 0.31
(meg/dl RBC) fat milk
powder

% children " "

with Hgb< 27..% 38.4% 0.25

11.0g/dl

HgB 15 mos. 9 mo (as above) 0.92 1.02¢g 94 g 0.59

Sat " " 6.7 7.2% 8.0% 0.405

FEP " " 38 24 meg 41 meg 0.17

% children " "

with Hgb< 26.2% 32.8% 0.32

11.0g/dl.

Ref: E. Rios, et al. forthcoming. Prevention of iron deficiency in infants by milk fortification. In Nutrition

Intervention strategies, B. Underwood ed.
A. Stekel: personal communication 1981.

'~



Clinical Trials

“0v

Type of Type of Indicator Age Duratiorn % Suppl. Deficit Response Pooled SD Responsiveness
Malnutrition Analysis of Suppl. Diet rel. to std. to Suppl. =  (Respon/SD)2
PEM Response VOg max. 39+9.7yrs. 2% mo. Protein 20 9.7 5.14 1.89
to protein /kg. (direct (804) from 5.6%
supplement measure) - 19.6%
of calories
VQg max. 39+ 9.7yrs. " " 1.49%* 0.75 0.314 2.85
difference L/min.
between (direct
ineans measure)
heart rate 39+ 9.7Tyrs. 124d 2240 keal./d 55% 30 6.63 10.24
response to a + 357 kesl
workload of 100 Gm protein
250 kgM/
min.
* with respect to valve in general from workers of the same region (normals)
Ref: 1. Barac-Nieto et al. 1980. Am. J. Cl. Nutr. 33:2268-2275
2. Maksud et al. 1976. Eur. J. Appl. Physiol. 35:173-182.
3. Spurr et al. 1979. Am. J. Clin. Nutr. 32: 767-778
PEM Response Serum 18-30 22 days % not given; All with PA-16mg 2.79 16.4
to Ry prealbumin Nido + clinical
clinieal mg/100 ml Nesmida PEM
grp. only Serum albumin infamt. Alb-1.51g 0.36 8.80
g/100 ml

Ref: Ingenbleek et al. 1972. Lancet i{i:106




Type of Type of Indicator % Suppl. Defieit Response Pooled SD Responsiveness_
Malnutrition Analysis Diet rel. to std. to Suppl. = } (Respon/SD)2
PEM Normal vs. seruimn aib. + to plateau 52.8% of control  1.48 g/100 ml 0.38 0.16
pre & post TBA of 3.5¢g 28.5% " 15.93 mg/100 mi 2.79 16.3
PEM RBP prot. & 150 31.9% 3.79 mg/100 ml 0.80 11.22
plasina retinol keal/kg 27.4% 30.64 g/100 m} 7.49 8.37
BW/d
Ref: lngenbleek et al. 1975. Clin. Chim. Acta 63:61
o from:
K washiorkor Compuarison 3 rd. component 6 m/o - 0.8g prot. 34 mg. 22 mg. 4 mmg. 15.13
of pre & of complement 88 keal/kg/d
post Cg (ng/100 ml.) to: 3.5-4g.
intervention prot. and
140 keal/kg/d
plus multi-
vitamins
Ref: Neumann et al. 1975. Am. J. Clin. Nutr. 28:89-104
“"eorrection of 37% 9.2% 8.1

PEM

Comparison
of pre &
post
intervention

% T - lympho-~

cytes in blood

deficit"

Ref: Chandra 1974. Brit. Med. J. 3: 608-609

ey



Type of Type of Indieator Age Duration % Suppl. Deficit Response Pooled SD Responsiveness
Malnutrition Analysis of Suppl. Diet rel. to std. to Suppl. = § (Respon/SD)2
PEM Comparison % T lymph- 1-5 y/o 29 days 1g prot. 33.0% 17.0% 1.9

of pre & ocytes in 100 keal/kg/d

post inter- blood 4g prot.

vention 175 keal/kg/d

Ref: Kulapongs 1977 et al. in Malnutrition and the Immune Response,
R.M. Suskind ed. New York: Raven Press, 99-103

Iron Comparison Bactericidal 1-8 y/o 1 dose Iron .33 .14 2.8
Deficiency of pre & capacity of parenterally
Anemia post inter- PMN's leucocytes

vention

Ref: Chandra 1973. Arch. Dis. Child. 48:864-866

v



PROGRAM TYPE
OBJECTIVES

1. Pre-school child
programs

(a) Reduce PEM

(b) Reduce morbidity
(with e.g. MCH)

TABLE L10

43.

Outcome Indicators considered useful for evaluation of
different programs and their objectives

INDICATORS1

A. Vt.and ht. changes
1it/age, wt/age wt/ht

B. Clinical signs

Dietary intake
Limb circumferences
and skinfelds

A/B Prevalence of
diseases
No. of episodes

Duration long'ly

1A. Widely used and
recommended for evaluation
B. Less often used - mainly
for research studies

COMMENTS

Longitudinal measurement of weight

and height preferable if can be or-
ganized. Height shows best response in
long term. Wt/age, ete. used when
population is assessed at various points
in time. Ht/age, wt/age most useful.
Wt/ht not sensitive unless substantial
deficit in population to begin with.
Constraints are equipment availability
and accuracy, trained personnel. Ht
measurements may be more difficult
than wt. Growth charts recording
wt/age are often available.

Prevelence of clinical signs such as
oedema is usually too low to be

useful except in emergency situations.
Others, such as hair changes, are less
specific and change slowly. Subjective
recording of degree of wasting
unreliable. Dietary intake
measurements on individuals are very
expensive, and require much time,
training, and supervision; not widely used
with success. Circumferences may be
useful for screening, but are probably
less responsive to change. Skinfolds
require more skill in measurement, and
have no additional advantage.

No evidence that morbidity responds to
food intake alone, but relevant in
context of e.g. MCH services. Problems
long'ly in collection and interpretation.
Episodes defined by symptons not
disease: e.g. diarrhea, cough, etec.
Immunization scars can be used when
appropriate.
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PROGRAM TYPE
OBJECTIVES

(e)

SV}

(a)

(b)

(c)

(d)

(a)

(b)

(a)

(b)

Reduce infant and
child mortality

School feeding
programs

Improved nutri-
tional status

Improved school
enrollment and
attendance

Improved school
performance

Income transfer;
increased food
intake

Food for work
programs

Increase pro-
ductivity

Increase income
and/or food
consumption.

Relief in emergencies

Rehabilitation:
children

Rehabilitation:
adults

INDICATORS

B.

Infant and child
mortality rates

Heights & weights
longitudinally

Other anthropometrie,

biochemical tests

Records of enrollment
and attendance.

School performance
tests

B.

Consumption, income

expenditure

Physical activity,
energy expenditure,

Household surveys

Anthropometry
Clinical signs

Weight gain

COMMENTS

Changes in child mortality have been

shown in pilot studies to be

responsive. However, all of these
demonstrated changes required detailed
records of specially established vital
registration and extensive supervision and
continuing research inputs. A general opinion
is that mortality rates are difficult to measure
accurately, expensive, and hence not generally
suitable for routine evaluation.

Comments much as for pre-school,
longitudinal measurements easier here.
Other tests seldom worthwhile; as for
pre-school.

No results presented, but presumably
problems are mainly organizational.

See relevant chapter.

Budget and consumption surveys needed;
possibly obtainable from household

budget surveys if program participation data
obtained on questionnaire; otherwise re-
search rather than routine application.

These can be measured in research.
Not much experience.

Suitable for research, not routine.
Not much experience.

See pre-schoolers; weight gain and

wt/ht are useful; clinical signs

(e.g. oedema, signs of severe wasting) also
useful.

Could be used; not reported however.
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PROGRAM TYPE
OBJECTIVES INDICATORS COMMENTS
5. Supplementary feeding

for mothers

Reduce: risks at A. Weight gain dur- These require extensive health
birth, low birth ing pregnancy service coverage and good record
weight, subsequent Birth weight keeping; given this, "A" indicators,

infant mortality particulary birth weight, are fairly

straightforward.

B. Perinatal and infant
or mortality rates

IMR's require additional follow-up,
vital registration linked to
program delivery data - see 1 (c).

8. Vitamin A fortifi-
cation and distri-

bution programs
Reduce vitamin A A. Clinical signs Clinical signs may be complicated by
deficiency (eyes) other causes of eye changes.

7. Iron fortification
and distribution

programs

Reduce iron de-

ficiency

Serum retinol

Clinical signs
Hemoglobin
Serum ferritin
Transferrin sa-

Decrease in low end of serum retinol
distribution is internationally accepted
procedure (IVACG).

Anemia can be estimated from e.g.
color of optical mucosa, but has
subjective error. Biochemieal tests
require blood sample; hemoglobin not

turation specific for iron deficiency anemia;
transferring saturation more demanding
but more specific.
8. Iodine fortifica-

tion and injection

programs

Reduce goiter; cret- A. Goiter prevalance, Goiter can be estimated by trained

inism. Increase by size health personnel. 1Q tests can be

mental capacity in B. Cretinism and IQ applied to children after mothers

iodine deficient tests supplementation.

areas.
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the coneclusions of Habiecht and Butz (1979). For vitamin A, serum retinol
measurements are shcwn to be reasonably responsive (e.g. equivalent to weight)
from the data of Arroyave et al. (1979). In field trials of iron supplementation
hemoglobin concentration (but not hematocrit) and transferrin saturation came
out as responsive at least in the two sets of results made available. Such
responsiveness characteristies provide guidance as to required sample size (see
" next section), measurement accuracy and reliability, ete., in designing
evaluations. Where possible, these characteristics of the further indicators
advoeated should be given in the appropriate chapters subsequently in this book.
There is an urgent need for research to establish the responsiveness
characteristics of other indicators in a manner equivalent to that given in Table
1.9.
Table 1.10 reflects the state-of-the-art of evaluation of eight types of

nutrition programs in terms of outecome indicators. The most widely used and
trusted measurements are eclearly anthropometrie, where these correspond to
program objectives, either directly (e.g. 1(a)) or as proxies (e.g. 5, where
increased birthweight is considered to decrease subsequent mortality risk, even
if the subsequent mortality cannot be measured). The general theme of the
conclusions shown in this table are that most measurements are difficult to
obtain with any reliability in routine programs - this applies to morbidity and
mortality data, biochemisty, and food consumption estimates. These
measurements are therefore more appropriate within experimental studies, as
discussed earlier in this chapter. This extensive reliance on anthropometry in
practice for routine operational program evaluations was not obvicus until this
table was drawn up. Indeed it may not be desirable, and emphasizes the need for
further assessment of alternative outcome indicators. But it does seem to
represent the consensus of those at the workshop. The absence of an extensive
list of well-tried outecome indicators for routine evaluations also points up the
value of process evaluation, and the need to focus on only those programs where
an effect on outcome is likely to be detectable; this is the theme of much of the

next chapter.

Note on Sample Size: (incorporated from a note prepared by M. Guzman)

The question of sample size merits careful consideration in attempts to

evaluate the results of any administered treatment or treatments.
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In the first place, the investigators must define carefully the unit of
reference for which the sample size is to be estimated, clearly differentiating
"observational units" from the '"unit of interest" for the evaluation. it is the
latter which is the principle determinant of sample size. It is made up of a
cluster of observational units. In other words, although information may be
collected from individuals (observational units), the evaluation of effects may
focus and center interest in aggregates of individuals who constitute say,
families - a cluster of observational units.

Whatever the "unit of interest", the number of such units (sample size)
should be estimated under pre-specified conditions of accepted risk a) of
detecting an effect when in fact it does not exist and b) of not detecting the
effect when it does exist. In the procedures for the statistical testing of specific
hypotheses relating to treatment effects, the relative frequency (probsbility) of
occurrence of the first kind of error is used to define the level of significance
for performing the test, while the frequency of non-occurrence of the second
kind of error is used to define the power of the test (frequency of correct
detection of effects).

Under these premises, and provided the investigator can provide a priori
information on the magnitude of the minimum treatment effect (expected result
of a control-treatment difference) he considers worth identifying with
concomitant information that relates to the variability (standard deviation) of
the response under consideration, it is possible to estimate the approximate size
of the sample required under this particular set of conditions to detect the
treatment effect (see Cohen 1969 for textbook treatment of this issue).

The procedure for estimating sample size for comparison of independent
samples utilizes the relation:

n=K22s2= K2 = K2
d? 2 (d/s)2 £2 x Responsiveness

- where s is an estimate of the standard deviation of the variable under
consideration (see Table 1.9)

- d is the difference to be detected; this should be a fraction (f) of the
responses shown in Table 1.9, below which one is indifferent to
whether there is a response.

- K2 is a multiplier value for different levels of significance

and various associated powers in testing as follows:
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VALUES OF K2

Level of Significance

Level of Significance

Power Two - tailed test One - tailed test

(0/) 1% 5% 10% 1% 5% 10%
80 11.7 7.9 6.2 10.0 6.2 4.5
90 14.9 10.5 8.6 13.0 8.6 6.6
95 17.8 13.0 10.8 15.8 10.8 8.6

Source: Snedecor and Cochran, 1980.

In closing it should be restated that the above procedure is only an

approximation and is usually an underestimate of the required sample size. Its

indiseriminate application may lead to absurd answers. It is advisable, therefore,

that the question of sample size always be considered in the contex: of each

particular situation and with proper statistical consultation. Ultimately, the

successful estimation of sample size is the result of experience which bridges

across the realms of art and science.
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PARTII
STAGES OF EVALUATION OF ON-GOING PROGRAMS

Introduction

The principles for the evaluation of on-going programs were set in Part I.
It was argued there that proper evaluation of such programs should de-emphasize
the researcher's concern with causality and prediction and seek to provide
answers to questions likely to be of interest to managers, administrators and
funders. It was also pointed out that evaluation should proceed in a sequence of
stages so that easier and cheaper answers are found first before embarking on
more elaborate types of investigation which may prove to be either unnecessary
or impossible. This chapter takes up this sequence of stages in the evaluation of
on-going programs.

Since finding answers to all the possible questions from evaluation - for
example as given in Table 1.4 - is an extensive and costly task, it is necessary to
delineate what is needed and what can be done with given resources. These refer
to the needs of managers, administrators or funders, and researchers, who
require different degrees of certainty or plausibility for their answers and
conclusions, on the one hand; and to the feasibility and costs of carrying out
various types of investigation to respond to these needs on the other.

In practice, therefore, the outcome and its possible association with
program delivery should be examined during the later stages of the evaluation
process. Before getting this far a series of stages should be followed to

determine whether it is necessary to examine outcome at all; and if so what

associations between program delivery and effect should be looked for. The rest
of this chapter, therefore, sets out a sequence of stages that starts with the less
expensive investigations and only proceeds to examine whether cause-effect
relations can be shown after studies on the program design and its
implementation have shown these effects to be likely to exist. These stages are
as follows:
Stage 1: Preliminary Tasks: to answer the questions of evaluation for
whom, of what, and in what context
Stage 2: Evaluating the Plan of the Program

Stage 3: Evaluating the Implementation of the Program

Stage 4: Evaluating the Gross Outcome of the Program
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3.

TABLE II.1
STAGE 1: PRELIMINARY TASKS
Cecide:

- Who is doing the evaluation?
(e.g. outsiders, management, funders)

-~ For whom?
(management, administrators and funders, research bodies)

- For what purpose?
(sec Table 1.2) e.g.:

- continuation or modification of delivery of the program?
- replicate the program?

- estimate the net effects of the program?

Reach consensus on the objectives of the program.

-~ Make underlying objectives explicit and resolve contradictions.

Scouting
- Get initial impression

- Make explicit how the program is expected to achieve its effects

Plan the evaluafion
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Stage 5: Evaluating the Net Outcome of the Program
Stage 6: Presentation and Dissemination of Evaluation Results
Stage 7: Move to built-in evaluation
A summary of each of these stages is given in each section as a table:
these can be reviewed togetner as a summary of the procedure set out in this

chapter.

STAGE 1: PRELIMINARY TASKS
(See Table II.1)

A first question should be: who is doing the evaluation, for whom, and for
what purpose. Those responsible for ecarrying out the evaluation could be
outsiders, management, the funding body, or combinations of these. The users of
the evaluation results could be management, administrators and funders,
research bodies (see Table 1.2), or all of these; these should determine the
purposes of the evaluation. If the purpose is to provide information to make
decisions, the actual options to be decided upon should be specified. The
purpses in turn should dictate the questions and issues addressed, and hence the
decisions to be taken, again as outlined in the previous chapter. These purposes
in effect constitute terms of reference and should be made explicit at the
outset. At the same time the degree of certairity needed to make the
consequent decisions, and hence the methods to be used, must be decided.

The next initial step is to agree upon the program objectives because an
evaluation should result in judgements about how well a program is meeting its
objectives. Those involved in programs often have very different perceptions of
program objectives, and these perceptions may change markedly over time.
Therefore, discussions must examine program objectives and resolve
contradictions that may exist among these, so that a consensus on the objectives
of the program can be set out explicitly.

In practice, it is essential then to get a feel for the program. This has been
referred to as scouting (Riecken 1979, p. 369), meaning essentially going and
talking to people in the program area, both to those responsible for the program,
and to those participating in or benefitt'ng from it. This is worth several days'
or even weeks' effort, providing initial impressions as well as a basis for
proceeding. It should also involve drawing up some sort of conceptual model to
explain how the program is supposed to achieve its effects - if this is not already
available in the program documents - which means making the processes of the

project explicit. Such a model alsec helps to identify the constraints to

implementation, and the possible variables confounding apparent effects. An
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4.

TABLE 1I.2

STAGE 2: EVALUATING THE PLAN OF THE PROGRAM

Examine overall objectives
- What are they?
- Are objectives specified in terms of:
- quantities of inputs?
- target groups (numbers, characteristics)?
- permissible deviations in targetting and deiivery?

- Are inputs compatible with expected outcomes (was there a sound
basis for the program design)?

- if above cannct be specified - stop

Evaluate implementation objectives

- Budget, work-plan

- Flanned expenditure per head

- Compare with expected effect per unit cost

Evaluate targetting objectives

- Who, how many?

- Calculate planned focusing and coverage (see Table I1.8)
Evaluate outcome objectives

- Apply to who (recipients, targetted, total population)?
- Do objectives match inputs?

- Is planned effect/unit cost reasonable?

- Define adequate effect.

If adequate effeet not expected from evaluation of plan

- stop



55.

example of such a model based on the sequence of events in a food aid program
could be as follows: food is delivered to a central warehouse; it is distributed to
MCH clinies in target areas; the food is given monthly in specified quantities to
mothers of echildren of less than 80% weight for age; at the same' time
malnourished children come to the MCH clinic and are identified; the mothers
give their children the supplementary food, which adds to the previously existing
intake, rather than replaces it, to a specified extent; this in turn leads to
improved nutritional status of the target group.

From such information the evaluation itself should be planned, specifying
the different stages (e.g. along the lines suggested here.) Constructing a fiow
chart of the sequence of steps involved in each stage may be useful. An
important decision even at this stage is whether it will be feasible to collect
fresh data, either by case-study or sample survey, should the next stages indicate
that this is worthwhile. This data collection is expensive, and resources should
be concentrated on those programs where this is necessary. Stages 2 and 3
(usually) do not require surveys and efforts devoted to these earlier stages nay
pay off by making further data collection unnecessary. Stages 4 and 5 usually
will require fresh data collection. However, whether these stages will actually
be reached depends on the outcome of preceeding stages, and cannot yet be
decided.

STAGE 2: EVALUATING THE PLAN OF THE PROGRAM
(See Table I1.2)

The evaluation of the plan of the program seeks to answer the question:
what effect 'ras expected, or could reasonably have been expected, if the
program were implemented as planned? A systematic approach to this question
involves a number of steps.

The overall objectives uf the program must be explicitly stated in Stage 1.
The evaluation of these objectives then is concerned with checking their
feasibility given the resources available and their intended effect per unit cost.
The initial steps concern the following questions:

- Are objectives specified in terms of:

- quantities of inputs
- target groups (numbers, characteristics)
-  permissible leakage (percentage non-targetted recipients) and

delivery (proportion targetted who are recipients)
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- Are planned inputs generally compatible with expected outcomes?

- If the answer to the first two is negative, can the objectives now be
specified in terms of target groups, leakage, etc., and expected
outcomes? If not - stop.

The next step is to systematically evaluate implementation (input)

objectives, targetting objectives (including permissible delivery and leakage), and
outecome objectives, including determination of adequate levels of achievement

of these.

Evaluating Implementation Objectives

This step should first check that sufficient details on supplies, services,
costs, ete. as programmed are available to provide a basis for evaluating the
overall extent to which the program has been implemented. The program budget
and work plan should provide the needed information. If not, further inquiries
may be needed.

At this point, calculate the planned expenditure per head of the target
population. Due allowance must be made for both direct and visible costs - e.g.
food, transport, additional administration - and less visible costs - e.g. the
opportunity cost of the time of personnel who would be occupied otherwise in the
absence of the programm. In certain projects the planned level of expenditure per
head may be too low to permit a realistic expectation of any detectable (or
important) effect of the program on nutrition. As noted in Part I, there is a
scarcity of empirical data on actual levels of expenditure, certainly in relation
to effect. However, it is important to check whether there is any basis in
experience under the prevailing conditions to suppose that the levels of
expenditure planned can have the expected effect. In the absence of local data,
the figures quoted by Gwatkin et al. (1980) and Beghin (1980} may provide some
guidance. As a very rough rule of thumb, it seems to us that an expenditure
below & minimum of say $1 - $10 per recipient is very unlikely to produce any
measurable effect on outcome. Once such estimates are made for the program,
they need to be:

- checked with the agencies concerned;

- put together with the evidence for expected effects, to reach

approximate levels of expenditure on different activities and assess
if these are within the range for which any effect can realistically

be expected;
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- better, they should be calculated systematically with data from
pilot studies and operational programs, and related to expected

effect for example as shown in Figure L.l.

Evaluating Targetting Objectives

The target populations of the program should be defined in the plan by
their numbers, characteristics, ete. The plan must also provide for adequate
means of identifying these groups; if for example "malnourished children” were
the stated target group, a procedure for screening and admitting them to the
program must be planned for. If an estimate of the prevalence of malnutrition
at the beginning of the program is available, the indicators in Part A of Table 1.8
should be calculated. If such an estimate is not available and cannot be
approximated to, these indicators cannot be calculated. /For planning purposes,
the appropriate indicators are the proportion of targetted who are needy
(planned focussing), and the proportion of needy wh»> are targetted (planned
coverage). This provides the basis for comparing planned with actual focussing
and coverage. Estimates of probable effects can be obtained if these indicators
can be calculated from pre-program data, using only data on program
participants, as discussed in Mason et al. (1982) Chapter IV. Apart from their
use to evaluate the actual implementation of a program, the indicators allow
evaluation of the program plan itself. For example, if focussing is not greater
than the population prevalence of needy, the program is not targetted
operationally to the needy (for instance, a program that was not targetted at all,
that is covered the whole population of an area, would have a value of focussing
the same as the population prevalence). Judgements on how far the program
plan was actually oriented to the malnourished, and on the relative efficiency of
different targetting strategies, may be useful later in making recommendations
on modifications to the program.

The calculations can be extended further by putting in costs. For
examp'a, if there are differential costs involved in reaching alternative target
groups, knowledge of their relative nutritional status allows calculation of the
optimum combination of delivery to different groups to minimize cost per
malnourished resched.

Evaluating Outcome Objectives
The distinetion has been made between the population as a whole, the

(intended) target group(s), and program recipients. The expected outcome per

head is reduced going from recipients to target groups to population. In



58.

evaluating the plan, it needs to be decided (if it was not already decided in
planning) to which popuiation category the objectives apply. This may be done in
one of two ways: an cverall objective could be stated as a reduction of, say,
malnutrition in the population as a whole, and targetting used to focus resources
on groups with a high prevalence to improve efficiency; or the objective could be
stated as specifically to improve nutrition in the target group.

This stage is going to mainly involve back-of-an-envelope calculations, but
these nevertheless are important since they help decide what effects to look for
and when they are adequate both of themselves and with due account taken of
costs. At an extreme, if abolition of the problem is expected, this will be much
easier to detect than e.g. a 10% reduction in its prevalence. Clearly, it is
necessary to start by assessing expected effects on recipients, and then tc adjust
these for "planned" or '"unavoidable" under-implementation and/or leakage 1o
non-target groups. Numbers as well as prevalences should be used. The target
group and the popuiation should be the units of evaluation. The recipients should
also be considered, to calculate the expenditure per caput of recipients: this will
allow some estimate as to whether an adequate effect on the recipients (whether
or not these are the same as the targetted) can be expected.

There is no widely accepted method for setting expected and adequate
levels of outcome. However some suggestions can be made, as follows.

(1) A minimum level of expected effects on the targetted that is
regarded as worth the effort, or cost, could be set. This minimum
identifies the level of outcome below which the program is
unsatisfactory. This minimum level of adequacy can be set as, e.g.
"cases improved per dollars spent". If the program does not then
meet this minimum adequacy level it should either be reexamined
carefully or discontinued. This is a choice which must have been
considered in advance as part of setting objectives. This assessment
has to be made at some stage, and it is better to reach preliminary
conclusions as early as possible, since if such conclusions ecannot be
reached, results from data collection will not be interpretable
anyway: it is preferable to face this dilemma before embarking on
data collection and analysis than to find out later that the results
cannot be used for making decisions on the project. Defining this
minimum level is also needed to design data collection and analysis,
by defining what levels of change need to be detected.

(2) Experience from other programs could be used, particularly pilot

projects, to arrive at some statement of the expected levels of
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effects. As discussed in Part I, data from recent reviews of 21
nutrition and health projects (Habicht & Butz 1979; Gwatkin et al.
1980; Drake et al., 1980) show some consisteney in results. These
projects seem to have achieved, for example, a reduction in the
prevalence of malnutrition of around 5 to 15 cases per 100 for a
baseline prevalence of 30%, or an improvement of about 2 to 6% in
mean weight for age. All of these projects were pilot projects. The
cost estimates for implementation at pilot level (which may differ
considerably from estimates for scaled up operations) are around $1
- $8 per head per year. The time periods vary, as does whether the
effects are on the entire target population or on the specific
individuals who fully participated in the projects. With a per capita
cost of $5 per head per year, and a reducticn in prevalence of
malnutrition of 10%, the effect per cost calculates out at 20 cases
of malnutrition rehabilitated or prevented per $1,000 expenditure.
(The distinction between cost per head of population (e.g. target
population) and costs by cases prevented or rehsbilitated is
obviously important, these being related by the program
effectiveness). Useful values for effects per unit ccst in terms of
cases prevented or rehabilitated are given in Beghin (1980).

(3) Certain biological relationships are approximately known: if dietary
intake is taken to 100 or more percent of requirement, after, say,
one year any child actually eating this amount of food should be no
longer malnourished. By the same token, expected impacts on
health from control of infectious diseases are not totally unknown.

One purpose of the above exercise is to eliminate the need te go further in

the evaluation of some projects - there may be many - whieh could not be
expected to have enough of an effect to warrant their cortinuation, much less
their expansion; because the inputs could not produce the hoped-for outcome,
because of inadequate targetting, and sc on.

At this stage, relevant outcome indicators should ve tentat.vely identified.

The starting point is clearly the outcome objective. If decreasing the prevalence
of protein-energy malnutrition in pre-school children is an objective, suitable
indicators of nutritional status in these children will be required, the choice
depending primarily on data availability and responsiveness of indicators to the

intervention. If improved school performance is an objective, data on this
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performance will be required. Table L10 has given some information on
indicators by the type of program and its objectives. They are further discussed
urder Stage 4.

For those programs that survive this reappraisal, the process provides a
clue as to how easy or difficult it will be to detect an effect, and how large that
effect will have to be to be considered adequate. Our bet is that such
calerlations will show that a substantial number of projects requive no further
evaluation, or at least merit little further expenditure on seeking impacts that
are at best hardly important to the overall problem. Several {(hypothetical)

examples may be cited, as discussed below.

0 School feeding programs are an obvious example; their objectives
are all too frequently mis-directed. These objectives may be
specified by the numbers of school children affected, the number of
schools, the levels of food provided, ete. "Reduction in malnutrition™
is often specified in these programs as the planned outecome. But
these programs are targetted at an age-group generally with a low
prevalence of malnutrition; they reach, in many countries, only
those children who are better-off and can, hence, enroll in schools;
and finally they often emphasize foods of low priority - e.g. protein
when the deficit in the diet is primarily of total food. Thus an
objective stated as substantially decreasing malnutrition is often

likely to be shown to be unrealistic by examining the work plan.

o Pre-school supplementary feeding programs, on the other hand, are
aimed at the age group most affected by malnutrition. A typical
example might be the following: all the malnourished children
attending clinies in an area are to be provided with 500 keals per
day for three months. Suppose the area contains 1,000,000 people of
whom 200,000 are under five years of age. The expenditure is
$500,600 per year. 30% of the children are malnourished, that is
60,000 and 10% of these attend eclinics, i.e. 6,000. The questions
which immediately come to mind when evaluation of the program is

being considered are:

- Are the children who receive food in fact malnourished?

- Do these children improve?
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- Does the program have a substantial effect on the overall

problem (the answer to this is clear, since 90% of the

needy chitdren do not attend eclinies).

If 50% of the needy children receiving food were rehabilitated, this
would mean that 3,000 children were improved, at a cost of
$500,000. This gives an effect per unit cost of 6 rehabilitated per
$1,C00. It might be decided in planning that this was just
acceptable. If so it means that if an evaluation found that less than
50% of those malnourished children attending clinics were
rehabilitated, or if less than 10% of the malnourished attend clinies
at all, the program should be carefully reconsidered, because the

effect per unit cost will be below 6 rehabilitated per $1000.

Another example, comparable with tne previous one, might be a
targetted food distribution program, with eligibility criteria. Again
consider a million people, 200,000 under 5's, an expenditure of
$500,000 per year, 30% (60,000) of the under 5's malnourished. If
the program reaches all these children, the expenditure would be
around $8 per heaZ per year. For a typical family, out of a total
expenditure of say $300 per year, some $200 may be spent on food,
i.e., perhaps $30 per year for a child. Hence the $8 per child head
per year provided as food is quite significant, and it might be
expected that a reduction from 30% malnutrition rate to, say, 209
in the population could reasonably be expected. This implies that,
of the 60,000 children initially malnourished, 20,000 are no longer
malnourished. Hence for each $1000 of expenditure 40 children are
rehabilitated. In this case, if a ehange of prevalence from 30% to
20% was indeed detected, there might be good reason to suppose
that we are looking at an effective program. Hence, further
investigation might be in order to gain more confidence that this
improvement was indeed due to the program. Similarly, an effect
per unit cost of 20 cases prevented per $1000 might be regarded as
just adequate, so that the evaluation would be designed to determine

whether the prevalence was now above or below 25%.

A rehabilitation eclinic might cost $10,000 per year to run and

succeed in rehabilitating 100 cases of malnutrition. This gives a
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3.

TABLE II.3

STAGE 3: EVALUATING IMPLEMENTATION

Does program reach intended target group?
Assess targetting as:

- Numbers targetted who are recipients, hence calculate indicators of
delivery and leakage (Table 1.8)

- If outcome data available, (i.e. number needy who are recipients),
calculate indicators of actual focusing and coverage (Table 1.8),
compare with targetting objectives. ’

Assess level of delivery as:

- Expenditure or other measure per caput of recipients

- Compare with implementation objectives.

Do deviations from objectives affect expected cutcome (for target group
or population)?

- If to point where adequate effect could not be reached - stop

How should implementation be improved?

- Reassess targetting, delivery (e.g. expenditure per caput)
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figure of 10 cases per $1,000. However, even if this effect per unit
cost is acceptable, there will usually be logistical and personnel
reasons for not scaling up such a project so that its coverage could
never be satisfactory. Therefore even if this was fully effective, it
may not a priori be justified; hence outcome evaluation is not

necessary, and evaluation of the plan alone will suffice.

In famine relief the only issue really is whether severe malnutrition
remains in the iocation (a camp, or an area) after famine relief has
been going on for some time. The role of food in improving the
situation probably requires no elaborate assessment -evidently food
is needed and there is unlikely to be any question of withholding this
on the grounds that its effect cannot be shown. An evaluation here
is likely to focus on prccedures, in order to gather lessons for
future, more efficient implementation of famine relief. Again, no
detailed analysis of cost-effectiveness or attempts to attribute
changes in outcome to food inputs are likely to be appropriate for
administrative or managerial purposes. There may still be a
research need to establish causality in the effect of famine relief,
although this is difficult to design and will not be addressed further

here.

STAGE 3: EVALUATING IMPLEMENTATION
(See Teble I1.3)

Evaluating the implementation of a program is reasonably straight-forward

in principle. It involves the following specific questions.

]..

Have project components been delivered as expected to the intended

target groups?

- Was the selection of recipients correct?

- Was expenditure or other measure of delivery per caput of
recipients adequate?

-  Was coverage adequate?

Have deviations in project implementation been such that, as a

result, outcome objectives could not be reached?

Can constraints to implementation be identified? How can they be

removed to improve program delivery? How should the plan be

changed?
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Targetting and delivery

The aim of evaluating targetting could be summarized as filling in Part B
of Table I.8. This then allows derivation of indicators of delivery and leakage,
meaning proportion of targetted who are recipients, and proportion of recipients
not targetted, respectively.

Quantitative assessment of level of delivery e.g. expenditure per caput
must rely on administrative records; retrospective interviews with participants
(e.g. by sample survey) cannot fully replace these records. Relevart recruds
pertain to financial aspects, delivery of goods, staffing, ete. This stage <f the
study therefore uses administrative records to:

- Examine whether delivery is acceording to plan

- Reassess delivery in order to update estimates of likely effects (e.g.

to see if expenditure per recipient is still within the range in which
an effect can be expected).

Assessment of the extent to which the program has been delivered to the
needy, and to which the needy are covered by the program, requires outcome
data but logically are included here as it concerns impiementation rather than
effect of the program. If these ratios can be calculated from available data,
they will allow important estimates to be made of the success of the program's
implementation. For example, focusing is directly related to effect on the target
group, per unit cost (not only on recipients). This is equivalent to filling in Part C
of Table 1.8.

Again, a priori decisions may be needed as to how far deviations from
planned targetting should be acceptable. In any event, these values will show
how the actual delivery to the target group needs to be modified. The question
of whether the right people are reached is measured by focusing; whether enough
are reached is measured by coverage.

This examination and reassessment relies on process indicators. Some
examples relevant to nutrition/health programs might be the following: timing
of delivery of supplies and equipment; participation by attendance or by receipt
of food, immunizations, health care, health and nutrition education; staff
performance measured by the number of contacts with recipients per worker, or

by the number of contract hours per worker; ete.

Improving Impiementation
There are two purposes to these analyses. First, to see whether the

program delivery is sufficiently in line with the plan that an adequate outcome
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can still be expected. This should be based on the premises us2d to design the
program, maybe modified from more recent knowledge.

The second purpose, of important concern in practice, is to allow
identification of constraints and failures in implementation. This is both in
terms of degree of implementation (e.g. quantities of goods and serviees), “nd
tarTetting. Recommendations from these results may be among the most
valuable outputs of the evaluation, certainly for the program's management, and

for its administration and funders.

STAGE 4: EVALUATING GROSS OUTCOME
(See Table 11.4)

The evaluation ¢  the adequacy of program effects relies in the first
instance on assessment of gross outcome - that is on detected change in outcome
indicators, not allowing for the effect that might have occurred anyway. Tais
involves comparison of the gross outecome with a pre-established standard of
adequacy of effects. By definition the gross outcome of a program refers to the
absolute or relative change observed in one or more indicators of program
effects. 1ne evaluation of gross outeome has to cope with three issues:

(a) How are outcome indicators to be chosen?

(b) How are they to be measured?

(e) How are they to be evaluated?

Choosing Outcome Indicators

The choice of outcome indicators involves a number of considerations
(specific examples are given in the relevant chapters elsewhere in this book):

- responsiveness of the indicator to the intervention (see Table 1.9)

- feasibility and cost of collecting and interpreting the necessary

data;

- whether the indicator is a direct or an indirect (proxy) measure of
the achievement of the objective — dircet measures are usually
preferable.

In Table 1.9 the known responsiveness of certain indicators has been shown,
and a more comprehensive if less well-established list of possible indicators has
been give in Table 1.10.

Interviews and observations by an ethnographer or someone with similar
skills should precede any systematic, quantitative data collection. Suech

interviews will often perniit restricting quantitative data collection to a few

variables and permit simpler sampling than if one tries to cover every



66.

TABLE 1.4

STAGE 4: EVALUATING GROSS OUTCOME

Choose outcome indicators. Consider:

- Responsiveness (Table 1.9) and suitability (Table 1.10)

- Feasibility and cost of collzction

Measure gross outcome. If data only obtainable on program participants,

try:

- Time-in-program method

- Rapid collection of time-series data

- Correlational analysis

If data obtainable on non-participants and confounding variables see Stage

5, Table IIL.5.

Evaluate gross outcome

- Is it adequate? (do outcome indicators meet preset standards of
adequacy? - see Stage 2 point 4) - if so, usually stop for routine
evaluation.

- Is there reason to believe that further data cocllection or analysis
would increase the estimated effect (e.g. evidence for negative

confounding): if not, stop. If so, and answer worth the cost, continue
to assess net outcome (Stage 5)
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eventuality. This ean result in major savings in time and money, especially if the
program is inadequately implemented so that no quantitative collection of

outcome data is justified.

Measuring Gross Outcome

The measurement of gross outcome does not always preclude subsequently
moving by analysis to assessing net outcome. This depends both on the design of
the evaluation and whether data on confounding variables are collected for later
analysis (see Table L.5).

Measurement of gross outcome preferably entails collection of baseline
data from program subjects before the program begins, and a similar effort at a
point in its operation sufficiently later to allow the program to have some
measurable effect. Such duta however may not always be readily available.
Baseline data on program subjects are often lacking, possibly because an
evaluation of the program effects may not have been the intention at the
beginning. Furthermore the collection of such data may involve considerable
cost if for example an extensive sample survey is required at two points in time.
Certain conventional designs have been given in Part I (see Table I.6). We have
considered below the special case of when only data on program participants are
available, without baseline data. It is possible to rely on routinely collected
program data to get approximate measures of gross outcome. Under these
restrictive but common conditions three possible designs come (o mind, using
data only from program contacts:

(a) The time-in-program method

(b) Rapid collection of time-series data

() Using variations in socio-economic status and program delivery,

which can be cross-tabulated or correiated

(a) The time-in-program method

This means ecomparing outcome information for children who have been in
a program for a substantial period with others just entering, on a cross-sectional
basis. An improvement in those who have been "treated" ror a certain time over
those just entering can then lead to an estimate of gross outcome. Finally,
comparisons should be made between children of the same age to exclude the
maturational effect. One obvious confounding factor is self-selection - e.g.
those that enter later have different nutritional status on entry than those

admitied to the program at the beginning. This can be checked if nutritional

status on entry into the program is recorded, as is often the case. Another
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problem is regression to the mean - if malnourished children are selected, they
may be an extreme that anyway would improve. Nonetheless, with commonsense

allowar: e for such faetors, this procedure provides some internal control.

(b)  Rapid eollection of time-series data.

The effects of certain programs may in fact be detectable by time-series
ooservations within short periods. The time for carrying out and analyzing a
cross-sectional survey is itself going to be around six months at least - time
enough for a feeding program to show its effects on nutritional status of
participants. This can at least serve as a check that the program has an effect
on those to whom it is delivered. The question then reverts to whether these are
the target group, ete. Examining these latter questions may, of course, require
further data.

(¢) Correlation studies: using variations in program delivery and socio-
economie status on a cross-sectional basis.

If variations in both | rogram delivery and socio-economic status can be
measured for program participants, then certain useful conclusions can be
reached. The variation in program deiivery is likely to be most obvious between
different sites. In practice, in certain locations the program is going to be more
efficiently delivered than in others, and an important question becomes how to
measure this. At the same time, it is most likely that socio-economic status will
influence nutritional status, and it may not be too difficult tc postulate certain
summary indicators of this. For exswiple, quality of housing has been shown to
be associated with nutritional status. If this can be done, then, in its simplest
form, a limited number of possibilities may be set up, using nutritional status of

program participants; these have been discussed in Part I, see Tabie I.7.

Evaluating gross outcome essentially relies on a limited number of
variables pertaining to the nutritional status {weight, height, age, ete. which may
be indicators themselves or from which indicatirs may be derived), the extent of
delivery of the program services and the duration of time that a partieipant
benefits from a program. Such information is used to establish relationships
between program variables on the one hand and measures of gross cutcome on
the other. For example, a positive correlation between the extent of delivery
and weight-for-age of the participants may indicate that . loncer period of

participation is associated with a more adequate outecome. This may be taken as

an indication that the gross outcome of the program has been positive. Where
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the measure of nutritional status of a participant is also available before he joins
the program, a comparison of this information with a similar measure after some
length of time also measures the gross outcome if maturational effects and

regression toward the mean are to be taken into account.

Finally, comparison of estimated gross outcome with program costs will
allow at least » rough estimate of whether the effects per unit cost detected so
far are in the range likely to be regarded as adequate. If they are far below the
adequacy level, it may not be necessary to estimate net outcome at all, since it
may only further decrease the estimated effect per unit cost, or at least may not
dramatically improve it. Many of the confounding factors discusseu in Table 1.5
usually act to give over- estimates of the net outcome (positive confounding).
With an inadequate gross effeet per unit cost, it may be worth considering
whether more accurate assessments are in fact likely to increase this value - i.e.
there has been negative confounding. (e.g. Chernichovsky 1979). It is our
impression that the more careful the evaluation study, the less effect on
outcome is usually found. Therefore, unless there is good reason to believe that
without-program values would have deteriorated sharply, all the necessary
information for outcome evaluation may now be available, and it is unnecessary

to go further in data collection for analysis.

STAGE 5: EVALUATING NET OUTCOME
(See Table I1.5)

The sequence of stages discussed so far precedes the evaluation of net
outcome since these preceding stages might lead to an early decision that
further evaluation is unnecessary. This would be the case if the objectives of the
evaluacion have already been accomplished, for example if the program has besen
shown to have been inadequately implemented (e.g. in terms of delivering the
intended amounts of goods and services to the targetted populatior.). On other
occasions, the program objectives may be judged as unattainable by examining
the program plan. The decision on whether or not to proceed to evaluate the net
outecome of a program depends on whether or not it is necessary to do so and
whether or not it can be done.

At this stage, an estimate of the gross outcome will be available. If
further information as to how far observed changes are likely to be due to the
program is needed (i.e. moving from gross to net outcome) there are several

possibilities. These have been intrcduced in Part L.



70.

TABLE 0.5

STAGE 5: EVALUATING NET OUTCOME

If data estimating gross outcome are zvailable:

- Use data on (i) varying program delivery
(ii) possible confounding factors (e.g. socio-economic
status)
to: - cross-tabulate by these factors eitd compare groups
- control statistically for r~onfrunding and correlate
with program delivery using multiple regression
This may give more pleusible inferences on associaticn of program with
outcome (i.e. estimate net outcome). If these data are not avcilable, or
more certainty is needed, and surveys are considered worth. ‘ile. go to B.

If not stop.

If survey to be carried out:
- Decide on design (see Table 1.5)
- Examples are:
- interrupted time- series
- non-equivalent control groups
- Analyze by:
- mateching
- eross tabulation (as A)
- control statistically and correlate with program delivery
analogously to A
This may give additional plausibility to inferences on association of

program with outcome.

Evaluate estimates of net outcome
- Is net outcome adequate?
- Is effect per unit cost adequate?

- How should program be modified (e.g. targetting, delivery, design)
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(a) If there is information on varying levels of program delivery,
associations of levels of delivery with outcome can be investigated
statistically.

(b) If, as well as this, there are data »~n possible factors confounding the
relationship between program delivery and outcome (e.g. socio-
economic status), then these confounding variables can also be taken
into account.

In the first place, this can be done by cross-tabulating, e.g. for varying
program delivery and socio-economic status — see example in Table L7. This
may also give insights on targetting. Secondly — and particularly if a number of
possible confounding variables are measured — multiple regression analyses
(correlational analyses) can be used to simultaneously take account of several
confounding variables as well as program delivery. In this case, one is
investigating the effect of program delivery controlling for, e.g. socio-economic
status: the sign, significance, and magnitude of the coefficients for va.iables
representing program delivery are estimated in relation to outcome, with
confounding variables in the equation.

The next step would be to control also by design, see Table 1.6. This may
sometimes be done by retrospective matching, but is more effective when
designed into the evaluation befcre the intervention is initiated. The analyses
are similar to those discussed above - tabulation by varying program delivery
{(including with/without program, before/after, ete.) and by confounding variable
e.g. socio-economic status; and simultaneously taking into aceount these
variables in the multiple regression. The plausibility of the conclusions depends
substantially on the choice of design, and can be increased if the effects of
confounding variables are properly controlled for either by design or analysis or
both. Two possible designs, which have been referred to in Part I and which may
be suitable for such situations (see Casley & Lury 1982) are described below.
(See also Table 1.6)

Interrupted Time-Series design

When a without-program comparison group is not available, comparisons
can be made with outecome data on the treatment group before the treatment
begins. This usually requires a series of observations before and after treatment.
If the effect of the treatment ‘s sufficiently "sharp" - giving a rapid change in
values of the outcome variables and this may provide evidence for an effect of

the program.
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This design is not always possible for the evaluation of nutritional effects
of programs since time-series data on the nutritional status of a population
before the program may not exist and post—intervehtion collection of time-series
data may require a long period of time and be costly. If such data were,
however, available regression techniques can be employed to answer the question
of whether the intervention had changed the trend of changes in nutritional
status of the population in a significant way and the direction of this change. In
this case, a variable representing time is introduced into the equation, and a
variable representing program delivery is analyzed with respect to outcome,

again taking account of other confounding variables.

Non-equivalent Control Group Design

When having a comparison group and a pretest is feasible, but
randomization is not, a non-equivalent control group design may be used (see
Table 1.6). Likely confounding variables should first be identified, measured, and
controlled for statistically in the analysis. Analysis can be done through
matching or statistical control or both.

Matching seeks to identify the major confounding variables and constructs
treatment and comparison groups such that they would resemble each other as
closely as possible on the matehing criteria. Matching can be attempted either
before the treatment begins or after it has ended and the outcomes have been
measured. The success of this approach depends on the extent to which the
confounding variables correlated with the outcome can be identified. The
difficulty with matching is that, first, it is not always evident what these majo1
confounding variables are and second, there are likely to be quite a number of
them whic.. complicates the matching process.

Statistical control to estimate net outcome tries to isolate the impact of
the intervention by compensating for the differences that may exist between the
treatment and comparison groups. The methods include simple technigues of
standardization and stratification and correlational analyses. All of these
statistical methods are particular applications of various regression techniques
(see Judd and Kenny 1981 and Anderson et al. 1980).

Much of the dats required will be derived from sample surveys. The
variables include indicators of outcome (e.g. nutritional status) and major
poteniial confounding variables that can be identified (e.g. socio-economic

status). Time-series data are preferable to cross-sectional data, although more

often only the latter can feasibly be collected. Some considerations in designing
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the survey include:
- Sampiing:

(a) The sample should, if feasible be randomly selected, so that
the probability of inclusion of each household or individual
in the sample is known. This allows inferences to be made
concerning the population from which the sample is drawn.
Considerations for deciding sample size are given in Part
L.

(b) Stratification: participants and non-participants should be
sampled separately if they are clearly distinguishable. If
not, post-stratification is used. Major potential confounding
variables can also be used for stratification - e.g.
geographically, by socio-economic status.

(e¢) Confounding variables: major potential confounding
variables are selected on the basis of past investigatiors and
a_priori knowledge. Examples are: socio-economic status,
e.g. by income, wealth indicators; community variables such
as isolation, access to service~, ecological conditions, watcr

supply and sarnitation, participation in other programs, ete.

A large body of literature exists on such methods for social program
evaluation. Many of these have been quoted here and in Part I. These
evaluations are generally in the nature of evaluative research rather than

operational program evaluations, and will not be further expanded upon here.

STAGE 6: DATA PRESENTATION AND DISTRIBUTION OF RESULTS
(See Table I11.6)

When the analytic work is completed, both qualitative and quantitative
results must be presented as simply and didactically as possible, without
however, omitting important information or considerations. This part of the
report because of its quantitative nature and explication of analytic and
epidemiological considerations will be accessible above all to prefessionals with
aporopriate training. This audience is important because these professionals give
the report credibility. They are, however, rarely the decision-makers. The
decision-makers are usually senior program managers or politicians, who need an

"executive summary" of the findings. This precedes the document and should
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TABLE II.6
STAGE 6: DATA PRESENTATION AND DISTRIBUTION

To whom?

- Already prepared principals (manager or funder)
saould have been involved in draft of report

How?

- Often iterative presentations to improve usefulness of report by
better addressing needs of recipient both as to what is addressed and
how (requires well dJone Step 1 in temporal organization of
evalua‘ion)

Feedback to other than principals:
-~ TCo it with priicipals; ethies of confidentiality and censorship.
~ busy people need short su.nmaries of decision options + results +

recommendations; careful people need everything relevant --fill
these two needs separately.
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never be longer than two pages. It clearly presents what decisions are needed
given the report's findings and presents only those findings necessary for these

decisions.

STAGE 7: ON-GOING EVALUATION
Many of the difficulties discussed here may be mitigated by building an
evaluation procedure into the implementation of the project. In some cases a
decision to do this could be an important outcome of the sort of evaluation
described here, which will often be "mid-term". Some advantages of doing this
are:
- baseline data from the mid-term evaluation will be available;
- time-series data can be organized;
- adaptation of the program can be much more usefully made as soon
as the need becomes apparent (rather than complaining about what
should have been done some time previously as in many post facto

evaluations).

The most basic approach to on-going evaluation has been set out in the
context of nutritional surveillance, which we have referred to as "adequacy
evaluation" (see Mason et al. 1982). This is intended mainly for tne use of
program managers. Adequacy evaluation covei's both process and outcome. It
essentially addresses two questions:

(a) Is the program being delivered as planned to the intended target

group? (i.e. the same questions as for process evaluation)

(b) Is the (gross) outecome acceptable?

This second question could be elaborated as:

- is the trend in outcome indicators adequate for the program

target groups? or in the population as a whole?

Answers to both these questions lead directly to decisions on program
implementation. A negative answer to the first question leads to re-examination
of the program organization and management. A negative answer to the second
question should lead to further investigation as to why the program is apparently
failing to meet its objectives in terms of effects on the population.

There are two requirements for this adequacy evaluation, similar to those
for one-time evaluations. First, clear and quantified definition of target groups
is needed. Second, a definition of adequacy; this involves both defining the units

in which nutcome is to be measured, and setting levels of these units, a deviation

from which will be considered inadequate and will lead to further action. It is
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important to note that from adequacy evaluation, it should be possible to derive
costs relative to activity, and costs relative to gross outcome, either for the
program target group or in the population as a whole. It will not be possible to
derive a true estimate of cost-effectiveness, meaning cost per unit of net

outcome due to the project, because only gro<s outeome is assessed.

There are few examples from any field at the present time of
successful continuing evaluation of outcome; and even good monitoring of
process is not common. Nonetheless, experience is being gained, and serious
attempts to put forward and apply practical approaches are being made. For
example, a useful handbook on monitoring and evaluation of agricultural and
rural development projects has recently been published by the World Bank
(Casley & Lury 1982), and steps have been taken to use methods such as these
(which include nutrition as an outcome variable to evaluate development
projects). Partly progress depends on allocation of the necessary funds, and the
political will actually to evaluate. As noted in Part I, around 0.5 to 5% of
project costs have been allocated to evaluation, with 1% the norm for health
programs in the U.S. Similar allocations to food aid and nutrition programs

would probably buy useful evaluation systems.

The state-of-the-art is not as advanced as we might like, but it is probably
adequate to allow on-going evaluation for adequacy or impact assessment to be

usefully built into programs much more frequently than at present.
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