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FORWARD 

What we have here is a novel work: A computer simulation of 

innovation diffusion in a peasant system, in which the simulation is
 

compared with reality data to test the sensitivity of the simulation
 

model. Most past diffusion simulations were not contrasted with
 

reality, and hence remain on a kind of untested exercise, suggestive
 

for future simulations but themselves of relatively unknown worth.
 

The authors are quantitatively-inclined communi-ation scholars,
 

but their clear expression is a compliment to their ability to
 

communicate heterophilously with those less familiar with computer
 

techniques. I take some measure of personal pride in that the
 

authors base their model, in part, on my earlier diffusion syntheses,
 

and that the reality test for their simulation is aided by data I
 

gathered in the Colombian village of Peublo Viejo. Lastly, the
 

present work continues in a series of researches on diffusion simula­

tion, conducted in the Department of Communication at Michigan State
 

University, that began in the early 1960's with the efforts of the
 

late Paul J. Deutschmann, a pioneer communication researcher.
 

Gerhand J. Hanneman and Tom W. Carroll build on the work of
 

these several intellectual ancestors, as indeed future diffusion re­

searchers will carry forward this approach. Such is the nature of
 

scholarly craftsmanship. Such are the sequential steps through which
 

knowledge is advanced.
 

June, 1970 Everett M. Rogers
 
East Lansing Professor of Communicaticn, and
 

Director, Diffusion Project
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CHAPTER I
 

INTRODUCTION
 

TIHE PROBLEM 

"Can we validly simulate
The central problem of this study is: 


part of the diffusion of innovations process by computer modeling?"
 

Or, in other words, is it possible to abstract from the many variables
 

affecting innovation diffusion, model those abstracted variables
 

dynamically, and obtain results which closely approximate real-world
 

data?
 

Rationale for Simulating Diffusion Processes
 

three main reasons (in this case) for using a simulation
There are 


model to study information diffusion of innovations: (1) to refine
 

the technique of computer simulation for studying the diffusion process
 

by ac.ually programming a model usable by potential diffusion researchers;
 

(2) to examine the interaction of specific diffusion variables and the
 

effects when those variables are manipulated for a part of the process;
 

(3) on the basis of the computer simulated process and output, possibly
 

revise relevant (or add to) generalizations of diffusion theory.
 

Innovation diffusion theory is generally well-formalized and can,
 

for the put-pose of this paper, be divided into two broad approaches.*
 

The first approach is that of spatial diffusion theory--characteristic
 

of the work of H1gerstrand (1967); the other approach is that of
 

'However, diffusion theory, unrelated to innovations, is also used
 

in mass media research to analyze the dissemination of news, and has
 

been used by biologists to study the spread of communicable diseases
 

(epidemiology).
 

I 
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communication-sociological diffusion theory characteristic of the
 

work of Rogers (1969b). While the former researcher studies spatial
 

variables (i.e., those dealing with relationships based on proximity)
 

in the diffusion process, the latter researcher studies communication
 

and social system variables (e.g., message channels, norms, roles,
 

etc.). Both, however, are interested in the process by which new ideas
 

diffuse or spread to individuals; they deal with variables representing
 

the individual's characteristics, and the communication process's
 

characteristics. The spatial diffusion theorists also study proximity
 

variables, and determine probabilities of interpersonal contact based on
 

these variables. The communication diffusion theorists do not generally
 

deal with proximity probabilities, but with social system variables
 

affecting the communication process and the individual's acceptance of
 

the new idea, and with variables describing the characteristics of the
 

innovation.
 

Researchers in each of the above areas manipulate many different
 

independent variables in order to measure and/or predict the dependent
 

variables of the rate of adoption of an innovation by an individual,
 

and/or the rate of diffusion of an innovation in a social system (such
 

as a peasant village) or in a geographical area, Thus, depending on
 

his approach, the diffusion researcher uses either cartography or
 

sociology, plus methodological tools such as sociometry and surveys,
 

with the statistics of description and inference. Utilizing these
 

methods, the researcher measures and makes inferences based on the
 

population observed and the innovation diffusion studied. What he
 

lacks, however, is an adequate method for modeling the behavior he
 

wishes to measure or, in the case of a change agent, an adequate model
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which he can use to predict the effects of diffusing a particular
 

innovation. Verbal models have the disadvantages of being overdetailed
 

and lacking dynamism. Mathematical models and hand simulations have two
 

drawbacks: if many variables are involved, the hand simulation is very
 

tedious and time consuming; if certain mathematical equation systems
 

are not known or unavailble to the model builder he is behooved to
 

apply the mathematical models for which he knows solutions are available
 

(this criticism is applicable to computer simulation,in a sense, because
 

the software and hardware also impose constraints on the model's
 

completeness). Computer simulation provides a method of modeling which
 

incorporates time changes, i.e., it is not a static description of a
 

process unavailable to manipulation and precise value changes like the
 

verbal model; it can manipulate complex variable relationships with
 

speed, restricted only by the inability of the model builder to state
 

theoretic assumptions in a computer language. 

Computer simulation has been largely ignored by the diffusion
 

researchers in the communication-sociological tradition, but widely
 

recognized and accepted by spatial diffusion theorists.* One of the
 

reasons for this difference is probably because spatial diffusion
 

variables are highly mathematical and more amenable to simulation
 

than the communication-sociological counterparts. Computer programming
 

languages and practices favor quantification of statements due to the
 

computer's numerical-based operation.
 

*Of the over 1500 diffusion studies in the Diffusion Documents Center 

at Michigan State University, less than 25 are diffusion simulations­
and most of these are spatial diffusion simulations. A review of 
computer simulation in the diffusion field may he found in Stanfield, 
Lin, and Rogers (1965 ). 



Thus, computer simulation offers diffusion researchers the
 

advantage of being a dynamic analoj of theory, easily modeling complex
 

and lengthy real time processes in shorter simulated time. If, through
 

repeated comparison of simulated results with real data, and subsequent
 

refinement of the model and more comparisons we can develop a valid
 

analog,* then the model becomes a useful tool as a predictor: this is
 

the first reason for using a simulation model. A user of the model
 

would be able to predict the direction of an information diffusion
 

process (the model presented here simulates the information aspect of the
 

diffusion process), and even the effects of using different communication
 

channel combinations for the same innovation.
 

In the formal, analogic model to be described here we will abstract
 

from a part of general diffusion theory that deals with creating knowledge
 

of an innovation among individuals. This knowledge is created by the
 

systematic spread of information about the new idea through communication
 

channels. Of the variables which might be considered in the information
 

diffusion stage, only four (which will be defined in the next section)
 

are considered: opinion leadership, clique structure, channel structure,
 

and amount of knowledge. We will simulate the dynamic interaction of
 

these variables to produce simulated data of the amount of knowers of
 

the information over a certain amount of time; in this way we can judge
 

the effectiveness of our variable's data "settings" and interaction.
 

Unfortunately, as Kaplan (1964) points out in The Conduct of Inquiry,
 

*Reliability is inherently assured in a simulation by the use of
 
computer programs. Computer simulations are reliable to the extent
 
that the computer processes the program statements without error (e.g.,
 
an error could occur if an electronic component was faulty within the
 
computer causing a program statement to be misinterpreted).
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in the behavioral sciences data from models will never closely 

approximate reality because of the huge number of variables to be 

considered in any human interaction. The advantage of computer modeling 

is that we can include many variables (practical limitations permitting), 

to determine accurately what effect those chosen variables 
have on the
 

process being studied.
 

Finally, if we are certain that our model is a valid analog
 

(through constant comparisons between simulated results 
and other
 

criteria) then we may determine in the course of modeling 
that one or
 

of the variables really has little effect in the information 
diffusion
 

more 

On the other hand, through the additional use of inferential
 process. 


statistical techniques we may determine that certain manipulated 
variables
 

If these effects were
have greater effect than previously supposed. 


across many innovations then we might refine diffusion theory
consistent 


Part of the theoretic rationale for variables
 to account for them. 


being modeled here, represents a synthesis of variables from 
the two
 

diffusion approaches previously defined. By combining a study of the
 

interaction of variables from two areas, we have another way 
to refine
 

a broader diffusion of innovations theory.
and arrive at 


THEORIES OF INFORMATION DIFFUSION
 

Rogers (1969a, p. 1-9) emphasizes that social change is an 
effect
 

of communication. Indeed, change in cross-cultural settings is virtually
 

impossible to effect without communication. It is this assumption about
 

communication which underlies diffusion theory for both communication­

sociological diffusionists and the spatial diffusionists. The significance
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of communication, especially via interpersonal channels, in under­

developed countries is recognized in the proposed simulation,
 

Social change, according to Rogers (1969a, p. 1-9) can be viewed 

in three sequential steps: (1) invention, the process by which new 

ideas are created and developed; (2) diffusion, the process by which 

new ideas are transmitted through communication channels among members 

of a social system; (3) consequences, the changes that occur as the 

result of the introduction of the innovation in the social system. 

The diffusion of information about an innovation, then, is
 

message transmission about new ideas through communication channels to
 

the members of a social system. An innovation is an idea, practice or
 

object perceived as new by the individual. A social system is a group
 

of individuals held together by a commonly shared goal (e.g., to be
 

members of a village). Communication channels are the means by which
 

innovation messages are transmitted to the social system members.
 

Inherent in any definition of the process of communication is time;
 

time is central to diffusion in terms of when innovation decisions
 

(decisions deciding to adopt or reject the innovation) are made by
 

individuals in the target system.
 

Rogers (1969a, p. 1-36) conceptualizes four main functions of an
 

innovation decision process (the process whereby an individual decides
 

whether or not to adopt the innovation): (1) knowledge--first infor­

mation about the new idea; (2) persuasion--attitude formation and change
 

as a result of the information; (3) the decision--actual adoption or
 

rejection of the new idea on the basis of the newly formed attitude;
 

and (4) confirmation--justification of the decision made by the individual.
 

The computer model described here simulates the first function: creating
 

knowledge aboiut the new idea.
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Another computer model, SINDI 2, operationalized by Carroll
 

(1969), extends this simulation model to include the last three functions
 

of the innovation decision process. That is SINDI 2 simulates not only
 

diffusion of information, but also the influence process which leads
 

people to adopt innovations. Therefore, our model could be considered
 

more an aggregate simulation model of interpersonal diffusion processes
 

only, and SINDI 2, a model of the interpersonal diffusion processes
 

and "individual" decision processes.
 

An Alternative Theory of Information Diffusion
 

It is also possible to conceive of information diffusion as a
 

communication process based on learning principles developed by Hull
 

(1943) and formalized as reinforcement theory by Hovland, Janis and
 

Kelly (1953). Using their theory, diffusion of information can be
 

viewed in terms of persuasive comm'inication. A persuasive message
 

advocates something (in our case, a new idea) and is regarded as a
 

compound stimulus which raises a question and suggests an answer. The
 

question may La raised explicitly or implicitly, and the acceptance of
 

the communication, which results in attitude change, is dependent on
 

the incentives that are suggested by the communication. The incentives
 

may be arguments or reasons supporting the new idea, or descriptions
 

of overt reward and punishments. Acceptance, however, is contingent
 

on two important variabels: attention, and comprehension. Before
 

someone can be persuaded(accept message) he must attend to the
 

communication (this is an argument for the use of interpersonal channels-­

which demand attention--in diffusion strategies); the individual must
 

also comprehend the communication and assimilate it with other information
 



in his possession. This-prucess compares to Rogers' decision functions
 

of knowledge, persuasion and decision about innovation information.
 

Where Rogers' approach centers on the characteristics of the innovation,
 

the social system, and the individual, the learning theory approach
 

canters on the responses made by the individual to the communication 

about the new idea. 
In this there is a disadvantage; many of the
 

process variables presumed are internal--intervening variables; these
 

types of variables are empirically hard to point at. 
 The advantage of
 

the reinforcement theory approach is that the individual is the only
 

unit of analysis: 
 this makes for easy modeling.
 

Deeper discussion of this alternative conceptual approach to
 

information diffusion is not pertinent for understanding the simulation.
 

It was presented merely to be considered in terms of a possible "rival
 

plausible hypothesis" for the effects generated by the simulation. 
It
 

was also presented to provide the reader with ancther viewpoint regarding
 

diffusion of information, and to caution him about the tendency to
 

over-generalize on the basis of simplified models of a complex process,
 

especially computer models constrained by time and money lacks.
 

Communication
 

Communication channels can be broken down into two types: 
 mass
 

media and interpersonal. Mass media channels can take the form of the
 

electronic media like radio, television, and In 
some cases movies; and they
 

can take 
 the form of print media like newspapers, books and pamphlets. 

Interpersonal channels are, of course, people-to-people. In diffusion 

settings in less developed countries the people in the diffusion 

channels are generally professionally trained change agents (ego, 
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agricultural extension specialists) who have considerable communication
 

skills, The functions of the two channels are different.
 

"Mass media channels are more effective in creating knowledge of
 

innovations, while interpersonal channels are more effective in forming
 

and changing attitudes toward the new idea," (Rogers, 1969a, p. 1-54).
 

While this is the ideal case, we cannot always use mass media channels
 

to create knowledge nor interpersonal channels to help form attitudes.
 

T his is because the use of the mass media imposes two demands on the
 

system: literacy for print media; accessibility for electronic media
 

(people must have radios to hear messages). In developing countries
 

literacy is the main impediment to using print media, because in most
 

diffusion settings people are illiterate. On the other hand, even if
 

electronic media are available programs tend to be urban oriented in 

viewpoint and highly consummatory in purpose. Where used and relevant, 

though, the mass media provide an efficient and speedy way of trans­

mitting messages of undistorted quality,
 

Because of the problems of literacy and information relevance,
 

interpersonal channels are used in many diffusion settings.* These
 

channels" can be of two types: externa] and internal, depending on
 

whether the person who communicates the message is a member of the village
 

or a stranger--someone from the "outside." A combination of both 

external and internal orientation is usually preferred because indivi­

duals-who carry the innovation messages should be well accepted by the
 

IIn some countries, like India, a combination of the two channels is 
used. This usage is known as the Radio Farm Forum. In this case 
farmers gather around a centrally located radio, hold discussions
 
following an agricultural program, and send any questions to the radio
 
station. These questions are answered in a subsequent program.
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villagers but still have access to the outside world for their
 

information soumces., Frequently, 6hange agents are trained who have 

regular contact with urban information centers but who still live and
 

are accepted by the village. When this is not the case, villagers with
 

external contacts generally play the role of external information source
 

(opinion leader). Some advantages to change agencies of using interper­

sonal channels are: ability to select receiver; immediate feedback
 

between communicator and receiver. Having immediate feedback (information
 

to the sender of the message about the receiver's reactions) about a
 

message is advantageous because it allows the change agent to alter his
 

message and be more persuasive0 But, interpersonal communication has
 

the problem of distortion: if someone is describing a new idea he may
 

leave out certain details, etc., to reduce the effectiveness of the idea;
 

it is also a slower means of communication than the mass media0 This
 

simulation models three interpersonal channels, two external channels
 

and one local face-to-face channel0
 

Use of "Information"
 

We have said that the proposed computer model simulates the spread
 

of knowledge of information about an innovation. Before continuing, it
 

is important to discuss exactly how the concept of information is treated
 

in the simulation.
 

Funkhouser (1968, po 81) states, "The main difference between
 

diffusion of innovation and the diffusion of information is that the
 

former entails the decision of the diffusee to adopt the innovation or
 

to reject it after the information of it has reached him0 " He explains
 

that in a simulation of innovation diffusion additional factors would
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have to be added to account for processes like individual resistance 

and social system norms. Rogers (1969a) distinguishes between the idea 

component and object component of an innovation. The idea component 

(for example, the idea that a new fertilizer exists) is symbolically 

transmitted (communication) and manipulated (thinking), while the object 

component is atll transmitted (purchasing-obtaining) and manipulated
 

(using). Utilizing the distinctions made by Funkhouser and Rogers, this
 

simulation study deals only with the idea component of an innovation-­

information about the object--and makes no presumptions about eventual
 

adoption of an innovation. However, "information" is still a difficult
 

construct to define, 

Morris (1968, p. 25) suggests that "information...is a meaningless
 

construct unless specified in terms of its constituents--some set of
 

symbols interacting with sane receiver with information being produced
 

as a result." For the purposes of this simulation then, we have incor­

porated this definition and designate "information" to mean the content
 

of any message which conveys facts, ideas, or meanings that are new to
 

the individual. In order for the information to be new to the person
 

the message must contain familiar symbols (words that the individual
 

understands--he must know what fertilizer is), and he must recognize
 

that the information is new (that the fertilizer being canmunicated
 

about is different than other fertilizers). Also, in this sense,
 

information cannot exist if everyone knows about an idea. That is,
 

information is a function of contrast: the more contrast between an 

individual's knowledge level of an idea and the knowledge level of the 

rest of the social system about that idea, the more information there 



12
 

exists about it for that individual.. So, what is information for one
 

individual may not be information for someone else.
 

Thus, when we mention the diffusion of information in a social
 

system, we are referring to the dissemination of messages which contain
 

new ideational content for an individual (presumably for most individuals),
 

Information "flows" in a social system in the form of messages communi­

cated between persons. And, as will be discussed later, this simulation
 

does not consider varying degrees of informationabout an idea: information
 

is treated dichotomously--either a person possesses it or he does not.
 

For an extensive discussion of the ways"information"is used in communication
 

systems, see Morris (1968),
 

COMPUTER SIMIULATION OF DIFFUSION
 

Computer simulation, according to Kiviat (1967, p. 53), is "the
 

manipulation of a system's model to reproduce its operations as it moves
 

through time," Pool, Ableson, and Popkin (1964, p. 188) emphasize time
 

changes in their definition: ".. simulation is any attempt to model a
 

system in such fashion that the changes the main system goes through are
 

imitated by the behavior of the model, A computer simulation is a
 

prograiamirig and running of a computer such as to make symbols in the 

computer's memory change in ways that presumably correspond to the
 

changes in the system being simulated." 

It is important to realize, when considering a computer simulation, 

that the rules for modeling the changes described in the last definition 

are contained in the computer programming language: the language 

statements incorporate the assumptions of the model; these must be 

isomorphic with the assurptions of the broader theory for the model. 
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Often these assumptions are noi explicit in the theory and must be
 

contrived in order to create the simulation, but this is also one of the
 

advantages of simulation: it forces explicit statement of theoretic
 

assumptions. Simulations also use "Rarnetcrs" which are fixed values
 

that determine how the input to a simulation will be treated. There are
 

at least two types of parameters in computer simulations: system
 

definition parameters and computer processing parameters, The former
 

parameters specify relationships between the variables in the social
 

system being modeled, and also may be used to determine boundaries of
 

the system, e.g., number of cliques. The latter parameters specify
 

relationships between the computer and the simulation program (e.g.,
 

number of problems being run, number of time periods being simulated,
 

etc.).
 

There is one additional important description of a diffusion
 

computer simulation: it is sometimes a stochastic (also called Monte
 

Carlo) simulation in that it uses variableswhich have no predetermined
 

values, but rather are subject to random variation; the eventual value
 

of a variable can be specified in terms of probabilities.
 

Two other terms are important in simulation: sensitivitz checking
 

and validation. Sensitivity checking is the procedure by which "oo.the
 

investigator varies the values of certain parameters or relationships
 

around the values initially built into the model, Then he examines
 

how 'sensitive' or variable the model's results are to changes in these
 

parameters or relationships" (Carroll and Farace, 1968, p. 73), If
 

the model is sensitive to variations within a range of parameter settings
 

then more accurate data are needed in order to estimate the "true" value
 

of a parameter. If a model is insensitive to wide variations in certain
 



parameter settings, there is little justification for including the
 

parameter in the model. Sensitivity checking is one type of procedure
 

in making a computer model more valid; validation is the overall confirming
 

process which indicates whether the simulation is ".ooa reasonable and
 

satisfactory representation of a system" (Kiviat, 1967, p. 54), In
 

general, validation involves comparing simulated results with real world
 

data for similarity. The greater the differences between data, the closer
 

we need to examine (and possibly change) our modeled assumptions and
 

the parameter settings. It is also possible that if the results are
 

divergent, that the real world data are inaccurate (due to methods of
 

collecting the data or analyzing it). 
 The best way to insure against
 

invalid data comparisons is to utilize results from more than one
 

diffusion study in the validation process.
 

EVOLUTION OF THE SIMULATION MODEL: SINDI I
 

SINDI 1 derives from the theories and models of Torsten 

Hgerstrand (1967), Georg Karlsson (1958), and Paul J. Deutschmann
 

(1962a, 1962b, 1962c). Some of the concepts of Rogers (1969a, 1969b)
 

about diffusion and communication are also used in the present model.
 

HUgerstrand's approach to diffusion is probabilistic and spatial,
 

He presumes that information about innovations spreads most readily to
 

individuals who are spatially close; these individuals interact more, a
 

notion H~gerstrand calls the "neighborhood effect." The neighborhood
 

effect is represented as a series of probabilities of possible contact
 

between spatially related individuals. The probabilities comprise
 

the "mean information field" of contact; and these probabilities are
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compared with random numbers generated in Hlgerstrand's models by
 

Monte Carlo methods.
 

Karlsson (1958) modified Iifgerstrand's theory by considering social
 

distance. Karlsson presumed that a person's willingness to communicate
 

depended on the topic and the situation. The social constraints proposed
 

by Karlsson are often labeJed under source credibility in attitude re­

search, and are akin to the concepts of homophily and heterophily
 

These concepts state that communication
promulgated by Rogers (1969a). 


is more likely between individuals of similar backgrounds (status,
 

education, urbanization, etc..) and is less likely if the individuals
 

are more dissimilar.
 

Deutschmann (1962b), building on the concepts of Hagerstrand and
 

Karlsson, actually set forth the outline of the simulation model presented
 

here (SINDI 1) in three mimeo papers written in Costa Rica in 1962. His
 

model was based on a hypothetical Latin American village, and he primarily
 

modeled its communication environment.
 

The technical structure, and to some extent the theoretical structure,
 

of SINDI I has also evolved through several stages of programming. The
 

prototype of the SINDI 1 model was programmed by Stanfield, Clark, Lin,
 

and Rogers (1965) using artificial data for parameter settings and
 

They added the
Deutschmann's verbal model in their computer program. 


idea of determining variance from multiple runs around the average number
 

of new knowers per time period. This idea has been used in all sub­

sequent models, These researchers also utilized real world data to
 

revise their parameters and produce a different series of simulation
 

runs; the results of the runs are reported in Hanneman, Stanfield, Lin
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and Rogers (1968). Carroll later analyzed these runs, found several
 

programming and logic errors in the model, and recommended the use of
 

subprograms and certain theoretical changes included in the final model.
 

Hanneman programmed the final version of SINDI 1, 
ran the sensitivity
 

checking and other validation procedures, refined certain programmed
 

assumptions and added a new pseudo-random number generator.
 

The Final Version of SINDI I
 

SINDI 1 is an acronym for the Simulation of INformation DIffusion:
 

a computer model which simulates the process of creating awareness or
 

spreading information about a new idea--part of the first step in the
 

innovation decison process. More specifically, SINDI 1 is a Monte Carlo
 

computer model (one that uses random numbers to process the model) of
 

information diffusion to peasant cliques in 
a small Colombian community.
 

In the model, clique members, chosen randomly, are exposed to a combination
 

of communicaton channels over a period of time. 
Through such exposure
 

and additional local contacts an individual may become a "knower" of
 

information about the new idea. If the new knower is designated a "teller"
 

of information to others, he becomes 
a local source who can contact
 

other village members.
 

SINDI I is programmed in USA Standard FORTRAN (United States of
 

America Standards Institute, 1966) because the language is widely under­

stood and available.
 

There are two objectives in this simulation. The first objective is
 

to create a valid simulation of the information diffusion process,
 

incorporating the four variables of opinion leadership, clique structure,
 

channel structure, and amount of knadledgeo The second objective is to
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examine closely the interaction of the modeled variables--through
 

sensitivity checking--and to propose possible hypotheses for future
 

reality testing by diffusion researchers. Simply stated, the objectives
 

are to build a valid predictive tool which may contribute refinements
 

to existing diffusion theory.
 

ORGANIZATION OF THIS REPORT
 

The remainder of this paper will discuss the theory and describe the
 

SINDI I model. Specifically, Chapter II will discuss the theoretical
 

basis of the model and the relevance of clique theory; Chapter III will
 

describe the conceptual operation of SINDI 1; Chapter IV will describe
 

the computer operation of the model applied to data gathered from a
 

peasant village in Colombia; and Chapter V will discuss the results,
 

critique the model, and make recommendations.
 



CHAPTER II
 

THEORETICAL BASIS FOR SINDI 1
 

As described in the previous chapter, diffusion research, with its
 

profuse body of research, reports few instances of computer modeling.
 

The exception is the work of quantitative geographer Torsten Hagerstrand
 

(and his follaiers) of the Royal University of Lund, Sweden. This
 

chapter reviews Hgerstrand's major contributions to diffusion simulation-­

the "neighborhood effect" and Monte Carlo simulation. The chapter then
 

discusses how Karlsson simulates the diffusion process by including the
 

notion of "social distance." Further discussions of the contributions
 

of Deutschmann and others to SINDI 1 follows. The last section of the
 

chapter presents a detailed rationale for including the concepts of clique
 

structure and opinion leadership in the SINDI 1 model.
 

SIMULATION MODELS OF DIFFUSION
 

HUgerstrand's Models
 

The relevance of Hgerstrand's work to simulation of information
 

diffusion is well documented in Stanfield, Lin, and Rogers (1965) and in
 

Brown and Moore (1968). Readers interested in a deeper analysis and
 

critique of the HUgerstrand theory should consult Brown, 1965, and 1966.
 

Hgerstrand (1967, p. 1) introduces his first chapter with the
 

heading: "The systenatic study of the distributional changes of cultural
 

elements." He states that his objective is to deal with the diffusion
 

of innovations as a spatial process. To him, diffusion of innovations
 

18 
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is "the origin and dissemination of cultural noelties," a somewhat 

more restricted definition than used by the communication-sociological
 

diffusionists. His approach is also geographic, in that distance, direction
 

and spatial variation are of importanca in his theory. Hlgerstrand
 

labels his approach the study of spatial diffusion rather than geo­

graphical diffusion because he is not only studying locational relationships
 

between "vertical man and the earth's surface," but also between 

"horizontal man and man's relations." Another distinction he makes is
 

between the relative and absolute physical and social distributions of
 

a phenomenon: an absolute physical distribution is represented on a
 

map, for example, by depicting every field occupied by a certain crop;
 

this could also be a relative distribution if it showed the acreage
 

under cultivation of that crop relative to the total acreage in a
 

specific area. Social distributions are the representations of farmers
 

who do and do not cultivate a crop--either represented on an absolute or
 

relative basis. Social distributions, while not as accurate maps as
 

physical distributions, are used by H~gerstrand in the form of social
 

group distributions: the distributions of cultural phenomena among
 

social groups regardless of spatial attributes. These social groups are
 

mapped according to characteristics such as age, size of farm, etc.
 

Ultimately, it is possible to superimpose "maps" of the physical and
 

social distributions for comparison.
 

HUgerstrand (1967) has created three models utilizing the simulation 

ideas eventually found in SINDI 1. In Model I he defines the two main 

ideas for whichhe is well known in the diffusion field: information 

mediated via the neighborhood effect; and Monte Carlo predictions of 

information diffusion. Brown and Moore (1968) list these ideas as 
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Hgerstrand's two important conceptual contributions to the diffusion
 

of innovations.
 

}lfgerstrand (1967, p. 138) begins his discussion of information
 

transfer by stating that the basic idea underlying the distribution of 

information of a new phenomenon is: 
 "the distribution of information is
 

synonomous with distribution of informed persons; the cultural element
 

in question cannot be found where information does not exist; and the
 

existence of information about an innovation does not in itself guarantee
 

acceptance." 
 (Acceptance being the second step in the reinforcement
 

theory paradigm, presented earlier.) 
But Brown and Moore (1968, p. 6)
 

restate Hlgerstrand's basic tenet as being "that adoption of an
 

innovation is primarily the outcome of a learning process." 
 In looking
 

at the spatial distribution of a certain innovation, 
r"gerstrand
 

further assumes, as have subsequent computer modelers, that an informed
 

population can only be divided dichotomously: informed and not
 

informed. 
Also, acceptances by individuals occur-independently of
 

one another and in random order.
 

However, although acceptance of the information occurs randomly,
 

and more'and more acceptance "outposts" arise, the center of the
 

distribution becomes more concentrated (p. 159) around the first
 

possessors of information. In other words, there exists spatial
 

continuity; the effect is what HIgerstrand call the "neighborhood"
 

or proximity effect. 
But a point that many subsequent scholars have
 

missed in expanding on Hgerstrand's notions: "the neighborhood effect
 

is not a logical phenomenon unless we turn our attention away fromn 

public information (mass media), and accept the idea that private 
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information (interpersongl)--especially face-toface conversation,­

is the most important driving force behind the innovation diffusions 

under study here" (Hlgerstrand, 1967, p. 1611). This idea is similar to 

that described in Chapter I. Also, the importance of interpersonal 

channels in ini ation diffusion about innovations is well documented
 

(see Rogers, 1969a; and Katz and Lazarsfeld, 1955).
 

The neighboorhood eTfect is influenced by the concept mean
 

information field. The mean information field consists of the private 

and public information fields. If we imagine a randomly scattered
 

set of points (people), the communication pattern of one of those points
 

to other points around it over time may be construed as an information
 

field; it is either public or private depending upon the mode of message
 

transmission. 1I9gerstrand includes only private information fields in
 

his models, assuming some information has already disseminated via the
 

public field. The mean information field is operationalized through a
 

matrix of probabilities which indicates the probability of an individual 

in any cell being contacted by an individual in the central cell (the
 

"teller"). This matrix expresses the idea that frequency of contact
 

decreases with increasing distance.
 

The process of distribution is not as simple as we are lead to
 

believe from Hgerstrand's first model, though. In another model, he
 

introduces the resistance concept--that is, the individual's resistance
 

to adopting an innovation.* The gist of the concept is that through repeated
 

contacts with others, and other forms of obtaining information, the indivi­

dual builds an information sum--when the sum reaches a certain point he
 

7is concept is programmed in SINDI 2, but not included in SINDI 1. 
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adopts--when the information sum is low the resistance is still in 

effect.
 

The second important conceptual contribution by HUgerstrand is his
 

use of Monte Carlo simulation to create an operational model of diffusion.
 

The rules of spatial relations are stochastically applied in HUgerstrand's
 

mpdels, yet there are certain constraints in the models--although randomly 

determined--which act deterministically, ie., in a predetermined manner. 

For instance, Hgerstrand (1967, p. 267), randomly combines resistance 

levels with individual numbers according to a predetermined distribution
 

of resistance levels within a cell of the mean information field. Note
 

the similarity of this concept of deterministic decisions in a stochastic
 

model to that of the information transfer probability notion in the next
 

chapter0
 

There are some qualifications about such random methods which must
 

be mentioned, however. It is generally accepted that even though the 

combined effects of human behavior may appear random to others (for
 

instance, digit dialing appears random to a far-away monitoring telephone
 

engineer), they are not random for the individual (the person knows the
 

number). As Alan Perd says in the postscript to H~gerstrand's (1967, pC
 

308) book:
 

Thus, when the rules of the game (the mean in­
formation field, the normal distribution curve
 
of psychological resistance, or some other
 
odds-setting device) are established for a
 
Monte Carlo simulation model of the H'gerstrand
 
type, a conc ssion is made to the tendency of human
 
geographic d1 stributions to be more dispersed,
 
clustered, j'r regular than random, and when cell
 
assignmentV are made by drawing from a table of
 
random n, tbers, a similar concession is made
 
to the random aspects of aggregate decision­
making and, by extension, the random component
 
in virtually all human patterns.
 



23
 

It is also interesfing to note that in much of 1h9gerstrand's
 

work he assumes that information is always forwarded from knower to 

nonknower or to another knower at some time interval; contrast this 

with the notion of opinion leadership "mplemented in SINDI 1 and 

derived from the communicaton-sociological diffusion researchers. Brown 

and Moore (1968) have summarized the stochastically determined constraints 

used by Hgerstrand, which they feel are representative of all of his 

conceptual models: (1) the frequencies of the population waich fall 

within a uniform grid; (2) the locations of adopters at time zero; 

(3) the probabilities of where a potential receiver falls in a resistance
 

category; (4) the probabilities that two individuals at a certain distance
 

apart will communicate;
 

This procedure of contact (utilizing the private information field)
 

is basically as follows. A random number is generated, and falls some­

where within the matrix of the mean information field according to a
 

predetermine (uniform) distribution0 The mean information field is
 

placed over a similarly gridded map and the location of the new knower­

adopter marked. This effect is mediated, however, by the individual's
 

resistahce level--the higher the level the more information "hits"
 

required.
 

Karlsson's Model
 

Karlsson (1958) wrote a rigorous book summarizing much diffusion
 

and communication research, Based on his synthesis and a discussion of
 

Hagerstrand and much interpersonal communication research (for example,
 

he has extensively integrated concepts from Hovland, Janis and Kelly
 

(1953)--concepts like source credibility, one-sided versus two-sided
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messages, etc.) he proposes a "model for pure interpersonal coirmuni­

cation." Karlsson states that in his model the probability of some
 

individual with social distance s and geographical distance g from the
 

communicator receiving certain information is denoted by p o Karlsson
 

uses the quadratic cell concept (the mean information field of Hagerstrand)
 

and so p is also influenced by the number of individuals in the cell.
 
gs
 

The concept of social distance, however, he derives from communication
 

research, (See Karlsson, 1958, ppo 33-45 for a discussion of the factors
 

comprising the notion of social distance.) His concept of social
 

distance includes such communication factors as perception and the
 

selectivity processes, reference groups, message characteristics, and
 

source credibility determinants. He also considers messages being
 

perceived as rumor, listing consequent effects derived from research on
 

rumor communication: assimilation, sharpening and leveling. It is
 

also important to note that unlike SINDI 1, Karlsson limits his knowers
 

to communication with one person per unit of time; after having told
 

three persons, knowers become inactive, Karlsson also neglects to
 

describe the idea of opinion leadership per se.
 

Although other diffusion simulators (Stanfield, Lin, Rogers, 1965,
 

p. 21-22) give Karlsson exclusive credit for the notion of social
 

distance, Brown (1966, p. 11) disagrees; in stating that the neighbor­

hood effect could be a communication barrier in terms of distance, he
 

says:
 

.°since a terrestrial barrier does not differ
 
functionally from a social barrier such as social
 
class, it is not unreasonable to consider social
 
barriers as a part of 118gerstrand's theory,
 
terrestrial barriers having been emphasized only
 
because HUgerstrand is working with diffusion
 
through a sizable geographic space in which the
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social groups are relatively homogeneous (social
 
barriers, therefore, having little effect upon
 
a real differentiation of the patterns of 
diffusion),
 

Hanneman (1968) has incorporated the notion of social distance 

somewhat differently in a proposed simulation (programmable in IPL-V, 

a list processing language). This model uses an empirically derived 

mean status value and compares a simulated individual's status value 

with the mean. If the individual's generated status is much higher or 

much lower than the system mean, his attitude-toward-innovativeness 

score is weighted either positively or negatively. This score is also 

influenced by the individual's communication behavior, his role in the 

community, and by the system norms. Together these variables have the
 

same effect as Karlsson's "social distance," but are manipulated in more
 

precise terms.
 

Deutschmann's Model
 

The structure of SINDI 1 is directly attributable to the outline
 

presented by Deutschmann (1962b). Deutschmann utilized the social
 

distance concept formulated by Karlsson, but dropped the reliance on
 

spatialvariables. Rather than using HUgerstrand's social information
 

networks, he divides the village into small social subgroups (called 

groups or cliques by different authors). This division is a good
 

approximation by Deutschmann of a social system because it takes into
 

account the distinction between communities and community loyalties
 

which H~gerstrand neglects. He includes the notions of selective exposure
 

and perception: the tendencies of individuals to expose themselves to
 

information they want to learn; and the idea that individuals perceive
 

information in ways consonant with previous experience, The tendency of
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selective exposure can also be thought of as a tendency to be oriented
 

to certiin channels more than otha's. 
Deutschmann includes three
 

types of communication orientations: 
 orientation to local face-to­

face sources; and orientation to mass or impersonal sources. 
Deutschmann's
 

model, unlike those of figerstrand or Karlsson, starts at the point of
 

no information being possessed by any person. 
On the other hand, as
 

do HUgerstrand and Karlsson, he perceives information to be dichotomous-­

a person is either a knower or a nonknower.
 

In addition to the selectivity processes just discussed,
 

Deutschmann makes four other assumptions: (i) any message will
 

inform the receiver, if it is delivered--this assumption is akin to one
 

included in the early H~gerstrand models and in Karlsson; (2) any
 

external message will touch off face-to-face messages--that is, messages
 

from the mass media touch off communications between individuals;
 

(3) face-to-face local messages flow more frequently within groups
 

than between groups; (4) there is a small group of individuals which
 

are called "tellers" (opinion leaders) within the community with a
 

high probability of encoding information messages to others after
 

they have received it; all others have a low probability of passing
 

information. Note that this latter assumption differs markedly 

from those of his predecessors--who assume that all individuals 

when they become knowers have equal chances of contacting other
 

nonknowers on a random-with replacement basis.
 

Deutschmann operates his information transfer by matching a
 

message matrix to an audience matrix: 
 that is, matching the channel
 

orientation of a number of receivers to the channels through which
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an equal number of messages are sent and testing for similarity. 

Deutschmann states that p will equal one if the channel matches the 

individual's channel orientation, and in all other cases, p equals 

zero, Deutschmann also limits his tellers to four contacts apiece, 

a similar type of constraint formulated by Karlsson. 

What 	 is important to recognize in the above model, is the 

gradual transition it represents from the spatial to the social
 

simulation approach. Hgerstrand was almost exclusively spatial
 

(only because his receivers were in very homogeneous networks, if we
 

are to accept Brown's contention); Karlsson also depended on spatial
 

characteristics for information transmission but this was coupled
 

with an equal emphasis on social characteristics; finally,
 

Deutschmann neglects spatial variables almost entirely--except in
 

the assumption that message transmission is more probable within
 

cliques than without. Even though his cliques are homogeneous in terms
 

of social distance (homophilous in Rogers', 1969a, terms), and their
 

physical distance may be small, spatial relationships have little
 

bearing on the transmission between clique members.
 

Deutschmann never programmed his model on a computer, but he
 

ran the simulation by "hand" to approximate the effects. However, 

Stanfield, Clark, Lin, and Rogers (1965) built a model using Deutschmann's
 

ideas. They state (p. 22) their simulation is designed to overcome
 

two shortcomings in past spatial diffusion simulation:
 

(1) 	An over-emphasis upon spatial variables and lack of full
 
consideration of social structural and social psychological
 
variables in diffusion processes. 

(2) 	The lack of emphasis in diffusion simulation on peasants in
 
developing nations.,
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Their operationalization of the Deutschmann simulation model was
 

the forerunner to the general SINDI I model.
 

CLIQUE STRUCTURE AND OPINION LEADERS
 

In the course of the theoretical development on which SINDI 1
 

is contingent, the simulation focus shifted from allowing all
 

knowers a probability of one in contacting nonknowers, to a dichoto­

mization of knowers into one group of tellers* (opinion leaders) with 

a high (p = 1.) probability, and another group with a low (p = 0) 

probability of communicating to nonknowers. Notice that along with 

this difference in possible teller contacts, there is a change in the 

modeled composition of groups. HUgerstrand uses the idea of a 

hierarchy of social networks0 The networks operate with different 

members on different information field levels: person A makes 

certain contacts in his local information field, others in his 

regional information field, and still others in his national information 

field Across these fields there may be one individual contacted by
0 


A in all three0 This mutual contact makes the individual a frequently
 

chosen source0 While this 6ituation is explained by Hgerstrand (1967, 

p. 239) it is not applied in any of his models. This point gets at 

the basic idea of opinion leadership0 

Karlsson lumps all of his social system members into one large
 

group and then implicitly subgroups them on the basis of their social
 

*Although the term "tellers" is used frequently in this study, strictly
 

speaking individuals are not tellers until they themselves have become
 

knowers of the innovation infurmation°
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distance, s and geographical distance, g from the communicator---in
 

cells much like those used by HUgerstrand0 Deutschmann, however,
 

defines cliques on the basis of norm similarity and geographical
 

proximity° Stanfield, Clark, Lin, and Rogers (1965) utilize this
 

clique notion, and divide their simulated village into two cliques
 

and one group of isolates--appai-3ntly only on the basis of geographi­

cal proximity. SINDI 1 defines cliques according to commonality of
 

sociometric choices regarding communication about agricultural information.
 

Theoretical Justification
 

What is the theoretical justification for dividing the village
 

into cliques, and ascribing a dichotomous communication function
 

to its members? Deutschmann (1962, p. 2) states that "the introduction
 

of this assumption is based upon research by the writer." However,
 

to analyze this further, we must analyze two different but related
 

lines of thought: (1) can we justify using clique divisions in analyses
 

of diffusion patterns; and, (2) are there some system members who are
 

really supraclique--who communicate with high probability out of the
 

clique structures, as is assumed by Deutschmann?
 

Social-Psychologi.cal Basis of Clique Structure
 

Social psychologists like Newcomb, Turner and Converse (1965)
 

talk in terms of interaction groups when discussing the structure
 

of cliques. To them an interaction group consists of persons bound
 

together on some basis, who have face-to-face interaction with one
 

another over a continued period of time. Here, the basic core of
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larger groups is the mutually attractive dyad: an interaction rela­

tionship of two individuals who have positive attitudes towards each
 

other, Dyads can form into larger groups known as triads, and "as the 

size of interaction groups increases, it becomes more and more likely 

that they will become differentiated into two or more subgroups' 

(Newcomb, et al, 1965, p. 309). Isolates are those individuals who 

have no stable relationships at all, even in dyads, and thus have no 

clique membership. To the social psychologists, a population is 

described in terms of the number of positively related cliques (in 

which members are attitudinally positive towards one another), the 

type of connections between different cliques, and the number of 

isolated individuals (isolates) found in that population. (Sociologists 

call the connections between cliques liaisons or liaison persons-­

indicating that they interconnect "°..two or more subgroups in such 

a way that...removal from the communication structure would separate the 

two subgroups..." Yadav, 1967, p. 81.) 

Because of work by Festinger, Schachter, and Back (1950) and
 

the research in small groups by Homans (1950) social psychologists
 

often cite the conlzlusion that attraction among individuals is often
 

based on association--that is, the higher the attraction among two or more
 

persons, the more frequently they interact, which in turn leads to
 

greater attraction. In addition to an attraction bond, groups can
 

also be analyzed in terms of similarity of members' attitudes, and
 

in terms of personality characteristics. However, there is a more
 

useful approach. It involves structuring cliques in terms of role
 

relationships that exist between any two individuals who occupy
 

certain positions in the system. This relationship can be differentiated
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in terms of power and authority (the family, for instance); 

knowledge and skill; and social status. 

Newcomb, et al., (1965) reconciles the different ways social 

psychologists look at small groups in a statement that relates to 

both spatial and social diffusion: 

All groups have structures that may be described 
in terms of nore than one dimension° It can alsays 
be said, for example, that every member of an 
interaction group has bo-h a status relationship 
with every other member..and also a relationship 
of communicatioa accessibility, Thus, any inter­
action group has a status structure, a communi­
cation structure, an attraction structure, and 
doubtless many others. (p. 34i6) 

Communication accessibility refers to the amount of communications 

oriented toward particular individuals in the group. Distance in 

terms of accessibility may be determined by the physical nearness or
 

remoteness of position holders, or by role prescriptions according
 

to which specified position holders are required or forbidden to
 

communicate freely with each other. The distances refer to degrees of
 

difficulty or delay in getting messages transmitted; they may in fact
 

be regarded as barriers to direct communication. Thus, the distance
 

between any two persons has direct effects on their behavioral
 

relationship (Newcomb, et al, 1965, p. 344),
 

Sociological Approach to Clique Structure
 

Sociologists, such as Chinoy (1961), see the small group
 

as the fundamental form of social organization. To Chinoy, social
 

groups--a number of persons whose relationships are based upon a set
 

of interrelated roles and statuses--are populated in one form or
 

another by all of society. (Note the similarity of this definition
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to the more microscopic definition of the social psychologists,) One
 

type of social group--and the one pertinent here--is one characterized
 

by close and intimate relations, not necessarily goal oriented, and 

held together by the intrinsic value of the relations: the primary 

group. A primary group might be the family , friends, part of the
 

neighborhood, etc. From findings from the Hawthorne studies at
 

Western Electric, and by William Whyte, Chinoy (1961, p. 103) concludes
 

"The primary group, then mediates, in a sense between the individual
 

and the society in which he lives." On one level, the primary group
 

serves the function of providing reassurance, psychological, and
 

emotional support for its members, On a higher level, by operating
 

around positive or negative societal norms and values, it serves the
 

purpose of unifying the persons who belong by providing them with
 

reference for their behavior. In a sense, the primary group provides
 

its members with a smaller society within the larger, complex society.
 

What is significant here is that Chinoy (1961, p. 100) posits 

the same statement that the social psychologists do and which is
 

sometimes also found in the diffusion literature: "numbers, frequency
 

of inteiraction, and shared vluaes, then constitute conditions that
 

make possible or inhibit the formation of primary groups, but the
 

key factor would appear to be the functions they serve their members."
 

To elaborate on this, we turn to a study by Lionberger and Coughenour
 

(1957) which discusses extensively the function of social cliques in
 

Missouri.
 

These researchers say cliques are non-kindred groups which
 

satisfy many of the socio-psychological needs which might once have
 

been satisfied by the neighhorhood. Neighborhoods consist of 



33
 

individuals bound together by proximity and perhaps some commonality
 

of interest; cliques consist of individuals bound together on the
 

basis of a common characteristic without regard to physical nearness.
 

To Lionberger and Coughenour, neighborhoods are relatively longer
 

lasting phenomena than cliques; cliques also tend to be somewhat
 

prestige of their membership.heterogeneous in regards to the mean 

.hey see the clique as a phenomenon accompanying the change from
 

traditional rural society to a modern society that has become more 

spatially mobile and more selective with respect to intimate asso­

ciation. They found that information seeking on the part of lower
 

prestige members to higher prestige members, or to those contacted
 

most frequently, was best facilitated when the influencing member was
 

clique, and most inhibited when the influential
a member of the same 


(opinion leader) was not a member of the clique. Lionberger and
 

Coughenour hypothesize that locality types of social structure (neighbor­

hoods) predominate where "particularistic and ascriptive" values are
 

found, while social cliques flourish where "universalistic and
 

achievement" values predominate. Related to that hypothesis, they
 

found that clique membership was more prevalent among farmers living
 

outside, than among those living inside, neighborhoods. They also
 

found (with close to statistical significance) that information­

seeking-relationships with regular contacts (an individual contacted
 

regularly, not necessarily a friend--e.g., a storekeeper) or with
 

friends were unrelated to membership in either a neighborhood or a 

clique; however, information seeking relationships with local
 

influentials is based upon a different type of norm than the same. 

behavior with friends or regular acquaintances. Specifically, the 
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former is probably based upon rational, instrumental norms relating 

to agricultural technology and the latter type of behavior is based on
 

nonrationzal, traditional norms. A possible implication of this last
 

conclusion, relevant here, is that opinion leaders and cliques are
 

more modern oriented phenomena--possibly not relevant to more tradi­

tional peasant societies. Unfortunately, their findings only can be
 

generalized to Missouri and perhaps the United States.
 

Hubbell (1965) developed a method for determining clique structure 

based on the strength of the dyadic relationship in the social system. 

He interprets interpersonal communication as being equivalent to
 

influence; influence felt in one part of the system is transmitted
 

elsewhere (as relayed outputs and inputs), but most strongly to clique­

mates. Hubbell, unlike the two researchers abcve, allows for an
 

individual to be part of a clique on the basis of a few strong bonds,
 

even if the bonds are fewer in number than many weak ones. In his 

model, then,-the degree of influence determines the cohesiveness of 

the clique, not just the similarity of incoming and outgoing choices. 

Since the cliques are determined by strength relationships, and these 

structural linkages are regarded as input-output channels of influence 

transmission as above, intraclique members will be influenced more 

strongly by one another than by outsiders. As Hubbell points out, the 

model thus has functional significance (in much the same way as the 

functional significance of the sociologist's primary group), because 

the influence flows affect the performance level or status of each 

person in the group. 
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Loomis (1960b,po L481) states, on the basis of his research in 

,.he pseudonymous Southtown, that "o.in most rural areas where there 

is little opportunity to move up and down the social ladder, most 

groups are family friendship groups." Note this finding is not 

congruent with the findings of Lionborger and Coughenour (1957). 

Loomis distinguishes between the prestige or power system, and the 

communication or information system in the community which tie the 

different groups together. On the basis of his research he concludes 

that everyone (all of the family kinship groups) is part of the 

communication system, but only few are members of the prestige system. 

Those who are members of the prestige system, are members of existing 

cliques who have contact with other cliques, or who are frequently 

contacted by other clique members. He considers the prestigious 

persons to be essential in the conwmunication process--unlike Hubbell. 

Later research by Loomis (1960a) in a Spanish speaking village in 

New Mexico found cliques based only on extensive kinship patterns. 

"These family friendship groupings with their central families with 

grandchildren constitute the so called 'larger family,' common in 

Latin American and other familistic cultures," (Loomis, 1960a, p. 490). 

This latter statement of coursehas salience for this simulation 

because SINDI I was applied to a communication environiqent in Latin 

America.
 

A communication-sociological diffusion researcher like Rogers
 

has not, to date, discussed formation of cliques in any explicit way.
 

However, in his recent book (Rogers, 1969a) he uses the concepts of
 

homophily and heterophily to refer to tendencies of interacting 
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individuals to be different or similar in regards to attributes, 

belief-s, values, education, status, etc. He states that most 

human communication takes place between individuals who are homno­

philous, thus leading to more effective communication. It may be 

possible to infer that he implicitly recognizes the importance of 

cliques in diffusion theory; on this level, cliques exist because 

of individuals, ho on the basis of similar characteristics tend to
 

have a higher probability of interacting. This notion is similar to
 

the one of social networks proposed by lffigerstrand and explair.ed earlier.
 

However, there is a problem inferring this meaning from Rogers'
 

theory0 For, in his (1969b) description of the subculture of peasants,
 

he cites that a characteristic of peasants is mutual distrst in 

interpersonal relations. He finds peasant communities characterized by
 

a mentality of mutual distrust, suspiciousness, and evasiveness. The
 

peasant also lacks trust and cooperation with and from his fellow man
 

and tends to be highly individualistic, This appears to contradict the
 

existence of cliques. But, mutual distrust of other peasants means
 

greater dependence on the immediate family. Rogers reports the
 

observations of other researchers who have found that the peasant views
 

his family and their cooperation as being essential to him, a type 

of cooperative insurance against aggression and exploitation, and
 

without which the individual stands isolated, This corroborates the
 

findings of Loomis (1960a, 1960b). See also Banfield (1958).
 

Opinion Leadership.
 

Before we draw conclusions about the relevance of clique membership
 

we must still discuss opinion leadership, Rogers (1969a, 1-48) defines
 

http:explair.ed
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opinion leadership as "the ability fo informally influence individuals' 

attitudes or behavior in a desired way with relative frequency." And, 

opinion leadership "is earned and maintained by the individual's 

technical competence, social accessibility, and conformity to the 

system's norms." Rogers points out that opinion leadership is a process 

which stands in relation to another person--it is not an isolated 

attribute. Also, opinion leaders may be active or passive--they may 

be sought by, or they may seek followers. Rogers (1962, p. 212) has also 

stated that opinion leadership is not to be considered a dichotomous 

variable: either you possess it or you don't. Rather, individuals 

may possess varying degrees of it; and may also possess it only for 

certain topics. Acceptance of this assumption that cninion leadership 

is a matter of degree, was not acknowledged by Det.tschti.ann (1962b, p, 2) 

in his model (the fifth assumption) nor in any subsequent programs of 

the SINDI I model since that time. This neglect is one of its major 

drawbacks. SINDI 1 also assumes that opinion leaders are always active-­

they do the contacting. But recent research (Troldahl and Van Dam, 1965) 

disclosed that opinion leaders are also passive, and in most instances 

there is mutual opinion sharing occurring between opinion leader and 

asker. 

Let us draw some conclusions now regarding the two questions posed
 

at the beginning of this section: Is there theoretical justification
 

for clique division and the concept of opinion leadership?
 

Conclusions
 

It is important to realize that in much social science research
 

dealing with aggregate data it is possible to form groups based on
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descriptive statistics of some characteristic alone, For instance, it
 

is possible, as Deutschmann does, to deduce that all members of a
 

certain race are a clique in the same manner as those with a commonality
 

of attitude about say, cars, can be considered to form a clique, Thus,
 

on the aggregate level, persons may be grouped together on the basis 

of similar social attributes and logical relations, yet it would be
 

fallacious to imagine these persons as interacting together (although it
 

is possible that they do). 
 We use "clique" to mean a group of individuals
 

bound together on the basis of shared interests, attitudes or ideologies.
 

Clique membership may have little relation to proximity or demographic
 

characteristics.
 

Based on the exposition developed here, however, it is possible
 

to accept the notion of clique structures in social systems as being 

relevant to the SINDI I model. 
The exact nature of a clique may differ
 

with the society it's found in, but it can still be called a clique. 
 In
 

a modern society with much social stratification and mobility, true 

cliques exist on the basis of shared interests, attitudes, or some
 

other attribute--without reference to spatial proximity. In more 

traditional societies, especially in countries with peasants--and
 

in the peasant village being simulated--little stratification exists,
 

there is little diversity of interest and the cliques that do exist
 

are probably based on family ties, Furthermore, the following 

statements can be drawn from the above: 

(1) Intraclique contact is predominant over interclique contact;
 
relating this to information diffusion we can generalize

that information diffusion occurs faster within cliques
 
among specific dyads in it and is mediated to other dyads

in the clique by opinion leaders, Theoretically, therefore,
 
a new knower of information should be allowed to make contacts 
within his clique after receiving information,
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(2) 	Cliques very often take the form of extended family-friendship
 
groups in peasant systems. If houses are not centrally
 
located in a village, but on farms, spatial proximity may
 
have 	 some importance. 

(3) 	 Liaison persons are those individuals who tie two subgroups 
together; they can be considered opinion leaders with low 
degrees of opinion leadership (or perhaps interclique

"gatekeepers") depending on the amount of other cliques 
the person has liaison with0 

(4) Opinion leaders are always members of a clique--at least 
in the sense that they communicate information and are 
sought by other dyads in the same clique. 

(5) There is a conceptual difference in being contacted by an 
opinion leader (teller) and seeking out an opinion leader.
 

(6) 	 Opinion lcaders have more contact within their clique than out. 

Discussing the influences of groups in the communication system of
 

society, Katz and Lazarsfeld (1955, p. 130) point out that groups have 

two effects on their members: group norms 'and patterned channels 

both within and without the group. The former factor is important in 

conclusion five, above; intraclique communication will always be more 

successful because the group's norms reinforce the attitudes of the
 

group. Also, the crucial individuals in the patterned (regular) channels
 

are the opinion leaders who determine whether the information will be
 

circulated in the clique (as described in conclusion one, above), whether
 

it will be favorably received (he legitimizes the information), and
 

whether information from within will be transmitted outside of the
 

group (the opinion leader acts either as a gatekeeper by filtering
 

information from seekers, or by not acting as liaison in sending the
 

information to other cliques),
 



CHAPTER III 

GE4ERAL DESCRIPTION OF THE SI4ULATION MODEL
 

Based on the concepts and theory presented in Chapter Il, we arc
 

now ready to describe the general. SINDI 1 model. We begin this chapter
 

by first describing the model's assumptions. Then, the following
 

section contains a discussion of the parameteri in the model, and the
 

last section will describe the conceptual operation of the model.
 

ASSUMPTIONS J11 SINDI 1 

The assumptions listed below are related to the assumptions of
 

Deutschmann (1962b) stated in the previous chapter (pp. 25-28).
 

Assumption 1: message reception is selective. This assumption
 

is based on research disclosing selective information seeking by
 

individuals. This notion predicts that a person will orient himself
 

more to certain communication channels than others, and will not accept
 

every message he attends to. This assumption is operationalized in
 

the model by the parameter CHANOR, which allows presetting of individuals
 

in the audience matrix to certain channels. It is also operationalized
 

by means of the external message matrix probabilities (also called the
 

information transfer probabilities"*) which are canpared with random decimal
 

fractions between zero and one in the simulation of information trans­

mission. This procedure says, in effect, that people have selective
 

probabilities of receiving information from a particular channel, and
 

T"The ieferences to information transfer probabilities imply information
 
transfer between dyads althoug-h often it is used in this study with
 
reference to single°'incdividuais only. 

40
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for each message from that channel there is a selective probability 

that the message will be accepted by the individual. 

Assumption 2: initial contacts between channel (external or
 

local) and members of the modeled social system are randomly
 

determined, By contacts we mean two people communicating (not neces­

sarily about innovations), For exampl.e, an extension agent may stop 

by to see a farmer and only talk about the weather, 

Assumption 3: the probability of information transfer from a channel­

source in contact with a nonknower depends on the nature of the relation­

ship. Even though only one type of probability is discussed in the
 

study, that is, the information transfer probability based on contacts
 

with external channels or l.ocal tellers, the probability is conceptually
 

two probabilities. It is both an information "imparting" probability,
 

i.e., given a contact with a channel, will the channel actually communicate
 

a message about an innovation during the contact. For example, the
 

greater the social distance between individuals as measured by clique
 

membership the less the probability of imparting information, The
 

transfer probability is also comprised of an information acceptance
 

probability, i.e., given that a channel communicates information about
 

an innovation, will the individual accept it?
 

Assumption 4: external messages will touch off local face to-face
 

communication if the person contacted (the new knower) is a teller.
 

This assumption is related to the fact that in planned change, information
 

about innovations always comes from external channels first, and then
 

diffuses to tellers who communicate the information locally, The
 

assumption is operationalized in the teller contact routine, where new
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knowezs are checked to see if any ari also tellers, and if so, then 

are allowed to contact nonknowers,
 

Assumption 5: only tellers are allowed intra- and interclique 

contacts, all other individuals are restricted from communicating 

to nonknowerso This is one of the most tenuous assumptions in the 

model, and based on the theory presented in the previous chapter, 

future models should allow all knowers to contact nonknowors. This 

assumption is operationalized by the teller contact routine.
 

Assumption 6: face-to-face local messages flow more frequently
 

within cliques than between cliques. This is operationalized through
 

the use of the local message matrix in the same manner as the message
 

matrix described in assumption #2. As Deutschmann (1962b, p. 5)
 

mentions, this is a modification of the selectivity assumptions,
 

because regardless of a person's channel orientation he will be
 

exposed to local teller contacts.
 

PARAMETER DESCRIPTION
 

Earlier we said that SINDI 1 uses two types of parameters: system
 

definition parameters and computer processing parameters. The former
 

parameters define the boundary conditions of the model or define the
 

degree of relationships between variables in the modeled system. The 

processing parameters are fixed values which specify the constraints 

of certain operating rules for the computer (e.g., number of problems 

being simulated). 
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Sstem Definition Parameters
 

I. 	 Number of cliques and the amount of members in each, These 
are labeled NCLIQS and N.EMCQ(ICQ)---they are related such 
that for each value of NCLIQS there is an cquivalent NMEI.ICQ(ICQ) 
value (in technical language, NME.CQ(ICQ) is dimensioned by 
the clique number--1 through 5). They are read in at the 
beginning of INJPUT and are used throughout the simulation in 

determining values of variablcs coitingcnt on specific 
clique mcmbcrship, eg., information transfer probability, 
The nunber of clique members is totaled in INPUT to obtain 
at TOTIND, a parameter for the total numl)er of individuals 
being simulated. This paraneter is frequently used as a 
limiting value in various iterations.
 

2. 	 Number of external message channels. This is labeled NXCHAN 
in SINDI 1; it is also defined in INPUT. The parameter controls 
the number of cycles through the external message contact 
routine. The program allows for up to five external channels.
 

3. 	 The individual's channel orientation. It is defined (as CIIANOR(IN))in 
INPUT from the data card matrix of channel orientation for 

each clique member. It is used in the EXTM4ES routine to 
check the individual's orientation with the channel being used. 

4. 	 Number of contacts allowed edch external channel source.
 
This 	 is labeledNXCCONU(ICH) and is re.,ated to the number of 
external channels. That is, for each external channel, there
 

is an associate NXCCON(ICh) value. The NXCCON(ICH) parameter
 
determines the "activity" of the external channels in contacting
 
individuals. The total contacts allowed the two external
 
channels per time period is c-iivalent to the sum of all the
 
values of NXCCON(ICH).
 

5. 	 The probability of a nonknower becoming a Knower through
 

contact with any external contact source: this is the dyad's
 

information transfer probability based on the receiver's
 
channel orientation and the particular channel he is in
 
contact with. This is labeled PKXCH(INCHNL,ICH) and is
 
determined by the matrix location of the intersection of
 
the individual's channel orientation with the contacting
 
channel's number. It is used as a comparison with a randomly
 
generated decimal in the EXTMES routine.
 

6. 	 Number of tellers in the simulation. This is labeled NTELRS,
 
and is determined from the total amount of individuals
 
listed in the teller orientation matrix in the daza. The
 
data defining the parameters are arranged so that the first
 
individuals read in are the tellers. This parameter controls
 
contact cycling in the TELCON routine,
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7, Number of contacts allowed a teller once he becomies a knower, 

This parameter, known as ITLCON is defined in input and 

determines the amount of contacts each of the NTELRS can make
 

during a tim3 period. 

8, The probability of a cliquu .,-.Y becoming a knower through 

with a teller from any clique. This is labeledcontact 
PI'WTLR(ICQ,ITELCQ) and is a dyad's information transfer proba­

bility based on clique membership of the receiver and the cliquo 
It is corpared vith amembership of the contacting teller, 

decimal to determine acceptance of informationrandomly generated 
in the TELCON routine.through local word-of-mouth channels 

Processing Parameters
 

certain parameters which
In addition to the above values, there are 


control the processing of the program; they are as follows.
 

1. Number of problems. This is labeled NPROBS and is read in from 

a data card in INPUT. It allows the program to be used with 

varying sets of data, simulating different situations, without
 
be run forthe submission of new cards. Or, the same data may 

a number of consecutive problems, with a variation in parameter
 

settings for each problem in order to test the sensitivity of
 

the parameters. 

This is sometimes called number of iterations,
2. Number of runs. 

is labeled NRUNS. This parameter allows for replication ofand 

simulation without reinitializing the system definition parameters
 
As has been
(which must be reinitialized for each problem). 


suggested elsewhere (Stanfield, Lin, Rogers, 1967, p. 17):
 

An important feature of the SINDI 1 model is that
 

multiple runs or iterations of the simulation are
 

facilitated. If we regard a complete run of SINDI 1
 

from generation (time peri8d) 1 to n as a random
 

sampling of one diffusiQn process from the many pos­

sible diffusions of an innovation in the village,
 

we certainly would wish for a number of such elements
 

in our total sample so as.to be able to estimate
 

sampling error and the true parameters. SINDI 1 

can easily replicate the complete simulation periods 

as many times as specified, so that a sampling distri­

bution of diffusions is obtained and estimates about 

the true parameters are made. 

This is labeleO NTIMPS in simulation;
3. Number of time periods. 
each time period unit is equivalent to one year of real-world
 

the beginning of
time: the parameter is defined at 


the INPUT routine (see Figure 1) from a value on a data
 



SINDI 1 
Program Routine 

Subroutine INPUT 
defines parameters and 
initialives matrices 

LOOP for Number of 

runs desired
 
-/ 

LOOP for Number of _ _-_ 

time periods
 

Subroutine EXTMES 
t external message section 

Subroutine RANDOM4 
randomn integer and 

decimal generator
 

Subroutine TELCON 
r teller contact section 

SubFg.ine OUTPUT 
summary and printout
 

Figure 1, General Flowchart for SINDI 1
 



caro. This parameter controls the numiber of iterations 
through the EXTMES ond TELCON routines, i.e., the number 
of times the channels are allowed to make contacts. 

4. 	 Numbel- of dtiu-led printouts of the simulation, This is 
labe!ed NPRINT; is also determined in TNPUT and is used 

throughout the simulation as a check value of the nuber 
of runs completed and printed, with the number of nns to do. 

5, 	 Choice of logical units. The user must specify thc identifi­
cation numbe)r of the logic unit he wishes to use for input, 
output, or punch, by specifying the numbers for LUNII, 
LUNO, and LUNP, respectively, in the p -ogram deck, 

There are also various internal indexes and keys used as
 

programming aids. Definition of them is found in the program listing, 

Appendix A.
 

STATE VARIABLES
 

If we imagine the system defifiition parameters as being input values 

to the simulation, we should then determine what they "operate" on to
 

produce the output variables. The variables operated on may be thought
 

of as state variables in that they take on different "states" (i.e., dif­

ferent values) during the course of the simulation run.
 

Individuals may then be thought of as having lists of attributes,
 

or variables, depending on the way they are described, As an analogy
 

we might imagine the parameters being the innate characteristics of
 

a person, while the state values are values which a person learns
 

during life and which constantly change and affect his behavior,
 

depending on the experiences he encounters. State variables in the
 

simulation are as follows (each of the variables below takes on a
 

different value for each individual in the simulation):
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1, 	 CHNSOR(IN) is the individual's "memory" of the channel sourze 

which informed him (if it has). This can take on a value of 

0, 1, or 2-.-depending on whether a local channel contacted 

him, or whether external channel I or 2 contacted him, It 
of the output,is primarily used as a 	memory trace for analysis 

2. 	TLR,(WR(IN) is a variable name which describes whether a new 

knower is also a teller; if he is, then he is activated one 

time period later as a contacting agent in the. TELCON 

routine; if not he remains inactive. This variable is set to 

zero or one representing a "no" or "yes" that the teller is 

a knower.
 

tells whether the individual is3. 	 KNOWER(IN) a variable which 

a knower yet, the setting of this variable tells the
 

routines that if he has been informed, not to count him
 

again as a new knower. This also takes on a value of zero
 

or one. 

4. 	 TELSOR(IN) is the individ'ial's memory of the teller who informed 
It is the actual individual identificationhim (if he has). 

number, and is primarily used as a memory trace in output, 

(Note, SINDI 1 is set up to simulate up to 100 individuals. If the 

simulation exceeds this amount, the array dimensions must be changed.) 

DESCRIPTION OF SINDI 1
 

The SINDI 1 program consists of an executive routine and five
 

subroutines. (Refer to Figure 1, a flowchart of the general operation
 

of the routines.) The main program routine handles monitoring tasks
 

for the simulation. It executes the main DO loops (one for the problem
 

cycle; one for the run cycle; one for the time period cycle) and calls
 

the other subroutines. The first subroutine, INPUT, inputs parameters
 

and initializes arrays for the beginning of a run and a particular time
 

period. (One run ends after all the specified time periods have been
 

completed.) This routine also prints parameter list headings in the
 

output and handles other data input chores. The next routine, EXTMES,
 

is the external message section. Here the theory about the external
 



interpersonal channels is manifested: this routine simulates individual 

contacts by channel-sources leading to either message acce.ptance (the 

person becomes a knower) or non-acceptance (the person remains a 

nonknowe,). Subroutine TELCON is the teller contact section, which 

includes the theory of local face-to-face contacts between tellers and 

nonknowers. Subroutine OUTPUT controls most output functions for the 

simulation program. It can be keyed to print-out either detailed 

individual-by-individual contact traces, or, statistical summary data,
 

for each time period and for the entire simulation period (i.e.,
 

one run). Subroutine RANDOM is a random number generator which provides
 

random integer numbers within a specified range, and associated random
 

decial numbers. The generator functions with or without replacement*C
 

and is also based on an extension of Lehmer's rule.
 

The program begins by calling subroutine INPUT, Input reads in data 

from the data cards to determine the number of problems, runs and time 

periods, and the composition of the cliques, It creates a matrix of
 

the clique composition of the social system which includes the total
 

number of individuals included in the simulation, their channel
 

orientation, and whether or not they are tellers. This part of the
 

model also arranges the information transfer probability matrix. The
 

input parameters are printed out as an "Input Section" following the
 

program listing to assure that all data are properly read in and
 

ordered. Some of the statistical variables (e.g., mean) are also
 

*Sampling wth replacement is sampling from a hypothetical population 
whereby everyone is replaced in the total in order that the next individual 
chosen has as equal a probability of being selected as all previous persons. 



49
 

When all of the data have been processed,
initialized in this section. 


the input section and the individual identification 
list (see Appendix A)
 

out, control returns to the executive routine. Than the
printed 


the run DO loop, cycling through attribute list initiali­program enters 

zation, followed by entrance to the simulation time period DO loop. if 

the print setting (NPRINT) is at least 1, heatings are printed out for 

the output section.
 

The executive routine next calls the EXTMES routine (see the flow­

chart in Figure 2). Here the simulation enters the external channel DO 

loop, cycling through the statements in the routine as many times as the 

setting allows. The random numberNXCHAN (number of external channels) 


generator (Subroutine RANDOM) is to supply many random
called as 

for thatindividual numbers as is dictated by the number of contacts 

channel (NXCCON). For each random individual generated (called RANIND) 

as associated random fraction in decimal form (RANDF) is also generated
 

to dompare with the listed information transfer probability. When the
 

random generator is called, the arguments specify the type of desired
 

from
sampling, the upper and lower limits of the random numbers (i.e., 

one to the total number of individuals in the simulation), and the total 

(While we could generatenumber of random individual numbers desired. 


of random numbers equivalent to the total amunt of individualsan amount 


in the simulation, this would be wasteful-of space in the computer's
 

core memory--therefore the generation is limited to the number of contacts
 

allowed each time period.) 

In the generator, a random integer is generated, the power of ten
 

needed is calculated, and the number is truncated appropriately. After 
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Subroutine EXT14ES 
-~ Entry 

Parametei Values
 
passed in COM401 

arrays / 

ILOOPD1: for -Nuin'ber of Chanlnels 

Call RANDOM for list of random 
individuals and decimals equal to
 
number of channel contacts allowed 

LooP for Number of random individuals 

Channel Orientation 
to an external• c hann 1 

Is ii~dividual a YES 

YES / Information Transfer? NO 

(Is information transfer probability
 
greater than random decimal?)
 

Update Knower list, 
event list and cumulative 

counters, Print event 
information unless suppressed
 

YES Have all Channels NO
 

F igur made allowed ctacts? R in " 

Return to Main Progam Routine 

figure 2. Flochart of EXTMES Routine 
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option; if no replacement
truncation, the test is made for the replacement 

is desired, the number is tested to see if it 
is within the desired
 

range. Immediately after this procedure, another random 
integer is
 

and associated (in a matrix) with the 
generated, converted to decimal 

integer generated prior to it.
 

Control returns to the externalmessage section and the random 

list to determine his channel
located the idntificationindividual is on 

A random decimal is compared

orientation, and if he is already a knower. 


with the information transfer probability to 
represent the process of the
 

from an externalinformation about the innovationindividual receiving 

is less than his infor­
channel message contact. If the random decimal 


a knower;

mation transfer probability, then the individual becomes 

remains nonknower.otherwise, he a 

If he does become a knower, the single event 
and cumulative event
 

counters are incremented, and the knower tallies 
for each clique
 

Also, the individual's attribute matrix is updated 
with
 

incremented. 


the information that he is a knower and which 
channel contacted him.
 

If the individual also happens to be a teller, 
the teller activation
 

To conclude the routine, the information just
tally is incremented. 


tallied is printed out (unless suppressed) for each 
individual in the
 

section continues cycling until 
output section. The external message 

a channel has made all of its allowed contacts. 
Then, another channel
 

is activated and the process is repeated for the number 
of contacts
 

it is allowed. After all channels have made all of their message
 

TELCON subroutine is called.
contacts, the 

The TELCON routine (see Figure 3) does not process 
a knower-teller
 

until one time period after their activation. This routine first checks 
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Subroutiine TELCON 
Entry 

Parameter Values
 

passed in COI,-IOH / 
arrays 

LOOP for Nuv,bcr ofin Simulation 

Teller a knower YES Select Next 

from prior Teller on list
 

NO
 

Call RANDOM for list of 
of random individuals
 
and decimals equal to
 

number of teller
 
contacts allowed
 

of rardom individualsr.ILOOP. for Number 

YES Information Transfer?
 
(Is information transfer probability >
 

greater than random decimal?)
 

Update Knower list, event
 

list ai~d cumulative counters,-- Print event information
 
unless suppressed
 

/ Have all Tfellers No
 

made allowed
YES 

FgFcontacts?
 

- -AReturn to Main ProgramRo~utine] 

Figure 3. Flowchart of TELCON Routine
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if any are knowers fromprevi,usthe list of potential tellers to see 

returns cont.rol to the main routine,
time periods. If not, the routine 

checks if any of the new knowers from the external channel contacts 

the attribute matrices appropriately. The 
are also tellers, and sets 

period.program then begins another tinie 

But, let's presume we have at least one activated teller from 
a
 

The teller contact routine would then call for
previous time period. 


RANDOM to return a list of randomly chosen individuals which the 

teller will contact during the current time period. The number of 

individuals on this list is equal to the number of message contacts,
 

Each random individual
NTLCON, allowed each teller during a time period. 


a knower already--if he is, the teiler has
is checked to see if he is 

next individual. If the person
"wasted" one contact and goes on to the 

is not a knower, the information transfer probability--based 
on his
 

clique membership and the clique membership of the teller--is 
compared
 

in the external channel
 to the random decimal in the same manner as 


If the person becomes a knower, the attribute matrices and
routine. 


counters are changed. The routine runs down the list of random
 

individuals until the contacts for that teller have been exhausted. 

When they are, a check is made to see if any tellers remain, and if so, 

the routine continues to cycle, repeating the procedure for each 
remaining 

teller and the number of contacts allowed during that time period. 
If 

no tellers remain control returns to the executive routine for updating
 

This process continues for the remaining
of the teller-knower list. 


number of runs and time periods. When all runs are completed, OUTPUT 

contacts made, and print descriptive
is called to print a summary of 
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statistics if desired. OUTPUT can also only summarize data after each 

run if the detailed summary is not wanted. 

The entira program cycle continues until there are no more 

pioblems left, at which time the simulation exits. 

OUTPUT VARIABLES 

Output variables are produced by the simulation on the basis of 

the 	parameters' effects on the state variables described above. For
 

each time period the simulation outputs five items of information. 

1. 	 The number of events during a time period. This 
variable is called NEVENTo It is the number of clique
 
members who became knowers as a result of being informed 
by one of the three channels, i.e., each time souyone 
becomes a knower a diffusion event occurs, 

2. 	 The number of cumulative events to date. This is labal.d 
NCU EV. It is important in determining the cumulative 
frequency curve of knowers over time. 

3. 	 The cumulative number of tellers activated during a time 
period. This is labeled N"TELAC, and is only incren.ented 
when the teller is actually active in the simulation, not 
during the time period that he becomes a knower. 

4. 	 The number of new knowers in each clique this time period. 
This is labeled YNOTLY and is used for analysis purposes
 
in the detailed output.
 

5. 	The number of total new knowers to this time. This
 
variable is called KNOSUM and is also used for analysis 
purposes in the detailed output.
 

In addition to the output variables, the simulation is able to print 

detailed summaries for each time period: (a) which channel-source
 

contacted which individual, and (b) whether information was accepted
 

during the contact. The comparisons of the information transfer
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probability with a random decimal are also listed for each contact,
 

unless this type of output data is intentionally suppressed.
 



CHAPTER IV
 

SPECIFIC RESULTS OF THE SIMULATION
 

Previous chapters have presented the theory from which SINDI 1 

models, and have also discussed the assumptions and parameters used in 

the general model. This chapter describes the derivation of the data 

used in this simulation with SINDI 1 and the results from runs based
 

on that data.
 

BACKGROUND DATA ON THE VILLAGE OF PUEBLO VIEJO 

The validation data and the data used in determining parameter
 

values in SINDI 1 are 
from Rogers' (1965) research in Pueblo Viejo,
 

Colombia. Pueblo Viejo is a small peasant community located about 40
 

miles from the capital city, Bogota, in the foothills of the Andes
 

mountains. 
 The community is generally characterized by "...extremely
 

small farms, operated by subsistence farmers of mixed Indian-Spanish
 

stock with relatively low levels of education, serious poverty, and
 

very limited economic opportunities" (Rogers, 1965, p. 616). 
 The
 

purpose of Roge:.s' study was to investigate antecedents and consequences
 

to mass media exposure in five communities in central Colombia, among
 

the Pueblo Viejo.
 

Despite some mass media usage in the communitv, there were no 

reported instances of learning information about agricultural innovations
 

from the mass media, because the media lacked relevant agricultural
 

content and were largely urban oriented and consummatory in purposes.
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"iARAMETERESTI MATION
 

The values of many of the parameters used in the runs of SINDI 1 

reported here were determined by Stanfield, Lin, and Rogers (1967). 

While some of parameters (e.g., channel orientation) have a theoretical 

basis for their values, the parameters for number of channel contacts 

and especially information transfer probabilities were arbitrarily 

determined.
 

The parameters below are presented in the same order as in their
 

general description in Chapter II.
 

1. Cliques: The village was divided into four cliques and a fifth
 

group of isolates on the basis of sociometric data in response to an
 

interview question about whom the villager sought for agricultural
 

information. ("Have you talked with another fz'rmer about agriculture 

in the last two months? If yes, with whom?") This question was asked 

because SINDI 1 simulates the diffusion of agricultural information of
 

2, 11-D weed spray. The cliques were delineated by plotting a sociogram 

on a map of the village (each member had a maximum of four sociometric
 

choices. The peasants were categorized into cliques so most of the
 

sociometric choices of a set of individuals went within (rather than
 

outside) the clique. The intraclique choices tended to be spatially
 

proximate individuals, providing support for spatial diffusion. However,
 

in Colombian villages homes are located on the farms rather than in the
 

village center. Table 1 indicates the number of members (NMEMCQ(ICQ))
 

in each clique for the number of cliques (NCLIQS) simulated.
 



Table 1. SINDI 1 Parameters by Cliaues
 

Tellers 
 Nontellers
 
Clique Total
 
Number Members Channel Orientation Total Chiannel Orientation
 

Tellers
 
tellers extension teacher tellers extensicn teacher
 

agent agent
 

1 7 1 0 1 2 3 1 1 

2 17 1 1 
 2 4 6 4 3 

3 17 1 1
1 3 4 4 6
 

4 4 0 0 0 0 3 0 1 

Isolates 11 0 0 0 0 0 
 7 4
 

Totals 56 3 2 
 14 16 16 15
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2. External Channels: Two external interpersonal channels
 

were chosen: (1) extension service agents, and (2) school teachers,
 

In Colombia, the extension agent usually lives and has his office 

outside the village, His objective is to camunicate new agricultural 

ideas to the villages he serves. The teacher lives in the village and has 

closer rapport with the villagers; however, a teacher serves as a 

change agent in a particular village for only a year or two. But, he 

generally has greater contact with the outside world than the average 

peasant. The extension agent sometimes works through the teacher in 

introducing new ideas to the community. Thus, it seemed appropriate
 

to utilize the extension agent and school teacher as the chief channels
 

of external innovation messages (NXCHAN = 2). 

3. Channel Orientat.on: The degree to which each individual was 

oriented to either the two external interpersonal channels or one
 

local interpersonal channel was determined from the relative frequency
 

with which he reported having communicated with any of the three 

channels in the past year. For instance, an individual in Pueblo Viejo 

may have reported four communications with the teacher, and three 

contacts.with the extension agent, his channel orientation would be 

the teacher. Table 1 indicates the channel orientation (CIIANOR(IN))
 

of individuals in each clique.
 

4. External Channel Contact: Each message introduced through
 

a channel in a time period reaches a specified number of people. The
 

number of villager contacts made by the extension agent (referred to as
 

"channel 1" from now on) was, for the purpose of these runs, estimated
 

at three per time period (i.e., per year), and the number of contacts
 

by the school teacher ("channel 2") at six per time period. Thus,
 

http:Orientat.on
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RXUCCONO(1) = 3 and 14XCCON(2) 6 in this simulation. While the
 

extension agent makes relatively few trips to the village per year,
 

the school 
teacher resides there and should, therefore, makb more
 

interpersonal contacts about 
 an innovation. 

5. Probability of Becoming a Knower form an External Channe.lz
 

This probability (PKWXCH(INCHNL,ICH)) 
 was calculated on the basis of 

the amount of interpersonal communication each peasant reported
 

with each channel. Eighteen 
villagers were primarily oriented to
 

channel 1, the extension agent. These 18 peasants had a total of 34
 

contacts with 
 channel I and 17 contacts with channel 2. The information
 

transfer probability was arbitrarily set, given primarily a channel 1 

orientation, at .50. 
 The probability of learning about an innovation
 

from channel 2, given a channel 1 orientation, is 17/34 x .50 = .25. 

The 19 villagers oriented primarily to channel 2, the teacher, made 

55 contacts with channel 2 and only 10 contacts with channel 1. 
Thus,
 

for those oriented primarily to channel 2, the probability of becoming
 

a knower about the innovation from channel 2 is arbitrarily .50, and
 

the probability of awareness from channel 1 is .10. 
The remaining 32
 

peasants in the village had no contact with either the extension agent
 

or teacher channels. 
Table 2 shows the values for this parameter.
 

Table 2. Information Transfer Probability
 
Matrix from External Channels
 

Individual's Message Channel
 
Orientation 
 1 2
 

j1 .50 .25
 

2 1 .10 .50
 

http:Channe.lz
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6. Local Interpersonal Channels: This is the same ae the number of 

tellers (opinion leaders) in the village (NTELRS). An opinion leader 

was an individual who received three or more sociometric choices as
 

sources of agricultural information. For the Pueblo Viejo data NTELRS = 9. 

See Table 1. 

7. Teller Contacts: NTLCON was originally set at 30 contacts per 

year, based on the number of reported opinion leader contacts contacted 

plus the number of contacts each received. However, subsequent sensitivity
 

checks revealed that 20 contacts in the modsl produced output which 

better approximates reality. 

8. Probability of Becoming a Knower when Contacted by a Teller-


Knower: For each clique, it was necessary to determine the probability 

of a nonknower becoming aware of the new idea upon contact with a 

knaeter-teller of his clique (PKWTLR(ICQ,ITELCQ)) This probability in 

clique 1 is .58. The procedure for estimating this probability was 

first to count the total number of reported sociometric contacts 

between the opinion leaders and the non-leaders in clique 1, which 

is seven. Then the total number of ossLible contacts in clique 1 between 

the two opinion leaders and the five other clique members was calculated, 

which is 12 (two possible contacts for each of the five non-opinion 

leaders and one each for the opinion leaders). Therefore, the 

probability given a contact of a nonknower learning from a knower-teller 

in clique 1 was 7/12 or .58. 

In a similar fashion, the probability for a nonknower learning from
 

a knower-teller in clique 2 is 13/64 or .20, and for clique 3 the
 

probability is 11/48 or .23. There are no opinion leaders in clique 4
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or for the isolates, so there is a zero probability of learning of
 

the innovation in such a way. 

The probability that 
a person in one clique will become a knower
 

upon contact knower-tellev another towith a in clique, is restricted 

only two cliques with mutual contacts, cliques 2 and 3. The probability
 

of interclique contact was calculated in an analagous fashion to the
 

calculation of the within-clique probability. 
The total number of
 

peasants in clique 2 contacted by knower-tellers in clique 3 is 5,
 

while the total number of possible contacts is 5., Therefore, th3
 

probability of clique 2 members being contacted by clique knower-tellers 

in group 3 is .10. Similarly, the probability of contact of clique 3 

members by clique 2 knower-tellers is 6/68 or .09. See Table 3. 

Table 3. Information Transfer Probability
 
Matrix from Teller Contacts
 

Individual's 
 Teller's Clique
 
Clique 1 2 4
3 5
 

1 .58 .00 .00 .00 .00
 

2 .00 .20 li0 .00 00
 

3 
 .00 .09 .00
,23 .00
 

4 .00 .00 .00 .00 .00
 

5 .00 .00 .00 .00 .00
 

Processing Parameters
 

The values of the processing parameters were generally changed for
 

different series of runs and are rcported in the results section. 
However,
 

for a few of the parameters we used similar values every run, 
 NTIMPS was 
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to 15 for every run; we usually suppressed detailed printouts to save 
set 

in the at Michigancomputer time and so NPRINTS to zero; runswas set 

State University using a CDC 3600 computer, the values for the logical 

units parameters, LUNI, LUNO, and LUNP were always set to 60, 61, and 

62 respectively.
 

State and Output Variables 

de c-mined in the c.ourse ofThe values for these variables are 

the simulation and are reported in the results section.
 

Praassnment of Individuals in the SimTlation
 

Prior to each run, seven members of the community are preassigned
 

The reason for this preassignement is as follows, These
 as knowers. 


early knowers learned over an 18 year time period ranging from 
1935­

1953. The model does not purport to explain the process by which these
 

The social system itself would have changed
individuals first heard. 


considerably in 	the 28-year (1935-1963) time period covered by the
 

The model does not take into account dynamic chz:-,es in
Colombia data. 


the structure nor the membership of the social system.
 

It is necessary to point out that four of the seven iadivi6%ials
 

are tellers. Preassignmnent of four tellers has the effect of creating
 

four additional local interpersonal channels i.. rie simulation every
 

time period, regardless of ,ow many knowers are activated. 

In Pueblo VaKJo, at the time of data collection, there were 56 

knowers ( P'tb of the farmers interviewed). Included among the knaaers 

one of the two externalwere 22 isolates, 11 of whom were oriented to 
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interpersonal channels. The r.m;xI&TIig 11 isolates were not oriented
 

to any channel--but 10 of the 11 did kecome 
 knowers, Because the 

SINDI 1 model makes the assumption that indi'viduals become knowers only 

when oriented to one of the external channels or to a local teller, the 

remaining 11 tellers could become innever knowers the s.imulation. Since 

our simplistic channel division was not isomorphic with the rual world
 

the 11 
were dropped from inclusion in the simulation, and were also
 

excluded from real world data comparisons. Thus, the total possible 

knowers in the reality data is 46 (i.e., the 56 out of the 67 possible 

farmers who were knowers at the end of the measurement period, minus the 

11 isolates); in the simulation there are 56 possible knowers (i.e., 

minus the 11 isolates because there is no restriction of when "measure­

ment" of new knowers stops). 

STMULATION RUNS OF SINDI 1
 

The SINDI 1 runs provide as output a distribution of new knowers 

per time period over a series of t3me periods. Since per year data 

provide the basis for the calnulations of the program's parameters, the 

simulation results-are a rough approximation of the annual rate of 

diffusion of information, 

To compare the simulation with the Colombia data used for 

validation, SINDI 1 was run 45 times; each 1F .un , .o, for each new 

problem) the parameter settings were av.-_ed. The three sets of 

parameters for the data re-.'orted were determined from a number of
 

earlier sensitization checks. (A brief description of the tests follows
 

this section.) 
 The OUTPUT routine was flagged to print summary statistics
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after each 15 runs, The" results (as indicated in Figure 4) show 

that three series of settings approximate the reality-data curve.
 

The model responded broadly to any alteration of the teller con-tact 

parameter- ie., decreasing or increasing the number of contacts
 

allowed an activated teller affects the rise between the fourth
 

and tenth timc periods more than the' curve at the bottom of the "S. 1 

Altering the external channel-contact parameter, i.e., increasing
 

or decreasing the number of contacts allowed each external channel,
 

has more effect early in the simulation; the more tellers it activates 

the closer the upper end of the simulated curve eventually approaches
 

the reality data. It is important to remember here that four tellers
 

are always preset as knowers; this effectively creates four additional
 

local channels at the start of the simulation--a total of six channels
 

with the external channels. 

Comparison of the three simulation period curves with the realty 

curve indicates the results during the preliminary trials did not replicate
 

both the slow initial curve rise and the high number of total knowers at 

the top of the S curve. SINDI 1 does come to within 5% of the total
 

number of knowers with parameter settings'of 20 teller contacts per
 

year, and three contacts for channelone and six-contacts for channel 

two, Because the simulated curve using the 20/3/6 settings came closest 

to the total number of actual knowers, another series of runs were 

processed in order to determine variance around a mean number of new 

knowers attributable to the random sampling, 
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Final Runs of SINDI 1 Using the Colombia Data 

Fox. the final runs, SINDI 1 was run 5, 10, 20, and 1I0 times using 

the 20/3/6 settings. Twenty runs seemed the optimal number of runs to 

use for the general odel° They provided a minimal amount of variance 

around the mean number of new kno;.ers based on 'the use of our pseudo, 

random number generator and considering the cost of computer running
 

time. That is, even though 40 runs provided somewhat less variance,
 

the cost of relative computer time between 20 and 40 runs outweighed
 

the small amount of variance decrease attributable to the larger number
 

of runs. The results of the 20 runs are shown in Figure 5.
 

The Kolmogorov-Smirnov goodness-of-fit-test for two samples (the
 

average number of new knowers from the 20 runs and the reality deta)
 

was applied to-the two curves. This test indicates 'the two distributicns
 

differ more than could be due to chance from 19514 to 1960.
 

Shape of the Simulated Curves
 

Notice that the final curve, like the others, does not have the
 

rapid initial rise of the reality curve, it is essentially linear,
 

However, this almost linear curve may have some isomorphism with
 

reality. Support for this statement comes from Coleman, Katz, and
 

Menzel (1957); Coleman (1964); and Rainio (1961).
 

Coleman, Katz, and Menzel (1957) studied the diffusion of now
 

drugs among socially isolated and socially integrated doctors. They
 

found that "social location," that is, the frequency of contact with
 

other doctors in the medical community for social or discussion purposes,
 

was the cause of the difference between drug adoption between the two
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types of doctors, The isolated doctorb got their new drug
 

information from salesmen and advertising--essentially a two-step
 

The two-step
flow of conanunication from opinion leader to follower, 


flow is similar to that modeled in SINDI 1, The integrated doctors 

who received new drug infor-mation from various sources can be likened 

to participating in a multi-step flow of communication. It is 

interesting to note that the distribution cumve for the isolated 

doctors (and the two-step flow) is almost identical in shape to our 

simulated curve, while he distribution curve for the integrated 

doctors is more similar to the S -hape of the reality data curve. 

Coleman (19611) discussed the linear curve for the isolated doctors
 

' 
in terms of a "constan.-source" diffusion process. This means that
 

all diffusion of infoxination proceeds from a constant source of
 

information--independent of how many knowers there already are in the
 

population. This process also presumes a limited population, and the
 

number of newknowers per time period is then proportional to the 

number of nonknowers remaining. Relating this to the SINDI 1 mc . 

we see there is a close analogy. SINDI 1 also has relatively t it 

sources of information; the model begins with two external chai -d 

four preset tellers; once the five additional tellers are acti 

the sources are constant. Also, in the simulation, as time pr. 

there are less available nonknowers and the number of new knowv.. ach 

time period deciriases accordingly. It appears that SINDI 1 is a
 

better model of a constant source diffusion process than the Pueblo
 

Viejo diffusion process.
 

Rainio (1961) discusses a Monte Carlo model of interaction based
 

on laws of learning. ror Rainio's model, the probability of lea?'ninr
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information changes for each individual depending on the contacts he
 

hasc, If the contact is rewarding the probability increases (analogo",s 

to reinforccment) if the contact is punishing the probability dLcr:.A:es 

(analogou; to negative reinforcn.ment), Howevert these probabilities 

are based on groups of individuals--.that is the learning by 'i individual 

depends on the amount of learning by the group. Further, the ar.,iount to 

be learned depends on the amount remaining to be learned by the group. 

The notion of group learning produces an essentially linear learning
 

curve, which rises faster than our simulated curve.
 

SENSITIVITY CHECKING
 

Various sensitivity checks of SINDI 1 revealed that the teller contact
 

parameter (NTLCON) was the most sensitive of the Wi.io contc;:t paramctcrs , 

As mentioned previously, the external channel contact parameter 

(NXCCON(ICH)) seemed to have more affect on the initial rise of the 

curve, and the total number of knowers activated. Its initial influence
 

in the fin;.l distribution is explainable, of course, because the external
 

channels are the first channels-sources allowed to make contacts in the
 

simulation. Since they make fewer contacts per time period than a teller,
 

they have a lower probability of activating knower-tellers. Eventually,
 

as the external channels activate knowers, the number of knower-tellers
 

increases, and the tellers begin activating more knowevs because of the 

greater number of contacts they are allowed each time period.* For
 

instance, if six tellers are active, 
a total of 120 contacts per time
 

"INew teller-knowers are 
not allowed to make contacts until one time
 
period after their activation.
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period is made--compared'to nine total contacts for the external 

channels,, Thus, after the first four time periods or so, the effects 

of the teller contacts become very significant. 

However, the effect of this greatcr influence in the distribution 

by the teller contacts is mediated by two factors. First, the 

external channels have a higher probability (see Table 2) of 

transmitting information to individuals. The probability is never below
 

.10. On the other hand, the probabilities for the various tellers
 

(depending on their clique) of transmitting information arc much lower 

(see Table 3), and are frequently zero. Second, the four preset tellers
 

give the teller contact routine a constant advantage of A0 contacts pe' 

time period. 3ut, the preset tellers are equally spread between the 

first three'cliques (one each in cliques one and two; two tellers in 

clique three). Only for the first clique's members, for the teller­

contacts from clique one, is the probability of information transfer 

high, it is zero for the rest of the cliques; for the teller- in 

cliques two and three there are low probabilities of information transfer 

by members in those same cliques, and zero probabilities for memb-.-s 

from all other cliques. The effect of these 80 contacts is not F­

great as might be imagined-though. Figure 6 shows the curve of t ,u 

runs without preset tellers and knowers using the 20/3/6 parameter 

settings. Notice that it is exactly the same shape as the other 

simulated curves (in Figure 4) but drops much lower than any of the 

other curves during the last five time periods; it appears to average
 

about six knowers less than the closest simulated curve with preset knowers 

(including knower-tellers). 
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However, there is gieater variance of the mean number of new
 

knowers per time period (standard error of the mean) for the ten
 

runs without preset knowers than for ten runs with preset knowers.
 

Especially between the third and tenth time period, the variance
 

for the runs without preset knowers is almost double the variance 

for the runswith preset knowers. This difference, of course, is
 

because in the preset runs there is less random variation of when
 

tellers are activated due to four out of nine tellers being activated
 

by the first time period.
 

The only two parameters that we have changed during sensitivity
 

checks to date are the channel contact parameter and the teller
 

contact parameter NXCCON(ICH) was varied from 1-1(1 contact per
 

time period for channel 1, and 1 for channel 2) to 3-6; 6-6; 6-12;
 

12-24; and 24-21. The NTLCON 4as varied from 12, 20, 30, 4i0, to 50
 

contacts per time period, with 20 contacts chosen as the best setting
 

for the simulation in-terms of output matching reality. The following
 

generalizations may be made regarding the- variation of these parameters:
 

1, The higher the teller contact parameter is set, the higher the
 

rise of the simulated curve between the second and eighth time periods.
 

2. Higher teller contact settings have little effect on the eventual
 

number of total knowers,
 

3. The lower the teller contact setting, the better the simulated
 

curve fits the reality curve during the first seven time periods.
 

4. A lower teller contact setting has negligible effect on the
 

total number of iowers.
 

5. As the teller contacts increase, the shape of the curve becomes
 

more "S" shaped, but its initial rise still is much greater thmn the
 

reality data curve.
 



74
 

6. As the number 6f external channel contacts increase, so does 

the eventual tctal number of knowers° 

7. An increase or decrease in the number of external channel 

contacts affects tile average number of new knowers the same way in all 

time periods, ie, , changing the parameter does not affect t],¢ shape of 

the simulated curve, only its height. 

8. There is no difference between the amount of channel contacts
 

allowed one channel over another; the difference is only significant in
 

the sense that it affects the total number of external channel contacts
 

allowed,
 

Recommendations for future sensitivity checking with the general
 

model are included in the next chapter.
 



CHAPTER V 

CONCLUSION 

This -chapter offers a critique of the SI14DI 1 model. Another 

section makes recommendations for future research with the SINDI 1 

model. The chapter ends with a summary description of SINDI 1, 

CRITIQUE
 

Figure 4 shows that there is little goodness-of-fit between the 

simulated curves and the reality curves overall, although they do 

approach each other at the end of the ten time periods, What accounts 

for this difference? There are two major reasons: conceptual inequiv­

alence between model and reality and parameter estimation. 

Conceptual Ineguivalence 

The following specific criticism may be made. 

i. SINDI 1 does not model the psychological processes involved 

in accepting information (such as HIerstrand's psychological resistance 

concept). In actual application to an innovation diffusion process 

there may be a time lag between information awaraness and final adop­

tion--individuals may not pass on innovation information until the final
 

adoption stage. Also, given a contact is unsuccessful with an individual,
 

the probability of his accepting infornation during the next contact
 

does not change--he doesn't learn,
 

2. The model treats opinion leadership dichotomously instead of
 

as a matter of degree. That is, either a person is allowed to contact
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actuality, some individuals have more
 nonknowers, or he isn't "In 


anindividuals. This is not 
contacts 	with nonknowers than otheir 


should probably not
and knowers in the simulationeither/or 	process 

be restriACd from contacting individuals completely.
 

3. 	The infoiniation seeking behavior regarding 
tellers is
 

In SINDI 1, the tellers contact individuals, 
but
 

unrealistic. 


This assumes active
 
nonknoers are not allowed to seek out tellers. 


opinion leadership only and neglects passive 
opinion leadership for
 

which there is empirical support. 

contacts with
4. SINK)I 1 assumes that tellers make random 

Although we don't completely understand this 
notion
 

individuals. 


in diffusion research conceptually, it is true 
that active opinion
 

do "waste" contacts 
leaders seek out their nonknower contacts, and not 

In other 	words their contacting
with individuals who already know. 


(The data for Pueblo Viejo indicated certain
 behavior is not random. 


with opinion leaders.) Further,

individuals regularly had more contacts 


are not really contact probabili­the information transfer probabilities 


ties for 	everyone has an equal chance of being contacted 
due to random
 

selection.
 

The model allows for only one type of channel orientation 
for
 

50 


Persons may be equally oriented to two channels and
 each individual. 


higher probability of accepting information than 
romeo'ie
 

thus have a 


oriented 	to only one channel.
 

6. There appears to be heavy emphasis in the model on-system
 

statics rather than system dynamics, i.e., it emphasizes 
ascertaining
 

the final values of entities rather than continuous 
change variables.
 

A continuous change model would permit the simulation 
to change
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continuously as time advanced--the decision rules would change and
 

the simulation would be adaptive, This would be especially useful, 

for example, in modeling the curve of change agent activity (Rogers, 

1962v p. 259) against the diffusion curve. The change agent activity 

rises initially and then falls off as the diffusion process increases.
 

This problem, however, is indicative of the general problem of modeling 

change activity.
 

Parameter Estimation
 

As mentioned in earlier chapters, most of the general parameters
 

were very arbitrarily set. 
 For example, there seems little rationale
 

for channel contact probabilities based on an arbitrary value of ,50.;
 

the method for dividing the village -intocliques is imprecise; the
 

restriction of the number of external interpersonal channels (limited
 

to two) seems severe, for it neglects the influence of visitors or
 

families from outside of the community. Further, with the Pueblo
 

Viejo data if an individual disclosed equal contacts with two channels,
 

he was randomly assigned to one of them (see criticism #5, above).
 

There is also a problem due to the data gathering methods of the
 

Colombia data. 
Since it relies on recall, there are a number of
 

discrepancies in the reality diffusion curve which could affect the
 

simulated output ccmparison. It may be true, that lir, the
- -.duse 

curves don't match overall, that-the ad.ta are faulty and the curve 

actually does represent the 1-Lw diffusion curve. 
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RECOMMENDATIONS FOR FUTURE RESEARCH WITH SINDI 1 

1. Change the NTLCON setting into an array equal to the number 

of tellers in the simulation with a different number of contacts 

apiece. This relates to criticism #2, above. 

2. Run the simulation a number of times changing the information 

transfer probabilities, to determine how sensitive these are. 

3. Collect specific data congruent with the model's structure,
 

and then run the simulation for additional comparisons with reality data.
 

4. Perhaps add a learning probability matrix to be used in 

comparison with the information transfer probability matrix. That 

is, the probability of an individual accepting information would be
 

calculated to increase with the number of unsuccessful contacts he has
 

had.
 

5. An interaction effect should also be modeled. Somewhat
 

similar to Rainio's (1961) model of group learning, the probability
 

of the remaining ncnknowers becoming knowers would increase proportionally
 

with the number of knowers in the social system. In SINDI 1 this
 

probability does not change. This probability would change of course,
 

if everyone (instead of just nine individuals) was a potential teller
 

and once activated could tell anyone else innovation information,
 

CONCLUDING REMARKS AND SUMMARY
 

Stanfield, Lin, and Rogers (1965, p. 22) state:
 

Peasant villages provide obvious advantages as locales 
for Monte Carlo diffusion simulations: the basic, primitive 
nature of communication behavior as compared to tha mass 
media saturated nature of other locales, the localistic 
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tendency of peasdnts which enphasizes the shaLppness of 
village boundaries and results in relatively few communi-, 
cation channels by which innovations enter the village from 
external sources, and the relatively small number of 
individuals involved.
 

In one nner of speaking these advantages seem attractive, 

especially when it appear we are modeling an almost closed system. 

However, it is this apparent attractiveness which may lead -o over­

simplification of a model.
 

Thus, the statement that the advantage of computer modeling is the
 

ability of the computer to systematically vary relationship and
 

variables more readily than a human could hope to, ought to be
 

qualified. The computer may be an efficient model manipulator, but
 

the practical limitations of time,.mone, and programming skills are
 

ver, real drawbacks to the simulation technique which tend to lead to 

oversimlification. 

We suggested two objectives in the beginning of this report: 

building a predictive tool and possibly adding refinements to diffusion 

theory. How well have we met these objectives? 

We can't be certain yet that we have a useful predictive tool with
 

SINDI It hasn't been utilized with enough real data to make this
 

estimation. That it simulates an infornation diffusion curve fairly
 

well, we know. Just how well and what conclusions may be drawn from
 

the simulated effects remain to be tested.
 

On the other hand, the model did force us to look closely at a
 

number of theoretical assumptions in diffusion we were willing to take 

for granted: it forced us to state these assumptions in explicit terms;
 

and it forced us to look closely at the interaction of four variables.
 

In our case, we found that diffusion research had little to say about
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imparting and acceptance by an
the probability of information 

to grips with this problem. Thus,we comeindividual, and had to 

1 has (a) cxposed missing links in a theory--the information
SINDI 

acceptance ccncept, and (b) allowed consideration 
of alternative
 

as learning, for example.
hypotheses--the hypothesis of diffusion 

leads, may alter some of the
Future researchers, folluviing these 

generalizations found in the difirusion literature 
today,
 

There is another utility to building the SINDI 1 modelthough.
 

It is in providing a working example of simulation to diffusion 

By using the model, researchers can become familiar with
 researchers. 


Monte Carlo simulation techniques; they can also realize 
that simulation
 

may be an expensive and time consuming procedure which 
must be weighed
 

against alternative iethods of modeling. 

Summary
 

This report has discussed the use of simulation techniques 
in
 

SINDI 1, based on theories of HIgerstrand (1967),
diffusion research. 


Karlsson (1958), and Deutschmann (1962a, 1962b, 1962c), 
is a stochastic
 

The
 
computer model of the diffusion of information about an 

innovation, 


validation data, and the data used to arrive at parameter 
values, were
 

from Rogers' (1965) research in Pueblo Viejo, a small 
Colombian peasant
 

village. Messages about the innovation enter the village through 
external
 

In SINDI 1 thereare two such channels, one
interpersonal channels. 


representing an extension agent, the other representing the 
school
 

an urban, rather than local orientation. Mass media
teacher who has 

channels were not important in SINDI 1 because the villages 
are largely
 

illiterate and not exposed to relevant agricultural radio 
programs.
 



During the simulation each interpersonal channel randomly contacts 

members of the village. Because of the selcctivity processes, some 

members are more inclined to obtain information from )ne channel than 

an individual's probability of information transfar'willanother; thus 

be higher for .ona channel than enother, The peasants are divided into 

four cliques and one clique of isolates. Local communication flows
 

more frequently within cliques than between cliques; and individuals
 

have a higher assigned probability of receiving information from like­

clique members. However, there is a small group of individuals, knom 

as "tellers" (the opinion leaders-discussed previously), who are in 

three of the cliques; they have a high probability of passing on
 

information to any other members of the community, after they become
 

knowers.
 

Following description of the model, results obtained from various
 

runs were discussed, and criticisms, recommendations, and conclusions
 

were made.
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APPENDIX A
 

SINDI 1 PROGRAM LISTING
 



~~~RVSNr)1 cINPUT oOUTPU)T TAC:n6- I N='7 )771S: 

I1 Po 0 9~C,NYCCON t(NOTLY ,NO!rc A\T- AA'. TE 'A3,T~W PS2 
SND 6 

CO,',,O.% /VAPlT9L/ 

1 9 LUN-P oLUN I % 

NPPO:; J7 
O : 

IC NCZ1NTtLN .L-PN 7 

B~iVv4NrLACNLC% 

CO-'-'.ON /1N7Y=X/ ITI":r, P*NTFLQS-XCH-PL :N 

0;:'nL '.=A 

TNTFGFR CHN~CIU*FLPTPW-HSCvESPDMPqAIDT: 
C 11 

T IND XCHT 7L 

c t.Of, ICAL UNIT ASc,,1 ,N-N- AND Ad[TRSETN 

ti jMl'=o,1 SNJD 14 

C *t"*NOTF CHANGF - NDP09S IS, READ IN 110 FROM THE 1ST DATA CAPRD 

C 
P;:I' (LUNll v1() 

H15 IS THE 
NDORS 
LOOP t'HCiCYCLF% THE CDROGPAV, 7%HPOUGH THE NMSE 

SND 1 

C 
DO 

',;= 
I I . 

PP09-LF'-*S OPFIGNAT7D 
I P=-IoNOP09S 

BY THE NPPORS PAPAMTFP* 
17 

TOTINE'-" SNO is 

C I NP 'T RE ADS 
CALL IN% :T 

IN PARAMETER VALUJES AN-) INITIALIZES ARRAYS 
SND- 10 

C THIS- LOO0P IS; FOP 
Do) 1r.0 T0N 
DO In TN=.*TOT INr 

THE NUMBER PF Ft~EING SIMULATED 

SNO 
?OIP 
2! 

TL0<WO ( 
T'LSr--C 

T NO~ 
I~)=nN 

ND 
P 4 

KYWP (1) I",: 
?6P: 

KN0E~'7S SND P7 

KNOW~zz, SND ;, C 

TLD<WP ( 1 
TL PlU C") 

TLDI, .?ID (-7) 
TL~tWa!" C0') 

1 
1 

1 
1 

S.11D, 

1I:7 
SN 
f5N9 

7 

3 
33 

5-N7) 3 

nr) 1ONL NC IO 



KNO~LJs )3D IN -30c 

tN()cf IM P) 1 .1N11 40 

%<r~,~lr) l~ ,1) 

NC7U%;V-7 
1 SNJD, 

ND 
41 

2 

NTFL AC =4 SN 43 

IF (N~iJNS-NDINT) '30.30,40 SND 44 

v~Wt,)TF 
WDTFc 

(LtJNO,1?f) 
(LUNO,14n) 

TDOP 
(TCOqICOI.lNCLI0S) 

ND 
SND 

&5 
46 

c THIS LOOP IS FOP THE NUMAFP OF TIMF PERIODb AFING :IMULAtED* 

11Dr 100 ITVIFMjl.NTI"MPS SNOljr 4,7 

N WVFNTrn SND a8 

D0 1-- ICO=1.NCLTOS- S-.- - 4 9 

-nINOTLY ( ICO) =0 SND) C5 

IF= (NPtYN-NMlNJT) 60,6~0,70 C_-N:) 931 
WID IOT F CLUNO %I ')) I-rIMpF ~N: 9p 

C SUi-OCJTINF =XTMES Ic; THE EXTERNAL CHANNEL CONTACT ROUTINE. 

7~CALL Ty~=<S 93 

C SUE--OUTIN= TFLf7ON IS TH7 TFLL7P CONTACT POUTINE. 

CALL T-1 rCfl r~5 

c ~THIS LOOP UPriAT;FS TH- T~rLLFR-lKNOt'.'.P LIST A;FTcP EXTMFS At 

C TP=LrON HAV- MAnEF ALL 0F THFI ALL!_OW7-D CCNTACTSo 

IF C-LSenO)~TnOn S%? C'~~ 

no) R IN=1,N7TPL~- t7 

IFCN~(N.FI GO TO 80' rN) C3. 

TLQKVoWR( I N) =1 
N7-LAC=NTELAC+ 1 ~N 

.7 - SR 
60 

CnNTINU= 6 

or) CONT TNU' S 62 

1 l"TC~TNU "a' 63 
CALL OUTPUT zD Z 

C ~6 
1?" FORMAT (l1I26H0 U T U T S E C 7 10 Nq//33Xv.DS'HTH'-SE ARFE DF74A'7:) 

IILFD P:E-SULTS PROm PUN 912*12H OF M=CLF'v %12,lHe) 6­

lar FORP1AT (!O7X1H CS L9,?xNUCSFL7~BCNAI~7C 

1,SHCONTACTS/6H TIM.1'*2X~gHE\IENTSl 2.HLX6A~IV.X1~3 71 

PNOWF77s FY gi,~~'CO.~4 Xq1!E~~T*q -72R2'tH 

77H PR .2'O.3.1HVNO r, 73 

4X KNF.X.1Hc.1 CEVEP*2v ll-'- ?'_ IL Y ex, i IL 7r­



r I(-'j ~:C-~ r-~'), CLII T~CC, 7ELLiz:' 

2 P)''K:XCHi(S-ci. PKl.4TLPUc--c5), 'JXCrc*DN(=)a KNOTLY() Ot(5) AV?1 4 

COL""'ON /A~PYS/ 6 

1RL/ QrA. 

I ItWN ,L)N.N'CIJMEVN VFNT ,NT7LAC ,NTL C"'N, T0 TIN- 10 

CO.'-1ON /VC, NDOORSNtJNNT 1S.NPRNJT 9LUN 1 %o-N 

OPAL . T~ f3 N:3~X 1T2.T 

C r)FSCPTnTlON O= PP0GPAV" 
!-J:,-!TF CLU'V).1 -0) IP 1 

C DEcCP1P7ICN Or= C!PE-'4T PPOBLP"M, 
P7 C L ,%0 T(UAPCK.=P R P 17p 

"-TN''7P0 y, : 

C DPF.TOft)i FXTFP'PTL CHANN-L.S4 '-LTOUF'~ AND ?MrE-%lEPS IN aEACH CL'7QUF, 
P Ar) (LUNI.160) P)qNPNqiTNCHNNLONECCOeQI 1 

C INc IT TLTTNOI*e, 

WOiTF IL~l0.n) ( 'COvN'A='%C( CQ1 0=1,tNCL'QS) INP 21 

TlN-t=TTN+NlEt.FCOC TCO) 23 
wOTTE CLUNO-2 00) NCLIOS.TOTIND INP P4 

IN=n INO 25 
I CHNLS=N"CHAN+ I INP 26 

C LOOPS c;O AND 60 OFAD IN THE CHANNEL OPIENTAT70NS FOR EACH 
C CL1OUc' AND THEN ASSIGNS A CHAPJEL. OPIENTAI ION 10 EACH TNDIvID* 

r~n 60 TTFL=!y? TNP 27 
NT=7LPS-=7M INP 2 

IF (TTlFLeFO*2) rGO TC 20 IND 2 

WMTTF CLtJNO921q) (ICHICH1.9NXCHAN) N~7) 
C-C TO 3 I 31 

pn WIPITF CLtNO-?OO) (IC,4ICH=9NXCHAN) INP 32 
10n 60 iC0=1,NCLT0S INP 33 

P=AnF CLtJNT.o160) (r)UMtiP(ICH),IlCH=IeTIHNILS) INO --z4 
WDIT= %LUMO P?(- ) ICO DI)MAPP ( ICH) IICH= I s ICHNLS) INP 79 
DO ~c);0 TCH(,TCNL(c-NP 36 

I\CMAA"(ICH) I N1- 7-r 
TF (Hn.O.0Oo) Ce) TO 9=O !,p'~ F 

r.)) V~ 1 4 M r~ Q ­~= 
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ri I' ~TN ITC0 INO 41 

dn rf0NTTNtJ= I ND 42 

INP 4'-

TNP 44­
=n C n NTINU-

0; 'l CONIT TNLP' 
1CTIT *NTIM ; INP 


IINP 47DO 70 IN=19TOTINO 

7n1 AVTKWRP(TNqIT)=). INP 47
 

qn STr'rV C T)= 0 TNP1 90-, 

C THF WRITE STAT!EM9NTS THAT FOLLOW PRINTOUT THE PAPAT4EIERS TIN 5 

C OtflID TO (HFCW THAT THEY HAVE PEEN INPUT PPOPERLYe 
QPA!0 CLUiNT.160, NTLCON-cNXCC70N(1CH),ICH=1*NXCHAN) 5N1 
WRITT (1-UN0.?Pf) NTL(CON9( ICH.NXCCOr'iCCH),ICH=1qNXCHAN) INP 9? 

WOT I qNyCAJ,(UO.4~)cCNIH= 
 INO~ 
iF ~IC(--r)o ~ TO I~ IND111 94 

Do an ICH=1.NXcHAN 
OFAD (LUN T 9?50r)) (pK-WX-H ( ICH 9JCH) ,ICH=1 9NXCHAN) ~D 56 
WD:TTF7 (LUNO,?60) Ic:H.(PK~.XCHTCH.JCH),JCH=1,NXCHAN) ,NP 57
 

o CnNTINUF 
 i~Np 9P 

C INFORMATION TPANSFERP PPORARILTTY t-ATPIX 6CR T=LLER CONTACT
 
WOTTE (L-UNC.270) (ICC.IC0=1qNI 0S) 
 iNp 60
 
nn 110 TCO=19NCLTO0S 
 N13 61
 
P-A.- (LUNT,29P (KTRCC9CO.1,CT) I~ 6? 
WOTTF (LUNO.P60) TCO1(PKWTLP(ICQ-,JCC.JCO=1,NCLIOS, 
 I'N' 63
 

00) 120 TN=!.TOTIND-
 IND 6 
IF CTN*LEeNTE-LRS) WRITF (LUNO,?9C) TN%!CLIO,)F(!N)oCHANIOR tlN) I 67 
IE (:N.cGTNTELPS WRITE (LUINO'300) iNCIU~NaH~~T)I~ 65 

1P0 CONTINUF 

cN 
 7­
1-n FnPMAT (lHlq!7XqppHNS ND fl 1 - S ,i1)LA 1 O N O FI
 

1 0 4A T 1 0 N D 1 
 0 ./ r(~),.cH,1 7~ -73 
I&-~ r~nDmAT (lPA4) 1 tjz) 74 
1 MO FC)DiMAT C1H0.?4H! N P' t) T C T C,/2x,3 FOP clr0A AFr 7=­

16n' Fr0QMAT jrI7-1) -: 
17r) Fn"MAT C I F40 6X - 4H~ltj'V-P OFPNSIX~? OF TIMEPF. P77PIC),2'r 72, 

F>C A??X r XIR C 0U )MP07T' , 1 ,!IF ,, I-

T~ 0Y -* 12 /1 
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ion' ='nDvAT (c;X9RPH',f'T> *?.X 0 T INP A 

?rY' FORMAT ( 1HO, IOY I~>-N~ 0RI FTA T!O'N./l ,II-ELR 83I1 A., UINIP 

1HCLTOUE WOM ;:"Y7 (rHANN LS,/1-3X,3HNOs,5X, 4 HCH 0*3X-10(1292X))1NP 84 

P10 FORMAT (lHO.1nXo1QHCHANN7L OPIFNJTATION,/j9X.IJIH TELLEPRS */Ix,3OINp 89 

1HCr UF Wlom FXT. CHA NNELS.9/13X,03HNO..5XQ4HCH 093X*1O(12*2X))INP 86 

p , w FOPMaT (7HO.I-lXqT~.7X.li?4X,1ln(I2.9x)) !NP S7 

210 FORMAT (lHI49X,3IHTELLFR CONTACTS DER TIME PERIODeMu,,,IOX932HCHAINP 88 

INNFL CONTACTS 0DEP TIME PFPIODv5(/92U2Xv4HCH& 412i2H--9I2)) INP 89 

240 FORMAT (lHlIOX,9HINFORMATION IRAN-,FFP PPOBABILliT MAiRIA4/I1AV221NP 9o 

IHP-POM EXTERNAL-CHANNEPLSv/lI9X*I0(129.3X)) INP 91 

?pc:; FOP"AT C 0E3.2p) INP 92 

26n FORMAT (1H0913X*1?,?XqIO(FcL,?,2X)) INP q3 

270 FORMAT (1H09IOX.3RHI4NFORmATION TRANSFER PROBABILITY MATPIXvX11Xv20INP 94 

H==nm TFrLLFQ CONTACTS,/IOXt!0(I?llX)) INP 

ps FORMAT (IH1.1OXv.1OHINDIlVTDUAL IDFNrIFTCATION LISTv/,1OX*37HINDIVIDINP 96 

1IUAL CL 10U~ CH ANOP TELL FP) INP P7 

P0n FnPVA'T (4,3X,2X,,X.Hc)INP qp 

-knn F0mMAT (l&X*T3,AX*1?,7XqT2,7X*3HN0 )iNP P9 

r-7 N.1 NP 1.00 

SU=BROUTINE7 EXTMFS EyM 1 

DIMENSION PANIND(1OO)9 PPR(100)v CHANOPC100)q CLIOUE(100), TELLEREXM 2 

1(100Oi TLRKWR( I00)4 KNOWFR(100)v CHNS-OPric1)O), IELbORt1ou), NMEMCQCEXM 3 

29)9 PKWXCH(9%9)o PKWTLR(9v5)9 NXCCON(5), KNOTLY(9)i KNOSUM(5)9 AVTEXM 4 

3KWRq(IO097O)i MEANC3O)% STrFlV(7O), nmMAPPM(,30) EXM 5 

COMMON /ARRAYS/ PANT Nn),PROR.CHANOR, (LIOCUE: v IFLLIFR§*KNOW!FR iCHNSOR ITELcXM 6 
I1_SCRq INMr7."-CO,9NXCCONJ oKNOTLY KNOSUM - AVTKWP *MEAN eS 1DEV e UMARRP, TLRKwRP.KEXM 7 

COMMON /VAPRL/ NPRO ,zNPUN,oNTIMPS.vNXCHAN.NCLIOSINPR!NTLUNI cLUNOE:XM 9 

1 ,LUNP.LUNli NCUJMEV,NFVFNTNTFELAC.NTLCON.TOTiND EXM 10 

COm"ON /INDFlX/ ITTMFgIPNTPLRSqXCHTFL EXM 11 

PP-AL MEAN EM 1 

INTEGER CHANORCLIQUF.4TELLER.TLRKWpsCHNSOR.TELSORiDUMARRPANINDTOEXM 13 
1TTNeXCTFLEXM 14 

C KEY! IS A KEY WHICH9 WHEN SET TO 09 SUPPRESSES PRINTOUTS OF THE
 

C UNSUCCESSFUL CONTACTS.
 
EXM 1 

C THIS LOOP CYCLFS TH;7 FXTMFS POUIINE A-- MANY iIME-n A--, iHERE ARE 

C CHANNFLS. 
IF CNXCHANEo~Flv) GO TO 70 EAM 16 

Dn 6n, ICH=14NXCHANI Exm 17 

Tt D=TOT I Nr) EXM is 

ILo= 1 

KE-Y!I =0 

Exfv 10 

IOP~ FXV 2 

C THIcS CAL.L TO PANDr'OM PROrOUCES- A L-IST OF~ RANDFOM INrDIV!DLJAL!-­
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C EOUAL TO THE NUMREP OF CONTA'CS ALLOWED ONE CHANNEL. 

CALL RANDOM (ILOIUPiIPEP9NXCCON(ICH)) ExM 21 

NCONT=NXCCON(ICH) EAM 22 

C LOOP -0 IS FOP THE NUMqFR OF CnNTACTS ALLOWED ONE CHANNEL---rHAT 

C TS@ iT ITrPATFS THROUGH THE ENTIRE LIST OF RANDOM INDIVIDUALS 

C GENERATED RY THE CALL TO PANDOM©, 

IF (NCONToFOeO) GO TO 60 EXM 23 

or' 1O krONT=INC.O'T FXM 24 

IN=DANlN (KCONT) EAM 29 

INCHNL=CHANOD(TN) =AM P6 

C HEP = THE INDIVIDUAL IS CHECKED TO SEE IF HIS CHANNEL ORPENtAiION 

C IS FXTERNAL AND HF IS NOT A KNOWER ALREADY. 

IF (CHANOp(IN).sFo0) GO TO 40 EXM 27 

IF (KNOWE(IN).EO.1) GO TO 40 EXM 28 

C THIS IS THE COMPARISON OF THE INFORMATION TRANSFER PROBABILITY 

C WITH A PANr)OM DECIMAL (CALLED PRO IN ,HI. Ll ,iNG IN.nFAD OF 

C DAN)F D7F-t:P TO IN THE IExI). 

IF (PKWXCH(INCHNLIC-4)-PPOR(KCONI)) zu glu.1u AM 20 

C IF INFOPMATION TDANSFFPSq AN VFNI HA_ OCCuRR D--IF NO,, tHE 

C NEXT RANDOM INDIVIDUAL IS CONTAfTFDe 

In N VFNT=NFVlNT+I EXM 30 

NCUMFV=NCUMrV4I EXM 31 

ICo=CLTOUr( IN) EXM 32 

\!OWfrPC IN)=I EXV 33 

KNOTLY(ICO)=KNOTLY(ICO)+I EXM 34 

KNOSUM(ICO)=KNOSUM( ICO)+I EAM 39 

CHNSOR( IN)=TCH EAM 36 

IF (NPlJNS-NPPINT) 30*30.20 EAM 37 

pr AVTKW(INetTIME)=AVTKWP(IN*ITTME)+lo EXM 38 

GO TO =O EXM 39 

10 IF (INeLE.NTELPS) WPITF (LUN0,80) ICH.IN.PKWXCHtINCHNLICH),PRORIKExAi 40 

ICONIT) EXM 41 

IF (IN.GT*NTELPS) WRITE (LUN
0 90) ICH, NRKWXCH(TNCHNLiICH),PRO3IKEXM &2 

1CONT) ExM 43 

GO TO Pr' ExM 44 

40 I (KFYI.FO*O) GO TO cO EX 45 

IF (IN*LE.NTELRS) WRITE (LUNO00) ICHINPKwACHINCHNLICH),PROBEAM 46 

IKCONT) ExM 47 

IF (IN.GT*NTELPS) WRITE (LUNO,110) iCHINPKWXCHCINCHNLICH)qPPOB(EXM 48 

IKCONTI E XM 49 

mO CONTINLJF EXM 50 

CMTTNtJc FXM 91 

7' Cn"TINI 1= EXM 5p 

C Fxv ' ' 



n FO PMAT E X 56 

90 FORMAT (68Xs2HCH.12,4X,3H *!3,?3x.FS 33.XF5.3 EXP 5 

l0' FORMAT ({4X,2HCH. ?4X3HLPT397X.F .- ,9X.F.3) EXM 57 

II FORMAT (84X,2HCH, I?,4X,3H q1397XF5*3,X9F53) EXM 98
 
EN C59
E^-


C
 

TLC 1
SURPOUT INE TELCON 


DIMFNSION: PANIND(I00), PROR(10o), CHANOPluu), CLTOvEIuv)' iELL=RiLC 2 

1(100), TLOKWP(100)9 KNOWJPtIuv), CHN, ,FL-OO,-). NMEMCO...LC 3 

25), PKWXCH( t 95)% PKWTLR(9,9)e NxCCONt9)o KNOL, %5). KNO-jM,5), Av ,.LC 4, 
3


3KAP(100,30). "!EAN(30). STDEV3{) jtP-l.) .LC 5
 

C0NMON /APPAYS/ ANINDPP0RCHANO~qCLTOUE ELLEPqKNOWEPCHNSOR*TELILC 6
 
IS0 ,NMF C0,NXCCON,KNOT.LYvKt'OSUJMqAVTKWRMEANSTOEVtDUMAPPTLPKWRDKIL' 7
 

ILC 8
2.1XCH PKWLP 


COMMON /VARIBL/ NPPORSNRUNIqNTIMPSNXCHAN.NCL!ObSNPRINi LuNi.LuNOILC 9
 

1 .LUNDLlJN1 ,NCUJMEV.NFVENT.NTFLACNTLCONTOI IND ILC 10
 

COMMON /INDOX/ ITIMF,9IPNTELSXCHTFL ILC 11
 

,LC 12
PEAL VIF A1N 

13
 

ILC 14
 
INTFGFR CHANCPCLIOUF.TELLFRTLPKWP*CHNSOP9 IELSOR.DUMARRRANIND,'OILC 


ITIND.XCHTFL 

TLC !5
 

LOOO 70 CHECKS EACH TELLER TO SEE IF HE IS A KNOWER. ONLY THE
 
KY=y =0 


C 


C TELLERS THAT ARE KNOWERS FROM PREVIOUS TIME PERIODS ARE ALLOWED
 

C TO MAKE CONTACTc.
 

1= (NTFLPSEO.0) GO TO 80 


r0 70 INTEL=INTFLPS 


IF (TLQKWR(INTEL),F0.0) GO TO 70 


IUP=TOTIND 


ILO=I 

IRPFP=I1LC 


CALL RANDOM (ILO.IUPeIRED.NTLCON) 


ITFLCO=CLIQUE(INTFL) 


C LOOP 90 ITERATES THPOUGH THE LIcT OF RANDOM 


C GENFRATED BY THE CALL TO RANDOM AND EQUAL tO 


C CONTACTS"ALLOW n A TELLeP.
 

IF (NTLCONoFO.0) Gn TO 6n 


D0 90 !TCON=1,NTLCON 


IN=PANIND(ITCON) 


ICO=CLTOUF(IN) 


IF (KNOWFD(IN).E0ol) GO TO 40 


ILC 16
 

;LC 17
 

ILC 18
 

ILC 19
 

TLC 20
 

21
 

TLC 22
 

TLC 23
 

INDIVIDUALS
 

iHE NuMBER OF
 

ILC 24
 

ILC 25
 

!LC 26
 

ILC 27
 

ILC 28
 

C THIS IS TH-E COMPARISON OF THE !NFORMATTON TPANSFER PROBABILITY
 

C WITH A qANDOM DFCIMAL (CALLED D00r IN ;H!- LI0 ING IN ,,EAD OF
 

C PANnF PF-FPrPFn TO IN THF TFXT).
 
4


T; (Plt'JTL-P( TC(OITFL-CO -Prp( I ICON)) u. IL)' .LC 20 

C IF TINFOIMAT ION TPANUFP' AN F'VINT fAt, OCCUoPrf--IF NOI IHr 

http:3,?3x.FS


NEXT RANDOM INO)IVI0)LAL IS CONTAr!Fno
 
In NPVFNT=NIFVENT+l 


TLrC 30
NetJmFV=NcJmFV+ 
ITLeC 

t(Wp( I N) =I 31 

TLC 3?

,<NOTLY(TCo)=KN0TLY(C C)+I ILC 33

'VNOSUM(IC0)=KNOSUM( ICO)+I 
 IL'- 34

TFLSOP( IN)=INTFL 


sLC 35
 
IF (tIPUNS-NPPINT) 30,30,20 
 vC 3
Pn AVTKWRITNQ1TITAE)=VTKWVR(IN,1TIME,+i. 


tLC 37
 
GO TO 9n 


ILC 38
30 IF (INeLFoNTELRS) WjPITF (LUNO,130) 
:.NTFLINPKWTLR(UC.ITLC,),PR01LC 
 39 
IRC ITCON) 


TLC 40

IF- (INoGT*NTELRS) WPITE 
CLUNO,140, TNTFL9INqPKWILI~tIC0,IIFLCO),PPOILC 
 41
 

1R( ITCON) 

ILC 42
GO TO qn 

ILC 43


4n IF CKFYi.FO*O) GO TO 90 ILC 44
IP7 (INeLF*NTELRS) WRITE 
(LUNO.160) INJTELI-oN-PKWTL.RCICQ,I!ELCQ),PRQiLC 
 45
IR( ITCON) 

rLC 46IF (IN.GT,NTELRS) WRITE 
(LUNO.170) INTELqiN.PKwsLR~,icQriELCQ)vPROLC 47
IP( TTCON) 

.LC 48
 

=CONTTNUPr 

iLC 49
5n CONTINU= 

;LC 90 

70 C01 N -. 11 N F 7TLC -51I
 
?LC c52
 

R1 C nNIT INU-7 

IF (NP)NS-NOPRIT) 110o.II.O) 
TLC 93
On CUMKWR=o 

tLrC -5a

00Dn innC=IvNCLTOS 

ILC C;9


DU"MY=FL04T(KNOSUM( ICO)) 

iLC 9:6
100 CU"-KWRI=CUMKWR~f+r)UMokMY 

ILC 57
MFAN ( ITTVP )=ME AN (I TI"F) +CUMKWP TLC 58
STOEV( 1TI\Fv= -rr)FVCTI)CUK*UMW 
iLC qq
GO TO 120 

iLC 60
110 WRITE CLUN0419O) NFVENT@NCUMFV4NTFLAC,(KNOTLY(ICQ),KNOSUM(ICQ)gICOrLC 


61
1=1 NCLTOS) 

ILC 6?
120 R'FTURN 

iLC 63
 

ciLC

130 FORMAT ( 6PX93 HTLPT3.X3HTLP1323XF93,oXFS 64
 

3 ) ILC 65
14n FORMAT (6SX*3HTLP9T3s2Xq3H 3
9I v23.1'vF993q9XvF5o3) 
 iLC C6
1 1- "POPMAT (lXT9Xq4 X131~(P12 H 72 2X) I Lc 6716'1 FORMAT CBX' 
T 
 .3P9HT~l379
)97'XF93) 
 ILC 63
 

t~r) ~LC l 

C SPrDOUTTN- OUTPI)T 
0ir
 



1(1()0)* TLRK..;'IC1O)o KNO,.VPPC100,), CHNSOP(1'jU,, lEL-,ORtluu). %,,ErlCcOOp 3 
25)2PKW~H(~.). PWTLR5.5) NXC0N(5), KN0TLY(9)l KNOSUMI(5)7 AVTOTP 

COmv-ON /APPAYS/ PANtNDePPRORCHANORCL TOUETFLLCPKNOWERCHNt;O.T=.LOTP 6 
1S0RqNMPMCONXCC0NKNOTLYqKN0SUMqAVTKWPMEAN,% IDEVDUMAR.iLRKwjPqPK0 IP 7 
?W-XCH. PKWTLP alp a 
COMMON /VARIE3L/ NPRORSqNRUNSeNTIMPc,N(CHAn,NCLIQS.NPRINl .LUNILUNO~IP 9 

1 9 LUNP,9LUN I -PNCUMEV#NEVFNT qNTELAC -NTLCON qTO INC Oip 10 
COMMON /INDEX/ IT1NMFtP*NTFLRS Qip 11 
PPAL MEAN OlP- 12 
INTEGEP CHANOP.CLIOUE.TELLER.TLRKWPCHNSORTELSORDUMARRRANINJD. OO IP 132 

1TIND DIP 14 
!F (NRUNS-NPPINT) 30.30.10 CIO 15 

I n CONT INUE: QIP 16
 
WDITF (LUNOvlI0) Olp 17
 

C TH7SE STATFMrNTS COMPUTP THE MEAN NuM9FR OF NF. KNOwEP-j PER ,IME
 
C PERIOD RY RUN* AND THEN COMPUTE THE STANDARD ERROR OF 

C FOP TP.E PUNS. 

ZNPUNS=FLOAT CNOUM!S) 
DO PO IT=1.TIM~q 
MEAN( IT)=MFAN( IT)/ZNPLJN% 


STr)EV( T)=SORT(STrVCIT)/ZNRUNS-ME:-ANC Ii)**2) 
pn0 WDITT CLUNOos1?0) ITq.MEAN(IT),STDEV(IT) 

GO Ta loo 
-30 WPITE (LUNOq 130) 

IF (NXCHANoE0.0) GO TO 60 
NFVFNT=O 

0O 90 !CH=1,NXCHAN 

00 40 lN=1vTOTINl 
an' TI (CHNSOP(IN).oE.ICH) NEVENl=NFVFNt~1 
1--n WPITE (1-UNOlL40) I(CH*NFVPNT 
6n CONT 1NtU;= 

IF (NTFLPSmEOe0) GO TO 90 
D0 80 ITTL=l.oNTELRS 
NrEVF'JT=0 
0O 70 IN=!tTOTTND 

'70 IF (TELSORC IN)eE0e TTEL) NEVENT=NEVENTel 
SO WRTE (LUNO. 150) CLIOUECITFL),ITELoCHANOR ITEL)9NEVENT 
On CONTINUE 

Inn PPETUPM 

THE MEAN
 

OIP 18
 
alp 19 
Olp 2u
 

Olp 21
 
OTP 2U
 
OTP 23
 
QIP 24
 

OlP 25
 
O;P 26
 
OiP 27 
010 28 
01 P 2q 
O;P lj 

OIp 31 
Orp 32 
OTP 33 
Q)I P 34 
O!P 35 
Olp 36 
OTP 37 
OTP 38 

Olp 739
 
4O:P tu 

110 FORMAT C1H1,l5Xv4HT1ME.I0Xv11HP FO0P L E4/14Xq6HPER7ODq8X*I1fHMEANOTP 41
 
1 SiTD.DFV.//) 
 a,P 42 

ll~ FOPMAT (17Xi~l4XsPF0el) 
 OtP 43 
110) FORMAT (///*16FI S U M M A R Y//936At6HNuM3E-R/23,6HO,RjCE3%,luHOiP 44 

http:30.30.10


C 

10F KNOWjFP-,/) 

1.14r FOCPMAT CP6Xv13,7X,13) 


I1;0 	FORMAT (2OXtT2*lH-,13*l-HqIP,2H Iv5X-rI3) 


ENn 


SUBROUTINE RAND)OM CILOvIUPTREPINTOT) 


Qip 415 

OTp 46 
Olp 47 
OaR 48 

PAN I 
DIMENSION PANINO(100), PROP(loo)l CHANOR(100)o CLIOUE(100)v TELLERPAN p 
1(100). TLPKWR(10n), KNOWFR(100), CHNSOPC10r,.) TFL,:iORt1,U)v NMEM"C(PAN 3 
29), PKWXCHC999)9 PKWTLR(999), NXCCON(9)9 KNOTLY(S)v KNOSUM(S). AVTP.AN 4 
3KWR~l0ofl30)v MFAN(IO)o STDFV('30)o fltI.'ARRC3O),t IPAND(10) PAN 95 
COMMION /ARRAYS/ RANINDoPR0F~iCHANORCLICuE9tELLEPKNOwERCHN5O3P,3 gELPAN 6 
1SORvNMEMCONXCCONKNOTLYKNOSUM.AVTKW~l-iMVEAN,SIDEVQDUMARP, ILRKWRtPKRA'N 7 
P~dxcH PP,-VTLP R AN 8 
COMMON /VARTBL/ NPRORSqNRUNSNTIMP.';NXCHAN.NCLIQs,N--RIN, ,LvN1 ,LuNCRAN 9 
1.LUNP'iLUN1 .NCUMEV.NE'VENTNTFLACNTLCONTOI IND PAN i0 

COMMON /INDEX/ ITIME.TP R414% 11 
PEAL MEAN RAN 12 
INTEGER CHANORCLTOUF.TELLFPTLRKWP.,CHNSOP.TELSORDUMARRRANINDTOPAN 13 

C USqAST FORM FOP DATA STATFMENTS WILL NOT RUN ON THE Cr)C 36uo iHE DATA 
C STATEMENTS IN THIS SU9ROUTINE CONFORM vO CDC 36,, AND CDC 65 w .-PECIFICA.ION,q, 

" 9UT ARE NON-USASI. USASI FORM OF DATA SitMN~ARF A,: FOLLOw., to 
C DATA (TRANDCIIl=lslo)/1353752313*c67367769,5,391551.31-5265S5s 

C 3/ 
C DATA MULTI/9973/ 

C 
DATA C(TRAND(I).I=1q1O)=1353752313,5673267769,96OS9S1551.315285jAN is 
18.71892Q737'574062994669OO69,pc?69)592B3l4- 7266e47611346PAN 16 
pp) RAN 17 
DATA CMULTI~9qq73) RAN 18 
MPXTA,=lIRN 1 C 

C RANDOM PERSON GFNFRATION SECTION 
IF CINTOTeEOcn) GO TO 80 PAN 20 
DO 70 IN=!vTNTOT rPA4 C71 
TFLtAG~ qAIN 22 

10 ITAG=NFXTAG RAN 23 
IRAND(TTAG)=IRAN0(ITTAG)*MULTI PAN 24 
±.H0LD=IPANl( ITAG)/I0**10 PAN ?5 
TDNDTTAG)=RARA)(TTI\G)-IHOLD*1**10,.-.HOLD PAN P6 
N --XT A =t PANn TAr,) -(TPANr( TAG)/10 1 -V10 T:,, ,% P7 

NrYTA(-NFrXTTAn+ I p "II,, :,P. 
IF (TCnCn~-iG TO 60 Q'AN pa 

r nT-Tl~T-r0MTr,-r- rOWron (1- TrF'N r-or t;r-r-rj I 71,1TT 



... "4Tr=11 0PAN 
 3U
 

;=-IUP/ 10 MTN 
 RAN 31

I (I<K) 30)f)2PO 
 RAN 32

Pr CONTIN1!1 
RAN 33
 

C THE RANDOM NUM9Rp IS TRUNCATED TO THE DEbiRFD POwER OF tEN AND
 
C !N THE RANDIND ARRAY FOP TRANSMISSION BACK 
10 iHE MAIN PROGRAM
 

"3 RANIND(IN)=IPAND(ITAn)/O**(IO-MTFN) 

RAN 34
 

C TEST WHETHER RANTND 
IS DESIRED WITH OR WIIHOUI REPLACEMENto
 
IF (INoFO.j*OPaIPPPoFOol) GO TO 90 
 RAN 35 
Dh dn IUMMy=2,T?- PAN 36
 
I= Iyy 
 GO TO 10 
 PAN 37 

4f CONT 1 N't RAN 38
 
C TEST wHETHFR PANIND I- 8ETWEEN LIMITS 
ILO AND ItPw
 

v0 IF (PANTND(IN).GF.ILOANrORANIND(IN)OLEoIUP) IFLAG=3 RAN 39
 
GO TO 10 
 RAN 40
 

C THE NEXT TWO STATEMENTS GENERATE RANINDIS 
TNFO IRANSFER PROBAS
 
rn PQOB(IN)=FLOAT(IPAND(ITAG)) 


RAN 41
 
OB(IN)=PPOB(IN)*l.E-O 


RAN &2
 
70 CONTINUF 


RAN 43
 
PO CONTTNUJt 


RAN ,44

PrTUPN 


RAN 45
 

F~jr) RAN 4(:, 



INPUT DATA DECK
 

i
 

S 1 - - -- 1"7 

6 4 2 
6 0 

7 I 
L i 

64 I un 



SINUDI$--SIMULATION 

99 

0 F I N F 0 R 1 Ar 

N P t lT S E C 1 0 N 

PARAMTrFNRS FrO PRO1HLEM I - SI MULATION OF PV F,.' 

NUMEBFR OF 
20 

r'LJOE CC'POSIT ION 
NO, VFpLQS 

1 7 

2 17 

3 17 

4 4 

PUNS KLMUFR OF 
15 

TIVE PERIOPS 

TOT ALS 

5 

5 

,11. 

56 

CHANNEL CRIEJIATION 
1FEI LFRF 

rLLIOt E rm EXT, 
NO, CH 0 1 

1 1 0 

CHANNEL.S 
? 

1 

1 1 2 

4 0 

':0 

0 0 

0 

CHANK'EL 

MLQLE 
NO, 

CRIENTATION 

WoM EXT, 
CH 0 i 

CHANNELS 

2 

6 4 3 

4 4 6 

43 

0 7 

1 

4 



20 TPLLEF CUL It{TS PER 1 10 P[UR-InD 
CIJANNeL CCNTACIS PLR TIM.E PGR-.lIOD) 

(,w, 1-- 3
Cki., 2-"s ( 

INFORMAIIC., TRASIFR PROFPAWlLITY MATRI X 

FROM EX1Fh'\A. CHANELI.S 
I ? 

.5f .25 

. .5o2 a' 

TNFOF NATI '. TkAA FhrPPPORAI I1]TY MATRIX 
FROIM TILL Ei r'Gr,flCA TS 

I .5p o.00 Oop 0.00 0.0 

2 (.011 .20 ,10 0.00 0.00 

2 0.0k, .09 e, 3 0.00 0.00 

4 0.00 0.00 0 0,n0.00 0.00 

5 0.00 0.00 040 0.00 0.00 



101 

Ch I IN ) I1!:'U/,L. II tNTl1 -1 , "1,,1.1S T 
Nr) IV 10I. Al. CL I N r GHA' Ot? TFLLF-R 

1 1 ' YFs 
2 ., 2 YFS 
3 2 P YF-, 

4 2 :1 YF­
5 2 2U 
6 2 2 YFS 
7 n0 YEs 
8 1 YL .q 
9 3 2 YES 

10 	 1\ ( I(I. 	 lN 0
11 1 Pl NO 
12 0 NO 
13 1 1 NO 
14 1 2 "',o 
15 2 N0 
16 2 0 
17 	 2 0 NO 
1M8 	 NO 

19 	 2 n 
2 n '0

;;12 	 I NO 

4 	 1 
2 'N05 	 N 

2 	 NO 

p9 ; n No0

N 

3 n NO 
3 	 NO 

23 1 tJO 
~33 "5I p~ N0O 

1 	 NO 

,"63 	 2 .NO' 

U 	 3 2 N,,O 

03 	 P ,"0
 

43 	 N 

'1 0' 0I,4 


43 	 40
 
44 	 !rj 

4 	 4 2 Nfl 
416 	 1 
'17 b I '.10 
48 1rC 

9I
4vo
 
2,2 "i0
 
2.' N,.'
 

3 5 ? ,,2
 
t 	 ­



SUMMARY OF SIND[ I RESULTS OVER "20%UNS
 

T !-e- - P r 
,l- ;,F-to'ic r 


t4. 	 .
 

,.fl4
 

' .	 )
;4 1 6 1.), 


V '4 *.7 


1.r . *;./: 
:11 ,). ; 


1 *J 4 * ,n,: 

1 9 rP
 
4 


0 P 	 L ­
w* *mV 

4
 

3 


,.294
 

247
 
?: F;:b 	. 
2 ,'1/ 

;?.261
 
P 47
 

. ,4?
1 4
 

1 431
 


