AGENCY FOR INTERNATIONAL DEVELOPMENT FOR AID USE ONLY

WASHI . O C. 2
BIBLIOGRAPHIC INPUT SHEET 20
A, PRIMARY
1. SUBJECT Agriculture AE50-0000-0000
CLASSI-
FICATION 8, SECONDARY .
Rural sociology

2. TITLE AND SU.BTITLE . . . . . . .
SINDI 1: simulation of information diffusion in a peasant community

3. AUTHORI(S)
Hanneman,G.J.; Carroll,T.W.

4, DOCYUMENT DATE 5. NUMBER OF PAGES 8. ARC NUMBER

1970 109p. ARC 301.24,H244
7. REFERENCE ORGANIZATION NAME AND ADDRESS

Mich.State

8. SUPPLEMENTARY NOTES (Spontoring Organization, Publishers, Availlability)

(In Technical rpt.,7)

9. ABSTRACT

10. CONTROL NUMBER 11, PRICE OF DOCUMENT
PN-RAB-460

12, DESCRIPTORS , 13, PROJECT NUMBER
Colombia

Information theory SINDI? 18, CONTRACT NUMBER
Models Innovations CSD-735 Res,
Simulation 15, YYPE OF DOCUMENT

AlID 500+1 (4-74)



30/.24 ~
A2 4H Aio/csd 238

SINDI 1:
STMULATION OF INFORMATION DTFFUSION

IN A PEASANT COMMUNITY

by
Gerhard J. llanncman
and

Tom W. Carroll

Technical Report 7

Project on the Diffusion of Innovations
in Rural Societies

A research project funded by
the United State Agency for
International Development

Department of Comnunication

Rescarch Report

Computer Institute for Social Science Resecarch

June, 1970
Michigan State University
East Lansing, Michigan



This report was published with funds
provided by a grant from the
Midwest Universities Consortium

for International Activities.



FORWARD

What we have here is a novel work: A computer simulation of
innovation diffusion in a peasant system, in which the simulation is
compared with reality data to test the sensitivity of the simulation
model. Most past diffusion simulations were not contrast.d with
reality, and hence remain on a kind of untested exercise, suggestive
for futurc simulations but themselves of relatively unknown worth,

The authors are quantitatively-inclined communi-ation scholars,
but their clear expression is a compliment to their ability to
communicate heterophilously with those less familiar with computer
techniques, I take some measure of personal pride in that the
authors base their model, in part, on my earlier diffusion syntheses,
and that the reality test for their simulation is aided by data I
gathered in the Colombian village of Peublo Viejo. Lastly, the
present work continues in a series of researches on diffusion simula-
tion, conducted in the Department of Communication at Michigan State
Uﬁfversity, that began in the early 1960's with the efforts of the
late Paul J. Deutschmann, a pioneer communication researcher.

Gerhand J. Hanneman and Tom W, Carroll build on the work of
these several intellectual ancestors, as indeed future diffusion re-
searchers will carry forward this approach. Such is the nature of
scholarly craftsmanship. Such are the sequential steps through which
knowledge is advanced.

June, 1970 Everett M. Rogers

East Lansing Professor of Communicaticn, and
Director, Diffusion Project
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CHAPTER I

INTRODUCTION

THE PROBLEM

The central problem of this study is: "Can we validly simulate
part of the diffusion of innovations process by computer modeling?"
Or, in other words, is it possible to abstract from the many variables
affecting innovation diffusion, model those abstracted variables
dynamically, and obtain results which closely approximate real-world

data?

Rationale for Simulating Diffusion Processes

There are three main reasons (in this case) for using a simulation
model to study information diffusion of innovations: (1) to refine
the technique of computer simulation for studying the diffusion process
by ac:ually programming a model usable by potential diffusion researchers;
(2) to examine the interaction of specific diffusion variables and the
effects when those variables are manipulated for a part of the process;
(3) on the basis of the computer simulated process and output, possibly
revise-;elevant (or add to) generalizations of diffusion theory.

Innovation diffusion theory is generally well-formalized and can,
for the purpose of this paper, be divided into two broad approaches.*
The first approach is that of spatial diffusion theory--characteristic

of the work of HYgerstrand (1967); the other approach is that of

“However, diffusion theory, unrelated to innovations, is also used
in mass media research to analyze the dissemination of news, and has
been used by biologists to study the spread of communicable diseases
(epidemiology).
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communication-sociological diffusion theory characteristic of the

work of Rogers (1969b). While the former rescarcher studies spatial
variables (i.e., those dealing with relationships based on proximity)

in the diffusion process, the latter researcher studies communication
and social system variables (e.g., message channels, norms, roles,
etc.). Both, however, are interested in the process by which new idecas
diffuse or spread to individuals; they deal with variables representing
the individual's characteristics, and the communication process's
characteristics, The spatial diffusion theorists also study proximity
variables, and determine probabilities of interpersonal contact based on
these variables, The communication diffusion theorists do not generally
deal with proximity probabilities, but with social system variables
affecting the communication process and the individual's acceptance of
the new idea, and with variables describing the characteristics of the
innovation,

Researchers in each of the above areas manipulate many different
independent variables in order to measure and/or predict the dependent
variables of the rate of adoption of an innovation by an individual,
and/or the rate of diffusion of an innovation in a social system (such
as a peasant village) or in a geographical area. Thus, depending on
. his approach, the diffusion researcher uses either cartography or
éociology, plus methodological tools such as sociometry and surveys,
with the statistics of description and inference. Utilizing these
methods, the researcher measures and makes inferences based on the
bOpulation observed and the innovation diffusion studied., What he
lacks, however, is an adequate method for modeling the behavior he

wishes to measure or, in the case of a change agent, an adequate model



which he can use to predict the effects of diffusing a particular
innovation. Verbal models have the disadvantages of being overdetailed
and lacking dynamism. Mathematical models and hand simulations have two
drawbacks: if many variables are involved, the hand simulation is very
tedious and time consuming; if certain mathematical equation systems

are not known or unavailble to the model builder he is behooved to

apply the mathematical models for which he knows solutions are available
(this criticism is applicable to computer simulation,in a sense, because
the software and hardware also impose constraints on the model's
completeness). Computer simulation provides a method of modeling which
incorporates time changes, i.e., it is not a static description of a
process unavailable to manipulation and precise value changes like the
verbal model; it can manipulate complex variable relationships with
speeé, restricted nnly by the inability of the model builder to state
theoretic assumptions in a computer language.

Computer simulation has been largely ignored by the diffusion
researchers in the communication-sociological tradition, but widely
recognized and accepted by spatial diffusion theorists.® One of the
reasons for this difference is probably because spatial diffusion
variables are highly mathematical and more amenable to simulation
than the communication-sociological counterparts., Computer programming

languages and practices favor quantification of statements due to the

computer's numerical-based operation.

#0f the over 1500 diffusion studies in the Diffusion Documents Center
at Michigan State University, less than 25 are diffusion simulationse-
and most of these are spatial diffusion simulations, A review of
computer simulation in the diffusion field may be found in Stanfield,
Lin, and Rogers (1965 ).



Thus, computer simulation offers diffusion researchers the
advantage of being a dynamic analog of theory, easily modeling complex
and lengthy real time processes in shorter simulated time. If, through
repeated comparison of simulated results with real data, and subsequent
refinement of the model and more comparisons we can develop a valid
analog,* then the model becomes a useful tool as a predictor: this is
the first reason for using a simulation model. A user of the model
would be able to predict the direction of an information diffusion
process (the model presented here simulates the information aspect of the
diffusion process), and even the effects of using different communication
channel combinations for the same innovation.

In the formal, analogic model to be described here we will abstract
from a part of general diffusion theory that deals with creating knowledge
of an innovation among individuals., This knowledge is created by the
systematic spread of information about the new idea through communication
channels., Of the variables which might be considered in the information
diffusion stage, only four (which will be defined in the next section)
are considered: épinion leadership, clique structure, channel structure,
and amount of knowledge. We will simulate the dynamic interaction of
these varisbles to produce simulated data of the amount of knowers of
the information over a certain amount of time; in this way we can judge
the effectiveness of our variable's data "settings" and interaction,

Unfortunately, as Kaplan (1964) points out in The Conduct of Inquiry,

®*Reliability is inherently assured in a simulation by the use of
computer programs., Computer simulations are reliable to the extent
that the computer processes the program statements without error (e.g.,
an error could occur if an electronic component was faulty within the
computer causing a program statement to be misinterpreted).



in the behavioral sciencés.data from models will never closely
approxiﬁafc reality because of the huge number of variables to be
considered in any human interaction, The advantage of computer modeling
is thét we can include many variables (practical limitations permitting),
to determine accurately what effect those chosen variables have on the
process being studied.

Finally, if we are certain that our model is a valid analog
(through constant comparisons between simulated results and other
criteria) then we may determine in the course of modeling that one or
more of the variables really has little effect in the information diffusion
process, On the other hand, through the additional use of inferential
statistical techniques we may determine that certain manipulated variables
have greater effect than previously supposed. If these effects were
consistent across many ianovations then we might refine diffusion theory
to account for them, Part of the theoretic rationale for variables
being modeled here, represents a synthesis of variables from the two
diffusion approaches previously defined. "By combining a study of the
interaction of variables from two areas, we have another way to refine

and arrive at a broader diffusion of innovations theory.

THEORIES OF INFORMATION DIFFUSION

Rogers (1969a, p. 1-8) emphasizes that social change is an effect
of communication., Indeed, change in cross-cultural settings is virtually
impossible to effect without communication, It is this assumption about
communication which underlies diffusion theory for both communication-

sociological diffusionists and the spatial diffusionists. The significance



of communication, especidlly via interpersonal channels, in under-
developed countries is recognized in the proposed simulation.

Social change, according to Rogers (1969a, p. 1-9) can be viewed
in three sequential steps: (1) inﬁention, the preccess by which new
ideas are created and developed; (2) diffusion, the process by which
new ideasvare transmitted through communication channels among members
of a social system; (3)‘consequences, the changes that occur as the
result of the introduction of the innovation in the social system.

The diffusion of information about an innovation, then, is
message transmission about new ideas through communication channels to

the members of a social system. An innovation is an idea, practice or

object perceived as new by the individual. A social system is a group

of individuals held together by a commonly shared goal (e.g., to be

members of a village). Communication channels are the means by which

innovation messages are transmitted to the social system members,
Inherent in any definition of the process of communication is time;
time is central to diffusion in terms of when innovation decisions
(decisions deciding to adopt or reject the innovation) are made by
individuals in the target system.

Rogers (1969a, p. 1-36) conceptualizes four main functions of an
innovation decision process (the process whereby an individual decides
whether or not to adopt the innovation): (1) knowledge--first infor-
mation about the new idea; (2) persuasion--attitude formation and change
as a result of the information; (3) the decision--actual adoption or
rejection of the new idea on the basis of the newly formed attitude;
and (4) confirmation--justification of the decision made by the individual,
The computer model described here simulates the first function: creating

knowledge about the new idea,
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Another cbmputer model, SINDI 2, operationa}ized by Carroll

(1969), cxtends this simulation model to include the last three functions

of the innovation decision process, That is SINDI 2 simulates not only

diffusion of information, but also the influence process which leads

" people to adopt innovations., Therefore, our model could be considered

more an aggregate simulation model of interpersonal diffusion processes

only, and SINDI 2, a model of the interpersonal diffusion processes

and "individual" decision processes.

An Alternative Theory of Information Diffusion

It is also possible to conceive of information diffusion as a
communication process based on learning principles developed by Hull
(1943) and formalized as reinforcement theory by Hovland, Janis and
Kelly (1953), Using their theovy, diffusion of information can be
viewed in terms of persuasive commnication. A persuasive message
advocates something (in our case, a new idea) and is regarded as a
compound stimulus which raises a question and suggests an answer, The
question may L2 raised explicitly or implicitly, and the acceptance of
the communication, which results in attitude change, is dependent on
the incentives that are suggested by the communication, The incentives
may be arguments or reasons supporting the new idea, or descriptions
of overt reward and punishments. Acceptance, however, is contingent
on two important variabels: attention, and comprehension., Before
someone can be persuaded(accept message) he must attend to the
communication (this is an argument for the use of intefpersonal channels-~
which demand attention--in diffusion strategies); the individual must

also comprehend the communication and assimilate it with other information



in his possession, This“prucess compares to Rogers' decision functions
of knowledge, persuasion and decision about innovation information,
Where Rogers' approach centers on the characteristics of the innovation,
the social system, and the individual, the learning theory approach
canters on the responses made by the individual to the communication
about the new idea. In this there is a disadvantage; many of the
process variables presumed are internal--intervening variables; these
types of variables are empirically hard to point at. The advantage of
the reinforcement theory approach is that the individual is the only
unit of analysis: this makes for easy modeling.

Deeper discussion of this alternative conceptual approach to
information diffusion is not pertinent for understanding the simulation,
It was presented merely to be considered in terms of a possible "rival
plausible hypothesis" for the effects generated by the simulation, It
was also presented to provide the reader with ancther viewpoint regarding
diffusion of information, and to caution him about the tendency to
over-generalize on the basis of simplified models of a complex process,

especially computer models constrained by time and money lacks,

Communication

Communication channels can be broken down into two tyées: mass
media and interpersonal. Mass media channels can take the form of the
electronic media like radio, television, and in some cases movies; and they
can take the form of print media like newspapers, books and pamphlets,
Interpersonal channels are, of course, people-to-people., In diffusion
settings in less developed countries the people in the diffusion

channels are generally professionally trained change egents {e.g.,



agricultural extension spécialists) who have considerable communication
skills, The functions of the two channcls are different,

"Mass media channels are more effective in creating knowledge of
innovations, while interpersonal channels are more effective in forming
and changing attitudes toward the new idea," (Rogeré, 1969a, p. 1-54),
While this is the ideal case, we cannot always use mass media channels
to create knowledge nor interpersonal channels to help form attitudes,
This is because the use of the mass media imposes two demands on the
system: literacy for print media; accessibility for electronic media
(people must have radios to hear messages). In developing countries
literacy is the main impediment to using print media, because in most
diffusion settings people are illiterate. On the other hand, even if
elec?ronic media are available programs tend to be urban oriented in
viewpoint and highly consummatory in purpose. Where used and relevant,
though, the mass media provide an efficient and speedy way of trans-
mitting messages of undistorted quality.

Because of the problems of literacy and information relevance,
interpersonal channels are used in many diffusion settings.* These
channels can be of two types: external and internal, depending on
whether the person who communicates the message is a member of the village
or a stranger--someone from the "outside." A combination of both
external and internal orientation is usually preferred because indivi-

duals who carry the innovation messages should be well accepted by the

¥In some countries, like India, a combination of the two channels is
used, This usage is known as the Radio Farm Forum. In this case
farmers gather around a centrally located radio, hold discussions
following an agricultural program, and send any questions to the radio
station, These questions are answered in a subsequent program,
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villagers but still have "access to the outside world for their
information soumces. Frequently, change agents are trained who have
regular contact with urban information centers but who still live and

are accepted by the village. When this is not the case, villagers with
external contacts generally play the role of external information source
(opinion leader), Some advantages to change agencies of using interper-
sonal channels are: ability to select receiver; immediate feedback
between communicator and receiver, Having immediate feedback (information
to the sender of the message about the receiver's reactions) about a
message is advantageous because it allows the change agent to alter his
message and be more pepsuasive° But, interpersonal communication has

the problem of distortion: if someone is describing a new idea he may
leave out certain details, etc., to reduce the effectiveness of the idea;
it is also a slower means of communication than the mass media. This
simulation models three interpersonal channels, two external channels

and one local face-to-face channel.

Use of "Information"

We bave said that the proposed computer model simulates the spread
of knowledge of information about an innovation. Before continuing, it
is important to discuss exactly how the concept of information is treated
in the simulation,

Funkhouser (1968, p. 81) states, "The main difference between
diffusion of innovation and the diffusion of information is that the
former entails the decision of the diffusee to adopt the innovation or
to reject it after the information of it has reached him." He explains

that in a simulation of innovation diffusion additional factors would
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have to be added to account for processes like individual resistance
and social system norms. Rogers (1969a) distinguishes between the idea

component and object component of an innovation. The idea component

(for example, the idea that a new fertilizer exists) is symbolically

transmitted (communication) and manipulated (thinking), while the object
componént is actually transmitted (purchasing-obtaining) and manipulated
(using). Utilizing the distinctions made by Funkhouser and Rogers, this
simulation study deals only with the idea component of an innovation--
information about the object--and makes no presumptions about eventual
adoption of an innovation. However, "information" is still a difficult
construct to define,

Morris (1968, p. 25) suggests that "information...is a meaningless
construct unless specified in terms of its constituents--some set of
symbols interacting with some receiver with information being produced
as a result." For the purposes of this simulation then, we have incor-
porated this definition and designate "information" to mean the content
of any message which conveys facts, ideas, or meanings that are new to
the inch:.vidual° In order for the information to be new to the person
the message must contain familiar symbols (words that the individual
understands-~he must know what fertilizer is), and he must reccgnize
that the information is new (that the fertilizer being communicated
about is different than other fertilizers), Also, in this sense,
information cannot exist if everyone knows about an idea. That is,
information is a function of contrast: the more contrast between an
individual's knowledge level of an idea and the knowledge level of the

rest of the social system about that idea, the more information there
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exists about it for that individual. So, what is information for one

individual may not be information for someone else,

Thus, when we mention the diffusion of information in a social
system, ve are referring to the dissemination of messages which contain
new ideational content for an indiéidual (presumably for most individuals),
Information "flows" in a social system in the form of messages communi-
cated between persons, Anh, as will be discussed later, this simulation
does not consider varying degrees of informationabout an idea: information
is treated dichotomously--either a person possesses it or he does not.,
For an extensive discussion of the ways"information"is used in communication

systems, see Morris (1968),

COMPUTER SIMULATION OF DIFFUSION

Computer simulation, according to Kiviat (1967, p. 53), is "the
manipulation of a system's model to reproduce its operations as it moves
through time." Pool, Ableson, and Popkin (1964, p, 188) emphasize time
changes in their definition: ",,.simulation is any attempt to model a
system iq_such fashion that the changes the main system goes through are
imitated by the behavior of the model, A computer simulation is a
progranming and running of a computer such as to make symbols in the
computer's memory change in ways that presumably correspond to the
changes in the system being simulated."

It is important to realize, when considering a computer simulation,
that the rules for modeling the changes described in the last definition
are contained in the computer programming language: the language

statements incorporate the assumptions of the model; these must be

isomorphic with the assumptions of the broader theory for the model,
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Often these assumptions are noil explicit in the theory and must be
contrived in order to create the simulation, but this is also one of the
advantages of simulation: it forces explicit statement of theoretic
assumptions. Simulations also use “Eiﬁéﬂﬁﬁfffy which are fixed values
that determine how the input to a simulation will be treated., There are
at least two types of parameters in computer simulations: system

definition parameters and computer processing parameters, The former

parameters specify relationships between the variables in the social
system being modeled, and also may be used to determine boundaries of
the system, e.g., number of cliques. The latter parameters specify
relationships between the computer and the simulation program (e.g.,
number of problems being run, number of time periods being simulated,
etec, ),

There is one additional important description of a diffusion
computer simulation: it is sometimes a stochastic (also called Monte
Carlo) simulation in that it uses variableswhich have no predetermined
values, but rather are subject to random variation; the eventual value
of a variable can be specified in terms of probabilities.,

Two other terms are important in simulation: sensitivity checking

and validation. Sensitivity checking is the procedure by which "...the
investigator varies the values of certain parameters or relationships
around the values initially built into the model. Then he examines

how 'sensitive' or variable the model's results are to changes in these
parameters or relationships" (Carroll and Farace, 1968, p, 73), If

the model is sensitive to variations within a range of parameter settings
then more accurate data are aneeded in order to estimate the "true" value

of a parameter, If a model is insensitive to wide variations in certain
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parameter settings, there is little justification for including the
parameter in the model. Sensitivity checking is one type of procedure

in making a computer model more valid; validation is the overall confirming
process which indicates whether the simulation is ",,.a reasonable and
satisfactory representation of a system" (Kiviat, 1967, p. 54), In
general, validation involves comparing simulated results with real world
data for similarity. The greater the differences between data, the closer
we need to examine (and possibly change) our modeled assumptions and

the parameter settings, It is also possible that if the results are
divergent, that the real world data are inaccurate (due to methods of
collecting the data or analyzing it)., The best way to insure against
invalid data comparisons is to utilize results from more than one

diffusion study in the validation process,

EVOLUTION OF THE SIMULATION MODEL: SINDI 1

SINDI 1 derives from the theories and models of Torsten
Higerstrand (1967), Georg Karlsson (1958), and Paul J, Deutschmann
(1962a, 1962b, 1962c), Some of the cencepts of Rogers (1969a, 1969b)
about diffusion and communication are also used in the present model,

Higerstrand's approach to diffusion is probabilistic and spatial,
He presumes that information about innovations spreads most readily to
individuals who are spatially close; these individuals interact more, a
notion Higerstrand calls the "neighborhood effect." The neighborhood
effect is represented as a series of probabilities of possible contact
between spatially related individuals. The probabilities comprise

the "mean information field" of contact; and these probabilities are
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compared with random numbers generated in Hlgerstrand's models by
Monte Carlo methods,

Karlsson (1958) modified HYgerstrand's theory by considering social
distance, Karlsson presumed that a person's willingness to communicate
depended on the topic and the situation. The social constraints proposed
by Karlsson are often labeled under source credibility in attitude re-
search, and are akin to the concepts of homophily and heterophily
promulgated by Rogers (1969a), These concepts state that communication
is more likely between individuals of similar backgrounds (status,
education, urbanization, etc.) and is less likely if the individuals
are more dissimilar,

Deutschmann (1952b), building on the concepts of Hgerstrand and
Karlsson, actually set forth the outline of the simulation model presented
here (SINDI 1) in three mimeo papers written in Costa Rica in 1962, His
model was based on a hypothetical Latin American village, and he primarily
modeled its communication environment,.

The technical structure, and to some extent the theoretical structure,
of SINDI 1 has also evolved through several stages of programming. The
prototype ;f the SINDI 1 model was programmed by Stemfield, Clark, Lin,
and Rogers (1965) using artificial data for parameter settings and
Deutschmann's verbal model in their computer program. They added the
idea of determining variance from multiple runs around the average number
of new knowers per time period. This idea has been used in all sub-
sequent models, These researchers also utilized real world data to
revise their parameters and produce a different series of simulation

runs; the results of the runs are reported in Hanneman, Stanfield, Lin
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and Rogers (1968§o Carroll later gnalyzed these runs, found several
programming and logic errors in the model, and recommended the use of
subprograms and certain theoreticel changes included in the final model,
- Hanneman programmed the final version of SINDI 1, ran the sensitivity
checking and other validation procedures, refined certain programmed

assumptions and added a new pseudo-random number generator,

The Final Version of SINDI 1

SINDI 1 is an acronym for the Simulation of INformation DIffusion:

a computer model which simulates the process of creating awareness or
spreading information about a new idea--part of the first step in the
innovation decison process. More specifically, SINDI 1 is a Monte Carlo
computer model (one that uses rancom nunbers to process the model) of
information diffusion to peasant cliques in a small Colombian community,

In the model, clique members, chosen randomly, are exposed to a combination
of communicaton channels over a period of time. Through such exposure

and additional local contacts an individual may become a "knower" of
information about the new idea. If the new knower is designated a "“teller"
of info;mation to others, he becomes a local source who can contact

other village members,

SINDI 1 is programmed in USA Standard FORTRAN (United States of
America Standards Institute, 1966) because the language is widely under-
stood and available,

The;e are two objectives in this simulation., The first objective is
to create a valid simulation of the information diffusion process,
incorporating the four variables of opinion leadership, clique structure,

channel structure, and amount of knowledge. The second objective is to
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examine closely the interaction of the modeled variables--through
sensiti;ity checking--and to propose possible hypotheses for future
reality festing by diffusion researchers. Simply stated, the objectives
are to build a valid predictive tool which may contribute refinements

to existing diffusion theory.

ORGANIZATION OF THIS REPORT

The remainder of this paper will discuss the theory and describe the
SINDI 1 model. Specifically, Chapter II will discusc the theoretical
basis of the model and the relevance of clique theory; Chapter IIT will
describe the conceptual operation of SINDI 1; Chapter IV will describe
the computer operation of the model applied to data gathered from a
peasant village in Colombia; and Chapter V will discuss the results,

critique the model, and make recommendations.



CHAPTER I1

THEORETICAL BASIS FOR SINDI 1

As described in the previous chapter, diffusion research, with its
profuse body of research, reports few instances of computer modeling,
The exception is the work of quantitative geographer Torsten HHgerstrand
(and his followers) of the Royal University of Lund, Sweden. This
chapter reviews HHgerstrand's major contributions to diffusion simulation--
the "neighborhood effect" and Monte Carlo simulation. The chapter then
discusses how Karlsson simulates the diffusion process by including the
notion of "social distance," Further discussions of the contributions
of Deutschmann and others to SINDI 1 follows., The last section of the
chapter presents a detailed rationale for including the concepts of clique

structure and opinion leadership in the SINDI 1 model.

SIMULATION MODELS OF DIFFUSION

HUgerstrand's Models

The relevance of H¥gerstrand's work to simulation of information
diffusion is well documented in Stanfield, Lin, and Rogers (1965) and in
Brown and Moore (1968). Readers interested in a deeper analysis and
critique of the HHgerstrand theory should consult Brown, 1965, and 1966,

HYgerstrand (1967, p. 1) introduces his first chapter with the
heading: "The systenatic study of the distributional changes of cultural
elements." He states that his objective is to deal with the diffusion

of innovations as a spatial process, To him, diffusion of innovations

18
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is "the origmin and disseniination of cultural novelties,'" a somewhat

more restricted definition than used by the communication-sociological
diffusionists, His approach is also geographic, in that distance, direction
and spatial variation are of importance in his theory, HHgerstrand
labels his approach the study of spatial diffusion rather than geo-
graphical diffusion because he is not only studying locational relationships
between "vertical man and the earth's surface," but also between
“"horizontal man and man's relations." Another distinction he makes is
between the relative and absolute physical and social distributions of

a phenomenon: an absolute physical distribution is represented on a
map, for example, by dgpicting every field occupied by a certain crop;
this could also be a relative distribution if it showed the acreage
under cultivation of that crop relative to the total acreage in a
specific area. Social distributions are the representations of farmers
who do and do not cultivate a crop--either represented on an absolute or
relative basis. Social distributions, while not as accurate maps as
physical distributions, are used by HHgerstrand in the form of social
group distributions: the distributions of cultural phenomena among
social groups regardless of spatial attributes, These social groups are
mapped according to characteristics such as age, size of farm, etc.
Ultimately, it is possible to superimpose "maps" of the physical and
social distributions for comparison,

HYgerstrand (1967) has created three models utilizing the simulation
ideas eventually found in SINDI 1, In Model I he defines the two main
ideas for whichhe iswell known in the diffusion field: information
mediated via the neighborhood effect; and Monte Carlo predictions of

information diffusion. Brown and Moore (1968) list these ideas as
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HYgerstrand's two important conceptual contributions to the diffusion
of innovations,

HYgerstrand (1967, p. 138) begins his discussion of information
transfer by stating that the basic idea underlying the distribution of
information of a new phenomenon is: "the distribution of information is
Synonomous with distribution of informed persens; the cultural element
in question cannot be found where informaticn does not exist; and the
existence of information about an innovation does not in itself guarantee
acceptance.”" (Acceptance being the second step in the reinforcement
theory paradigm, presented earlier.,) But Brown and Moore (1968, p. 6)
restate Hlgerstrand's basic tenet as being "that adoption of an
innovation is primarily the outcome of a learning process," In looking
at the spatial distribution of a certain innovation, Higerstrand
further assumes, as have subsequent computer modelers, that an informed
population can only be divided dichotomously: informed and not
informed. Also, acceptances by individuals occur independently of
one another and in random order.

However, although acceptance ¢f the information occurs randomly,
and more "and more acceptance "outposts" arise, the center of the
distribution becomes more concentrated (p. 159) around the first
possessors of information. In other words, there exists spatial
continuity; the effect is what HYgerstrand call the "neighborhood"
or proximity efiect. But a point that many subsequent scholars have
missed in expanding on HYgerstrand's notions: "the neighborhood effect
is not a logical phenomenon unless we turn our attention away from

public information (mass media), and accept the idea that private
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information (interpersonal)--especially face-to-face conversation—-

is the most important driving force behind the innovation diffusions
under study here" (HYgerstrand, 1967, p. 164), This idea is similar to
that described in Chapter I. Also, the importance of interpersonal
channels in ini  ation diffusion about innovations is well documented
(see Rogers, 1969a; and Katz and Lazarsfeld, 1955),

The neighboorhood effect is influenced by the concept mean
information field. The mean information field consists of the private
and public information fields. If we imagine a randomly scattered
set of points (people), the communication pattern of one of those points
to other points around it over time may be construed as an information
field; it is either public or private depending upon the mode of message
transmission. HYgerstrand includes only private information fields in
his models, assuming some information has already disseminated via the
public field, The mean information field is operationalized through a
matrix of probabilities which indicates the probability of an individual
in any cell being contacted by an individual in the central cell (the
"teller"). This matrix expresses the idea that frequency of contact
decreases with increasing distance.

The process of distribution is not as simple as we are lead to
believe from Higerstrand's first model, though. In another model, he
introduces the resistance concept--that is, the individual's resistance
to adopting an innovation.® The gist of the concept is that through repeated
contacts with others, and other forms of obtaining informaticn, the indivi-

dual builds an information sum--when the sum reaches a certain point he

¥This concept is programmed in SINDI 2, but not included in SINDI 1,
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adopts--when the information sum is low the resistance is still in
effect,

The second important conceptual contribution by Hlgerstrand is his
use of Monte Carlo simulation to create an operational model of diffusion,
" The rules of spatial relations are stochastically applied in Hlgerstrand's
mpdels, yet there are certain constraints in the models-~although randonly
determined--which act deterministically, i.e., in a predetermined manner.,
For instance, Hlgerstrand (1967, p. 267), randomly combines resistance
levels with individual numbers according to a predetermined distribution
of resistance levels within a cell of the mean information field, Note
the similarity of this concept of deterministic decisions in a stochastic
model to that of the information transfer probability notion in the next
chapter,

There are some qualifications about such random methods which must
be mentioned, however. It is generally accepted that even though the
combined effects of human behavior may appear random to others (for
instance, digit dialing appears random to a far-away monitoring telephone
engineer), they are not random for the individual (the person knows the
number). . As Alan Perd says in the postscript to HYgerstrand's (1967, p.
308} book:

Thus, when the rules of the game (the mean in-
formation field, the normal distribution curve
of psychological resistance, or some other
odds-setting device) are established for a
Monte Carlo simulation model of the Higerstrand
type, a conc:ssicn is made to the tendency of human
geographic distributions to be more dispersed,
clustered, ~r regular than random, and when cell
assignments are made by drawing from a table of
random nv.mbers, a similar concession is made

to the random aspects of aggregate decision-

making and, by extension, the random component
in virtually all human patterns,
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It is also interesfing to note that in much of HYgerstrand's
work he assumes that information is always forwarded from knower to
nonknower or to another knower at some time interval; contrast this
with the notion of opinion leadership mplemented in SINDI 1 and
derived from the communicaton-sociological diffusion researchers., Brown
and Moore (1968) have summarized the stochastically determined constraints
used by HHgerstrand, which they feel are representative of all of his
conceptual models: (1) the frequencies of the population which fall
within a uniform grid; (2) the locations of adopters at time zeroj;

(3) the probabilities of where a potential receiver falls in a resistance
category; (u4) the probabilities that two individuals at a certain distance
apart will communicate;

This procedure of contact (utilizing the private information field)
is basically as follows., A random number is generated, and falls scme=-
where within the matrix of the mean information field according to a
predetermine (uniform) distribution. The mean information field is
placed over a similarly gridded map and the location of the new knower-
adopter marked., This effect is mediated, however, by the individual's
resistance level--the higher the level the more information “hits"

required,

Karlsson's Model

Karlsson (1958) wrote a rigorous book summarizing much diffusion
and communication research, Based on his synthesis and a discussion of
HHgerstrand and much interpersonal communication research (for example,
he has extensively integrated concepts from Hovland, Janis and Kelly

(1853)~--concepts like source credibility, one-sided versus twc-sided



2

messages, etc.) he proposes a "model for pure interpersonal communi-
cation,” Karlsson states that in his model the probability of some
individual with social distance s end geographical distance g from the

communicator receiving certain information is denoted by p . Karlsson

S

uses the quadratic cell concept (the mean information field of HHgerstrand)
and so pgs is also influenced by the number of individuals in the cell,
The concept of social diétancc, however, he derives from communication
research, (See Karlsson, 1958, pp. 33-45 for a discussion of the factors
comprising the notion of social distance.) His concept of social
distance includes such communication factors as perception and the
selectivity processes, reference groups, message characteristics, and
source credibility detemminants., He also considers messages being
perceived as rumor, listing consequent effects derived from research on
rumo; communication: assimilation, sharpening and leveling., It is

also important to note that unlike SINDI 1, Karlsson limits his knowers
to communication with one person per unit of timej; after having told
three persons, knowers become inactive. Karlsson also neglects to
describe the idea of opinion leadership per se.

Although other diffusion simulators (Stanfield, Lin, Rogers, 1965,
pP. 21-22) give Karlsson exclusive credit for the notion of social
distance, Brown (1966, p. 11) disegrees; in stating that the neighbor-
hood effect could be a communication barrier in terms of distance, he
says:

«+o8ince a terrestrial barrier does not differ
functionally from a social barrier such as social
class, it is not unreasonable to consider social
barriers as a part of Higerstrand's theory,
terrestrial barriers having been emphasized only

because Higerstrand is working with diffusion
through a sizable geographic space in which the
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social groups are relatively homogeneous (social
barriers, therefore, having little effect upon

a real differentiation of the patterns of
diffusion). .

Hanneman (1968) has incorporated the notion of social distance
somewhat differently in a proposed simulation (programmable in IPL-V,
a list processing language). This model uses an empirically derived
mean status value and compares a simulated individual's status value
with the mean. If the individual's generated status is much higher or
much lower than the system mean, his attitude-toward-innovativeness
score is weighted either positively or negatively. This score is also
influenced by the individual's communication behavior, his role in the
community, and by the system norms., Together these variables have the

same effect as Karlsson's "social distance," but are manipulated in more

precise terms,

Deutschmann's Model

The structure of SINDI 1 is directly attributable to the outline
presented by Deutschmann (1962b), Deutschmann utilized the social
distance concept formulated‘by Karlsson, but dropped the reliance on
spatial variables, Rather than using HYgerstrand's social information
networks, he divides the village into small social subgroups (called
groups or cliques by different authors). This division is a good
approximation by Deutschmann of a social system because it takes into
account the distinction between communities and community loyalties
which HYgerstrand neglects, He includes the notions of selective exposure
and perception: the tendencies of individuals to expose themselves to
information they want to learn; and the idea that individuals perceive

information in ways consonant with previous experience. The tendency of
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selective exposure can also be thought of as a tendency te be oriented
to certiin channels more than others. Deutschmann includes three
types of communication orientations: orientation to local face-to-
face sources; and orientation to mass op impersonal sources, Deutschmann's
model, unlike those of Hlgerstrand or Karlsson, starts at the point of
no information being possessed by any person, On the other hand, as
do Hdgerstrand and Karlsson, he perceives information to be dichotomous--
a person is either a knower or a nonknower,

In addition to the selectivity processes just discussed,
Deutschmann makes four other assumptions: (1) any message will
inform the receiver, if it is delivered--this assumption is akin to one
included in the early HYgerstrand models and in Karlsson; (2) any
external message will touch off face~to-face messages-~that is, messages
from the mass media touch off communications between individuals;
(3) face-to-face local messages flow more frequently within groups
than between groups; (4) there is a small group of individuals which
are called "tellers" (opinion leaders) within the community with a
high probability of encoding information messages to others after
they have received it; all others have a low probability of passing
information, Note that this latter assumption differs markedly
from those of his predecessors--who assume that all individuals
when they become knowers have equal chances of contacting other
nonknowers on a random-with replacement basis,

Deutschmann operates his information transfer by matching a
message matrix to an audience matrix: that is, matching the channel

orientation of a number of receivers to the channels through which
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an equal number of messages are sent and testing for similarity,
Deutschmann states that p will equal one if the channel matches the
individual's channel orientation, and in all other cases, p equals
zero, Deutschmann also limits his tellers to four contacts apiece,
a similar type of constraint formulated by Karlsson,

What is important to recognize in the above model, is the
gradual transition it represents from the spatial to the social
simulation approach, HHgerstrand was almost exclusively spatial
(only because his receivers were in very homogeneous networks, if we
are to accept Brown's contention); Karlsson also depended on spatial
characteristics for information transmission but this was coupled
with an equal emphasis on social characteristics; finally,
Deutschmann neglects spatial variables almost entirely--except in
the assumption that message transmission is more probable within
cliques than without, Even though his cliques are homogeneous in terms
of social distance (homophilous in Rogers', 1969a, terms), and their
physical distance may be small, spatial relationships have little
bearing on the transmission between clique members.

De&tschmann never programmed his model on a computer, but he
ran the simulation by "hand" to approximate the effects. However,
Stanfield, Clark, Lin, and Rogers (1965) built a model using Deutschmann's
ideas. They state (p. 22) their simulation is designed to overcome
two shortcomings in past spatial diffusion simulation:

(1) An over-emphasis upon spatial variables and lack of full

consideration of social structural and social psychological
variables in diffusion processes,

(2) The lack of emphasis in diffusion simulation on peasants in
developing nations...
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Their operationalization of the Deutschmann simulation model was

the forerunner to the general SINDI 1 model.

CLIQUE STRUCTURE AND OPINION LEADERS

In the course of the theoretical development on which SINDI 1
is contingent, the simulation focus shifted from allowing all
knowers a probability of one in contacting nonknowers, to a dichoto-
mization of knowers into one group of tellers¥ (opinion leaders) with
a high (p = 1.) probability, and another group with a low (p = .0)
probability of communicating to nonknowers. Notice that along with
this difference in possible teller contacts, there is a change in the
modeled composition of groups., HYgerstrand uses the idea of a
hierarchy of sécial networks. The networks operate with different
members on different information field levels: person A makes
certain contacts in his local information field, others in his
regional information field, and still others in his national information
field, Across these fields there may be one individual contacted by
A in all three, This mutual contact makes the individual a frequently
chosen source. While this §ituation is explained by HHgerstrand (1967,
p. 239) it is not applied in any of his models. This point gets at
the basic idea of opinion leadership.

Karlsson lumps all of his social system members into one large

group and then implicitly subgroups them on the basis of their social

¥Although the term "tellers" is used frequently in this study, strictly
speaking individuals are not tellers until they themselves have become
knowers of the innovation information,
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distance, s and geographical distance, g from the communicatecr~-in
cells much like those used by Higerstrand, Deutschmann, however,
defines cliques on the basis of norm similarity and geographical
proximity. Stanfield, Clark, Lin, and Rogers (1965) utilize this
clique notion, and divide their simulated village into two cliques
and one group of isolates--apparently only on the basis of geographi-
cal proximity., SINDI 1 defines cliques according to commonality of

sociometric choices regarding communication about agricultural information,

Theoretical Justification

What is the theoretical justification for dividing the village
into cliques, and ascribing a dichotomous communication function
to its members? Deutschmann (1962, p. 2) states that "the introduction
of this assumption is based upon research by the writer." However,
to analyze this further, we must analyze two different but related
lines of thought: (1) can we justify using clique divisions in analyses
of diffusion patterns; and, (2) are there some system members who are
really supraclique--who communicate with high probability out of the

clique structures, as is assumed by Deutschmann?

Social«Psychological Basis of Clique Structure

Social psychologists like Newcomb, Turner and Converse (1965)
talk in terms of interaction groups when discussing the structure
of cliques. To them an interaction group consists of persons bound
together on some basis, who have face-to-face interaction with one

another over a continued period of time. Here, the basic core of
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larger groups is the mutually attractive dyad: ag interaction rela-
tionship of two individuals who have positive attitudes towards each
other, Dyads can form into larger proups known as triads, and "as the
size of interaction groups increases, it becomes more and more likely
that they will become differentiated into two or more subgroups"
(Newcomb, et al., 1965, p. 309). Isolates are those individuals who
have no stable relationships at all, even in dyads, and thus have no
clique membership. To the social ps&chologists, a population is
described in terms of the number of positively related cliques (in
which members are attitudinally positive towards one another), the
type of connections between different cliques, and the number of
isolated individuals (isolates) found in that population. (Sociologists
call the connections between cliques liaisons or liaison persons--
indicating that they interconnect "...two or more subgroups in such
a way that...removal from the communication structure would separate the
two subgroups..." Yadav, 1967, p. 81,)

Because of work by Festinger, Schachter, and Back (1950) and
the research in small groups by Homans (1950) social psychologists
often cite the con:lusion that attraction among individuals is often
based on association--that is, the higher the attraction among two or more
perscns, the more frequently they interact, which in turn leads to
greater attraction. In addition to an attraction bond, groups can
also be analyzed in terms of similarity of members' attitudes, and
in terms of personality characteristics., However, there is a more
useful approach., It involves structuring cliques in terms of role
relationships that exist between any two individuals who occupy

certain positions in the system. This relationship can be differentiated
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in terms of power and authority (the family, for instance);
knowledge and skill; and social status.

Newcomb, et al., (1965) reconciles the different ways social
psychologists look at small groups in a statement that relates to
both spatial and social diffusion:

All groups have structures that may be described

in terms of more than one dimcnsion, It can always

be said, for example, that every member of an

interaction group has both a status relationship

with every other member...and also a relationship

of communicatic.a accessibility. Thus, any inter-

action group has a status structure, a communi-

cation structure, an attraction structure, and

doubtless many others. (p. 346) :
Communication accessibility refers to the amount of communications
oriented toward particular individuals in the group. Distance in
terms of accessibility may be determined by the physical ncarness or
remoteness of position holders, or by role prescriptions according
to which specified position holders are required or forbidden to
communicate freely with each other, The distances refer to degrees of
difficulty or delay in getting messages transmitted; they may in fact
be regarded as barriers to direct communication. Thus, the distance

between any two persons has direct effects on their behavioral

relationship (Newcomb, et al., 1965, p. 3ul4),

Sociological Approach to Clique Structure

Sociologists, such as Chinoy (1961), see the small group
as the fundamental form of social organization, To Chinoy, social
groups~--a number of persons whose relationships are based upon a set
of interrelated roles and statuses--are populated in one form or

another by all of society. (Note the similarity of this definition
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to the more microscopic definition of the social psychologists,) One
type of social group--and the one pertinent here--is one characterized
by close and intimate relations, not necessarily goal oriented, and
held together by the intrinsic value of the relations: the primary
group, A primary group might be the family, friends, part of the
neighborhood, etc. From findings from the Hawthorne studies at
Western Electric, and by‘William Whyte, Chinoy (1961, p. 103) concludes
"The primary group, then mediates, in a sense between the individual
and the society in which he lives." On one level, the primary group
serves the function of providing reassurance, psychological, and
emotional support for its members. On a higher level, by operating
around positive or negative societal norms and values, it serves the
purpose of unifying the persons who belong by providing them with
reference for their behavior. In a sense, the primary group provides
its members with a smaller society within the larger, complex society.

What is significant here is that Chinoy (1961, p. 100) posits
the same statement that the social psychologists do and which is
sometimes also found in the diffusion literature: "numbers, frequency
of interaction, and shared vluaes, then constitute conditions that
make possible or inhibit the formation of primary groups, but the
key factor would appear to be the functions they serve their members,"
To elaborate on this, we turn to a study by Lionberger and Coughenour
(1957) which discusses extensively the function of social cliques in
Missouri.

These researchers say cliques are non-kindred groups which
satisfy many of the socio-psychological needs which might once have

been satisfied by the neighhorhood. Neighborhoods consist of
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individuals bound togeth;r by proximity and perﬁaps some commonality
of interest; cliques consist of inéividuals bound together on the
basis of a common characteristic without regard to physical nearness,
To Lionberger and Coughenour, neighborhoods are relatively longer
lasting phenomena than cliques; cliques also tend to be somewhat
heterogencous in regards to the mean prestige of their membership,
They see the clique as a phenomenon accempanying the change from
traditional rural society to a modern society that has become more
spatially mobile and more selective with respect to intimate asso-
ciation. They found that information seeking on the part of lower
prestige members to higher prestige members, or to those contacted
most frequently, was best facilitated when the influencing member was
a member of the same clique, and most inhibited when the influential
(opinion leader) was not a member of the clique, Lionberger and
Coughenour hypothesize that locality types of social structure (neighbor-
hoods) predominate where "particularistic and ascriptive" values are
found, while social cliques flourish where "universalistic and
achievement" values predominate. Related to that hypothesis, they
found that clique membership was more prevalent among farmers living
outside, than among those living inside, neighborhoods. They also
found (with close to statistical significance) that information-
seeking-relationships with regular contacts (an individual contacted
regularly, not necessarily a friend--e.g., a storekeeper) or with
friends were unrelated to membership in either a neighborhood or a
cliqﬁe; however, information sceking relationships with local
influentials is based upon a different type of norm than the same

behavior with friends or regular acquaintances. Specifically, the
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former is probably based upon rational, instruméntal norms relating

to agricultural technology and the latter type of behavior is based on
nonrational, traditional norms. A possible implication of this last
conclﬁsion, relevant here, is that opinion leaders and cliques are
more modern oriented phencmena~-~possibly not relevant to more tradi-
tional peasant societies. Unfortunately, their findings only can be
generalized to Missouri and perhaps the United States,

Hubbell (1965) developed a method for determining clique structure
based on the strength of the dyadic relationship in the social system.
He interprets interpersonal communication as being equivalent to
influence; influence felt in one part of the system is transmitted
elsevhere (as relayed outputs and inputs), but most strongly to clique-
mates. Hubbell, unlike the two researchers abcve, allows for an
individual to be part of a clique on the basis of a few strong bonds,
even if the bonds are fewer in number than many weak ones, In his
model, then, the degree of influence determines the cohesiveness of
the clique, not just the similarity of inéoming and outgoing choices.
Since the cliques are determined by strength relationships, and these
struct&gal linkages are regarded as input-output channels of influence
transmission as above, intraclique members will be influenced more
strongly by one another than by outsiders. As Hubbell points out, the
model thus has functional significance (in much the same way as the
functional significance of the sociologist's primary group), because

the influence flows affect the performance level or status of each

person in the group.
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Loomis (1960b,p, 481) states, on the basis of his research in
~he pseudonymous Southtown, that "...in most rural areas where there
is little opportunity to move up and down the social ladder, most
groups are family friendship groupé," Note this finding is not
congruent with the findings of Lionberger and Coughenour (1957),
Loomis distinguishes between the prestige or power system, and the
communication or informa;ion system in the community which tie the
different groups together. On the basis of his research he concludes
that everyone (all of the family kinship groups) is part of the
communication system, but only few are members of the prestige system.,
Those who are members of the prestige system, are members of existing
cliques.who have contact with other cliques, or who are frequently
contaFted by other clique members, He considers the prestigious
persons to be essential in the communication process--unlike Hubbell,
Later research by Loomis (1960a) in a Spanish speaking village in
New Mexico found cliques based only on extensive kinship patterns,
"These family friendship groupings with their central families with
grandchildren constitute the so called 'larger family,' common in
Latin American and other familistic cultures," (Loomis, 1960a, p. 490),
This latter statement of course has salience for this simulation
because SINDI 1 was applied to a communication environment in Latin
America,

A communication-sociological diffusion researcher like Rogers
has not, to date, discussed formation of cliques in any explicit way.
However, in his recent book (Rogers, 196%9a) he uses the concepts of

homophily and heterophily to refer to tendencies of interacting
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individuals to be different or similar in regards to attributes,
beliefs, values, education, status; etc. He states that most
human communication takes place between individuals who are homo-
| philous, thus leading to more effective communication, It may be
possible to infer that he implicitly recognizes the importance of
cliques in diffusion theory; on this level, cliques exist because
of individuals, who on the basis of similar characteristics tend to
have a higher probability of interacting. This notion is sirmilar to
the one of social networks proposed by Higerstrand and explaired earlier.
However, there is a problem inferring this meaning from Kogers!
theory. For, in his (1969b) description of the subculture of peasants,
he cites that a characteristic of peasants is mutual distrust in
interpersonal relations. He finds peasant communities characterized by
a mentality of mutual distrust, suspiciousness, and evasiveness, The
peasant also lacks trust and cooperation with and from his fellow man
and tends to be highly individualistic., This appears to contradict the
existence of cliques. But, mutual distrust of other peasants means
greater dependence on the immediate family., Rogers reports the
observations of other researchers who have found that the peasant views
his family and their cooperation as being essential to him, a type
of cooperative insurance against aggression and exploitation, and
without which the individual stands isolated. This corroborates the

findings of Loomis (1960a, 1960b), See also Banfield (1958),

Opinion Leadership

Before we draw conclusions about the relevance of clique membership

we must still discuss opinion leadership. Rogers (1969a, 1-48) defines
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opinion leadership as "the ability fo informally influence individuals!
attitudcs or behavior in a desired way with relative frequency," And,
opinion leadership "is earned and maintained by the individual's
technical competence, social accessibility, and conformity to the
system's norms." Rogers points out that opinion leadership is a process
which stands inrelation to another person--it is not an isolated
attribute. Also, opinion leaders may be active or passive~-they may
be sought by, or they may seek followers. Rogers (1962, p. 212) has also
stated that opinion leadership is not to be considered a dichotomous
variable: either you possess it or you don't, Rather, individuals
may possess varying degrees of it; and may also possess it only for
certain topics. Acceptance of this assumption that c~inion leadership
i.s a matter of degree, was not acknowledged by Devtschmann (1962b, p, 2)
in his model (the fifth assumption) nor in any subsequent programs of
the SINDI 1 model since that time. This neglect is one of its major
drawbacks. SINDI 1 also assumes that opinion leaders are always active--
they do the contacting, But recent reseagch (Troldahl and Van Dam, 1965)
disclosed that opinion leaders are also passive, and in most instances
there is mutual opinion sharing occurring between opinion leader and
asker,

Let us draw some conclusions now regarding the two questions pesed
at the beginning of this section: Is there theoretical justification

for clique division and the concept of opinion leadership?

Conclusions
It is important to realize that in much social science research

dealing with aggregate data it is possible to form groups based on
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descriptive statistics of some characteristic aione, For instance, it
is possible, as Deutschmann does, to deduce that all members of a
certain race are a clique in the same manner as those with a commonality
of attitude about say, cars, can be considercd to form a clique, Thus,
on the aggregate level, persons may be grouped together on the basis
of similar social attri?utes and logical relations, yet it would be
fallacious to imagine these persons as interacting together (although it
is possible that they do). We use "clique" to mean a group of individuals
bound together on the basis of shared interests, attitudes or ideologies,
Clique membership may have little relation to proximity or demecgraphic
characteristics,
Based on the exposition developed here, however, it is possible
to accept the notion of clique structures in social systems as being
relevant to the SINDI 1 model. The exact nature of a clique may differ
with the society it's found in, but it can still be called a clique, In
a modern society with much social stratification and mobility, true
cliques exist on the basis of shared interests, attitudes, or some
other attribute--without reference to spatial proximity. Ip more
traditional societies, especially in countries with peasants--and
in the peasant village beirig simulated--little stratification exists,
there is little diversity of interest and the cliques that do exist
are probably based on family ties, Furthermore, the following
statements can be drawn from the above:
(1) Intraclique contact is predominant over interclique contact;

relating this to information diffusion we can generalize

that information diffusion ocecurs faster within cliques

among specific dyads in it and is mediated to other dyads

in the clique by opinion leaders., Theoretically, therefore,

a new knower of information should be allowed to make contacts
within his clique after receiving information.
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(2) Cliques very often take the form of extended family-friendship
groups in peasant systems, If houses are not centrally
located in a village, but on farms, spatial proximity mnay
have some importance,

(3) Liaison persons arce those individuals who tie two subgroups
together; they can be considered opinion lcaders with low
degrees of opinion leadership (or perhaps interclique
"gatekeepers') depending on the amount of other cliques
the person has liaison with,

(4) Opinion leaders are always members of a clique--at least
in the sense that they communicate information and are
sought by other dyads in the same clique,

(5) There is a conceptual difference in being contacted by an
opinion leader (teller) and secking out an opinion leader.

(6) Opinion lcaders have more contact within their clique than out,

Discussing the influences of groups in the communication system of
society, Katz and Lazarsfeld (1955, p. 130) point out that groups have
two effects on their members: group norms and patterned channels
both within and without the group., The former factor is important in
conclusion five, above; intraclique communication will always be more
successful because the group's norms reinforce the attitudes of the
group., Also, the crucial individuals in the patterned (regular) channels
are the opinion leaders who determine whether the information will be
circul;Eed in the clique (as described in conclusion one, above), whether
it will be favorably received (he legitimizes the information), and
whether information from within will be transmitted outside of the
group (the opinion leader acts either as a gatekeeper by filtering
information from seekers, or by not acting as liaison in sending the

information to other cliques),



CHAPTER III

GENERAL DESCRIPTION OF THE SIMULATION MODEL

Based on the concepts and theory presented in Chapter II, we are
now ready to describe the general SINDI 1 model., We begin this chapter
by first describing the model's assumptions. Then, the following
section contains a discussion of the parameters in the model, and the

last section will describe the conceptual operation of the model,

ASSUMPTIONS TN SINDI 1

The assumptions listed below arc related to the assumptions of
Deutschmann (1962b) stated in the previous chapter (pp. 25-28),
Assumption 1: message reception is selective., This assumption
is based on research disclosing selective information seeking by
individuals. This notion predicts that a person will orient himself
more to certain communication channels than others, and will not accept
every message he attends to. This assumption is operationalized in
the model by the parameter CHANOR, which allows presetting of individuais
in the audience matrix to certain channels. It is also operationalized
by means of the external message matri» probabilities (also called the
information transfer probabilities®) which are compared with random decimal
fractions between zero and one in the simulation of information trans-
mission. This procedure says, in effect, that people have selective

probabilities of receiving information from a particular channel, and

*fhe references to information transfer probabilities imply information
transfer between dyads although often it is used in this study with
reference to single individuais only,

40
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for each message from that channel there is a sélective probability
that the message will be accepted by the individual,

Assumption 2: initial contacts between channel (external or
local) and members of the modeled social system are randomly
determined. By contacts we mean two people communicating (not neces-
sarily about innovation§), For example, an extension agent may stop
by to see a farmer and only talk about the weather,

Assumption 3: the probability of information transfer from a channele
source in contact with a nonknower depends on the nature of the relation-
ship. Even though only one type of probability is discussed in the
study, that is, the information transfer probability based on contacts
with external channels or local tellers, the probability is conceptually
two probabilities. It is both an information "imparting" probability,
i.e., given a contact with a channel, will the channel actually communicate
a message about an innovation during the contact. For example, the
greater the social distance between individuals as measured by clique
membership the less the probability of imparting information. The
transfer probability is also comprised of an information acceptance
probabiiity, i.e., given that a channel communicates information about
an innovation, will the individual accept it?

Assumption 4: external messages will touch off local face to-face
communication if the person contacted (the new knower) is a teller,

This assumption is related to the fact that in planned change, information
about innovations always comes from external channels first, and then
diffuses to tellers who communicate the information locally, The

assumption is operationalized in the teller contact routine, where new
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knowers are checked to see if any are also tellérs, and if so, then
are allowed to contact nonknowers.

Assumption 5: only tellers are allowed intra- and interclique
contacts, all other individuals are restricted from communicating
to nonknowers, This is onec of the most tenuous assumptions in the
model, and based on the theory presented in the previous chapter,
future models should allow all knowers to contact nonknowers. This
assumption is operationalized by the teller contact routine.

Assumption 6: face-to~face local messages flow more frequently
within cliques than between cliques, This is operationalized through
the use of the local message matrix in the same manner as the message
matrix described in assumption #2, As Deutschmann (1962b, p. 5)
mentions, this is a modification of the selectivity assumptions,
because regardless of a person's channel orientation he will be

exposed to local teller contacts.

PARAMETER DESCRIPTION

Earlier we said that SINDI 1 uses two types of parameters: system
definition parameters and computer processing parameters. The former
parameters define the boundary conditions of the model or define the
degree of relationships between variables in the modeled system. The
processing parameters are fixed values which specify the constraints
of certain operating rules for the computer (e.g., number of problems

being simulated),
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System Definition Paramcters

1, Number of cliques and the amount of members in each. Thesc
are labcled NCLIQS and HNMEMCQ(ICQ)-~they are related such
that for each value of NCLIQS therc is en ecquivalent NMEMCQ(ICQ)
value (in technical language, NMEMCQ(ICQ) is dimensioned by
the clique mumber--1 through 5). They are read in at the
beginning of INPUT and are used throughout the simulation in
determining values of varisbles contingent on specific
clique membership, e.g., information transfer probability.
The number of cligue members is totaled in INPUT to obtain
at TOTIND, a parameter for the total number of indivicuals
being simulated. This parameter is frequently used as a
limiting value in various iterations.

2., Number of external message channels, This is labeled NXCHAN
in SINDI 1; it is also defined in INPUT. The parameter controls
the number of cycles through the external message contact
routine, The program allows for up to five external channels.

3. The individual's channel orientation. It is defined (as CHANCR(IN))in
INPUT from the data card matrix of channel orientation for
each clique member, It is used in the EXTHMES routine to
check the individual's orientation with the channel being used.

4, Number of contacts allowed each external chamnel source.
This is labeled NXCCON(ICH) and is re.ated to the number of
external channels. That is, for each external channel, there
is an associate NXCCON(ICH) value. The NXCCON(ICH) parameter
determines the "activity" of the external channels in contacting
individuals. The total contacts allowed the two external
channels per time period is c~nivalent to the sum of all the
values of NXCCON(ICH),

5, The probability of a nonknower becoming a knower through
~contact with any external contact source: this is the dyad's
information transfer probability based on the receiver's
channel orientation and the particular channel he is in
contact with, This is labeled PKWXCH(INCHNL,ICH) and is
determined by the matrix location of the intersection of
the individual's channel orientation with the contacting
channel's number. It is used as a comparison with a randomly
generated decimal in the EXTHES routine,

6., Number of tellers in the simulation. This is labeled NTELRS,
and is determined from the tctal amount of individuals
listed in the teller orientation matrix in the data. The
data defining the parameters are arranged so that the first
individuals read in are the tellers, This parameter controls
contact cycling in the TELCON routine.
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8,

Ly

Number of contacts allowed a teller once he becomes a knower,
Thigz peremeter, known as NTLCON is defined in input and
determines the amount of contacts each of the NTELRS can make
during a timc period.

The probability of a cliquu wemeel’ becoming a knower througb
contact with a teller from any clique., This is labeled
PKWTLR(1CQ,ITELCQ) and is a dyad's information transfcr proba-«
bility based on clique membership of the receiveyr and the clique
membership of the contacting teller. It is comparcd with a
randomly gencrated decimal to determinc acceptance of infoymation
through local word-of-mouth channels in the TELCON routine.

Processing Paramcters

In

control

1.

2,

3.

addition to the above values, there are certain parameters which
the processing of the program; they are as follows,

Number of prcblems. This is labeled NPROBS and is read in from
a data card in INPUT, It allows the program to be used with
varying sets of data, simulating different situations, without
the submission of new cards. Or, the same data may be run for
a number of consecutive problems, with a variation in parameter
settings for each problem in order to test the sensitivity of
the parameters.

Number of runs. This is sometimes called number of iterations,
and is labeled NRUNS. This parameter allows for replication of
simulation without reinitializing the system definition parameters
(which must be reinitialized for each problem). As has been
suggested elsewhere (Stanfield, Lin, Rogers, 1967, p, 17):

An important feature of the SINDI 1 model is that
multiple runs or iterations of the simulation are
facilitated., If we regard a complete run of SINDI 1
from generation (time peridd) 1 to n as a random
sampling of one diffusiqn process from the many pos-
sible diffusions of an inngvation in the village,

we certainly would wish for a number of such elements
in our total sample so as. to be able to estimate
sampling error and the true parameters. SINDI 1

can easily replicate the complete simulation periods
as many times as specified, so that a sampling distri-
bution of diffusions is obtained and estimates about
the true parameters are made.

Number of time periods, This is labeled NTIMPS in simulation;
each time period unit is equivalent to one year of real-world
time: the parameter is defined at the beginning of
the INPUT routine (see Figure 1) from a value on a data
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Figure 1, GCeneral Flowchart for SINDI 1
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cara. This para&eter controls the number of iterations
through the LXTHES wnd TLLCON routines, i.e., the number
of times the channels are allowed to make contacts,

4, Number of detailed printouts of the simulation. This is
labeted HPRINT; ie also determined in THPUT and is used
throughout the simulation as a check value of the number
of runs complcted and printed, with the number of runs to do,

5, Choice of logical units. The user must specify thc identifi-
cation number of the logic unit he wishes to use {or input,
output, or punch, by specifying the numbers for LUNT,

LUNO, and LUNP, respectively, in the program deck,

There are also various internal indexes and keys uscd as

programming aids, Definition of them is found in the program listing,

Appendix A.

STATE VARIABLLS

'If we imagine the system definition parameters as being input values
to the simulation, we should then determine what they "operate' on to
produce the output variables, The variables operated on may be thought
of as state variables in that they take on different "states" (i.e., dif-
ferent values) during the course of the simulation run,

Individuals may then be thought of as having lists of attributes,
or variables, depending on the way they are described. As an analogy
we might imagine the parameters being the innate characteristics of
a person, while the state values are values which a person learns
during life and which constantly change and affect his behavior,
depending on the experiences he encounters. State variables in the
simulation are as follows (each of the variables below takes on a

different value for each individual in the simulation):
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2,

3.
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CHNSOR(IN) is the individual's "memory" of the channel sour:ze
which informed him (if it has), This can take on a value of
0, 1, or 2--depending on whether a local channel contacted
him, or whether external channel 1 or 2 contacted him, It

is primarily uscd as a memory trace for analysis of the output,

TLRKWR(IN) is a varieble name which describes whether a new
knower is also a teller; if he is, then he is activated one
time period later as o contacting agent in the TELCON
routine; if not he remains inactive. This variable is set to
zero or ocne representing a '"no" or "yes" that the teller is

a knower,

KNOWECR(IN) a variable which tells whether the individual is
a kncwer yet; the setting of this variable tells the
routines that if he has been informed, not to count hinm
again as a new knower, This also takes on a value of zero
or one,

TELSOR(IN) is the individual's memory of the teller who informed
him (if he has). It is the actual individual identification
number, and is primarily used as a memory trace in output,

(Note, SINDI 1 is set up to simulate up to 100 individuals. If the

simulation exceeds this amount, the array dimensions must be changed.)

DESCRIPTION OF SINDI 1

The SINDI 1 program consists of an executive routine and five

subroutines. (Refer to Figure 1, a flowchart of the general operation

of the routines,) The main program routine handles monitoring tasks

for the simulation. It executes the main DO loops (one for the problem

cycle; one for the run cycle; one for the time period cycle) and calls

the other subroutines, The first subroutine, INPUT, inputs parameters

and initializes arrays for the beginning of a run and a particular time

period.

(One run ends after all the specified time periods have been

completed.) This routine also prints parameter list headings in the

output and handles other data input chores. The next routiné, EXTMES,

is the cxternal message section. llere the theory about the external
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interpersonal channels is manifested: this routine simulates individual
contacts by channel-sources leading to either message acceptance (the
person becomes a knower) or non-acceptance (the person remains a
nonknower). Subroutine TELCON is the teller contact section, which
includes the theory of local face-to-face contacts betuween tellers and
nonknowers, Subroutine OUTPUT controls most output functions for the
simulation program. It can be keyed to print-cut either detailed
individual-by-individual contact traces, or statistical summary data,
for each time period and for the entire simulation period (i.e.,

one run). Subroutine RANDOM is a random number generator which provides
random integer numbers within a specified range, and associated random
deciral numbers. The generator functions with or without replacement®
and is also based on an extension of Lehmer's rule.

The program begins by calling subroutine INPUT. Input reads in data
from the data cards to determine the number of problems, runs and time
periods, and the composition of the cliques. It creates a matrix of
the clique composition of the social systeﬁ which includes the total
number of individuals included in the simulation, their chanpel
orientaéion, and whether or not they are tellers. This part of the
model also arranges the information transfer probability matrix., The
input parameters are printed out as an "Input Section" following the
program listing to assure that all data are properly rcad in and

ordered. Some of the statistical variables (e.g., mean) are also

“Sampling with replacement is sampling from a hypothetical population
whereby cveryone is replaced in the total in order that the next individual
chosen has as equal a probability of being selected as all previous persons.
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initialized in this section. When all of the data have been processed,
the input section and the individual identification list (see Appendix A)
printed out, control returns to the executive routine. Then the
program enters the run DO loop, cycling through attribute 1ist initiali-
zation, followed by entrance to the simulation time period DO loop. 1f
the print setting (NPRINT) is at least 1, headiings are printed out for
the output section.

The executive routine next calls the EXTMES routine (see the flow-
chart in Figure 2). Here the simulation enters the external channel DO
loop, cycling through the statements in the routine as many times as the
NXCHAN (number of external channels) setting allows. The random number
generator (Subroutine RANDOM) is called to supply as many random
individual numbers as is dictated by the number of contacts for that
channel (NXCCON). For each random individual generated (called RANIND)
as associated random fraction in decimal form (RANDF) is also generated
to compare with the listed information transfer probability. When the
random generator is called, the arguments specify the type of desired
sampling, the upper and lower limits of the random numbers (i.e., from
one to the total number of individuals in the simulation), and the total
number of random individual numbers desired. (While we could generate
an amount of random numbers equivalent to the total amount of individuals
in the simulation, this would be wasteful of space in the computer's
core memory--therefore the generation is limited to the number of contacts
allowed cach time period,)

In the generator, a random integer is generated, the power of ten

needed is calculated, and the number is truncated appropriately. After
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truncation, the test is made for the replacement obtion; if no replacement
is desired, the number is tested to see if it is within the desired
range. Immediately after this procedure, another random integer is
generated, " converted to decimal and associated (in a matrix) with the
integer generated prior to it,

Control returns to the external message section and the random
individual is located on the identification list to determine his channel
orientation, and if he is already a knower., A random decimal is compared
with the information transfer probability to represent the process of the
individual receiving information about the innovation from an external
channel message contact, If the random decimal is less than his infor-
mation transfer probability, then the individual becomes a knowerj
otherwise, he remains a nonknower.

1f he does become a knower, the single event and cumulative event
counters are incremented, and the knower tallies for each clique
incremented. Also, the individual's attribute matrix is updated with
the information that he is a knower and which channel contacted him,

If the§individual also happens to be a teller, the teller activation
tally is incremented. To conclude the routine, the information just
tallied is printed out (unless suppressed) for each "individual in the
output section. The external message section continues cycling until
a channel has made all of its allowed contacts. Then, another channel
is activated and the process is repeated for the number of contacts

it is allowed, After all channels have made all of their message
contacts, the TELCON subroutine is called.

The TELCON routine (see Figure 3) does not process a knower-teller

I3

until one time period after theiractivation, This routine first checks
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the list of potential tellers to see if any are.knowersfrompreviﬁus
time periods, If not, the routine'returns cont:ol to the main routine,
checks if any of the new knowers from the external channel contacts

are also tellers, and sets the attribute matrices appropriately, The
program then begins another time period.

But, let's presume we have at least one activated teller from a
previous time period. The teller contact routine would then call for
RANDOM to return a list of randomly chosen individuals which the
teller will contact during the current time period. The number of
individuals on this list is equal to the number of message contacts,
NTLCON, allowed each teller during a time period, Each random individual
is checked to see if he is a knower already--if he is, the teiler has
nyasted" one contact and goes on to the next individual. If the person
is not a knower, the information transfer probability--based on his
clique membership and the clique membership of the teller--is compared
to the random decimal in the same manner as in the external channel
routine., If the person becomes a knower, the attribute matrices and
counters are changed. The routine runs down the list of random
individuals until the contacts for that teller have been exhausted.
When they are, a check is made to see if any tellers remain, and if so,
the routine continues to cycle, repeating the procedure for each remaining
teller and the number of contacts allowed during that time period., If
no tellers remain control returns to the executive routine for updating
of the teller-knower list. This process continues for the remaining
number of runs and time periods, When all runs are completed, OUTPUT

is called to print a summary of contacts made, and print descriptive
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statistics if desired. OUTPUT can also only summarize data after cach
run if the detailed summary is not wanted,
The entire program cycle continues until there are no more

problems left, at which time the simulation exits,

OUTPUT VARIABLLS

Output variables are produced by the simulation on the basis of
the parameters' effects on the statc variables described sbove, For
cach time period the simulation outputs five items of information.

1, The number of events during a time period. This
variable is called NEVENT, It is the number of clique
members who becane knowers as a result of being informed
by one of the three channcls, i.e., cach time somone
becomes a kncwer a diffusicn event occurs,

2, The number of cuimulative events to date, This is labaled
NCUMEV, It is important in determining the cumulative
frequency curve of knowers over time,

3. The cumulative number of tellers activated during a time
period, This is labeled NTELAC, and is only increnented

when the teller is actually actiyve in the simulation, not
during the time period that he becomes a knower.

4, The number of new knowers in each clique this time period,
~. This is labeled KNOTLY and is used for analysis purposes
in the detailed output.
5, The number of total new knowers to this time. This
variable is called XNOSUM and is also used for analysis
purposes in the detailed output.
In addition to the output variables, the simulation is able to print
detailed summaries for each time period: (a) which channel-source

contacted which individual, and (b) whether information was accepted

during the contact., The comparisons of the information transfer
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probability with a random decimal are also listed for each contact,

unless this type of output data is intentionally suppressed.



CHAPTER 1v

SPECIFIC RESULTS OF THE SIMULATION

Previous chapters have preseﬁtcd the theory from which SINDX 1
models, and have also discusscd the assumptions and parameters used in
the general model, This chapter describes the derivation of the data
used in this simulation with SINDI 1 and the results from runs based

on that data.

BACKGROUND DATA ON THL VILLAGL OF PUEBLO VIEJO

The validation data and the data used in determining parameter
values in SINDI 1 are from Rogers' (1965) research in Pueblo Viejo,
Colombia. Pueblo Viejo is a small peaszant community leccated about 40
miles from the capital city, Bogota, in the foothills of the Andes
mountains. The community is generally characterized by ",,,extremely
small farms, operated by subsistence farmers of mixed Indian-Spanish
stock with relatively low levels of education, serious poverty, and
very limited economic opportunities” (Rogers, 1965, ps, 616). The
purpose of Roge:s' study was to investigate antecedents and consequences
to mass media exposure in. five communities in central Colembia, among
the Pueblo Viejo,

Despite some mass media usage in the communitv, there were no
reported instances of learning information about agrienltural innovations
from the mass media, because the media lacked ralevant agricultural

content and were largely urban oriented and consummatory in purposes,

56
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PARAMETER ESTIMATTON

The values of many of the parameters used in the runs of SINDI 1
reported here were determined by Stanfield, Lin, and Rogers (1967),
While some of parameters (e.g., channel orientation) have a theoretical
basis for their values, the paramcters for number of channel contacts
and especially informaticn transfer probabilities were arbitrarily
determined,

The parameters below are presented in the same order as in their
general description in Chepter II,

1, Cliques: The village was divided into four cliques and a fifth
group of isolates on fhe basis of sociometric data in response to an
interview question about whomm the villager sought for agricultural
information, ("Have you talked with another farmer about agriculture
in the last two months? If yes, with whom?") This question was asked
because SINDI 1 simulates the diffusion of agricultural information of
2, 4=D weed spray. The cliques were delineated by plotting a sociogram
on a map of the village (each member had a maximum of four sociometric
choicest The peasants vere categorized into cliques so most of the
sociometric choices of a set of individuals went within (rather than
outside) the clique, The intraclique choices tended to be spatialiy
proximate individuals, providing support for spatial diffusion, However,
in Colombian villages homes are located on the farms rather than in the
village center, Table 1 indicates the number of membévs (NMEMCQ(ICQ))

in each clique for the number of cliques (NCLIQS) simulated,



Table 1.

SINDI 1 Parameters by Cliaues

Tellers Nontellers
Clique Total
Number Members Channel Orientaticn Total Cunannel Orientation
Tellers
tellers extension teacher tellers extensicn teacher
agent ggent
1 7 1 0 i 2 3 1 1
2 17 1 1 2 L 6 L 3
3 17 1 1 1 3 4 L 6
y i 0 (0] 0 0 3 0 i
Isolates 11 (o} 0 ¢ 0 0 7 L
Totals 56 3 2 L g 16 16 i5




2, External Channels: Two external interpersonal channels
were chosen: (1) extension service agents, and (2) school tecachers,
In Colombia, the extension agent usually lives and has his office
outside the village. His objective is to communicate new agricultural
ideas to the villages he serves, The teacher lives in the village and has
closer rapport with the villagers; however, a teacher serves as a
change agent in a pavtichlar village for only a year or two. But, he
generally has greater contact with the outside world than the average
peasant. The extension agent sometimes works through the teacher in
introducing new ideas to the community. Thus, it seemed appropriate
to utilize the ;xtension agent and school teacher as the chief channels
of external innovation messages (NXCHAN = 2),

3, Channel Orientation: The degree to which each individual was
oriegted to either the two external interpersonal channels or one
local interpersonal channel was determined from the relative frequency
with which he reported having communicated with any of the three
channels in the past year. For instance, an individual in Pueblo Viejo
may have reported four communications with the teacher, and three
contacts.with the extension agent, his channel orientation would be
the teacher, Table 1l indicates the channel orientation (CHANOR(IN))
of individuals in each clique.

4, External Channel Contact: Each message introduced through
a channel in a time period reaches a specified number of people, The
number of villager contacts made by the extension agent (referred to as
"channel 1" from now on) was, for the purpose of these runs, estimated
at three per time period (i.e., per year), and the number of contacts

by the school teacher ("channel 2") at six per time period. Thus,
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NXCCON{1) = 3 and NXCCO&(Q) = 6 in this simulafion. While the
extension agent makes relatively }ew trips to the village per yeawr,
the school teacher resides there and should, therefore, make more
interpersonal contacts about an innovation,

5. Probabiiity of Becoming a Knowor form an External Channel:
This probability {PKWXCH(INCHNL,ICH)) was calculated on the basis of
the amount of interpersonal communication each peasant reported
with each channel. Eighteen villagers were primarily oriented to
channel 1, the extension agent. These 18 peasants had a total of 34
contacts with channel 1 and 17 contacts with channel 2, The information
transfer probability was arbitrarily set, given primarily a channel 1
oricntation, at .50, The probability of learning about an innovation
from channel 2, given a channel 1 orientation, is 17/3% x ,50 = ,25,
The 19 villagers oriented primarily to channel 2, the teacher, made
55 contacts with channel 2 and only 10 contacts with channel 1, Thus,
for those oriented primarily to channel 2, the probability of becoming
a knower about the innovation from channel 2 is arbitrarily .50, and
the probability of awareness from channel 1 is +10, The remaining 32
peasants in the village ‘had no contact with either the -extension agent

or teacher channels, Table 2 shows the values for this parameter,

Table 2. Information Transfer Probability
Matrix from External Channels

Individual's Message Channel
Orientation 1 2
1 .50 ' 25

2 +10 +50
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6, Local Interpersbhal Channels: This is the same asc the number of
tellers (opinion leaders) in the village (NTELRS). An opinjon leader
was an individual who received three or more sociometric choices as
sources of agricultural information. For the Pueblo Viejo data NTELRS = 8,
See Table ).,

7. Teller Contacts: NTLCON was originally sct at 30 contacts per
year, based on the number of reported opinion leader contacts contacted
plus the number of contacts each received. However, subsequent sensitivity
checks revealed that 20 contacts in the model produced output which
better approximates reality.

8. Probability of Becoming a Knower when Contacted by a Teller-
Knower: For each clique, it was necessary to determine the probability
of a nonknower becoming aware of the new idea upon contact with a
knoser-teller of his clique (PKWTLR(ICQ,ITELCQ)). This probability in
clique 1 is .58, The procedure for estimating this probability was
first to count the total number of reported sociometric contacts
between the opinion leaders and the non-leaders in clique 1, which
is seven. Then the total number of possible contacts in clique 1 between
the two opinion leaders and the five other clique members was calculated,
which is 12 (two possible contacts for each of the five non-opinion
leaders and one each for the opinion leaders). Therefore, the
probability given a contact of a nonknower learning from a knower-teller
in clique 1 was 7/12 or ,58,

In a similar fashion, the probability for a nonknower learning from
a knower~-teller in clique 2 is 13/64 or ,20, and for clique 3 tha

probability is 11/48 or .23, There are no opinion leaders in clique 4
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or for the isolates, so {ﬁcre is a zero probabiiity of learning of
the innovation in such a way,

The probability that a person in one clique will become a knower
upon contact with a knower-teller in another clique, is restricted to
only two cliques with mutual contacts, cliques 2 and 3, The probability
of interclique contact was calculated in an analagous fashion to the
calculation of the within-cliqﬁc prebability., The total number of
peasants in clique 2 contacted by knower-tellers in clique 3 is 5,
while the total number of possible contacts is 51, Therefore, the
probability of clique 2 members being contacted by clique knower~tellers
in group 3 is .10, Similarly, the probability of contact of clique 3
members by clique 2 knower-tellers is 6/68 or .09, See Table 3,

Table 3. Information Transfer Probability
Matrix from Teller Contacts

Individual's Teller's Clique
Clique 1 2 3 y )
1 .58 ,00 ,00 ,00 .00
2 .00 .20 .10 .00 + 00
3 .00 .09 »23 .00 .00
4 .00 .00 .00 .00 .00
5 | .00 ,00 ,00 .00 ,00

Processing Parameters

The values of the processing parameters were generally changed for
different series of runs and are reported in the results section, However,

for a few of the parameters we used similar values every run, NTIMPS was
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set to 15 for every runj we usual%y suppressed detalled printouts to save
computer time and so NPRINTS was sel to zero; in the runs at Michigan
State University using a CDC 3600 computer, the values for the logical
wnits parameters, LUNI, LUNO, and LUNP were always set to 60, 61, and

62 respectively.

State and Output Variables

The values for these variables are deicrmined in the course of

the simulation and are reported in the results section.

Preassignment of Individuals in the Simulation

Prior to each run, seven members of the community are preassigned
as knowers. The reason for this preassignement is as follows. These
early knowers learned over an 18 year time period ranging from 1935~
1953, The model does not purport to explain the process by which these
individuals first heard. The social system itself would have changed
considerably in the 28-year (1935-1963) time period covered by thae
Colombia data. The model does not take into account dynamic chzizes in
the st;écture nor the membership of the social system.

It is necessary to point out that four of the seven iadividuals
are tellers. Preassignment of four tellers has the effect of creating
four additional local interpersonal channels i:. the simulation every
time period, regardless of lLiow many knowers are activated,

In Pueblo Vi~jo, at the time of data collection, there were 56
knowers ( "'+s of the farmers interviewed). Included among the knowers

were 22 isolates, 11 of whom vwere oriented to one of the two external
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interpersonal channels, The remainivg 11 isolates were not oriented

to any channel--but 10 of the 1l did rccome knowers, Because the

SINDI 1 model makes the assumption that individuazls become knowers only
when oriented to one of the external channeis or to a local teller, the
remaining 11 tellers could never become knowers in the Eiﬂﬁiﬂfigﬂ' Since
our simplistic channel division was not isomorphic with the rzal world
the 11 were dropped from inclusioA in the simulation, and were also
excluded from real world data comparisons, Thus, the total possible
knowers iﬁ the reality data is 46 (i.e., the 56 out of the 67 possible
farmers who were knowers at the end of the measurement period, minus the
11 isolates); in the simulation thera are 56 possible knowers (i.,e,, 67

minus the 11 isolates because there is no restriction of when "measure=

ment" of new knowers stops),

STMULATION RUNS OF SINDI 1

The SINDI 1 runs provide as output a distribution of new knowers
per time period over a series of time periods. Since per year data
provide the basis for the calrulations of the program's parameters, the
simulation result;‘are'a rough approximation of the annual rate of
diffusion of information.

To compare the simulation with the Colombia data used for
validation, SINDI 1 was run 45 times; each 1% .un~ .. .., for each new
rroblem) the parameter settings were al’*.red. The three sets of
parameters for the data r-.orted were determined from a number of
earlier sensitization checks. (A brief description of the tests follows

this section,) The OUTPUT routine was flagged to print summary statistics
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after each 15 runs, The"results (as indicated in Figure 4) show

that three series of settings approximate the reality-data curve,

The model responded broadly to any alteration of the teller contact
parameter; i.e., decreasing or increasing the number of contacts
allowed an activated teller affects the rise between the fourth

and tenth timc periods more than the curve at the bottom of the "S."
Altering the external channel contact parameter, i.e,, increasing

or decreasing the number of contacts allowed each external chanﬁel.
has more effect early in the simulation; the more tellers it activates
the closer the upper end of the simulated curve eventually approaches
the reality data. It is important to remember here that four tellers
are always preset as knowers; this effectively creates four additional
local channels at the start of the simulation--a total of six channels
with ;he external channels,

Comparison of the three simulation period curves with the realty
curve indicates the results during the preliminary trials did not replicate
both the slow initial curve rise and the high number of total knowers at
the top of the S curve. SINDI 1 does come to within 5% of the total
number of knowers with parameter settings of 20 teller contacts per
year, and three contacts for channel-one and six-contacts for channel
two. Because the simulated curve using the 20/3/6 settings came closest
to the total number of actual knowers, another series of runs were
processed in order to determine variance around a mean number of new

knowers attributable to *he random sampling.,
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Final Runs of SINDI 1 Using the Colombhia Data

For the final runs, SINDI 1 was run 5, 10, 20, and 40 times using
the 20/3/6 settings. Twenty runs secemed the optimal rumber of runs to
use for the general model, They provided a minimal amount of variaznce
around the mean number of new knowers bascd on the use of oﬁr pseudo~
random number generator and considering the cost of computer running
time, That is, even though 40 runs provided somewhat less variance,
the cost of relative computer time between 20 and 40 runs outweighed
the small amount of variance decrease attributable to the larger number
of runs, The results of the 20 runs are shown in Figure 5,

The Kolmogorov-Smirnov goodness-of-fit-test for two samples (the
average number of new knowers from the 20 runs and the reality deta)
vas applied to-'the two curves, This test indicates the two distributicns

differ more than could be due to chance from 1854 to 1960,

Shape of the Simulated Curves

Notice that the final curve, like the'others, does not have the
rapid initial rise of the reality curve, it is essentially linear,
Howevef;’this almost linear curve may have some isomorphism with
reality. Support for this statement comes from Coleman, Katz, and
Menzel (1957); Coleman (1964); and Rainio (1961). "

Coleman, Katz, and Menzel (1957) studied the diffusion of new
drugs among socially isolated and socially integrated doctors., They
found that "social location," that is, the frequency of contact with
other doctors in the medical community for social or discussion purposes,

was the cause of the difference between drug adoption between the two
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types of doctors. The isolated doctors got their new drug
information from salesmen and advertising--essentially a two~step
flow of communication from opinion leader to follower, The twowstep
flow is similar to that modeled in SINDI 1, The integrated doctors
who received new drug information from various sources can be likened
to participating in a multi-step flow of communication., It is
interesting to note that the distribution cumve for the isolated
doctors (and the two-step flow) is almost identical in shape to our
simulated curve, while he distribution curve for the integrated
doctors is more similar to the S shape of the reality data curve.

Coleman (1964) discussed the linear curve for the isolated doctors
in terms of a "constan:-source'" diffusion process., This means that
all diffusion of infoumation proceeds from & constant source of
information--independent of how many knowers there already are in the
population. This process also presumes a limited population, and the
number of new knowers per time period is then proportional to the
number of nonknowers remaining. Relating this to the SINDI 1 mc
we see there is a close analogy., SINDI 1 also has relatively « it
sources\of information; the model begins with two external char ad
four preset tellers; once the five additional tellers are acti-
the sources are censtant. Also, in the simulation, as time pr.
there are less available nonknowers and the number of new know:. . <«ach
time period decrvases accordingly., It appears that SINDI 1 is a
better model of 2 constant source diffusion process than the Pueblo
Viejo diffusion process.

Rainio (1961) discusses a Monte Carlo model of interaction based

on laws of learning. Tor Rainio's model, the probability of learning
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information changes Ffor each individual dependiﬁg on the centacts he

has, If tbe contact is rewarding the probability increases (analopovs

to reinforcement) if the contact is punishing the probubility deeranses
(analbgouu to negative reinforcement). However, these probabilitics

are based on groups of individuals--that is the learning by an individual
depends on the amount of learning by the group, Further, the amount to
be learned depends on the amount remaining to be learned by the group,
The notion of group learning produces an essentially linear learning

curve, which rises faster than our simulated curve,

SENSITIVITY CHECKING

Various sensiti;ity checks of SINDI 1 revealed that the teller contact
parameter (NTLCON) was the most sensitive of the iwo centoct paramcters,
As mentioned previously, the external channel contact parameter
(NXCCON(ICH)) seemed to have more affect on the initial rise of the
curve, and the total number of knowers activated. Its initial influence
in the fin~l distribution is explainable, of course, because the external
channels are the first channels-sources allowed to make contacts in the
simulation. Since they make fewer contacts per time period than a teller,
they have a lower probability of activating knower-tellers, Eventually,
as the external channels activate knowers, the number of knower-tellers
increases, and the tellers begin activating more knowers because of the
greater number of contacts they are allowed each time period.” For

instance, if six tellers are active, a total of 120 contacts per time

“New tellcr-knowers are not allowed to make contacts until one time
period after their activation,
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period is made-~compared to nine total contacts for the external
channels, Thus, after the first four time periods or so, the cffects
of the teller contacts become very significant,

However, the cffect of this greater influence in the distribution
by the teller contacts is mediatied by two factors. First, the
external channels have a higher probability (see Table 2) of
transmitting informatioé to individuals. The probability is never below
.10, On the other hand, the probabilities for the various tellers
(depending on their clique) of transmitting information are much lower
(see Table 3), and are frequently zero.  Second, the four preset tellers
give the teller contact routine a constant advantage of U contacts pex
time period. Aut, the preset tellers are equally spread between the
first three-cliques (one each in cliques one and two; two tellers in
clique three)., Only for the first clique's members, for the teller-
contacts from clique one, is the probability of information transfer
high, it is zero for the rest of the cliques; for the teller: in
cliques two and three there are low probabilities of information transfer
by members in those same cliques, and zero probabilities for membo:
from all other cliques, The effect of these 80 contacts is not -
great as might be imagined though. Figure 6 shows the curve of tcn
runs without preset tellers and knowers using the 20/3/6 parameter
settings. Notice that it is exactly the same shape as the other
simulated curves (in Figure 4) but drops much lower than any of the
other curves during the last five time periodsj it appears to average
about six knowers less than the closest simulated curve with preset knowers

(including knower-tellers),
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However, there is greater variance of the mean number of new
knowers per time period (standard error of the mean) for the ten
runs without preset knowers than for ten runs with preset knowers.
Especially between the third and tenth time period, the variance
for the runs without preset knowers is almost double the variance
for the runs with preset knowers. This difference, of course, is
because in the preset runs there is lcss random variation of when
tellers are activated due to four out of nine tellers being activated
by the first time period.

The only two parameters that we have changed during sensitivity
checks to date are the channel contact parameter and the teller
contact parameter, NXCCON(ICH) was varied from 1-1 (1 contact per
time period for channel 1, and 1 for channel 2) to 3-6; 6-6; 6-12;
12-24; and 24-24, The NTLCON was varied from 12, 20, 30, 40, to 50
contacts per time period, with 20 contacts chosen as the best setting
for the simulation in-terms of output matching reality. The following
generalizations may be made regarding the variation of these parameters:

1, The higher the teller contact parameter is set, the higher the
rise of the simulated curve between the second and eighth time periods.

2, Higher teller contact settings have little effect on the eventual
number of total knowers.

3. The lower the teller contact setting, the better the simulated
curve fits the reality curve during the first seven time periods,

4. A lower teller contact setting has negligible effect on the
total number of 1owers,

5. As the teller contacts increase, the shape of the curve becomes
more "S" shaped, but its initial rise still is much greater than the

reality data curve,
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6. As the number of external channel contacts increase, so does
the eventual tctal number of knowers.

7. _An increase or decrzase in the number of external channel
contacts affects the average number of new knowers the same vey in &ll
time periods, i.e., changing the parameter does not affect the shape of
the simulated curve, only its height,

8. There is no difference between the amount of channel contacts
allowed one channel over another; the difference is only significant in
the sense that it affects the total number of extcrnal channcl contacts
allowed,

Recommendations for future sensitivity checking with the general

model are included in the next chapter,



CHAPTER V

CONCILUSION

This chapter offers a critique of the SINDI 1 model. Another
section makes recommendations for future rescarch with the SINDI 1

model. The chapter ends with a summary description of SINDI 1,

CRITIQUE

Figure 4 shows that there is little goodness-of-fit between the
simulated curves and the reality curves overall, although they do
approach each other at the end of the ten time periods. What accounts
for this difference? There are two major reasons: conceptual inequiv-

alence between model and reality and paraneter estimation.

Concentual Inequivalence

The following specific criticism may be made.

1. SINDI 1 does not model the psychological processes involved
in accepting information (such as H¥gerstrand's psychological resistance
concept). In actual application to an innovation diffusion process
there may be a time lag between information awareness and final adop-
tion--individuals may not pass on innovation information until the final
adoption stage. Also, given a contact is unsuccessful with an individual,
the probability of his accepting information during the next contact
does not change--he doesn't learn,

2. The model treats opinion leadership dichotomously instead of

as a matter of degree, That is, either a person is allowed to contact

75
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nonknowers, or he isn't. ~In actuality, some individuals have more
contactls with nonknowers than other individuals. This is not an
either/or process and knowers in the simulation should probably not
be restri.lcd from contacting individuals completely.

3. The information seeking behavion regarding tellers is
unrealistic, In SINDI 1, the tellers contact individuals, but
nonknoers are not allowed to seek out tellers. This assumes active
opinion leadership only and neglects passive opinion leadership for
which there is empirical support.

4y, SINDI 1 assumes that tellers make random contacts with
individuals. Although we don't completely understand this notion
in diffusion rescarch conceptually, it is true that active opinion
leaders secck out their nonkncwer contacts, and do not "waste" contacts
with jindividuals who already know. 1In other words their contacting
behavior is not random. (The data for Pueblo Viejo indicated certain
individuals regularly had more contacts with opinion leaders.) Further,
the information transfer probabilities‘are not really contact probabili-
ties for everyone has an cqual chance of being contacted due to random
selection.

5. The model allows for only one type of channel orientation for
cach individual, Persons may be equally oriented to two channels and
thus have a higher probability of accepting information than someoue
oriented to only one channel,

6, There appears to be heavy emphasis in the model on system
statics rather than system dynamics, i.e., it emphasizes ascertaining
the final values of entities rather than continuous change variables.

A continuous change model would permit the simulation to change
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continuously as time ad&énced~—the decision rulés would change and

the simulation would be adaptive,. This would be especially useful,

for example, in modeling the curve of change agent activity (Rogers,
1962, p. 259) against the diffusion curve., The change agent activity
rises initially and then falls off as the diffusion process increases,
This problem, however, is indicative of the general problem of modeling

change activity,

Parameter Estimation

As mentioned in carlier chapters, most of the general parameters
were very arbitrarily set. For example, there seems little rationale
for channel contact probabilities based on an arbitrary value of ,50,;
the method for dividing the village into cliques is imprecise; the
restriction of the number of external interpersonal channels (limited
to two) seems severe, for it neglects the influence of visitors or
families from outside of the community, Further, with the Pueblo
Viejo data if an individual disclosed equal contacts with two channels,
he was randomly assigned to one of them (sce criticism #5, above),

There is also a problem due to the data gathering methods of the
Colombia data. Since it relies on recall, there are a number of
discrepancies in the reality-diffusion curve which could affect {he
simulated output ccmparison, It may be trve, that ju -~ i~ duse the
curves don't match overall, that-the 4¢ta are faulty and the curve

actually does represent the +:1. diffusion curve,
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RECOMMENDATIONS FOR FUTURE RESEARCH WITH SINDI 1

1., Change the NTLCON setting into an array equal to the number
of tellers in the simulation with a different number of contacts
apiece. This relates to criticism #2, above.

2. Run the simulation a number of times changing the information
transfer probabilities, to determine how sensitive these are.

3. Collect specific data congruent with the model's structure,
and then run the simulation for additional comparisons with reality data,

4, Perhaps add a learning probability matrix to be used in
comparison with the information transfer probability matrix. That
is, the probability of an individual accepting information would be
calculated to increase with the number of unsuccessful contacts he has
had.

5. An interaction effect should also be modeled. Somewhat
similar to Rainio's (1961) model of group learning, the probability
of the remaining ncnknowers becoming knowers would increase proportiocnally
with the number of knowers in the social system. In SINDI 1 this
probabilXity does not caange. This probability would change of course,
if everyone (instead of just nine individuals) was a potential teller

and once activated could tell anyone else innovation information.

CONCLUDING REMARKS AND SUMMARY

Stanfield, Lin, and Rogers (1965, p. 22) state:

Peasant villages provide obvious advantages as locales

for Monte Carlo diffusion simulations: the basic, primitive
nature of communication behavior as compared to ths mass
media saturated nature of other locales, the localistic
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tendency of peasdnts which emphasizes the sharpness of
village boundaries and results in relatively few communi-
cation channels by which innovations enter the village from
external sources, and the relatively small number of
individuals involved,

In one " mnner of speaking these advantages scem attractive,
especially when it appear we are modeling an ilmost closed system.
However, it is this apparent attractiveness which may lead vo over-
simplification of a model.

Thus, the statement that the advantage of computer modeling is the
ability of the computer to systematically vary relationship and
variables more readily than a human could hope to, ought to be

qualified. The computer may be an efficient model manipulator, but

the practical limitations of time, money, and programming skills are

very real drawbacks to the simulation technique which tend to lead to

oversimplification.

We suggested two objectives in the beginning of this report:
building a predictive tcol and possibly adding refinements to diffusion
theory. How well have we met these objectives?

We can't be certain yet that we have a useful predictive tool with
SINDI X, 1t hasn't been utilized with enough real data to make this
estimation. That it simulates an information diffusion curve fairly
wéil, we know; Just how well and what conclusions may be drawn from
the simulated effects remain to be tested.

On the other hand, the model did force us to look closely at a
number of theoretical assumptions in diffusion we were willing to take
for granted: it forced us to state these assumptions in explicit terms;
and it forced us to look closely at the interaction of four variables,

In our case, we found that diffusion research had little to say about
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the probability of information imparting and acceftance by an
individual, and we had to come to grips with this problem. Thus,
SINDI 1 has (a) cxposed missing links in a theory--the information
acceptance ccncept, and (b5 allowed consideration of alternative
hypotheses-~the hypothesis of diffusion as learning, for example.
Future resea.chers, follewing these leads, may alter some of the
generalizations found in the diffusion literature today.

There is another utility to building the SINDI 1 model, “though.
It is in providing a working example of simulation to diffusion
rescarchers, By using the model, researchers can become familiar with
Monte Carlo simulation techniques; they can also realize that simulation
may be an expensive and time consuming procedure which must be weighed

agaihst alternative nethods of modeling.

Summary

This report has discussed the use of simulation techniques in
diffusion research, SINDI 1, based on theories of HHgerstrand (1967),
Karlsson (1958), and Deutschmann (1962a, 1962b, 1962¢), is a stochastic
computer model of the diffusion of information about an innovation. The
validation data, and the data used to arrive at parameter values, were
from Rogers' (1965) research in Pueblo Viejo, a small Colombian peasant
village. Messages about the innovation enter the village through external
interpersonal channels, In SINDI 1 there-are two such channels, one
representing an extencion agent, the other representing the school
teacher who has an urban, rather than local orientation. ‘Mass media
channels were not important in SINDI 1 because the villages are largely

illiterate and not exposed to relevant agricultural radic programs,
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During the simulation each interpersonal channel.vandomly contacts
members of the viliage. DBecause of the selcctlivity processes, some
members are more inclined to obtain information from s>ne channel than
another; thus an individual's probability of information transfer will
be higher for -ome channel than enother. The peasants are divided into
four cliques and one clique of isolates., Local communication flows
more frequently within cliques ‘than between cliques; and individuals
have a higher assigned probability of receiving information from like-
clique members. However, there is a small group of individuals, knowm
as "tellers" (the opinion leaders-discussed previously), who are in
three of the cliques; they have a high probability of passing on
information to any other members of the community, after they become
knowvers,

Following description of the model, results obtained from various
runs were discussed, and criticisms, recommendations, and conclusions

were made.
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APPENDIX A

SINDI 1 PROGRAM LISTING



10

~n

D AGRAM SINDT (INPUT «QUTPUT « TAPTEN = INPUT<TAPTSH1 =0UTPUT) SND
LERSINN 165 (O/PC/6R) CROGRAMMID BY GERHARD Jeo HANNTVAN

S MENSION PANIND(170) s TR0 10) . CHANDROINNY . CLIAUT (10T TELLERSND
:*w:(}ﬂﬁ.ﬂﬂa. VMEANITIA Yy QTOTV(ANY e TIAARZITEN) SND

COMMON JARRAYS/ SAMNINDIPROR(CHANCR, CLICUT « TFLLER ¢ XNOWER«CHNSCR . TELSEND
1 3R GNMELCQGNXCCOMN ¢ <KNOTLY a KNOSUM« AVTH WS ,vrnw.q.,-v.cu.AQQ.TLR/g<.=<5wD
DU CiH g Dw 't T D SND
COMMON SVARISL/ NPROAS(NRUNS e NT IMPS e NXCHAN NCL IS« NOIINT «LUNT » UNCEND
1 sLUNP o LUNT s NCUMEV « MEVENT o NTELACTNTLICON « TOTIND SN2
COVYMON /INOEX/ ITIME ¢ [P eNTELRSaXCHTFL GND
DEAL MTAN SND
INTEGER CHANOQ.CLIOUE.TELLEQoTLQKWQ«CHNSOQqTELSOQcDUMAQQcQANINDcTOSND
ITINDXCHTEL SND
1.0GICAL UNIT ASKIGNMENT AND PARAMETFR SETTING

UNT =60 INT
L iM0=A1 SND
L \ID=&D SND

¥ 12NOTF CHANGF - NDROSS IS READ IN 110 FROM THE (ST DATA CARD

PELT (LUNT150) NPRORS SND

“HIS 1S THE LOCP WHICH CYCLFT THE SROGRAM THROUGH THE NUMBER
OF PROSBLEVS NFSIGNATED BY THI NPRORBS PARAMTES.

DO 11°% IP=1.NPROAS SND

TOTING = SNT
INL T READS IN PARAMETER VALUES AND INITIALIZES ARRAVS
carvtL IN® T SN2
THI= LONP 1§ FOR THE N’U’V‘BrD OF QUNI REING SIMULATED

NN 100 Tz sNDRUNS ISh\le
NO 1N IN= TOTIND “ND
CHUNQORCC INY =N aND
TLOKWR{ 1N} =2 anND
TELSOS(INY =0 SND
MNIOWFRECING =0 58D
KNOWER (1) =1 ot
KNNOWEFR (1) =1 SN
KNOWER(7)Y=1 - SND
KNOWED (D) =1 SNZ
TLPYWR (1) =1 IND
TLOVWR(2) =1 SNO
TLOYWR(7) =1 SND
TLOVwWwR(O) =1 SND
NWED (1 0) = [SEN s
PAAWED(171) =1 o

FNOWERR L 1Ay =1 “ND
NO 20 ICN=1NCLINS N

WRINT M TN Y =0 A

e

Rl
N -0 0D

17
18

1o

21

L8



0

DN

W

an

an
aon
1ton
11"

127

130

1en

1en

KNOSUMI1)Y=" SND

1 +8HCONTACTS/6H TIME e 2XeGHEVINTS [NaZX«SHCUML o ¢ 2X s CHACT IVE 4 3K ¢ T 7THKEN

PNOWEDS QY GROUPI2OX ¢ 3HNTW 2 iINe 1 IHINVNFTFO TRANS «Z2Xel 1HTYENT o/ e =N
ATH PERICDOX«E6EHDEDION o 3IX S [4HTVINTS TELL TSRS (2X 12 ¢3% )0 16w 20U =T
L KINCHWERSF e PX« ISHSOUIDIE RECEIVER e« 2Y o} 11RO LADIL T i Va2Xe 114220322 1T V2"

=) ==
EADYMAT (117 -
f=y N ol ~ .

5500003500902 U

NOSEM(P) =1 SN
NOSUM () =13 SNT
N7UMEV =7 SND
NITFLAC=4 SNT
IF (NRUNS=NORINT) 304320640 SND
WOITE (LUNOL12N) IR IP SND
WRITE (LUNOW140) (ICN+1CNA=1sNCLINS) SND
THIS LOOP IS FOR THE NUMBEFR OF TIMF PERIODS BFING SIMULAIED.
DN 100 ITIME=1«NTIVPS SND
NSVENT=0 SND
DO =n 1cOQ=1.NCLIAS SND
CNOTLY(ICOQ)=0 SND
IF (NRUNS=NPRINT) 606070 SND
WOITE (LUNOW1730) ITIMF IND
SURROQUTINFE EXTMES IS THE EXTEFRNAL CHANNEL CONTACT ROUTINE.
CALL FXTV¥FS 3ND
SUSDOUTINT TELCON 1S THE TELLFR CONTACT ROUTINE s )
Catt TELONM SND
THIS LOOP UPNATFS THF TFLLFR-MNOWFP LIST AFTER EXTMES AND
TELCON HAVT MADF ALL CF THFID ALLOWSED CONTACTS.
IF (NTFLDSeT0eN) GO TO AN SND
NTTULAC=N N
NN 8N IN=1.NTFL_E] S
IF (MNOWFR(IN)eNFel) GO TO 80 SND
TLEKWRIIN) =1 TN
NTELAC=NTELACH] END
CONT INUF Qe
CONTINUS SHD
CAONT INUFE aNm
caLL QUTRUT 3
CANT I NUS SEY
FORMAT (1H1426H0 U T P U T S E C 7T I O Ne///33X+35HTHISE ARE DETAST
1ILED RESULTS FROM RUN +12¢12H CF PRECZLEM +12+1He) -t
FORMAT (//+3%e13) SN
FORMAT (1HO« 7TOX ¢ 1 OHSUCCESSFUL ¢ 3X ¢ 1 2HUNSUCCESSF UL/ 72X+ BHCONITAC T S« 3Rz

)

40
41
a4z
43
44
as
46

a7
a8
49
5N
51

52

B BN
J

|
Q0 NO

(0,300 IS IIN

J N4 ORI NMNBO
BWMN = O DWW MNP U0

NN

RAS!



CLIOAA tT T T e T iNo 1
DIMTNSIUN ANINT (1N )e TROT(1ITN e CHANDR{IINMNYs CLIAQUS (1003 TISLLIDIND z
1(10NY)e TLRYWWR((]NN) e MO r=R e 1Nnye CENGDR(1NMNY)Ye TELSTRIICD ) e N¥MSMoQ 1 NP 2
2514 PHUXCHIS ¢S4 PKWTLR(SaS)e IXCOON(T)e XKNOTLY(S) e XNOSUM(S)e AVTINF a4
TWRIING 9N )a UTANCAN Y STDFVIRAD) e DU ATD(30) iNe =
COM™MCN /ARRAYS/ RANIND PROFCHALNIR«CLICUE +TELLER « XKNOWZIR«CHNSCR e TEL INP &)
I1SORNMEMCOaNXUCCONsKNOTLY s KMNOSUM s AV IKWR e VITANe S I DEV s DUMARR + 1 LRXuR T INP 7
PWM R ¢ B! TL R = a
COMON /VARIBL/ NORORSINRUNS e NT IMES o Y CHAN o NCLIQS S NPRINT S LUNT s LUND TN o
1 LUNP o LUNG o NCHMEV NS YENT ¢ NTELAC o NTLCOON  TOTIND HANES) 10
TAMMON LINDFEX/ [TIME G IDWNTFLRS = 11
DF AL ~T AN IND 12
INTEGER CRANORLCLIQUF « TELLER W TLRKWR 2 CHNSOR S TELSOR S DUMARR «RANIND : TOINF i3
17TIND IND i¢
DEFSCDRISTION OF FROGRAY
WOITE (LUNDW130) I 15
READ (LUNTL147) {(NUMARR(K)eK=11+18) INe 16
DEQCRIPTION OF CURRENT PRO3LEM
WRITE (LUNCe1S0) 1P (DUMARP(IK ) «K=1.183 iNe 17
INTU'T NOGMBRCR 0T RUNGS, OTTATILSD DPRINTOITR, TiMT
DERIONSs FXTFRNAL CHANNFLS. LTAOUFSs AND MEMBERS IN S4aCH CLIQUE -
READ (LUNT«160) NRUNS ¢NPRIMT «NT IMPS NYCHAN NCLIQS 2 (NAEMCQIICC) < ICQINP 18
1=1 «NCL TN iNe io
WOITF (LIMNO.170) NOUNSNT IMOS Np 20
WRITF (LUNC1IR0) (ICQNMEMCO(ICC) « I17Q=1 . NZLIQS) INP 21
DN 10 ICO1.NOCLINS IND 22
10 TOTINS=TOTINDHNMERLCOCICY) iND 23
WOITE (LUNO-19nN) NCLIQSTOTIND INP za
IN=P InD 25
ICHNL S=NMCHAN+] INP z6
LCOPS 50 AND 60 DRFAD IN THE CHANNEL ORIENTATIONS FOR EACH
CLINUS AND THEN ASSIGNS A CHANMNTL ORPIENTAITION 10 EACH INDIVIDe
N 60 TTFL=1.2 INP 27
NTFLRS=1IN INP 285
IF (TTFLFQe2) GO TC 2n IND /9
WOITE (LUNDW21N) (ICHICH=1 NXCHAN) INP 3
GO TO An INo 31
PN VWRITE (LUNO200) (ICH. ICH=1 «NXCHAN) INP 32
30 DO 60 1ICO=1+NCLIOS INP 33
READ (LUNTS160) (DUMARR(ICH) o ICH=1.ICHNLS) IND Za
WRITE {(LUNMOS220G) ICOQ(DUMARP(ICH) «+ ICH=1 ¢ ICHNLS) INP 25
DN SO ICH=14TCHNLS INP 26
INCHDR =D{MARD ( TCH) N2 a7
IF (INCHND.FNsN) GN TO &N 1P 36

NN an w=i4 INCHOR s a9

€8
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O

O

Th s Tara g
L B N L ¢
CHANMD (

INY=1CN
IN)=TCH= R

an CANT INUFS

=n CcANT INUS

AN CONTINUS
DO 80 IT=1eNTIMDS
DO 70 IN=i«TOTINO

TN AVTKWR(
MEANCTT

INeIT)I=0oe
Y=0e¢

!

/N STRFVITTI=0.

THE

WRITE STATEMENTS THAT FOLLOW PRINTOUT I1HE PARAMEIERS IN

OFDED TO CHECK THAT THEY HAVF PEEN INPU] PROPFRLY e
PEAN (LUINT«160) NTLCON (NXCCONCICH) ¢« ICH=1 4 NXCHAN)
VRITE (LLUNOWL230) NTLCONG( ICHeNXCCOMN( ICH) o« ICH=1 « NXCHAN)
WOTITE (LUND«PaN) (ICHLICH=1«NXCHAN)
IF (*"IXCHAMGFQaN) =0 TO 100
DN 9N 10H=1 «NXCHAN
DEAD (LUNT«250) (PKWXCHCICHOJCH) « JCH=1 « NXCHAN)
WRITE (LUNO+260) [CH (PRKWXCH(TICH«JCH?) ¢ JCH=1 s NXTHAN)
on CONT INUFE

100 CONTING

=

INFORMATION TRANSFFR PROBASILITY MATRIX 6CR TFLLER CONTACT
WOITE (LUND«Z27N) (ICQICNA=1+NTLIOS)

nO 110

TCO=1+NCLINS

READ (LUNT250) (PKWTLROICQeJICO) « JCC=1 «NCL 10S)H
WRITE (LUNC260) ICO(PKNTLRIICQ«JCOY e JCOQ=14NCL 105

110 CONIT TN

e

WO TTHE (LUNN.P83N)

DO 120

IN=1«TOTIND

I (INSLF.NTELRS) WRITA (LUNOL29n0) INGCLIOUE(IN) « CHANCR U IND
IF (INCToNTELPS) WRITE (LUNDs3070) INeCLINUE(IN) s CHANOD I IN)

120 CONTINU
RFETURN

173" FOARMAT
1 0D Om
1ern FNOMAT
1=n FODMAT
109021 Fv
1&0 FARMAT
170 FoRMAT
13IXa12e
1R FOIINMAT

].Y?-‘):{w

(IHTe17Xe82HS T ND I 1 - =S { MULATION OF I NF
AT TON DI FF UST O Ne//eil2WIHF) /v i12001HEY)
{1RAL)

(1HOLP4HT N B 1) T S € ¢ T [ O No///PBXPIDARAMFTERS FOP ©
2 17e&H —— J18a2/)
(1717

(1HC 26X e 1 arN MR OF RUNS 2 1 OXe22HNUMAER OF TIME PERIODS/2 10

Xe 17
(1RO 10X 18BHCLIQUN COMPOSTTiONe /13X 144N, METALIE DR, /(13
122¢/3%)

iND
IND
IND
INO
NP
NP
InP
INP
InP

IND |

INP

40
41
42
a3
as
as
a6
a7
48
X
50

51
S2
=3

PRRN
LS IS IEN

~y

06
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10N ENARNMAT (SX«BHRTMNTAL ~ eIl a1 2) I NP
200 FORMAT (1HOW 1NX e 1 Ot ANNEL ORIENTATIONG/ISX el I[HNON=I1FLLFRS e/ 11 xa3QINP

1HCL ITQUE WO EXTe CHANMNTLS /13X e3HNDL2 aSXe4HCH De3XaIN(12:2X))INP
21N FORMAT (1HO1NXe19HCHANNFL ORIEMTATION./15Xe11H TELLERS o/11Xe30INP
1HCI_TNUFE wom FXTe CHANMNTLSs/13Xe3HNOo +SXe4HCH O¢3Xe10(I2¢2X) ) INP
22N FORPMAT (1HD e 1N eT2e7X e I2saXe10(I2e2X)) INP
210 FORMAT (1H1+49Xe31HTELLER CONTACTS PER TIME PERIOCDe (10+/+¢10Xe32HCHAINP
INNFL CONTACTS DER TIME PFRIODS(/ 120X e4HCHe +1292H——012)) INP
240 FORMAT (1H1+10Xe3GHINFORMATION 1RANSFER PROBABILIty MAIRIA/11A22INP
{HEROM FXTFRNAL CHANNELS+/19Xe10( 1243X)) NP
PEN FORMAT (10F3e2) INP
260 FORMAT (1HO213XeIPaPXe10(Fa46242X)) INP
270 FORMAT (1HO+10X+394INFORMATION TRANSFER PROSASILITY MATRIX+/11X«20INP
1HFZSOM TFLLFR CONTACTS/109Xe10(12+3X)) INP
o8N FORMAT (1H1+10Xe30HINDIVIDUAL IDFNTIFICATION LISTe/s10Xe37HINDIVIDINP
TUAL CLINUF CHANOP TELLFR) NP
20N FORMAT (14¥ale8XelPa7Xal12e¢TXeAHVYFC) INP
2N FOPMAT (12Xe I3 ¢BXe12e7Xa12¢7Xe3HNOD ) INP
=Nl iNP
SUSROUTINE EXTMES ExM

DIMENSION RANIND(100)+ PROB(100) - CHANOR(1I00)s CLIQUE{(100Ye TELLERZIXM
1{100)+ TLRKWR(100)s KNOXER(100)» CHN3OR(100)+ I1ELSORU10U)Y« NMEMCQIEXM
25y e PRUXCH{SS) e PKWTLR(S5+5)e NXCCON(SY s KNOTLY(S5) s KNOSUM(S) e AVTEXM
AKWE(100e30)s MEAN(3N) e STNEV(30)s DUMARR(3N) XM

COMMON /ARRAYS/ RANINDPROS.CHANCRZCLIQUE s TELLTRKNOWER 2 CHNSOR 2 TELFE XM
1 SOR NMEIACD s NXCCOM s KNS TLY « KNOSUMs AVTKWR e MEAN SIDEV « DUMARR ¢ [LRKWR e PKEXM

PWXCH P TP EXM
COMMON /VARIBL,/ NPRORS «NRUNS o NT IMPG ¢ NXCHAN «NCLTQS5: NPRINT 2 LUNT « LUNOE XM
1 s LUNPGLUNI s NCUMEFVeNFVFNT s NTFLAC +NTLCON TOTIND EXM
COMMON /INDEX/ ITIME « IPSNTFLRS a XCHTEL EXM
PEAL. MEAN EXM
INTEGER CHANORGCL JQUF + TELLER s TLRXKWR « CHNSOR A TELSOR 2 DUMARR «RANIND ¢« TOEXM
1TIND «XCHTFL EXM

KEY1 IS A KEY WHICHe. WHEN SET TO Os SUPPRESSES PRINTOUTS OF THZ
UNSUCCESSFUL CONTACTSe

KZY1=0 E¥M
THIS LOOP YCLFS THF EXTMFS ROUI INE As MANY 1 IMEs A> 1 HERE ARE
CHANNFLS e

IF (NXCHANFEQsNY GO TO 7N E xM

DN AN ICH=1 « NXCHAN ExM

TUP=TOT IND EXM

1.0=1 E XM

1o=P=1 = XM

THIS CALL TO RANDOM PRONUCFEFS A LLIST OF RANDOM INDIVIDUALS

a2
83
84
85
86
a7
88
89
=13
91
92
93
=¥
96
97
o
Q9
00

[ ]
OOV~ OU Dd»UIN=

)
[

12

i6
17
18
10
20

6
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EQuUAL TO THE NUMRER OF CONTAICS

ALL OwWFED ONE CHANNEL e

CALL RANDOM (ILQOsIUP . IREPsNXCCONC(ICH)) ExM

NCONT=NXCCONCICH)

T aAM

LOOP =0 IS FOR THE NUMBER OF CONTACTS ALLCOWED ONE CHANNEL—-THAT

1Se IT ITFRATEFS THROUGH THE FENTI
GENFRATED RY THE CALL 70O RANDOMe
1 (NCONTSEQD) GO TO 60
DO [N KCONT=1 «NCONMT
IN=DRANIND (K CONT)
INCHNL=CHANOR( IN)Y °

RE LIST OF RANDOM INDIVIDUALS

EXM
XM
ExM

ExM

HED= THE INDIVIDUAL 1S CHECKFD TO SFE IF HIs CHANNEL ORIEN1 A1 ION
IS FXTERNAL AND HE IS NOT A KNOWER ALREADYe

iF (CHANOR(IN)«FQe0) GO TO 40
IF (¥*NCWER(IMN)-ERQe1) GO TO 40

EXM
EXM

THIS IS THE COMPARISON OF THE INFORMATION TRANSFER PROBABILITY
WITH A RANNDOM DECIMAL (CALLED FPROP IN 1HI> LIsrING INSIFAD OF

DANDF REFEFDPRED TO IN THE 1EX1) e
IF (PKKWXCH{ INCHNL » ICH) -PROR(KCONI1))

uyeivelu ExM

1IF INFORMATION TRANSFERSe AN FyFN| HAS OCCuURRFD=—IF NOi1e. 1HE
NEXT 2ANDOM INNDIVINUAL IS CONTACTEDe

10 NEVYFNT=NFVENT +1 EXM
NCUMEV=NCUMFYV+1 EXM
ICN=CLTINUS (TN EXM
KNIOWER (O INDY = XM
ENOTLY(IZCO)I=KNOTLY(ICOY+1 EXM
CNOSUM( ICH)I=KNOSUML ICQI+1 Exm
CHNSOR(IN)=ICH EaAM
IF (NRUNS—-NPRINT) 303020 EaM

20 AVTKWR(INITIME)=AVTKWR(INITIME)I+1 0 EXM
GO TO S0 EXM

2N IF (INGLESNTELRS) WRITFE (LUNO80) ICHe INPKWXCHt INCHNL ¢ ICH) « PROR( KE XM

1CONTY =ZXM
IF (INeGTNTELRS) WRITE (LUND«20) ICHs INWPKWXCH(INCHNL 2 ICH) « PROJI{KEXM
1CONT) Exm
GH TO &0 E XM

4N IF (KEY14FQa0) GO TO &0
IF (INLLESNTELRS) WRITE (LUNOe.100U) I
1KCONT)
IF (INSGTNTELRS)Y WRITE (LUNO#110) 1
1CONT Y
=N CONTINUF
AN CONT TNUS
TA CONT INUE
D= TUION

CHe IN«PKwaACH INCHNL +» ICH) ¢ PROB(EAM
Exm
CHe INSPKWXCH( INCHNL ¢ ICH) « PRCB(EXM
XM
EXM
XM
Exm
Fxv
N

21
22

23
24
23
6

27
28

30
31

32

33
34
35
36
37
33
39
40
al

az
43
44
as
46
47
ag
a9
50
51

s2
=R

~a

c6



OO0

aOno0n

OO0

/N
on
101
11"

FOPMAT (68X e2HCHIP+4X s 3HTLR e I3 423X 1F T4 eQA T %a ) Fan
FORMAT (68Xe2HCH I2+4Xe3H 0T 3423X eF5353eFHF5.3) Ex™
FORMAT (84X e2HCHe [P e4Xe3HTLR eI 3¢ 7XaF S 14 OX FSe 2 XM
FORMAT (84X a2HCH«I12+4Xe3H 013 T7TXAaFS 634N eFSe 3) TXM
END EaAm
SUBROUTINE TELCON TLC

DIMFNSION RANIND(100)e PRO=(100)+ CHANORtlIuuls CLIGQUEWIUU) e TELLTRILE
1{100)s TLREKWR{100) s KNOWERC1IUU) 1 CHMLOD (1uu)e FLLOR.1..)Y. NMEMCQ . .LC
2514 PKUXCH(Se5)e PKWTLR(S5+¢S5) e NXCCON1SYe KNOIL 1 S)e KNOLUMIS)s Av v LC
BKWR(10030)e "EAN(30)Ye STNEVI3I0) e DUMARDL 34) LC

COMMON /ARRAYS/ DRANIND«PRORGCHANORZCLIOUZE ¢ TELLER «KNOWERsCHNSORCTELITLC
1SORNMEYMCO ¢« NXCCOMeKNOTLY « KNOSUM s AVTKWR«MEAN STDEV « DUMARR « TLRKWR S PK I LT

2UXCHPKWTLR 1ec
COMMON /VARIBL/ NPRORS«NRUNS e NTIMES aNXCHAN sNCL 105 « NPRIN o LUNT « LUNOILC
1 «LUND 4 LUNT + NCUMEV « NEVENT « NTELAC « NTLCONZ TO 1 IND 1Lc
COMMON /INDEX/ ITIMF « IP«NTELRS ¢« XCHTFL 1Lc
RT AL MEANM 1 .C
INTEGER CHANCRACLIOUF « TELLFRs TLRKWR ¢ CHNGCR o 1TL SOR» DUMARR «RANIND e 1 O1LC
1TINDWXCHTFL 1.C
KFY1=0 TLC

LOOP 70 CHECkS FACH TELLER TO SEE IF HE IS5 A KNOWERe ONLY THE
TELLERS THAT ARE KNOWEFRS FROM SRZVIOUS TIME PERIODS ARE ALLOWED
TO MAxFE CONTACTS.

IF (NTFLPSFEQe0) GO TO 80 1LC
NO 70 INTEL=1.NTFLRS LG
IF (TLRKWR(INTEL)oFN.0) GO TO 70 e
IUP=TOTIND 1ec
ILO=1 T

IRFP=1 1LC
CALL RANDOM (ILOsIUP . IREPNTLCON) TLC
ITFLCQ=CL IQUE ( INTFL) TLC

LOOP 50 ITFRATES THROUGH THE LIST OF RANDOM INDIVIDUALS
GENFRATED BY THE CALL TO RANDOM AND ENUAL 10 1HE NUMBER OF
CONTACTS ALLNWEN A TFLLFR,

IF (NTLCONsFQeD) G TO 60 iLcC
DD SO ITCON=1aNTLCON 1L.C
IN=RANIND( ITCON) 1.C
ICO=CLIQUF (IN) iLC
IF (KNOWFR(IN?!}eENe1) GO TO 40 1Lc

THIS IS THE COMPARISON OF THE INFORMATION TRANSFER PROSBASILITY
WITH A RANDOM DFCIMAL (CALLED ©ROR IN iHIs LIS ING INSIEAD OF
PANDE REFFRPFEN TN IN THC TEXT).

e (PKUTLR(ICOLITFLCO —PRORITICONY ) 4usiualy PLC
1IF INFOIRMATION TRANSITR Ve AN TVITNT HASY, OCCURRIFD--IF NOJ « HIF

11

16
17
18
19
20
21

22
23

ca
25
z26
27
28

€6


http:3,?3x.FS

1N

20

3n

an

=n
5N

7N
an

an

NEXT RANDOV INNDIVINUAL IS CONIACIFN,

NFVENT=MFVENT+1 TS
NFUMFV=NCUME V4 | LS
KNOWER( TN) =1 TLC
KNOTLY( ICOY=KNOTLY(ICO)Y 2] 1L.C
¥NOSUM( TCOI=KNOSUM( ICQI+1 e
TELSOR( IN) = INTFL 1LC
IF (MRUNS~NPRINT) 30430420 - LLC
AVTKWR( INe ITIME ) sAVTKWR{ INs ITIME)+1 o 1LC
GO TO Sn ’ 1LC
IF (INOLFoNTELRS) WRITE (LUNO+130) INTELIN+PKWTLR(ICQsITELCY) +PROILC
1Rt ITCON) TLC
I (INoGTeNTELRS) WRITE (LUNO+140) INTFL e IN-PKWILRIICO+IIFLCO) +sPROILC
18(¢ 1 TCON) 1Lc
GNn TN s tL.C
IF (KFYieFGe0) GO TO S0 e
IF (INGLFNTELRS) WRITE (LUNO+160) iINTEL.IN-PKWTLR(ICQsIIELCQ) +PROILC
18¢ITCON) . Sile
IF (INeGToNTELRS) WRITE (LUNO+170) INTEL +IN+PKwILR({ICQsI IELCO) «PROILC
1RCITCON) LC
CONT INUE 1L.C
CONT INUS iLC
CONT INUF e
CONT INUF e
IF (NRUNS=NDRINT) 110¢]10+00 TLC
CUMKWR=0 o e
NDY 100 1CA=1+NALINS LT
DUMMY =FLOAT (KNOSUM( T CQ) ) L
CUMKWR=CUMKIIR LN UMMY 1.C
MEANCITIME ) =MEANC I T IME ) +CUMKWR TLC
STHEVIITIME)=STDEV( IT IME) +CUMKWR*CUMKWR iLC
GO TO 1720 1_c

11C WRITE (LUNO.150) NFVENTQNCUMEV¢NTELAC¢(KNOILY(ICO)-KNOSUM(ICQ)'IcciLC

120

130
ian
15"
16N
170

DIMENSTON 2ANTIMIY (] NOHYs 2201001y &

CHANOEIC Tty y e LT U8 ¢ Tutry o

1=1+NCLICS)Y 1 L.C
RE TURN 1LC

1 LC
FORMAT (6RX93HTLQQT302X03HTLPa13923X¢F5¢309X9F593) : 1LC
FORMAT (S8X+3HTLRe13+2X ¢ 3H ¢ I3+ 22X+ FS33s9XKeFS563) tLC
FoRMAT (11xeraoqx.1a.1x.13oqx.q(1?,1H—.1?,PX)) 1L.C
FORMAT (84Xe3HTLQoI3o?X03HTLQoI3a7x-f§.?-0x~F5o?) 1 o
FORMAT (F4Y e 3HTLR e [ 3427 ¢ 34 VIR T AT T A VAL, T 5, ) LC
N0 LC
SUAROUTINT OUTPUT 0P

1Lt eReop
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31

37
33
34
35
36
37
38
39
40
41

42
43
a4
as
26
a7
as
49
S0
51

52
53
S5a
55
56
57
58
59
60
61

62
63
&4
6s
€6
67
68
69
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nOnon

N

1N

21

3N

=N
6N

70
80
an
inn

11N

120
13N

1(1C0)1e TLRKWR(100)es KNOWFR(100)s CHNSOR(1I2U)Ys 1ELSOR(IUU)e NMEMCG0O 1P
25) 7 PKUWICH(Se5)e PKWTLR(S5+5)s NXCCON(S)a KNOTLY(S) + KNOSUMIE) - vTOTR
AWWRINNeNYe MEAN(RN) e STDFVITINY ¢ NUMARRC3IN) oTP
COMMON /ARRAYS/ RANIND«PROS«CHANORCL IQUE s TELLERWKNOWER«CHNSOR W TELOTP
1SORANMEMCQ e NXCCONGKNOTLY s KNOSUMA AVTKWR MEANGS IDEV«DUMARR 4 I LRKWR PKO 1P

PUWXCH PKWTLR P
COMMON ,VARIBL/ NPRCASINRUMNMSaNT IMPR sNXCHANGNCLIQS «NPRIN LUNT «LUNCD 1P
1 oLUNPoLUNT o NCUMEV e NEVENT «NTELACNTLCONSTO! IND 0P
COMMON V/INDEX/ ITIMFE & IP«NTFLRS opP
PFAL MEAN . oipP -
INTEGER CHANORWCLIQUE +TELLER«TLRKWR sCHNSORsTELSOR«DUMARRRANIND i QO IP
1TIND 0P
IF (NRUNS—NPRINT) 30¢30+10 - G2
CONT I NUF o1P
WRITF (LUNO.110) OoP

THESE STATEMENTS COMPUTF THE MFAN NUMRFR OF NFw KNOWER. PER | IME
PERIOD BY RUNs AND THEN COMPUTE THE STANDARD ERROR COF [HE MEAN
FOR THE RUNSe.

ZNRUNS=FLOAT (NPUNS) Q1P

BO 20 [T=1sNTIMPS] OP

MEAN(C ITI=MEAN( IT) /ZNRUNS Oo.P

STNEV(IT)I=SARTISTNFV(IT)/ZNRUNS-MFEANC( I 1 )¥%2) oP

WRITFEF {(LUNOQI20) IT+MEAN(IT)eSTDEV(IT) oTP

G TO 100 oTP

WRITE (LUNO-130) O1P

IF (NXCHANSEQeO) GO TO 60 oip

NEVENT =0 QP
DO S0 ICH=1 «NXCHAN 0;:P
DO 40 IN=1<TOTIND 0P

IF (CHNSOR(IN?oEQe ICH) NFVENI=NEVEN(+1 Oo.P

VWRITFEF ({LUNOe14Nn) ICHNFVFNT OiP
CONT INUF OP

IF (NTEFLRS.EQeN) GO 7O 90 oIP

DO 80 ITEL=1.NTELRS oTP
NEVFMT=0 1P
DO 70 IN=:TOTIND Q! P
ITF (TELSOR(IN)EQeITFL ) NEVENT=NEVFENT=1 oip

VWRITE (LUNOSIS0) CLIQUECITFEL) ¢« ITEL+CHANOR( ITEL ) o NEVENT oTP
CONT INUF oOTP
RETURN Q1P

0:P

FORMAT (1H141SX+4HTIMF«I0OXe11HP F O P L EQ/IAXvéHpEQIODQBXQ13HMEANOTD
1 STDeNFVes/? 0,pP
FOPMAT (1 7Xa13:4%X42F0e3) (e KT =4

FORMAT (///+16H SUMMAR Y//e36x16HNUMRER, 23A ¢6HOLO0URCE y3A e 10HO P

CODNNOADPW

e
N —

>
W

. s bt p
SO0 u e

i8
12
2v
21

/2
23
24
25
26
27
28
272
30
31

32
33
34
35
36
37
38
3e
a4y
4l

42
a3
44


http:30.30.10

ONOOOOOON

140
180

usa
STA
BUT

in

1NF KNOWFP<S/) o1P

FORMAT (P6EXeI3e¢7Xe 1) oTP
FORMAT (20Xel12¢1H=ea13eIHaI242H 1+5X«13) oipP
END [ =/
SUBROUTINE RANDOM (1L 0:1UP¢ IREP. INTOT) RAN

DIMENSION RANIND(1NN) e PROR(100)Ys CHANOR(IO0O)es CLIQUE(100)e TELLERRAN
101003 TLRKWR(100)s KNOWFR((10N00)» CHMNMSOR(INNYe TFLSCRIIOUYe NMEMCQ(RAN
25)rs PKWXCH(S+S)e PKUTLR(S5:05) s NXCCONI{S) s KNOTLY(S5) e KNOSUM(SYe AVIRAN
BKWR10N430)s MFAN(30)e STDFV(30) e NDUMARR(IZD) . IRAND(IO) RAN

COMMON /ARRAYS/ RANIND:PROB.1CHANCR +CL IQUE ¢ IELLERKNOWERyCHNSOR s 1ELRAN
1SOR«NMEMCQ e NXCCON«KNOTLY ¢ KNOSUMs AVTKWR.MEAN:SIDEV : DUMARR ¢ 1 LRKWR ¢ PKRAN

PUXCH P TLR DAN
COMMON /VARIBL/ NPROBS«eNRUNS «NT INMPS s NXCHAN oNCLIQS « NPRIN ¢LUNT « LUNCRAN
1eLUNP2LUNI e NCUMEV o NEVENT aNTELACYNTLCON.TO! IND RAN
COMMON /INDEX/ ITIME.IP RAN
REAL MEAN RAN
INTEFGER CHANORCL IQUF ¢ TELLFR«TLRKWR s CHNSOR«TELSOR-DUMARR «RANIND ¢ TORAN
ITIND PAN
ST FORM FOR DATA STATEFMENTS WILL NOT RUN ON [HE CDC 3600e tHE DAIA

as
46
47
48

=~ CUDNOIAPWN -~

. e

TEMFNTS IN THIS SUSROUTINFE CONFORM 0 CDC 35u. AND CDC 6S5.. LPECIFICA, IONS,

ARE MON-USASIe. USASI FORM OF DAIA S1A1EMENIS ARE A5 FOLLLOwosooe
DATA (IRAND(INeI=1e¢10)/1353752313.S0732677H2,556 835155 1.31.5S255858
2:7189229673 . 75557499621 9546690uUlI159D94 0528314967266 ,4TE6143LE2
37

DATA MULTI/G973/

DATA ((IRANDI{I?01I=1+410)1=1353752312.5673267769+5608381551¢310525585RAN
18: 71809226673+ 75557490624+ 9546690069 15956091592 8314FTET266 47861 4326RAN

~2) ~AN
DATA (MULTiI=QQ73) RAN
NFEXTAG=1 RAN
RANDCOM PERSON GFNFRATION SECTION
IF (INTOTECeN)Y GO TO 80 RAN
DO 70 IN=:«INTOT RAN
IFLAG= LN
ITAG=NEXTAG RAN
IRAND(ITAGI=IRAND(ITAG)Y*MULTI AN
IHOLD=IRANNI{ITAG)I/10%%10 AN
IRPAND(ITAGI=(IRAND(ITAG)=THOLD*10%% 10 )~ [HOLD FAN
NEXTAG=TRAND(ITAG)I~( TRAND(ITAGIZ10I* 10 RAN
NEXTAG=NITYTAGH ] SAN
IF (IFILAGF N3y GO TO AOD AN

NETERMIND POWFR O TN 7O 10D | 1My T

15
16
17

18
12

3
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N U PUN-O

0

96



kel

50

&0

70
20

S DN MTENZ1e10
W= TUP /1 OXEMTEN
1€ (K) 3020420
CONT INUT

RAN
RAN
RAN
RAN

THE RANDOM NUMBFR IS TRUNCATED TO THE DESIRED POwWER OF tEN AND
IN THE RANDIND ARRAY FOR TRANSMISSION BACK 10 1HE MAIN PROGRAM

RANIND(INI=TIRAND(ITAG)/Z10%%( 10-MTEN)
TEST WHETHER RANIND [S DESIRED WITH OR wIiHOUI REPLACEMEN | o
IF (INeFQe1a0R.IRFPFQel) GO TO 50
DO an v UMMY =D [N
IT (BANTND {(MDUMMY ) sFQLRANINDY(KDUMMY~1Y) GO TO 10
CONT I8 IF
TEST wWHETHFR RANIND I BETWEEN LIMITS ILO AND IUPe
IF (RANIND(IN) oGF o ILOSANDRANINDCIN) o LFEo IUP) IFLAG=3
cHO TO 10

THE NFEXT TwWO STATEMENTS GENERATE RANIND®'S INFO I1RANSFER PROBAS

PROBIINI=FLOAT(IRANN(ITAG))
BROB(IN)=PROB( IN)¥1,F-10
CONT I NUF

CONTINUF

RETURN

EFND

RAN

RAN
QAN
RaN
RAN

RAN
RAN

RAN
RAN
RAN
RAN
RAN
RAN

3u
Gh1
32
33

35
36
37
38

39
40

41

&2
43
a4
as
a6

L6



INPUT DATA DECK
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99
SINBDI LS T MULATION 0OF I NFORMAT | -

e 1232 222 22 R A2 X2 R X A 2 2 A RN R S T A R R AR R R A A R E R R L RN A S RN A AR R AR R I S,

. h**‘.'w*****\bﬁwﬁi\‘lﬂ\%\kﬁ#fl*\'fﬁ'***i\‘lt**ﬁ*****\‘.‘\'{\’l\"*ftﬁ“l\'v\"ﬂf’ti**Wﬁﬁiﬁl\‘**ﬁ\"ﬁ"\'i"\}ﬂp".‘,

PO T SECTILON

PARAMETERS FOR PROBLEM 1 o=  SIMULATION OF PV fFoew

NUMBFR 0OF RUNS NUMEFR OF TIME PERICDS
20 15
rLIQLE CCcMPOSITION
NO . MEMRERS
1 7
2 17
3 17
4 4
5 11
TOVALS 5 56
CHANNEL CRIEMTATION
TE| LERS
cLIQLE WOM EXT, CHANNELS
NO, Ch O 1 ?
1 1 ] 1
¢ b 1 2
i 1 11
4 0 0 0
€ n 0 )

CHANNEL CRIEMTATION
NON=-TELLERS

CLIQLE WM EXT, CHANNELS
NO , CH O 1 2
1 4 T2
s 6 4 3
K 4 4 6
4 3 0" 1

L8+
=
~J
o



100

TELLER COMNIALTS PEK TIME PERIOD T 20
CHANNEL CCANTACTS PER TIME PRRIQD
CHy, 1=+ %
Chy 2== 6
Choy

INFORMATICN TRANSFER PRORARILITY MAYRY

FROM EXTFRWNAL CHANNELS
1 ?

1 Ol .25
¢ L LB

INFORMATYLE TRANSERER PRORARILJTY MATR]X
FROM TELLERK CCMYALTS

b ? $ 4 5
1 LERODL00 0,00 nL00 0.0
¢ 0,0n .20 10 0,00 0.00
2 0,00 N9 ye3 0.00 D.00

4 0,00 0.0 C,0n0 o0.00 9,00

AT

0,00 0.00 0,C0 Q.00 0.00



101

INDIVIDLAL ML ENTIERCATION LIST
INDTVIDLAL cLicle CHANDOR TelLLFR

1 1 n YES
? 1 2 YES
3 2 n YES
4 P 1 YES
5 2 ? YES
6 2 ? YES
7 $ n YES
8 K 3 YES
] 3 ? YES
10 1 n NO
11 1 n NO
12 ] ) NO
13 1 1 NO
14 1 7 NO
15 < f NU
16 4 ] NO
17 P n KO
18 ¢ 0 ND
19 2 n (£1¢)
Z0 ? n NQ
‘1 P 1 NO
¥ 2 1 MY
?d e 1 NO
74 ? h] N1y
) ¢ ? MO
76 ’ ? NO
¢7 ¢ ? ND
78 Z fl ND)
79 ] n NO
20 3 n NQ
1 ) n O
22 3 1 NO
23 K 1 NO
24 3 1 NO
-y 3 1 MO
16 3 ? ND
3 7 R ? f\!()
IR K ? NQ
Jy < 4 N
40 K ? N()
41 N ? MO
47 4 n KO
43 4 n NO
¢4 4 n MO
4y 4 ? ()
46 ) 1 NO
ay ) 1 M)
;] 5 1 #1¢)
49 5 1 N()
5 2 1 NO
Ly 5% 9 N0
£e % 1 MO
53 % ? MO
%4 J) ? NO
£y 5 » X}

t s "



SUMMARY OF SINDI 1 RESULTS OVER &9%&WS

T,!l"l-
RERYlT

T N M (TN T DN -

—
—

U

QU JaY NCEN AN Y
TN T

-~ Py

M-t

16,85
2L,44%0
Sa,000
£2,900
Siuhhyg
37.,4n7
41,450
Ad T
4,700
%, 101
qo,300
40, N3
GO B
4h 90
4/ ,8575

(AT S T
STy

1.00%
.47
I.pr4an0
R AY
2,294
‘.ra7
2 60N
2.9/
R4
2,761
2.247
104X
1.500
LR

1.481



