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THE ROLE OF INFORMATION IN ECONOMIC DECISION MAKING

by James E. Grunig®

The process of decision making is a central feature of
most economic analyses. Assumptions about the way in which
economic actors make basic decisions underly theories of the
firm, consumer demand, welfare economics, market structure,
loéation and other basic economic theories,

“ The role of information in the deeision process is
imélicit in much of this economic analysis, but, in general,
information is a variable which most economists either
assume is present in their ceteris paribus formulation of
~Eheory or try to overcome in theory when insufficient
amounts of it are present. Communications specialists, on
the other hand, stress the importance of disseminating
information to decision makers, but ignore the function of
this information in the decision makihg Process and know
little about the type of information which would be

most useful to the deéision maker .,

*James E. Grunig is a doctoral candidate in mass
communications at the University of Wisconsin and editorial
assistant of the Land Tenure Center, a cooperative program
of the American Nations, the Agency for International
Development and the University of Wisconsin,

The author would like to eéXxpress appreciation to
the following people for helpful comments and suggestions .
on this paper: Bruce H. Westley, for whose course in the
theory of mass communications this paper was originally
submitted; Bryant E. Kearl, Peter Dorner and William C. ’
Thiesenhusen. The author, however, takes all respongibility
for any statements or conclusions in this paper. .
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Both economists and communicators have failed to system-
atically treat the role. of information in decision making and
the efﬁeqt.infprnation'has,on'the%"rationalitY"iofﬁaeeisions;
The intent of this paper,..then, - is- to ezamine the'literature’
on the deoisionﬁnaking process-~-including work done by psychol-
ogists and sociologists as well as economists=-~and from.these
writings to construct a theory on the role of information in!the
decision process. Such a theory should be able to: 1) show
economists vhy information is frequently a limiting variable in
decision naking,and the effeetﬁadequateuinformation has on the
quality of decisions, and 2) show communications specialists
the type of information needed by decision makers so that a more
effective communications strategy might be planned.

A theoretical role for information in decision making would
be an addition to both economic and communication theory. The
understanding gained would also have considerablel1eurist1c
value for communications workers, For example, communicators

working in information services, public relations and advert191ng
provide information for decision makers, although in the latter
two cases the 1nformation is not intended to be-as objective as
in the former, Information serv1ces such as the 1nformation
divisions in government agenc;es or the COOperative ExtenSion
Sexvice in colleges of agriculture ‘exist primarily to provide
relevant technical information.~v , y j '
delic relations pract1c1oners provide information to

executives about effects of . their deCisions on the public

‘1 'r

and provide stodkholders, employeeswand others relevant
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(hopefully) informatiog needed to make decisions about the.
company. Advertising workers provide consumers information
needed to make decisions about purchases of the advertised
products. Instrumental economic information is also
provided by more strictly journalistic information sources
sﬁch aé trage”pdblications as wgll as by the general news

' But perhaps the greatest need for a theory of the role
of fhformation in decision making is in the field of economic
development. Both economists and communications researchers
are becoming increasingly aware that communications can play
a substantial role in the development process. Economists
are now asking communications workers for help in studying
the effects of communications on development.

' cOmmdnicatioﬁs researchers, however, have not sufi-
ciently determined the kinds of information decision
makerst/ in developing areas need to improve their economic
position and then have not looked for the most efficient

means of communicating this information. Instead they have

1/The decision makers referred to here are primarily
subsistence farmers and workers in rural areas since they
are most in need of information in order to improve their
income and welfare status, However, the analysis which
follows could apply equally to managers and businessmen in
emerging industries, to urban laborers, or to government
planners.,



assuméd “that Y1 -economic development requires is an
advarided medin system similar to that nb&rgfigﬁiﬂg in

highly ‘déveloped ‘countries. Théy”hévé”fhéﬂ'pfbéeeéed to
describe ‘the communlcatlons syatem in develop;ng countrlas,m
judging ‘its- -effectiveness by the yardetidk of the medla system
in the United States. Not gurprlsingly they have found that
an advanced media system accompanies economic develépment and
that -an advanced communications network bréﬁbtespﬁﬁe social
and‘political characteristics of an advanced economy;g/

| But for communications to play its maximum role in
development more research is needed on the typesrof
information needed in early stages of development before

a country can afford an advanced media system and then on

the most efficient system for communicating this information--
even though Ehis%systeﬁ might require experimental cbmmu-

nications techniques.

The Importance of Decision Making in Economic Theory '

As noted above, decision making is the cornerstone
upon which most economic theory is based. And in traditional
theory the economic man has nearly always been assumed to

make rational decisions. The theory of consumer demand

—/Characterlstlcs such as empaﬁhy, innovativeness,"
political awareness, achievement motivation, and educational
and occupational aspirations have often been found (c.f.,
Rogers, 1965).
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rests on the assumption that the consumer chooses between
élternative commodities by assigning a measuré of utility or
satisfaction to the consumption of each commodity. His total.
amount of utility (U) then is a function of éil of~Ehe

commodities (¢i) which he consumes, or:

U= f(cl,cz,...,cn) (1)
The utility the consumer géts from additional quantities
of the same commodity is assumed to increase but at a
decreasing rate--i.e., he gets less satisfaction out of each

additional unit of the commodity_wﬁich he consumes.3/

If the consumer had unlimitéé.i;come he would continue
to purchase each commodity until its marginal utility (MU)
became zero. But each consu@ér has only limited income énd
thus is #dubject to a budget constraint--his total expenditures
cannot exceed his income, or: |

Y= peg + Pocy + ... + PnCn - (2)
Where Y = total income
c;= the ith commodity

P;= the price of the ith commodity

' é/in mathematical terms the marginal utility or the
first derivative of the utility function. with respect to
each c; is positive but declines with additions of cj
(the second derivative ig negative) . , ;
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It-can be shown mathematically?/ that total atility is

at a: maximum-when:

'EEl.= EEE:: = Egél (3)
Pl j P2 eeoe Pn

This simply means that the. consumer will be able to obtain
maximum utility if he buys the amounts of gadp commodity
vhere the marginal utility per dollér's worth of each
pu?chase is~eéual;

Froﬁ equation (3), it can be seen that if the price
of one commodit§ risés; the consumer will then be out of
equilibrium. T.o: restore equilibrium he will then increase
his purchases of the”other commodi£ies and decrease his
purchasés of the commodity with Ehe increased price until
equilibrium is restoﬁed, .Thus tﬁe theory of consumer
behavior %s“ﬁhe basis of the downward sloping demand curve
in which the quantity demanded decreases as the price of
the commodity increases.

Utility theory has beén‘criticiéédhpp many grounds,

as will be seen 1ater.¥ However, the immediate difficulty

ﬁ/If equation (2) is solved for c; and the solution
inserted in equation (1), the first derivative of equation
(1), with respect to one commodity, when set equal to zero
(maximization' criterium) results in the following equation:

3V U/ SU
/aql = /&qz E ecee @ ‘ /eqn
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is the measurement of utility. One result of this difficulty
has been indifference curve analysis which incorporates all

of the above equations in. the indifference curves®/ but
skirts the problem of measuring utility by assuming that a

consumer can choose between bundles of two commodities
without measuring utility and that at some point he will be
indifferent between certain amounts of each of the two
commodities, Nevertheless, even this modification of the
theory of consumer demand leaves the principle of rational
decision making intact. |

The theory of the firm parallels closely the theory
of consumer behavior, the principal difference being that
the entrepreneur maximizes profit in making decisions while
the consumef maximizes utility. The firm has a production
function which specifies the amount of total output (TP)
obtained from various quantities of inputs (q;):

TP = f(Ql:qgo---:qn)'s'/ (4)

) é/k more complete explanation of the nature of
indifference curves can be found in any standard textbook
on price theory: (c.f., Liebhafsky, 1963).

é/fhe partial derivative of this function with respect
to each g; is the marginal product for an infinitesimally
small addition of each input.



5?he"fo£a1>fébénuéf(TR) obtained by thé fi¥m“is the
market price ~(B)Umiltiplied times 'the total pProduct, '’ The"
marginal revenue ' (MR) -is ‘the -additional revenue ‘resulting
from the sale of'an‘additional unit of total ﬁfééﬁcf. 1f
the firm is small enough to be’ able to sell ail oi its output
without affecﬁlng the market price, the marglnal revenue
equals the pri&é paid‘forithé“addiéional unit of‘outpuﬁ. If
the firm controls a large portion of the market and iés
actions affect price, then price declines as total output:
increases and marginal revenue is less than price,

The firm also has a cost function (TC) which when
‘subtracted from its total revenue function givesﬂthe pféfit
level., If the entrepreneur can sell all of his output at a
constant price, the profit maximization point is where price
of the last unit of output 'equal its marginal cost (here
price equals marginal revenue). If price is a function of
output, the profit maximization point is where marginal cost

of the last unit of output equals its marginal revenué;Z/

~ Y/1£ MR = P x TP and TC = h(TB) + C, where h(TP) =
variable cost and C = fixed cost, subtracting the two
equations gives the firm's profit (Pr) function: ‘

Pr =TR - TC = P x TP - h(TP) + C
To maximize profit, the first derivative of this function

is set equal to zero. The result, if price is a constant,
is:
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This profit maximization assumption (MC = MR) holds in
all four of the principal market situations-~perfect
competxtion, monopoly, ologopoly, and monopollstzc
competition. In perfect competltion the market consists
of a large nnmber of sellers, each with a very small share
of the market, Each sells unalfferentlated products., These
firms can sell any amount of product at a constant prxce.g/
Thus to maximize profit they produce as long as price (P =
MR) exceeds marginal cost. ”In"a monopoly situetion where
one firm controls the entlre ma*ket prlce is not constant
(p # MR), and the firm then produces addltlonal output as
long as marginal revenue exceeds marginal cost.

In oligopoly (a small number of very large firms
constitute the market) and monopolistic competition (a
large number of small firms selling slightly differentiated
products constltute Ehe market), marginal revenue and
marginal cost are also equated to maximize proflt. In the

monopolistic competltlon model, the market has some

characteristics of perfect competition, but the market

2/ (Continued). P = d(TC)/d(Tp) or P = MC

If price is a function of output the resulting equation is:
a(TR) a(Te) o
/a(rp) = /a(rp) °F MR = MC

Q/fhey face an .infinitely elastic demand curve.
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price for'‘an individual firm'is ot ddn‘s'féahw—-‘-tﬁﬁéﬂthé
equilibrium position*of a firm i an intermediate’ solutlon
between the perfect competltion and the monopoly model. TAB
oligopoly‘situatioﬁfapproadhes a monopoly situation'exdebe"
that the two or more’very large firms are uncertain of the
decisions their competitors will make. This uncertainty
makes it difficult for 'most of the present theories of
oligopoly to specify an équilibrium position for the firm.
The marginal productivity theefy of wages can also be
defived*from?thé’tdtar"pfodudt'fﬁncﬁion. The marginal
product of a worker is the additional output produced by
that worker. The riafginal product of each additional
1abo;er times the marginal revenue which his output brings
in the market ‘is thé marginal revenue product (MRP) of the
last worker hired, According to the theory, the entrepreneur
pays all workers the MRP of the last worker hired;’or if
wages are artificially fixed (e.g., by a union) he hires
workers as long as their MRP exceeds their wages. '
The theory of consumer demand, the theory of the firm,
and the four market situations are the basic theories of
micro-economics. waeVer,~magy‘oﬁhef.theories”ére'baSed
upon them; 'Welfare:economics, foreexample, stemé”fiom
utility theory. . In early welfare economics, a welfare

policy was assumed to be good if it added to tne, total
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utility of some persons and did not take utility away from
others (Pareto optimum). ILater this theory was revised to
say that a policy is good if it adds more utility to some
persons than it takes' away from others.. .In other words, a
measure is good if its marginal sogial benefits: exceeds it
marginal social costs.

Location theory is based on the principle that prices
of products and/or éosts of production of firms in different
locations differ by the amount of transportation costs
between the two areas--a type of perfect competition
solution. Most market structure research is conducted
by comparing the observed industrial or market structure
with the theoretical perfect competiton model and making
judgments about the number of firms, size of firms, ease
of entry, and price discrimination on the basis of this
model.

This section has briefly outlined some basic aspects
of micro-economic theory in order to underscore the
importance of decision making in economic theory. As this
outline shows, the economic actor in stondard economic
theory is always assumed to make decisions in a rational
manner, What effect information has on these ecconomic
decisions and whether these decisions are always made in

a rational manner now must be examined.
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Decision:Making ‘Theories:in’ the: Literature™

| A.gearch of athe” ﬂ]:ite‘ratu'ré"' rgvealed~ three ‘general types’
of decision making theories.: The first is the conventional’
rational. man model with laterirefinements to ~account for
imperfect:knowledge~~a:modéel: resulting principally" from
the4 work of economists. The second type of theory consists-
of reactions toitheirational model, by economists‘and ~ -~
psgéhologists cbserving economic behavior anhd attempting to”
dévise a theory that recognizes that the real woFld is not
made up of economic men who react in this-rational manner.
A related type of theory has evolved from socio-psychologica!
research- on ‘decision.processes independent-of their economic
implications. The third type -of theory has resulted from
the long tradition of research by sociologists and rural
soc:i.oloéists on the :diffusion of inndvations and on the
effect of a social system on decisions.

These theories will be summarized and the role of
information abstracted -from them. Finally, an attempt will
be made to synthesize these divergent theories into a
general theoty .on the role of information in decision making.
The Rational Man: Model

‘ The model of the rational economic 'man which was
discussed: _a'.n "detéil"‘earlier ‘has had ‘a long tradition in ‘the
history of economic thought, ' The theory was implicit in“‘the
work of Adam Smith, David Ricardo and the other classical
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writere and was introduced directly by Jeremy:Bentham'in
hieieonoept of utility. Bentham believed decisions were
made on the basis of a hedonistic calculus by which
pleasures and pains of various actions were measured and
balanced.

The theory became the dominant mode of economic
thought in the marginalism revolution in economic theory
led.by William Stanley Jevons, Carl Menger and Leon Walras
in the late 1800's. However, the rationalism concept
remaining today probably can be traced to the writings of
Alfred Marshall in 1890 when he synthes;zed and expanded
the relevant aspects of production theory from classxcal
work and relevant aspects of utlllty theory from the
marglnallsts.

The chief characteristic of the rationa} man ig that
he is a-maxdmizing animal. ' The coneﬁﬁer:maximizes utility
and the businessman maximizes profit. The model assumes
that the economic man studies 'all alternative solutions
to a problem, has complete knowledge about eadh alternative,
and then dhooses the alternative most rational in terms of
his goal of maximizing utility or profit,

Marshall (1895) and the neo-classical economists
believed this type of.decision‘making was the dominant
method existing in the real world., Although they

recognized that individual decision makers often make
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irrationalmor:.‘!ﬁhims‘ical" - decisions; they felt: that the law-
of large-nunbers swouldroperate to-cancel.out’ these ‘irratichal
decisions.

Informationshad: no-role .in:this theory but was:merely
part of an aséumption. Knowledge was assumed to be perfect,
and all relevant :information was assumed to be available to
the decision maker. However, 'it can easily be seen that it
was precisely-because knowledge was perfect that the economic
man in traditional theory was able to make rational decisions.
Because the economic man knows and understands all possible
consequences of his alternative decisions, it is a simple
matter for him to make '- the rational choice, and few
deliberations other than maximizing ones are necessary.

Knight, in his classic book (1921), was '_probably one
~of the first theorists to call attention to the implications
of the lack of -compléte knowledge. He states that for perfect
competition. to exist; "There must be perfect, éc;ntinnous
costless intercommunication between all ‘-individuai :inen\bers
of the society. E.véfy- potential buyer of a good éonstantly
knows and. chooses among the offers of all potential sellers,
and conversely." (p. 78). He then shows that lack of
knowledge leads-to risk and uncertainty.

Risk is an-uncertain.situation-where the probability
of outcome of given alternatives is known.: Insuran‘ce‘ ‘

schemes can,thus be: devised:to.handle risk.  'Uncertainty,
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on the other hand, occurs when probability expectations
cannot be assigned to ‘dutcomes' of altérnative soliutions
in question,

At about the same time, J. M. Clark pointed out (1923,
P. 417) that prices are not always determined by perfectly
competitive rational means. Rather, because of a lack of
information one firm often becomes a price leader, and
the others follow suit,

Contemporary writers have also pointed out the
importance of imperfect knowledge. Simon, (1948, p. 68i
writing on knoWledge and behavior, says:

The function of knowledge in the decision-making

process is to determine which consequences follow

upon which of the alternative strategies. It is
the task of knowledge to select from the whole
-class of possible consequences a more limited
subclass, or even (ideally) a single set of
consequences correlated with each strategy. The
behaving subject cannot, of course, know directly
the consequences that will follow upon his
behavior. If he could, a sort of reverse
caugsality would be operating here--future
consequences would be determinants of present
behavior, What he does is to form expectations

of future consequences, these expectations being

based upon known empirical relationships, and

upon information about the existing situation.

Johnson and Haver (1953, p. 12), agricultural
economists, similarly point out that problems which
confront farm decision makers can be classified as:

1) changes in prices or lack of information concerning

prices;_z)tlagk of information concerning existing
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production methods, 3), changes, in production methods,. 4) .-
changes 1n personallties and lack, of . information concerning
personalitles, and 5) changes in economic, political and.
social -institutions and lack of 1nformation _concerning the

existlngnlnstltutions.

Johnson and others (1961) who took part. in a study of
the managerlal processes of farmers in seven Mldwestern
states expanded Knight's concepts of rlsk and uncertalnty
to five "knowledge situations."” These sltuatlonsvare:

1) subjective certainty--where the manager has adequated
knowledge to make a positive or negative decision, 2)

risk action--where enough knowledge is available to make

a decision on probability knowledge and‘the cost of |
additional knowledge is exactly equal to its value, 3)
learning--vhere tne manager's knowledge is inadequate to
make a decision, but the cost of obtaining further
information is less than its expectedealue, 4) inaction--
where knowledge' is inadequate, but the cost of gatherin§
further 1nformation exceeds its value, and 5) forced
action--a SLtuatxon Where knowledge is inadequate but where
the decision maker is forced to make a positive or negative
decision. |

Essentially, however, these categories can be reduced
to "subjective certainty".and "learning." A decisgion maker
nearly always makés a decision with some risk attached or.

defers the decision until he has more information.



Clodius and Mueller (1961), writing on market structure
research, recognized that lack of information may be one of
the factors causing produqt.different;ation, the extent to .
which products (though~siﬁilar) ére viewed as different by
buyers.

All of these writings point up the fact that when
incomplete knowledge is admitted into the model of economic
man, uncertainty arises, and the decision maker is forced
to make decisions that may turn out to be irrational post
hoc. The lack of complete knowledge, in essence, is what
makes a decision necessary. If complete knowledge is
possible, the decision maker automatically chogses the
alternative which maximizes his goal--profit or any other
goal--without the deliberation that accompanies the making
of a decision.

However, in searching for the role of information in

decision making, it must be recognized that complete

knowledge entails more than complete information. Complete
knowledge also inéludes the capacity to comprehend, organize
and analyze all relevant information. The decision maker
may have complete information available to him, but if he
lacks the capacity to process all of this information, then
perfect knowledge still cannot exist. Similarly, the
difficulty of the decision task and the number of factors

which must be taken into consideration affect_ the degree of
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knowledge :possibles nHére;§withinfthesev1imité,3appears'the
functionxof:info:matidn;quarlier%inEthiéfpaper*Cbmplete‘“
knowledge:was :said torbe:what:makes a rational decision-
possible.  Now with-the addition of the terms “risk-and -
undertainty" and "knowledge situations," we see that
kﬁéﬁiedge (including  information) functions to reduce risk
éﬁd uncertainty. And within the constraints of the decision
maker's mental capacity and the complexity of the situation,
information also basically functions to reduce risk and
uncertainty. In this context also, Knight's distinguishment
ﬁétween risk and uncertainty shows that information can
form the basis of probability knowledge in uncertain
situations and thus convert uncertainty into risk.

once the importance of incomplete knowlédge and the
lack of information was recognized, decision making
researchers moved in two directions. Those interested in
describing the process as. it exists in the real world turned
to "descriptive" studies. Those who cling to the old pure
maximization model have become “"normative" theoristg--
studying how decisions ought to be made to be rational.
(c. f.,'Headleyfand'Carlecn, 1963)

As pointed out by Simon in the above quotation, the
rélevant variable which descriptive theories must account
for is -expectations--expectations!being knowledge short of

perfect knowledge. -Since the' decision maker has less -than
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perfect knowledge he necessarily makes decisions on the basis
of what he expects to occur in the future, and these expec-
tations must be accounted for ‘to .prestrve the rational model.

One of the first attempts to theoretically overcome
imperfect knowledge was the model of monopolistic competition
developed in the 1930's by E. H. Chamberlain and Joan
Robinson (See Liebhafsky, 1963, pp; 269-302). This model took
the conditions of perfect competition=~-a large number of
small firms with minute shares of the market--and tried to
explain why prices often differ for seemingly identical
products, other factors being equal.'' They showed that
because of locational advantages, advertising, reputation,
good will, etc., firms face a demand:ciitrve.that is less than
infinitely elastic. - Thus the model showed that the demand
curve for a firm slopes downward, although it is still
highly elastic, and that within a certain range a firm
could charge a higher price than the perfect competition
equilibrium,

A second major theoretical attempt to overcome
uncertainty was Von Neumann ane Morgenstern's theory of
games and econemie behavior, ~ This theory shewed that
because of uneertainty about the future decision makers
use a prdbabllity strategy 51m11ar to one used by a
ganbler, They theorized thet the decie;on maker uses

probabilities about the outcome of relevant events and that
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the.. consumer thus maximizes expected: utility, the entrepreneur
expected profit.:

The theory has been-applied to oligopoly situations
where each firm faces a great deal of uncertainty about the
actipnslofhgpmpeting firms. The oligopolistic firm then
uses a strategy to determine its behavior on the assumption
that the other firms will respond with actions that will
maximize their own expected profit.

Friedman and Savage (1952) have used game theory applied
to utility analysis to devise a total utility curve which
explainsAWhy'decision makers purchase insurance or lottery
tickets when the cost of the insurance or lottery ticket
exceeds the expected payoff.

_Arrow (1963, p. 710) discusses the contribution of
strategies to rational theory, stating: |

..., the theory of expectations has been treated

as something to be added to a utility theory

inyolving choice over time. However, some

methods of forming expectations seem more rational

than others and, at least formally, one can treat

the learning process itself as a process of successive

choices by the individual. His domain of choice is

now a strategy--that is, in each stage he £inds his

next step as a function of all information available

to him up to the present time.

Dillon and Heady (1960) tested a number of game theoretic
strategies with Iowa farmers to determine if their decisions
were determined by a strategy. One such type of strategy is

the maximin. With this strategy the decision muker assumes
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nature will do its worst and choose.s the alternative with
the largest minimum paYoff. Another example of a strategy
is‘ Savage's concept of minimizing the maximum regret., Here
the decision maker determines the highest and lowest payoff
from each alternative, subtracts them, and chooses the
alternative with the smallest difference. In essence,
these models seek alternatives with little uncertainty.

A third strategy tested was the Hurwicz criterion
or the pessimism-optimism index. If i3 ((-3= 0-1) represents
the decision maker's level of pessimism and (1-3) his
level of optimism hg then maximizes the function:

2] minjaij + (1-B)maxja; 4 (5)

If the decision maker is unwilling to take risk, 3 =1,
and the decision is made according tc the maximin criterion.

The final strategy was the Laplace criterion or the
simple maximization of expected payoff. Here the probability.
of payoff is multiplied times the possible payoff and the
highest expected payoff is chosen.

Dillon and Heady found that in a hypothetical

situation only the maximin and Laplace strategies had

significant descriptive value. The maximin strategy was
used by farmers with low c.apitél inveétment (indicating
conservatism) who were older and who had less than average
formal education. The Laplace strategy was used by

younger, better educated farmers with a high capital
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investmené.; When applied to a real-world situatlon, however,‘
the strategies had 1itt1e descr;ptlve value. But Dillon and
“Heady found that if ‘the farmers had used any of the
strategles as a management qulde (i e., in a normatlve sense)
they would have increased ‘the resulting proflt of their
" decisions.
Some theorists are now fcrmulating game theoretic models

"using a subjective probability rather than an cbjective
probability (c.f., Savage, 1954). The theory then would
state that a decision maker maximizes what he believes will
be his utility or profit in the future--~i.e., he makes his
decisions on the basis of personal expectations abqut the
* future. This modification of the original game theory seems
to have psychological content, as will be seen in the next
section,

A significant feature of these game theory strategies,
" ag far as the role of information is concerned, is that they
are all concerned with overcoming the lack of sufficient
information, Thus the role of information in reducing
%ncertainty can again be seen in that the less information
% decision maker has, the less accnrafe his expectations °
will be and the less chance his decisions will have of
being rational. Complete information would eliminate the
need for strategies, but uncertainty of the kind which

communicated information cannot eliminate is implicit in



natuge._ Information cannot eliminate all uncertainty, but
can reduce it and'improve the expectations on which
decision strategies must be based.

A similag type of descriptive work was done by the
farm management economiéts taking part in the interstate
managerial survey, Accepﬁing the view of Oppenheim (1953)
that gvﬁecision is rational if it is directed logically
bgi§gyzgoal--not necessarily profit--the economists found
the following steps in decision making: 1) problem
definition, 2) observation (including information seeking),
3) analysis, 4) decision, 5) action, and 6) responsibility
bearing, |

All df this descffpti&e'wérk has been aimed at
preserving the model of rational man while accounting for
its deficiencies. Other economists and many psychologi-ts
point out the deficiencies still remaining (as will be
seen in the next seqtion), but hany economists point to
the fact that the rational man model still predicts
decision behavior better than any alternative model.
Friedman (1953) has suggested that the theory is valuable
because the only test of a theory is its predictive power
and not the realism of its assumptions., Nagel and
Samuelgon, among oﬁhers,dispute'this position., Nagel
(1963) says an economic theory is designed to éxpiain as

well as predict and that the theory must describe the real
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world as well ‘as'prédict the'oltcdme of“a large cldss of
economic pheﬁbhbha¥3’Séﬁﬁélﬁbﬂ“(lQGﬁ)‘éiﬁbﬁt@é’ﬁiiédﬁan‘sh
viewpoint saying, "Abstract models ate ‘like scaffolding
used to biild a ‘structure; ‘the’ structuré must stand by
itself.' If the abstract models contain empirical falsities,
we muSt'jettiSOnathe mOHeIs;'dbt”glbss over their R
inadequacies.”"

on the other -hand, normative theorists acknowledge
the failings 'of the rational model but maintain' that it is
a valuable tool in management scienée. ‘This normative
theory has developed mainly in the work on decision making
in the field cf economic statistics. |

Normative theorists have developed high powered
maﬁhéﬁafical“techniques to solve decigion problems under
many types of conditions. ‘The most widely used technique
at present is linéar programming,  which uses a linear
mathematical miodel to’maximize profit éﬁbﬁeét to given
restraints. Henderson and Quandt (1958, p. 76) provide
the following example of a linear programming problem:

Consider the problem of an entrepreneur Who'

possesses fixed quantities of the m inputs which

he desires to allocate among ﬁher1act1v1t1es in

such a way as to maximize his revenue. An .

example might be provided by a farmer who possesses

fixed quantities of land, managerial labor, ‘and.

* tractor hours and de51res to determine optimal
plantings of a number of alternative crops. The

entrepreneur's revenue (R) is a linear function
of the activity (output) levels:



R - qul + P2q2.+ s s + ann
where P. is the fixed przce that he receives for
a unit 3f dj. The entrepreneur will seiect
particular act1v1ty levels such that R is as
large as possible. He is not entirely free in
his selection of act1v1ty levels. The sum of
the amounts of the ith input that he uses to

support the n activities cannot exceed his
fixed endowment (x3°):

119 *F 23292 + ... + ajpdp = x1°

o]
a21q1 + azzqz + T + aznqn - x2

a1y + angdy e+ Ay = X

Linear programming is but one technique used in the
burgeoning field of ope;gtions fesearch--which can be
described as mathematical models and computer programs
to help businessmen make the most rational decisions
possible (c.f., Manne, Miller and Starr. These
mathematical techniques are essentially information
processing methods. They improve the decision maker's
ability to comprehend, organize and analyze relevant
information-~the constraint on perfect knowledge
discussed earlier,

But these precise computational techniques are only
as good as the information which they are asked to
analyze.-uRecogn;zing fhis;:normaﬁive theorists have also
devised theories for the optimum ievél of search for
information. Shannon and Weaver's (i949)‘information

theory provides a precise measure of fhe amount of -
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information needed to elim%n?te unee;&e%ngyt_‘gh%s?measure,
known as entropy, consists of binary digits (bits), or the
logarithm to the.base 2‘'of all.possible alternatiVe
solutions to a prdblem. In other words, entropy (E) 1s the
nunber of times the complete 113t1ng of alternatlves (N)
must be halved before all uncertainty.is-erased:

E = logy; N (6}

However, the numbér of'ﬁessible alternatives in this
theory may be infiﬁiee-ef?at*leastﬁﬁery large,:andvdbtaining
complete certainty may eften be uneconomical. A straight
marginal interpretation of the opeimum level of search for
information would be: that ?nformation should be sought as
long as its marginal value exceeds:the marginal cost of
search., Several normative. theorists have specified
mathematicallyathisaoptimum'1evelvdf gearch.

CharnessandwCOOperu(1958),*fof example, combined -
search theory and linear programming;in a mathématical
model useful for giving the optimum level of search in
operations research prdblems. Marshak (1954, 1959) has:
formulated_complicatedémathematicab’models-fer\the”
value of information;was~distinguishedffrom‘shannonfand
Weaver®s:amount- of: 1nformation. :ﬁis model predicts
payoff from new 1nformat10n and takes;intOJaccount Lsupply
and demand:; iprice: ofninformat1on, rthesugefulness:-of.

information, the prdbabzlityaof :faulty information; ‘etec:



- 27 -

However, the most interesting theoretical discussion
of the.optimal level of search for information is that of
Stigler' (1961). His theory can be used normatively, but
it also has many descriptive implications, Stigler
limits his discussion to one problem of information,

‘that of ascertainment of market price. In this regard,
Stigler says 'price dispersion is a manifestation-~and,
indeed, it ié the measure of ignorance in the market. . .
For any buyer the expected savings from an additional unit
of search will be approximately the quantity (g) he

wishes to purchase times the expected reduction in price or:

(7)

q|Pmin
n

The expected saving.will be greater, the greater the
dispersion’of prices. The saving will also be greater,
the greater the expenditure on the commodity. . . The
cost of search, for a consumer, may be taken as
approximately proéortional to the number of sellers
approached, for the chief cost is time. . ."

Stigler also theorizes that sellers search for
poteq;}al buyers as long as their expected increase
in receipts excee@s the cdst of search, Prices,
however, often vary in the market beéause the cost of
searcﬁi?grfor adﬁitional buyers or additional sellers

often exceeds the possible increase in receipts or

decrease in price,
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HesthenwsaYBIinfdfmatibnsuin~this?6ase-adveftisings-
functions to ‘reduce ‘thecost of search. He ‘'gives the-
example:of classified-advertisements -as an extremely
.efficient way--of identifying potential Buyers and sellers.
wadvertising is, among iother: things, a method of providing
potential ibuyers ‘with knowledge of -the identity of sellers.
It is an immensely powerful instrument for the elimination
of ignorance, ,f. comparable:in force to the use of the book
instead of the~sra1wdiscourse to communicate kppwledge."

If m = the number of sellers, )\ - the prdbability
any one buyexr will\inform'other buyefs of the information,
and Acnp = the expected cost reduction from the information,
the value of information to buyers is approximately:

r A .
M“'i m

Finally, Stigler says that the cost of search is greater

AR (1- A )ERAC) (8)

in larger markets and for this reason specialized firms are
formed to dispef§e°inf6rﬁetion.' such firms might be trade
journals or specialised brokers. | |
Agricultuielﬁesonomisgs often use e normetive model to
teach management procedures to farmers taking part in
Extonsion Service programs. Rledk and Pulver studled the
effectiveness of one of Ehese programs. They formulated a
normative, ratlonal decislon model conslstxng of Ehe stepsV'

e

K]
of orxentatxon,dbservatxon, analysis and evaluatzon, and
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implementation. They then empirically measured the
decisions of farmers, Farmers who had been taught decision
making through the Extension program made more rational
decisions (as defined by the model) than those farmers not
taking part in the program--showing that rational decision
making can be taught,

In summary, this survey of the rational.economic
theories and their modifications leaves a clearcut
theoretical rolé for information in decision making. The
basic role of information is to reduce uncertainty, If
the decision maker has perfect knowledge (ncluding all
relevant information and the mental capacity to process
it), his decisions theoretically will always be simple
maximizing ones. But when faced with uncertainty, the
decision maker must form expectations and use strategies
to rationally overcome the uncertain situation. 1In this
case, he uses information as the basis of his expectations
or limited knowledge. The more information he has
available and which he can process, the more accurate his
expectations, and the more rational his decisions.

According to economic theory, the decision maker
seeks out additional information to reduce uncertainty
as long as its expected payoff exceeds the cost of seeking
out the information. Information communicated to him

through indirect methods, such as through the mass media,
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reduces his cost’of‘search--since’the principal cost’of
available. information the decisién maker has and can Utilize,
the lower will be his cost of ééérbh;‘théimbré’édbﬁféte“his
expectations, and the more rational his dééiSiéﬂéi

The theory thus stated has many implicétibﬁé for
communications work.. But:before ‘this theoretical ro}e‘can
be accepted without reservitions, two other lines of research
and theory must be- discussed,

Reactions to the: Rational Man Theory

Some of the reactions to the rational decision model
have come from economists., Shubik (1961), for instance, says,
"It may be argued that this model is adequate to describe |
the behavior of small individually owned enterprises, with
low capitalization, no {(or few and unimportant) market
imperfections, no influence in the market and no problems
caused by lack of perception, incomplete information or
uncertainty."

He feels an adequate theory of the’ firm must reflect:
1) the goals of the individual as'a decision/maker, -2) the
firm as a formal organization and»ecdnomicwunit;land 3) the
interactions.of firms in: the sécio-économic and politico~

economic .environment.


http:interactions.of
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Shubik agrees with the major point of the present
paper when he poiqts,out that an important variable left
out of economic theory is information and its cost, He
says economic man could not comprehend all relevant
information even if .it were a&ailable. Economic man, he
adds, necessariiy operates under conditions of low
information, He cites an experimental oligopoly situation
where the players in the experiment reached a non-. -
cooperative equiiibrium when they had limited information.
But with complete information they moved toward a point on
the Pareto optimal surface, where, according the rational

theory, neither could gain by cooperating further with the
ther.lQ/

Shackle (1958) says the old economic man was thrown
out by the Keynesian revolution. Economists.learned
then that "men's fantasies and figments of the mind affe;t
decisions." He asks psychologists to equip the economic
man with an expectation forming capacity. "What we seem

to need is some means of describing the mental set-up

lg/in this regard, it can be seen that an important
part of public policy in relation to oligopolistic firms
is to prevent the free flow of information between the
firms in order to prevent collusion, market sharing,
profit f£ixing, etc.
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on which fews and‘fresh impressions impinge; some means of
claseifying different types of Eﬁis“pgttefnf”éﬁd“sdme means
of visualizing-hdw"fhey~affé¢é’ék§ectatiohé,"mékiﬁb them
different than before." |

Tobin and Trenery Dolbear (1963, p. 681) conclude:

But in the last analysis, rationality cannot apply '

to conditions of uncertainty. It may be that,

jnstead of seeking a quasi rationality vhich can

be applied to those situations, we should, as )

descriptive scientists rather than advisers, look

more directly for the manners in which individuals
and groups simplify and structure complicated
situations in which they must make decisions whose
outcomes they cannot control oxr predict.

They add that although the real world does not seem
to fit the rational model,the normative scientists using
mathematical models and computers to make maximization
feasible are well on their way to making the business
world over to fit the model.

weiskopf, in his book The Psychology of Economics

(1955), says the rational decision model was never realistic.
Rather, the Eheofy emerged from the dominant velue pattern
of the 19th century Victorian period. Marshall, he says,
gaw the world through the eyes of a Victorian“moralist and
consequently im99§§d:hi§;yalues on what hg-phOught was
reality. | B . | ;

These réécting economists criticize the rational model
but offer no constructive replacement. A vgchool" of

economists of a somewhat earlier period, however,
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challenged the rational:. decision theory primarily on
methodological grounds and offered a complementary theory.
The school, known as the American 1nstitutionalists,

was made up primarily of Thorstein Veblin, Wesley‘01a1r
Mitchell and John R. Commons.

The institutionalists believed social, economic,
legal and . political institutions-<habitual forms of
structure, organization and behavior--regulate the conduct
of individuals. They objected to the deductive method of
the rational theories on the grounds that the method might
be adequate within one particular institutional structure
but that it does not account for changes in institutions
which change the nature of economic behavior. They
stressed the study of institutions through the inductive
method and collection of data about actual day-to-day
economic performance in order to explain economic
phenomena,

Veblin (1909), for instance, in criticizing marginal
utility theory stated:

The limitations of the marginal-utility

economics are sharp and clear. . . marginal-

utility theory is of a wholly statical character.

It offers no theory of a movement of any kind,

belng occupied with the adjustment of values to

a given situation. . . It is characteristic of

the school that whenever an element of the -

cultural fabric, an institution or any

institutional phenomenon, is involved in the

facts with which the theory is occupied, such

institutional facts are taken for granted,
denied, or explained away.
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Commons (1934, p. 697) similarly states:

When a new worker goes into a factory or on a farm,
or when a beginner starts in a profession or a
business, everything may be novel and unexpected
because not previously met in his experience,
Gradually he learns the ways of doing things that
are expected from him. They become familiar. He
forgets that they were novel when he began. He is
unable even to explain them to outsicders. They
have become routine, taken for granted, His mind
is no longer called upon to think about them. . .
We speak of such minds as institutionalized. But
all minds are institutionalized by whatever
habitual assumptions they have acquired and they
take for granted, so that they pay no attention to
them except when some limiting factor emerges and
goes contrary to what they were habitually
expecting.

Two writers who have made proposals for alternative
models based on empirical evidence are the economic
psychologists Herbert Simon and George Katona.

Simon (1959, 1963) reviews the developments in economic
theory mentioned in the previous section which he feels

have been important modifications in the concept of
economic man, The he adds (1953, p. 710):

But extending the classical theory to these new
areas requires more than broadening the definition
of rationality., In addition, it requires a
distinction between the cbjective environment in
which the economic actor “"really" lives and the
subjective environment that he perceives and to
which he responds. When the distinction is
made, we can no longer predict his behavior--
even if he behaves rationally--from the
characteristics of the objective environment;

we also need to know something about his
perceptual and cognitive processes. :
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Simon suggests that man is more of a satisficing
animal than a maximizing one. Rather than examining all
possible alternatives and seeking all relevant information,
man chooses the first alternative which satisfies his
personal level of aspiration, He says this satisficing
model is richer than a maximizing model becuase it treats
not only equilibrium but also the method of reaching
equilibrium,

Citing studies on aspirations by Kurt Lewin (See
below), he points out that:

Pgsychological studies of the formation and

change of aspiration levels support propositions

of the following kinds. (a) When performance

falls short of the level of aspiration, search
behavior (particularly search for new alternatives
of action) is induced. (b) At the same time,

the level of aspiration begins to adjust itself

downward until goals reach levels that are

practically attainable, (c) If the two

mechanisms just listed operate too slowly to

adapt aspirations to performance, emotional

behavior--apathy or regression, for example--

will replace rational adaptive behavicr.

(1959, p. 263)

Simon concludes that the rational maximizing model
is adequate for simple, slow-moving situations where the
decision maker has a single operational goal. But, "As
the complexity of the environment increases, or its
speed of change, we need to know more and more about
the mechanisms and process that economic man uses to
relate himself to that environment and achieve his

goals" (1959, p. 279).



“Katona bases his work on ‘surveys of economic behavior
condicted at the University of Michigan Survey Research
Center. Throughout his writings, Katona stresses the
effect of habit on economic behavior. He says consumers
and busmnessmen often find that repeating past action,
is the easiest and the least risky decision because the
outcome of the present situation usually approximates
closely the outcome of similar situations in the past,

Katona (1953, p, 309) distinguishes between habitual
behavior and genuine decision making, He says psychologice:
research has demonstrated how habits are formed through
experiments on learning nonsense syllables, lists of words,
mazes and conditioned responses. Thesge habits, once formed,
are to some extent automatic and inflexible, Genuine
problem solving behavior, on the other hand, occurs when a
proﬁiem or question has been aroused. Habitual behavior is
the most common type of behavior, and problem-solving
behavior is a deviation from habit.

.And, Katona adds, "Strong motivational forcegwe-
stronger than those which elicit habitual behavior-- must
be present to cali forth problem-solving behavior. Being
in a ‘crossroad situation,' facing 'choice points' or
perceiving that something new has occurred are typical
instances in which we are motivated to deliberate and

choose"” (1953, p. 310).



- 37 -

SAARY

Consiimers;-hé has f£ound,” use' habitual behavior in
meking most purchasés ‘exdept whéh théythke'ékbéﬁaitures
on’ large, expensive items which they purchase 1nfrequently.
Even ‘'for these large expendltures, hablt when it has’ had

genuine weighing of alternitives and seeking of inforination.

Business decisions, he ‘says, generally are assumed to
be more genuine than habitual.. Euf'ﬁhis assumption too
has many exceptions. He'points'ouf (1951, pp. 231-238)
that firms rely on many habitual practices or standardized
rules in making pricing and other decisions. Only when.
strong- pressures from competitors or from fear of. large
losses occur does careful deliberation and weighing of
alternatives take place. | |

Katona's contribution is well illustrated in the
following passage |

There can be no doubt that habits are powerful
among businessmen and consumers. Following
established procedures or rules of thumb or
acting in a routine way have often been
described in studies of business behavior., If
businessmen were to consider every item of.
information they receive--every piece of news,
each letter or telephone call--as giving rise to
a problem which needs to be studied and analyzed,
they would have no time to conduct their
business. 1In larger firms, delegation of
authority is necessary; employees with lower
status usually are given instructions and -

xules to follow rather than permission to .

make independent decisions. Many well-:
established business procedures find their |



origin in conventions that prevail in the entire

trade or lndustry, others have been used for

long periods in the firm; others develop over

relatively short spans of time. Similarly,

consumers often adopt ways of spending and

saving that prevail in their country, their

family, or social group, Or ways acquzred

through their own experience,.

Cyert and March (1963), colleagues ofﬂsimon,‘formulated
a "behavioral theory of fhe firm" with similar results as
Katona and Simon, Bus;nessmen, ‘they. found, generally make
decisions on the basls ‘of established rules, The level of
search for new alternatives is intensified only when
existing solutions are perceived as inadequate. “"This means
that decision making is_likely to reflect a response to
local problems of apparept pressing need as much as it will
reflect continuing planningJon the part of the organization®
(p. 79).

Cyert and March admit that the fmrm does have sub-
stantial ability to solve prdblems and make decisions,
But they add that 'the firm is limited by the uncertalntie
of its enviroﬂment, the problems of maintaining a viable
organization and the limitations on its capacity to
assemble, store and utilize information. As such, they
theorize that the firm is an adaptivelx'rational system

rather than an omnigciently rational syetem. The firm

ratlonally adapts its decisions to the knowledge it has

and to the limitations of its environment and



organizational ; structure. ;Butit is: not ratlonal »in. the .

N i

_ é_env1sioned by most economlc theorlsts.
R

They say (p. 99) that‘the flrm as an adaptive instltutlon fl

perfect knowledge ‘gen

has the follow:ng dharacterlstics°

1. There exlst a number of states ‘o the system.
At any point in time, thesystem in some sense’
- ‘wprefers" some of these states to others.

2. There ‘exists an external source of ‘disturbance
or shock to the system. These shocks cannot
~be ‘controlled, - S me

3.:There.exist a number of decision variables
internal to the system. These variables are
manipulated according to some decision rules.

4, BEach combination of external shocks and
decision variables in the system changes the
state of the system. Thus, given an existing
state, an external shock, and a decision, the

- next state is determined.

5. Any decision rule that leads to a preferred
state at one point is more likely to be used
in the future than it was in the past; any
decision rule that leads to a nonpreferred °
state at one point is less likely to be used
in the future than it was in the past.

They say that a firm in making a decision,selects one
alternatlve but that alternatlves Whlch are chosen are

usually szmllar to those used 1n the past If alternatlves

are generated one at a tlme, the flrm s;mply chooses the
first alternative that satlsfles 1ts dbjectlve. If more
than one alternatlve is generated at a tiﬂe, a cho;ce

process takes place and maxmmlzatlon rules may be applied

to select an alternative,



In regard to information seeking, they found that firms
often make a definite commitment to action before the search
for information has proceeded very far. However, the
search becomes more intensive as the decision approaches
implementation. Communication within the firm, Cyert and
March have found, has an important effect on decision making,
Communication in the system is affected by the situation
and goals of the individuals who transmit the information
through the channels of the firm. This biasing and.
counterbiasing has an.important effect on a firm's
expectations and subsequent decisions, énd an improved
communication system within the Ffirm can'é; much to
eliminate these biases. “

Duncan, writing on the contributibns psychology could
make to economics, rules out theories of abnormal behavior,
instinct theory, or structuralist explanations, What is
needed, he concludes, "is a general theory of the normal
behavior of the normal individual, and moreover, a theory
of dynamic equilibrium." This limitation, he adds,
narrows the field to theories descended from functionalism
and behaviorism. What Duncan calls for seems to be what
Simon, Katona and Cyert and March have contributed.

Shackle (1952) has formulated a theor§ éf decision
making based on potential “surprise." He feels a decision

maker decides between alternatives on the basis of the
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degree of belief he has'in, each possible outcome, This
degree. of \belief corresponds to the surprise he would
feel if the outcome .should occur, the*1e99~tﬁe~potentia1
surprisge. the .stronger the belief. The decision maker
has a "focus gain" for each alternative, an ‘expected
gain which is‘'a, function of both.the possible size of
gain and the degree of belief that that gain will occur.
He also has a "focus loss," which is a function of the
possible loss from the alternative and the degree of
belief. The ratio of focus gain to focus loss is then
used by the decision maker to compare alternatives.

This notion seeams to approximate closely the concept of
subjective probability.

Stigler (1961), -in his article élready cited,
speculates on why decision makers often make decisions
on the basis of habit and custom. He.says that the
first time a consumer purchases an item he searches
thoroughly for the best price., But successive asking
prices are generally positively correlated, so an
experienced buyer needs to search less to find the
minimum price, Similarly, consumers often rely on the
reputation of a store or product because such a
reputation usually guarantees that goods are of a
certain quality.. These goods then-are habitually

purchased because: they..economize on thé cost of gearch.
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Also, more search is undertaken for large, seldomly
purchased items such as a house or car because they have a
higher price and the possible payoff from additional' search
is much higher (See equation 8).

One other approach to understanding decision making
is the computer simulation technique, Newell, Shaw and
Simon (1958), provide an example of this technique. They
see decision making as an information processing mechanism
and attempt to simulate that mechanism. This processing
system is governed by a set of rules which if discovered
could be simulated and decisions thus predicted. They now
have devised a computer program which can solve logic
problems in much the same manner as a human doing the same
problem. Their work, however, again assumes all relevant
information is available and thus fails to treat the
information seeking aspects of decision makihg.

Aside from the studies summarized above, a great deal
of work on decision making has been done in psychology,
but on decisions which are not necessarily economic ones.,

Lanzetta and Kanareff (1962) hypothesized that the
expected value maximization theory is equivalent to an
instrumental conditioning model. They theorized that
when a decision maker makes a decision which is rewarded-
with a high payoff, the payoff will reinforce him, and..
he will be inclined to make that decision again. Through



successive-trials and errors he WOﬁId'ab§m§£bﬁibally
approach the maximum-p§§of£,“graduall§ getting ‘closer
to it:but never fuli} feadhing it,

They tested this hypdthésis in an" experimental
situation under various conditions of information ‘cost
and level of aspiration, but found no support ‘for the
hypothesis. They added, however, that the results may
have been negative because the reinforcement factor is
uncertainty reduction rather than payoff, and their
experimental situation resulted in a low level of
uncertainty reduction when correct decisions were made.
They also found thé£ ;ow information seekers spent more
time processing data énd making a decision. They were
careful and deliberate and made maximum use of the
information they had before seeking more, High
information seekers were more interested in a
superficial exposure to a great deal of information
and thus spent léés time processing data and made
quicker decigions.

Feather (1959) reviewed five independent lines of
research in decision making which he said utilized
essentially the same concepts and predictive equations
In each theory, a resultaht force--a kind of action-w
was related to a maximized'gpmbipatidn\of valence or
subjective prdbability.factsrs, All of ‘these, - he
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points out, can be reduced to the game theoretic hypothesis
of maximization of subjective expected utility.

The theories to which Feather refers are: a) Lewin,
Dembo, Festinger and Sears' (1944) analysis of level of
aspiration behavior, b) Tolmann's (1955) discussion of the
principles of performance, c¢) Rotter's (1954) basic
equation in his social learning theory, d) Edwards (1954,
1955) discussion of the SEU (Subjective Expected Utility)
from decision theory, and e) Atkinson's (1957) risk-
taking model.

Lewin, Dembo, Festinger and Sears (1944) studied
aspiration at what they termed a choice situation, a
psychological situation where a person must decide whether
he will choose a more difficult, an equally difficult or
an easier level of action. The individual makes his
choice on the basis of two factors--valence, or the
attractiveness of an outcome or the feeling of success it
brings, and the probability of success as seen by hin,

Lewin et 91. summarize their theory as follows
(p. 376):

Most of the qualitative and quantitative results

related to the level of aspiration can be linked

with three factors, namely, the seeking of

success, the avoiding of failure, and the

cognitive factor of a probability judgment. The

strength of these forces and the values

corresponding to the subjective probability
depend on many aspects of the life space of the



individual at that-time, particularly on the
way he sees his past experience and on the
scales of reference which are characteristic
for his culture and his personality.
vValence (va) of each level (n) of activity (VaLAn))
includes negative valence“that future failure has on the
level of activity (va(raiAn)) and positive valence of
success (Va(Suc®™)):
va(al) = Va(sucA') + va(Faid®) (9)
Positive valence increasea with the difficulty of the
goal, reaching a maximum at the capacity level of a
person’s ability. Negative valence increases in the
opposite manner in that negative valence is greater for
eagy tasks and lowest for difficult tasks.
The weighted valence of success °Va(SucAn) is the
product of the valence and the subjective probability
of success:
Ova(suct’) = va(sud®”) - p(sud”) (10)
The corresponding formula for failure is:
°Va(Fa:;A ) = va(Faif™) « p(rai®’) (11)
These weighted valences of success and failure in a
given choice 91tuatlon make up the declslon maker s level
of aspiration Whldh subsequently 1nfluence hls decision.
Lewin et al. say that the prdbabillty scale is influenced
by past experience (both amount of experience and amount

of success), goal structure of the activity (whether the
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goal has an upper and lower limit), and wishes, fears and -
expectations. The valence scale‘is'influencéd by group
standards as well as difficulty of the task.

Tolman (1955) discusses decision making from the
context of "performance, " by which he means a generalized
way of behaving which can be discovered in two or more test
situations. As an example he cites the experimental
situation where a rat in a ‘Skinner box must decide whether
to turn right or left, Performance, Tolman says, is
determined by three factors, need-push, valences and
expectancies, Need-push is "that portion of a drive which,
under the concrete stimulus conditions of the moment, gets
into the behavior space," Examples for experimental rats
are food deprivation, sex deprivation or water deprivation,
Valencesare "conceived as bearing nearly the same relation
to incentive-values that need-pushes bear to drives,"
Examples, again for a rat, are foods, sex objects or
liquids,

A "belief expectancy" is an "acquired expectancy of
greater or less certainty and permanence, which will tend
to lead to an activated expectation whenever an instance
of the given sign stimulus-unit is presented,"

Tolman states the entire theory as follows:

My final argument is that as a result of (i)-

the need-push for food, (ii) the positive valence
of the expected food, (iii) the need-push against
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work, ‘and (iv) the négative valence of the

expected work, fthere results the performance

vectdr Pv.

This performance vector specifies the direction and
magnitude of performsnce according to the following
equation: '

Pv ={fx (nf, Vf, eXPf) - fy(n_w, v_ Z] ewa) (12)

where ng = positive need- push
“n_= negative need-push
exp= expectation
Vg = positive valence

V.y= hegative valence

Tolman does not specify the actual form of the
equation, but states that the function may be multiplicative,
Rotter (1954) theorizes that behavior potential is a
function of expectancy and reinforcement value. Behavior
potential is the "potentiality of any behavior's occurring
in any given'situatibn or gituations as calculated in
relation to any single reinforcement or set of reinforcements.
Expectancy is the "probability held by the individual that
a particular reinforcement will occur as a function of a
specific behavior on his pett in a specific situation or
situations., Expectancy‘is independent of the value or
inportance of the reinforcement." Reinforcement value
"may be ideally deflned as the degree of preference for
any rexnforcement to occur if the possibil;ties of _their

ocecurring were ‘ail equal.“



Rotter's basic equation is thus:
B-Pox, sl,Ra 3 f(Ex,Ra’ Bl & R..Vca) (13)

This equation reads that the potential for behavior x to
occur in situation 1 in relation to reinforcement a is a
function of the expectancy of the occurrence of reinforcement
a following behavior X in situation 1 and the value of
reinforcement a,

Reinforcement value, in turn, is determined by’
reinforcements it has been associated with, has led to,

or has been perceived to lead to in past experience:
R.V.al, 8 = £(Bp__yr (b-n) & ReVe (ben), 57) (14)

In other words, the value of reinforcement a in situation

1 is a function of the expectancies that this reinforcement

will lead to the other reinforcements b to n in situation

1 and the values of these other reinforcements g_tolg in

situation 1. |
Rotter's expectancy is not an actuarial probability

but a probability calculated from past histories of

reinforcement and a generalization of expectancies from

related behavior-reinforcement sequences, But the more

experience an individual has in a given situation, theé

less he will rely on generalization from similar experiences,

The equation for expectancy is: |

- '
By, = £(B + g& ) (15)
81
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i.e,, an expectancy (Eg,) is'a functicn of ‘the expectancy
for a given reinforcement to occur as a result of previous
experience inithewsame*situation~(Egl) and expectancies
generalized from.other situations (GE) divided by some
function of -the number of experiences in the specific
situation (Nsl). '

Edwards (1954) discusses a number of economic and
psychological decision theories and stresses the importance
of subjective probabilities in game theory. Edwards (1955)
then tested experimentally the expected utility (EU) game
theory model and his subjective expected utility (SEU)
model, The subjective expected utility model predicted
experimental decision behavior fairly well, but the
expected utility model did not.,

In his work on risk taking behavior, Atkinson (1957)
states that, »The strength of motivation to perform some
act is assumed to be a multipllcatlve function of the
strength of the motive, the expectancy (sdbjectlve
prdbdblllty) that the act will have as a consequence the
attaimment of an incentlve, and the value of the
incentive: Motlvatlon f(Motive X Expectancy X
Incentive)." A motlve, according to Atklnson 19 "conce;ved 4
of as a dprOSltion to strive for a certaln klnd of
satisfaction, as a capacity for satlsfactlon in the

attainment of a certaln class of 1ncentives." He’boints
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out that there are two dominant motives-~the motive to
achieve and the motive to avoid failure. An incentive is

the relative attractiveness or unattractiveness of a goal

in a specific situation. Expectancy is subjective
probability or "cognative anticipation."

His experiments were designed to determine the
effects of the above two motives when performance is
measured against some standard of performance. The major
implications of his findings are: a) performance level
should be greatest when there is greatest uncertainty
about the outcome regardless of which motive is strongest,
and b) ‘persons in whom the achievement motive is stronger
prefer intermediate risk, while persons with the dominant
motive of avoiding failure prefer either very easy and
safe undertakings or extremely difficult and speculative
undertakings.

- Feather summarizes the results of these five lines

of research in the following table:

Theorist Concept Resultant
Lewin, et al. subjective prob. x valence force (weighted
valence)
Tolman expectation, need-push, performance
‘ valence vector
Rotter expectancy + reinforce- behavior potential
ment value '
Edwards sub. prob. x utility SEU
Atkinson expectancy (motive x resultant

incentive value) , motivation



=.5):=.

Feather feels, -hovever; . that;none.of -these theoriesr.
adequately show.the effect which different.levels of: .. 'cix
subject;vémérséabilipyib@vg;on!gecisionhmaking. In his. i
experimental wqggwhgﬁgquqdz,xgl¢§s£;ye gqal;dbjeqt‘becomgé
less likely in the eyes of :the subject - he -wishes to::
obtain it more. The increased attractiveness.is .more
apparent inheggggglgtgd.ﬁhan in chance-related.situations’
and more in achievement-oriented than in.relaxed. .. -
situations, . b),Ag,tﬁé goal object becomes less likely’
for a subject, yhere”iq.leés tendency for him to choose
it even though it has achievement value, This is less
apparent, however, in ego-related and achievement-
oriented,cqnditions.,

Siegel (1957) also agrees that Lewin's work can be
reduced to game theory te:ms,”,Howgver, he expands the
theory by showing in his experiments that level of
aspiration is included in the subject's utility of his
achievement goals. The decision model should recoghize,y,
he says, that utility has a model_§f its own whose main
concepts are 1e§e1 of :aspirationi (LA) and.réinforcement,'
effects (R). Hié model of decision making ié thus:

SEU = § piui

u; = £(LA, R)

1
Pj..= probability.
Yy g ueility .(16).
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Cartwright and Festinger (1943) studied decision making
from the: standpoint of. the interactions of decision time,
decision confidence and decision difficulty. They say that
an individual in a decision situation chooses the alternative
toward which the stronger force is directed, If the two
forces are equél, no éﬁoice can be made., Thus whenever a
balance of forces is approached decision time will be
lengthened. The strenéﬁh of each of the forces depend on
the amount of weight or pbtency each situation has for the
subject. . In the authors' words:

Stated formalistically, in overlapping situations,

the strength of the effective force acting on a

person (©f ,q) is equal to the strength which

that force would have if there were only one

situation, multiplied by the potency of the

situation to which it belongs:

o - .
£5,g = fp,g » PolS) (17)

The potenc§ of each overlapping situation is determined
by the subject's feeling that his judgment is correct,
Confidence which‘an individual has in his judément is then
the difference in potency between the two overlapping
situations. If he has no confidence, the difference in
potency is Qero, Cartwright an@ Festinger then use this
theory to predict the relative frequency of which each
alternativeg wi;l}be chosén énd the time needed. to make the
decision;. Festinger (1943, 1943) has tested the theory

and found it to predict very accurately.
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aﬂggggkfgnggaetersenncl955)qcitemQartwrightwand&Festinéer's
work and,. adding to, it,- showed .experimentally :that personality--
charapterigpics,affeet,decisionxtime;andidecisionﬁconfidence;ﬂf
Summarizing their results, Block and Petersen .say: .-

Overly confident people tended to be rigid and

dogmatic; overly cautious people tended toward

introgspection and self-sbasement, and ’ndividuals
with realistic confidence in their de ‘ision

appeared to be self-reliant and socially

perceptive., Fast deciders (in this particular

situation) were passive, suggestible, and

conforming, while slow deciders were ascendant

self-assured, and humorous.

Summarizing the work cited thus far in this section
leads to three conclusions. 1) The wbrk of Simon, Katona,
and Cyert and Mardh ehow that habitual or satisf1c1ng
behavior is the predominant type of economic behavior but
genuine decision making--weighing of alternativee, secking
of information, etc.--takes place when importan cross-_
roads decisions are made or in new ‘situations Where habits
have not yet been formed, This importance of hdbit was
also stressed by the instituticnal school of economists
in their criticism of thé' theories of marginalism.

2) Psychological résearch has shiown that when
genuine decisiéns are made, they can be predicted with
a subjective expected utility form of game theory model.
This researdh alsd’ explains ‘why habit is often used in

place of genuine “decision making. Shadkle, Lanzetta and
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Kanareff, Lewin et al,, Tolman, Rotter, Atkinson, Edwards,
and Feather all stress the importance of subjective
,p;dbability in decision making (although each uses somewhat
different terms). They found subjective probability to be
formed through conditioning, past experience, the person's
life space, and experience in related situations, In
other words, in new situations, a person has little
experience on which to base his expectancies (subjective
probabilities), and he uses genuine decision making to
improve these expectancies. Once expectancies become
fixed in the decision maker's mind, habit sets it; and
~habit may then be the most economical form of decision
making. Stigler pointed this out when he said that habit
in a market situation often reduces the cost of search
because successive asking prices are positively
correlated. Also, when the decision maker faces importante-
and infrequent--decisions, a great deal of time has usually
passed since he has made a similar decision. Thus he
engages in genuine decision making because his subjective
probabilities have become outdated, |

3) Personality variables, aspiration levels, confidence,
motivations, different valencesor utilities, and other
human characteristice influence the speed and manner in

which decisions are made.
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THe' third. conelusion ‘does- little harm to the rational
economic model: and ‘its implications for information, but
shows that individual differences can prevent decisions .
from being made' in "the predictable manner. These are
probably"the differences Marshall felt would be balanced
out in the aggrngaté by the law of large nunbers, but
differences which become important in individual cases.

The first two conclusions, however, both support
and challenge the rational model. They show that the
purely rational model works only part of the time-~that
part being when major decisions'and/or new.decisions are
made, ' The role of information for these decisions
remains unchanged--rediicing uncertainty, improving
expectations, and cutting the cost of search, all within
the constraints of the difficulty of the situation and
the mental capacity of the decision maker,

" ' Howeveér, the prominence of habitual;decision making
makes it necessary to modify the rational theory. 1In
decision situations where the decision maker has previous
experience, or perceives that he has haé7§£§§ious
experience, habit substitutes for the déciéiéﬁ process
and information then is riot sought or used. .This
suggests two possible additions to a fhéory on fhe‘rble

of information in the decision process, Information



could be the force which causes the decision maker to realize
he is at a croséroads and which jolts him from his habitual
behavior into his decision making behavior. It can also -

be the base upon which the decision maker, intentionally or
unwittingly, shapes the pattern for future habitual

behavior as a substitute for genuine decision makirg,

Two theories from the field of mass communications can
be used to explain these modifications of the rational
model. The first is Festinger's (1957) theory of cognitive
dissonance, This theory states that the individual
constantly seeks a state of cognitive balance in which
cognitions about himgelf--knowledge, belief and opiniong~-
are consistent with cognitions about the environment,
Dissonance arises when these cognitions differ,

When dissonance is present, an individual seeks out
information to reduce the dissonance. 1In doing so, he
usually seeks information consistent with his attitudes
and beliefs and avoids inconsistent information, Festinger
supports the implications of this theory with results from
an experimental gambling situation in which dissonance
was artificially produced,

Cohen, Brehm and Latané (1959) repeated the experiment
with the same results, However, they also found that
dissonance~-produced information seeking was strongexr when

the subject's position was made public,
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 This: theory:.explains:why decision makers seek
information for. important decisions but rely on habit :for
small decisions. A perception of possible failure in ‘the -
important: decision would create a higher state of dissonance
than in the minor decision and thus more time would be
spent in seeking information on alternatives. However, the
selective exposure and avoidance implications of this
theory do not seem to hold up under the empirical
evidence that genuine decisions are made on the basis of
a game theory model--unless the view is taken that
selective exposure and avoidance influence subjective
probability.

Freedman and Sears (1965) reviewed the literature on
gselective exposure and concluded that the available
evidence does not support the hypothesis, They suggest
that utility of the information and previous exposure to
the information may determine exposure, Tﬁis finding
supports the conclusion stated above, namely that in
new situations and in crossroads decisions information
is sought and genuine decisions are made whereas in most
other situations habitual behavior rules.

In the new situation the decision maker has little
previous exposure to relevant information and thus
seeks out information on both sides of the issue. In -

crossroads decisions, information has more utility and
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more is sought out. -Perhaps, .then, in habitual behavior
situations, - the selective exposure and avoidance
implications of Festinger's-theory would hold. And it is
possible that the. reason.Festinger's hypothesis has not
always been found to be true in experimental situations is
that habitual situations have been confused with genuine
decision situations, . " .
Another explanation of the differences in decision
behavior and information seeking can be given.usingifhel

orientation paradigm developed by Carter, The paradigm is

N,
.z /.Sl : T
~.¢\ ai
Sz;\‘ Jﬁ (Figure 1)
0 =
I is the individual ih -the orientation situation.

0, and 0, are two objects from the environment
which are situationally relevant,

aj is the pertinence relation, based on an

attribute which both O1 and 02 possess to

as follows:

some extent,

Pl and P2 represent the extent to which 01 and
O, possess the attribute a;. .

S1 and S, are the salience relations between I

2
and the two objects,
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rne'eesentiaivfeatureeiof“tﬁisvpéradiém'are the
individual,, two cbjéets'relévant to the envireniental
situation, and attributes held jointly by ‘the ‘fbbj'é'a:s:
The individual has both a saliehce’ and a pértinence
relationehip with these cbjects. T

Saliences‘are‘a psychologicalvdloeeneéé'ﬁo‘fhe’dbjecté
developed by personal experience, In Carter's words)
"The salience relation indicates the !psychological
dierence!:between“ﬁhe'individual and'a“given object, It
is a function of the previous reinforéement history for
that object as a consequence of directed behaviors
following previous orientations., This wvalue tends to
be relatively independent of the attribute or attributes
by which the object may be or have previonsly been seen
asApertinent to another cbject.” “

In other words, saliences seem to be habitual values
for an dbgect which have developed out of "previous
orientations" or situations vhere the, ,individual was
forced to make a new decision and the choice which he
put into action Ehen became psydhologically close to him,
‘A,salrent Value, once formed tends to hold across
aituations and is not specific to one situation,

The pertinence relationéhips are the degree to
which each object possesses a relevant attribute (ai).
These relationships are independent of the psychological



closeness to the individual. Pertinence relationships,
according to Carter, are "contingent on the given situation
and the fact that some attribute makes the juxtaposition -
of the two objects relevant."

An example of a salience relationship in economics
would be the statement: "I don't know why but I just like
cattle.” A statement of a pertinence.reiationship would
be: "I am-going to raise cattle this year rather than hogs
becauéé with the expected market prices they will be more
profitable per dollar of investment,"

Salience relationships seldom change once they are
formed, and exposure to new information, persuasive messages,
etc, have little effect on them, Pertinence relationships,
however, are completely objective and are subject to change
when new information is acquired.

Carter points out that when an individual is oriented
to only one object--when he is ih the "goal-seeking mod¢e"
--the only influence is the salience relationship. The
only discrimination then used by the individual is
recognition., But when the individual is oriented toward
two objects--"the evaluative mode"-~pertinence relationships
become important, and the primary discriminations used are
inclusion and exclusion,

In a statement which shows the relevance of these two

modes of behavior to decision making, Carter says:



In problem solving activities it is essential .

for the individual to be in the evaluative mode

if ‘he is to process information and make

discriminations other than recognition. . Thus,

some. "insight" phenomena may derive their :

appearance of suddenness from the switch in

mode by the individual from goal seeking to

evaluation, .

The person in the goal-seeking mode needs only to

find his goal, so to speak. He is looking for a

referent as a locator. This person is particularly

susceptible to a phenomenon of selective perception

--i.,e., of non-recognition, from the observer's

point of view,

This theory, then, seems to explain well the findings
of Simon, Katona, and others. When the individual makes
decisions habitually, he is in the 6ne-dbject, "goal=
seeking mode," Salience relationships (his personal
feelings about the object) then are the only important
relationships, and his only discrimination or decision
that needs to be made is recognition. But "when the
given situation makes two cbjects relevant"-~the
crossroads decision--or in a new situation where
saliences have not yet been formed evaluation of the
alternative objects takes place on the basis of
pertinences, Here information is important, and
information is sought. Information functions to make.
the attributes of each object clear and to reduce

uncertainty in the decision,
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Social Effects on Decision Making

A great deal of research on decision processes has also
been carried out in the field of sociology, most of this
work being done in connection with the diffusion of
innovations., Principal studies have centered around the
adoption of new farm practices, diffusion of new practices
among doctors, and others. This work corresponds closely
with the work of economists, as the acceptance or
rejection of an innovation is simply the making of a
decision.

A prominent sociological theory is that the diffusion
process takes place in stages, Wilkening (1953, p. 9)
probably was one of the first to recognize these stages
when he stated:

An understanding of why farmers do or don't

accept improved practices requires that one

recognize acceptance as a process composed of

learning, deciding and acting over a period of

time, The adoption of a specific practice is

not the result of a single decision to act but

of a series of actions and thought processes.

Rogers (1962, pp. 76-86) reviews over 500 studies
of the diffusion of innovations and lists the following
five gtages found in most of the studies,

1. Awareness-~-The individual is exposed to the
innovation but lacks complete
information about it,

2, Interest-=-~~The individual becomes interested in

the new idea and seeks additional
information about it.
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3. Evaluation--The individual mentally applies the
innovation to his present and
‘anticipated future situation and
then decides whether or not to try it.
4, Triale------The individual uses the innovation on
‘ “‘a small scale in order to determine its
utility in his own situation.

5. Adoption——-frhé'iﬁaividual decides to continue the
P " "full use of the innovation,

This model is very similar.to'the economic decision
model of Johnson, et al, and Rieck and Pulver. ‘The
difference is that economisfs view the initial stage in
the process as purposive--i.e,, the individual recognizes
that a problem exists and then purposely seeks a solution
to the problem, ‘Sociologicai’researdhers, on the other
hand, generally view the awareness stage as random or non-
purposive.

Economists, in- other woxds, look at rationality from
the standpoint of an individual decision maker who faces
a problem situation and wishesAto choose the one alternative
among many which will best édlﬁe his problem, If this
choice involves adopting a new idea or practice, the economist
does not care whether the idea or practice is rational for
all decision makers iq the social system, but only that it
be rational for the specifié'individual involved.

Sociologists, howe@er, in studying adoption of new
techniques ¢hoqsé a tébﬁ#iguelﬁhidh they feel every rational
decision mﬁkervin the soﬁiai‘sysfem’ﬁhbuld‘adopt. They do



not look at each 1nd1vidua1's speciflc situation to ascertain
whether the practice in questlon may or may not be useful
for him. Rather they watch the stages which the 1nd1vidua1
goes through in adopting the‘practice and also the influence
of the social system in the processing and diffusion of
information about the practice and the part the individual'’'s
role in the social system plays in the adoption of the
innovation,

Rogers points out, however, that one sociologist--
Hassinger-~argues that awareness must be initiated by the
individual. He may be exposed to the innovation but will
not be aware of it, Hassinger argues, until he has a problem
or need that the innovation promises to solve. Hassinger's
viewpoint is similar to what John Dewey calls an indeterminant

situation (c.f., Logic: The Theory of Inquiry)., Dewey argues

that a person. participates in ongoing activities solely on
the basis of habit, without even needing to think about the
activity, until he faces an uncertain, indeterminant, or
problematic situation. Then the person thinks and choose a
course of action which will best alleviate the indeterminant
situation,

Rogers (p. 82), in viewing the conflict states: "Perhaps
one is faced with a chicken-and-egg type of question. Does
@ need precede awareness of an innovation or does awareness

of a new idea create a need for that innovation, The
available research studies do not yet provide a clear
answer to this question, but tentative evidence suggests the

latter is more common."
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Perkiaps, 'in View of this Tethodological difference
between economists and sociologists, it may be questionable
whether the two points of view can be integrated in a |
theory of decision making, The diffusion model which has
evolved from sociological work can be criticized on.
geveral grounds (these will be discussed later), but it
does have one valuable contribution to an economic theory
of decision making. -That is;.the,diffusion model
illustrates the effect which a social system has on
decisions made by economic actors--a factor which
economists often overlock. This is especially important
for a theory concerned with the role ‘of information in
the dGCLSlon process because the social system itself
is an important communications channel or information

processmng mechanism.

in most studies of the diffusion process, different
gources of information have been found to be most
important in each of the.stages.- In this regard, Rogers
points out that a generalization supported by many
studies-is‘that'impersonal’informationﬁsources are most
important'at=ﬁhe*awareness stage and’”personal gources
at the evaluation stage. Impersonal sources are
generally the mass media whldh do not 1nvolve face-to-
face communication. Personal sources, however,,involve |

face~-to-face contact., Examples for a farm.situation in
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the United States\are other- farmers, extension agents, or
salesmen, u

Because of.their mass nature, Rogers says (pp. 98-102),
the media ordinarily:have not been beamed at a specialized
or 1oca1;audience and:-thus are most- effective-in calling
attention to, a new idea. However,at the evaluation stage
mental Judgment of the- idea is hecessary and. personal
communicationg becpmesmpre,impprtant because. they allow
an'importantltwo-way exchange of ideas,

Lionberger (1960, pp. 5-6) lists what in the past
have been the most important sources of information at
each stage of the.adoption process for agricultural
innovations. At the awareness stage mass media are most
generally ueed. At the interest stage, the farmer needs
more information about the innovation., The mass media are
still important here but other farmers and agricultural
agencies increase in importance. At the evaluation stage,
a decisicn is required, and’ fellow farmers with the
requisite experience and respected opinions are most
often sought as information sources, Agricultural agencies
rank second at this stage. At the trial stage, information
on application of the new idea or practice is needed, and
friends and neighbors as, well as agricultural agencies
are consulted, At the adoption stage performance and:

demonstrated: merit of. the practice arenecessary. The most
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important. ihformationvsourcesiare" the® farmer' & ‘own'
experience and the experiences of other farmers., idass
-mediamhhdﬁfagribulturarﬁagéﬁcféﬁﬁﬁa& réinforce the de¢ision
by providing" 1nformat10n ‘on’ giceessful” performance.

A second: generalizatlon advanced.by Rogers ‘(pp." 102=
104) is:that%cbsmopolitedinfbrmatidn’sdurces are most
important at:the:awareness:stage and localite-information
sources at.the-evaluation:stagei  ‘Cosmopolite-sources-
are sources outside the social system such as mass media
and outsideragricultural ‘agencies, - Localite sources are
sources insgide. the system such as fellow: farmers.

Another .categorization '‘arising: out.of:diffusion
research ;is that;of&differentﬁtypes of adopters, These
categories;arefdiffereﬁtiated<adcording to-the time
taken to'adoptxa'new5practice:‘ The adopter categories
derived by:-Rogers ~{pp: 169-172) are as follows:

l. 'Innovatorsg -=--<=~ :The .innovator is the first to
adopt a new practice, He is
venturesome and willing to take
the risks associated with being
‘the first to adopt a practice.

24.-Early Adopters--Early adopters are less venturesome
than innovators. They have more
respect than innovators in the
community. They are localites
vwhile innovators are cosmopolites.
Hence they are the most effective
opinion leaders,

3. Early. Majority-~The early majority are more

deliberate; they accept new
practices just before the average:::
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menber of the social system. They
participate in community activities
but rarely hold leadership positions,

Late Majority---The late majority are cautious and
skeptical. They adopt innovations
just after the average menber of the
community. 2doption in this case
may often be an economic necessity
or a response to social pressures,

Laggards ==----- Laggards are the traditionalists of
a social system. They are near-
isolates in the community, have almost
no opinion leadership and are the
last to adopt an innovation,

Members of these adopter categories also differ in their

information seeking behavior. Regers (pp. 178-182) lists

the following generalizations.

1.

4,

Impersonal sources of information are more
important than personal sources for relatively
early adopters than for later adopters,

Cosmopolite sources of information are more
important than localite sources for relatively
early adopters,

Early adopters utilize information sources that
are in cioser contact with the origin of new
ideas than later adopters,

Earlier adopters utilize a greater number of
different information sources than do later
adopters,

A concept coming out of adoption and other diffusion

studies related to the five adopter categories is that of

opinion leéaders. Opinioh leaders are the individuals to

which most other individuals look for advice and support,
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OPinionuleaderstare qenerally found“;n“the ‘early adopter
category, but‘because oé tnear cosmopolite tendencies
1nnovators are:seldom oplnion leaders.- ‘However, - Lionberger
(p.: 59) poxnts out that "1n areas where alertness to new
developments in farming and quick acceptance are status
factors, Jnnovators and persons sought as 1nformatlon
sources are 11ke1y to be one and the same. Where local
norms dlctate cautlon with respect to dhange, they are
likely not to be " »

With regard to 1nfoxmatlon sources, Rogers (pPP.
238—239) pomnts out that oplnion leaders use more impersonal,
technically accurate and cosmopolite sources of information
than do their followers.

The rational dec:sion model was related to the
adoption process in a study by Dean and his colleagues
(1958). They found a direct relatlonship between
rationality and adoption of recommended corn practlces.
They suggest that rationality is an 1ntervening variable
between the antecedents of adoptlon and - adoptlon itself.
In their study these antecedents were contact with the -
Extens;on Servlce, degree of mechanlcatzon, size of
farm, age of operator (an 1nverse relatmonship),

level of livzng, partzcipatmon 1n formal organizatzons,

and education,
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This diffusion model, as mentioned previously, can be
criticized on several grounds. One criticism is that it
reflects the manner in which the diffusion process has
been developed ard encouraged in the United States~~an
atypical society, For example, mass media are pfdbably
most important at tﬁe awareness stage because they contain
mostly "news"--information on new ideas, practices and
techniques-~~and selddm attempt to re.- © ‘e older methods,
In other words, the model is a description of what has
occurred in one type of economic organization in the United, |
States, That organization has ordinarily been a famil |
farm agricultural system since most adoption studies
have been conducted by rurai sociologists, Because tt
media in the past have.been used in the way the model
describes, however, does not mean their function will
inevitably be the same in the future. Even within
agriculture, communication patterns may change in the
future, as, for instance, they would change if a vertically
integrated farming system would become dominant,

The model also fails to distinguish between positive
and negative incentiﬁes for adoption. For example,
all present studies seem to concern situations where
adoption will lead to a positive reward--~higher profit,
less labor time, better living conditions, etc. The

model docea not treat a céercive type of adoption



situation.: Exampiés>m1thubexfiling income tax: returns;
dbeying*traffic:1§w§ygregisteringwwiﬁh,the:selective«
Service Systemg~etc;A%Here>nbn—adbptibn:carries~the:aqugt
certain penalty'of a fine, jail or some’other negative
jncentive. In this situation the decision maker- conceivably -
would pass. .diractly from the awareness to the adoption
stage without going throuch the intermediate stages.
Similarly the concept of different adopter categories
would also immediately disappear in a coercive situation.
In many cases, a modified form of this coercive system
may be the most foective way of bringing about adoption
of new practices, both in the United States and especially
in developing countries.

Therefore, the diffusion model presented above
cannot be accepted as being the only process which must
inevitably take place in a sccial system. But this area
of research is important because it illustrates the effects
of social influences and social roles on decision making.
Two other sogiél—bsydhological:studiesvhave'measured this
social influence directly. .

Asch (1951) asked.experimental groups of eight.
individuals. to compare the-length of three clearly
unequal lines, All but:onerdf'Ehereith:were~stoogesﬂ.
who had been instructed +o make the wrong choice, ;Onlgi*

one was left to.make«Whatshe»considered~to”be'thefcorrect



choice, although he thought the others were doing the same,
One third of the individuals making decisions foL;owgd,the
majority in makiqg.the wrong decision, while no oneA made
the wrong decision in a control group, This effect
diminished, however, when there was less than a unanimous
majority against thegﬁri£iééi member, Asch found wide and
striking differences amohg individuals in the same
experimental sitgation,'and hypothesized that these
differences were caused by character traits, particularly
those pertaining to the person's social relations.

Deutsch and Gerard (1955), howevei, point out that
Asch and others who have studied group influence have
carelegsly used the term "group influence," They found
that group influence cbntains aspects of both a) normative
social influence and b) informational social influence.
Normative influence results when individuals are expected
to conform with the expectations of others in the group,
Informational influence results when individuals accept
information from otﬁérs in the group as evidence about
reality. An example of such an influence is the decision
maker who accepts poor or irrational information from an
influential member of the community and puts it to use
without checking other sources for the accuracy of the

information,



.:.73.;

_The literature ‘cited inthis section-leads' to the
conclusion that theindividual in making a-decision is ' -
influenced by ‘the: social system(s) of Which he is a part
and by his role in this (these) system(s). The impliegti{p?s
of this conclusion for information are that the individual
in a social system often relies en others in the system as
sourc"e's:" of information needed to-make decisions. Informatic
comes to him through the informarion processing mechanisms
of thez'sjrstem and often may include biases of individuals
transmitting the informatioﬁ. The decision maker also
may .o"ften receive information non-purposely, although he
may: ‘ﬁot use the information until he recognizes a problem
situetion in his environment, |

Again these conclusions can ]'ee""explained in terms of
models of communication behavior. Newcomnb's (1953)consensus
model shows how two :.ndivn.duals in a social system reach
a consensus about an item of common interest through
communication--thus explaining the soc:.al influence on
decision making. 'I'h:.s model is represented ‘below, where
A and B are the individuals in the social system and X

is the object of conmion interest:

Xr
/ \ (Figure 2)

A ————"B
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Explaining the social influence in this orientation
situation, Newcomb says:
Under the conditions of continued association
which we are assuming, A and B as they communicate
about X are dependent upon each other, not only
because the other's eyes and ears provide an
additional source of information about X, but also
becatise the other's judgment provides a testlng
ground for social reality. And to be dependent
upon the other, in so far as such dependence
influences behavxor is to be oriented toward him.
Carter's model (Figure 1), when expanded to a co-
orientation situation, also explains the social influence
on decisions. 1In this situation Figure 1 is expanded to
add a second individual who has salience and pertinance
relations with the two relevant objects 0; and 0.
COnsenéus is reached when the two individuals agree on
common vaiues for the two cbjects in the situation, The
two individuals can reach an understanding about the
attributes held by the two cbjects and. the pertinences of:
the two dbjects (the degree to which the objects possess
the attrlbutes). But the saliences toward the objects
held by eadh 1nd1v1dua1 prohibit a perfect consensus unless
the salzence relatlonShlps were initially identical.
Carter s co-orlentatlon paradigm and the importance
of both sallences and pertlnences then, explains both the
effect of the social system on individual decisions and

also the fact that there are laggards in an adoption
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‘prodess-e%,g,,ﬁypyvgqmg;mq@pg;g,quype system fail to adopt.
a beneficial practice when their friendsngng,pe;ghbp:s are

adopting the practice and are communicating, about the practice.

Conclusions and Imp;iégéibné

The purpose of this,ggpér'has been to help explain the
role of information in thé &ééisidh.méking process in order
to supplement economic and communication theories and to
make these theories useful for communications workers. 1In
order to recognize all the factors bearing on the decision
maker, literature from the fields of psychology and sociology
as well as economics, has been studied.

‘The study of this liferature has led to one general
observationlon the entire decision making process. That .
is, men act like the rational economic men of orthodox
economic theory only in rare instances. In most other
cases, personal preferences which result in h&bit formation,
psychological differenées, and social roles and pressures -
alter the decision haking process., Perhaps if a man's
individual personality and his social roles could be
removed, he would always make rational, maximizing
decisions in which he carefully studies all alternatives,
seeks all relevant information, etc. But then man would
be more like a machine than a human being. 1In essence,

he would have a computer for a mind, -



With this conclusion in mind, the role of information
in decision making can be Stéféd as follows., Although most
economic deciéions are made on the basis of habit, genuine,
rational decisions a:é made_in‘pew;situgt;ons_where the
decision maker hég'little p;eviggs;deqisipn experience.
and in important, q:ossroads decisions, -When rational
decisions are made, the role of information is to.reduce
uncertainty. If the decision maker had access to all
relevant informatién and had the mental capacity to
analyze the information and relate it to his situation,
he would have liftle reason not to make a .rational
decision, He could then easily choose the alternative
which would maximize his goal or best solve his problem.

Communication, however, can never provide the.
decision maker with perfect knbwledge._ But information,
even though it provides less than perfect knowledge,
still functions to reduce uncertainty by improving the
accuracy of the decision maker's expectations, the limited
knowledge which he must use to make decisions., The decision
maker cannot seek out all iqfqrmation because -eventually
the cost of seardhiwill exceed phe expected .payoff .from
the new information. Thus information furnished to him
through little or no effort of his own--such as .printed
information, broadcést information, calls by salesmen or

Extension agents--function to reduce his cost of search.
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In short, communicated information reduces the
decision maker's cost of search for information relevant
to his situation., The more information he has available--
again within the cohstraints of the difficulty of the
situation and his mental capacity--the better will be
his expectations, the less uncertainty there will be
attached to his decision, and the more rational the final
decision will be.

HoWevér, in situations where the decision maker has
previous experience in making similar decisions or in
relatively unimportant decisions, habit normally
substitutes for genuine decision behavior. Information
provided in a genuine decision situation was previously
the basis for the formation of this habit, and.accurai;é
information is thus extremely important in the earlier
gsituation if "good" habits are to be formed, Once habits
have been formed, information'may have little function
except to reinforce hdpits—-i.e., selective exposure and
avoidance are the predominant type of information seeking.

Finally, the decision maker interprets information
on the basis of his experience within an environmental
situation, which includés experience with members of his
social system. Also, information often comes to him
through the information processing mechanisns of the

social system and can be biased by the individuils



Figure 3, A echematic_representafion of the role of information in decision making,
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transmitting the information.@ Both social influences may
prevent the decision maker from us;ng the 1nformation in
a purely rational manner, The role of information 1$
dépicted in Figure 3.

) This theory, then, has . severai implications for a
communioations strategy.‘ The eommunicator whose role is
to provide information to aid the decision makerwcan be
most effective if he first iearns“mhat uncertainty the
decision maker is facing, either in general or with
reference to. specific products, techniques or ideas, The
most valuable information then would be that which will
decrease this uncertainty through improving the decision
maker's expectations about the outcomes of alternative
solutions to the.uncertain situation, -

In situations where decisions are being made on the
basis of‘hdbit; the communicator's:etrategy is more
difficult. If he judges the habit to be "good'==i,e,,
that it is adequately providing solutions to problems
faced by the decision maker--then the 1nformation
should be designed to reinforce the habit. But if the |
habit is judged to be "bad"--e.g., in countries where
traditional methods are used indiscriminantly--then

information should be designed to jolt the decieion maker


http:bad"--e.go
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Carter's orientation paradigm shows how:this can be
done. The individual using habitual behavioriis in a
one-cbject, ‘"goal-seéking" mode. His only discrimination
is recognition and thb<On1yivalueé brought to bear on the
decision are saliences,which seldom change. However, if
the individual can be jolted into the two-object,
"evaluative" mode, pertinences, or the degree of possession
of relevant attributes by the alternative cbjects, can be
brought to bear on the decision. Information.bringiﬁé |
awareness of an alternative to the habitual practice, and.
information which discusses relevant attributes of ‘the two
practices,rcould’be this jolting force,

Finally, the communicator must be aware of individual
psychological differences and social pressures which may
cause his message to be ignored éf:misinte:preted;J He -
should then try to eliminate these influences or, most
often, try to circumvent them.

This strategy has immediate impliqations for a
communicator whose primary activity is providing objéctive
knowledge to decision makers, Suéh communicatbfs’aré‘those
working with trade publications, technical bulletins,
market information, extension services, governmentfagenciéé'
which provide technical information, etc. The strategy
also has implications for public relations and advertising work.

In these latter cases, what the communicator judges to be
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"good" will usually,be less cbjective than.in the .former:
cases. But even in these, cases..of presumed subjectivity;
the commﬁ%iégﬁorﬁ?iyygggﬁtgipxoggtgfa;ngwupnqduct5or,t:ying
to. pex ?;‘%a?‘f",e." an individual:making an unfamiliar.decision:.
may finé ’Chat the most persuasive message is one which -
provides objecﬁivgffactafabqut-ﬁhe.relative attributes -
of th p;9dqgt:o;Ao:ggnizqtipnAbeingypromoted{'
But.as‘stgpgd,ap the beginning. of this paper, this
communicatiqgs StrategyfiB §§PeCia11yNimportant for work
in a developing country. In- these countries,-decision~
makers may often act primarily on the basis of tradition
and habit, and the taékaoﬁwa.commﬁnicatoryis td set up
relevant, "pgrtinent“,alternatives”to these traditions.,
In many cases, the n ‘. relevant attribute of alternative
deéisions is the amount of risk and uncertainty attached
to the decision. Since the basic role of information in
decision making is to reduce uncertainty, information can
obviously play a key role in development.
Ip‘tbg1United.State§ and other developed countries,
infor@ation is usuélly abundant, and risk and uncertainty
carry only the pussibility of bankruptecy. But Myren
()964) points out intcemation is scarce in an underdeveioped
country, and risk aﬁq upqggtainty are -prevalent, In

such cases, reducing risk and uncertainty is vitally



important for economic progress because.decisions abéut
unknown or uncertain alternatives may.carry the threat of
starvation,

Diaz Bordenave (1966) found that farmers in Brazil
with the highest intensity of search for instrumental
information were those with the widest "range of decision
making." The farmer had a wide possible range of decision
making when he had a large farm, a large amount of cash
on hand, and supervised a large number of workers--all of
which reduce the harshness of uncertainty_facing the daci« ilon
maker, The faimgrs facing the most severe consequences of
risk and uncertainty and those who most need information
were the‘éﬁéé who sought information less. This £inding
underscores the fact that some way.must.be found to
communicate with backward ahd low-income decision makers
if they are to receive the information they need to reduce
risk and uncertainty and subsequehtly to make the type of
decisions necessary for economic and social progress,

Erasmus (1961) found that decisions in rural Mexico
usuaily cannot be rational (to the outside cbserver)
because of a lack of information. He says (p. 31):

Congition derives its dynamic quality}from_

frequency interpretation--the potentiality to

synthesize experiences into predictive .

generalizations, At the pre-industrial, non-

specialized level, frequency interpretation is

based entircly upon casual observation, and

spectacularity is important for acceptance of
innovations.
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Thus:-the role:of:the:communications researcher in
a developingtcountryqshouldunotwbe”simp1Y»to-sﬁﬁay”ﬁhé*
media e stem of the country and co;;elate the advance of
a media system with innovativeness, entropy, political
awareness, achievement motivation and -other ‘symptoms ‘of
a social system which-is approaching.an -advanced stageée-
of developmené; Rather the communications worker should
study the uncertainties facing economic decision makers
and try to find ways of communicating the information
needed to overcome these uncertainties, The same is
true for information that can be used to break a
decision maker out of a habitual pattern,of behaviocr
if it exipts.

However, this information must be communicated within
the present social structure if decision makers are to
receive the information they need: to break out of that
structure, Perhaps transistor radics; inexpensive,
illustrated, and easy-to-read publications; voluntary
organizations, word-of-mouth communication, rural labor
syndicates, or other experimental communications
techniques might be able to transmit the needed
information to the trad;tzonal declsion maker. Then as
econonic development progresses, hlgher a al incomes
will make it possible to establlsh an advanced med;a
system which can replace these. aimple, transltional

methods.
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