. CLASSIS -

AOENCY FOR INTERNATIONAL osvzn.opmen-r
WASHINGTON, D. C, 20523

BIBLIOGRAPHIC INPUT SrIEET

FOR AID USE ONLY

Baren #14_

) ~ + | As PRIMARY,
1 'sussect - | Agriculture -

AE10-0000-6704

B. SECONDARY a
.-FICATION - e
Agricultural economlcs--Korea Rep. 0

2. TITLE AND SUBTITLE

- Development of a grain management 51mu1at10n model

3, AUTHOR(S)

. Gibson,F.J.
h 4, DbCUMENT DATE ' . REEE IS 5. NUMBER OF PAGES ‘ 5- ARC NUMBER T
1973 . T s PR 103p . | ame: :

T REFERENCE ORGANIZATION NAME AND ADDRESS

' Mich State

e

B, SUPPLEMENTARY NOTES (Sponlotlnn Ordmlntlon, Publhhon, Avallabﬂlty)

(In KASSIM work1ng paper no.73- 1)

9. ABSTRACT

.10, CONTROL NUMBER

PN-RAA-748

12, DESCRIPTORS
Computer programs
‘Grain crops

Korea Rep.
Simulation

13, PROJECT NUMBER .

11, PRICE.OF DOCUMENT ;"""

‘114, CONTRACT NUMBER |

~.CSD-2975 Res.

15. TYPE OF DOCUMENT



http:PRICE.OP

KASSTM WORKING PAPER.
- No.' 73-1

: DEVELOPMENT OF A_
GRAIN MANAGEMENT SIMULATION MODEL

(To Be Revised)

by
~ F.J. Gibson

- ";'Janqét\y* 1, 1973

- (aest Reviston 3/15/73)



”{.f'.l'his resea.roh study is besed on the originel concept\.elization

" of ei grmln management system introduced in KASSIM Worlcmg Pa.per 72-1,

'Description of & Prel'lmina.ry Grain Management System Model", authored

"'_’.ff'fffaen:tly by T, Manetsch and 8. G. Ho, “

| “ The present paper is being written to serve as an oaxgoing

__;ld_ng draft for the development of the KASSIM grain management model.
'-Although :I.t may seem mired down with dete:.l, one should keep in mind

“ that it is meant to serve two purposes.‘

o First 3 the paper is- meant'to document so'me of the ideas heing

'cons:ldered in- the- development of the KASS model, thereby opening

‘ths wa.y for critic:Lem a.nd suggestlons at an early stage of development.

' Docmnentetion usuelly comes in the final stages of system development,

after the model is con,ceptuahzed, computerized and running. And it

. :l.s norme].'l.y not until the model has been documented that meaningful

* ‘dialogue can- ‘be exchanged ‘between model designers, who may tend to

‘ know more ebout techniques than existing economic phenomene, and

; model users, who may tend to lcnow more ebout ‘the latter.

: Secondly, the paper shou]d ect as a- connnumcetion link between

the writer and:computer programmers. It 1s a.means of getting

E eome thoughts )| idees‘end euggestions down in ba.lck and white which

" mey be.,.of: help"when devaloping the essooleted computer program. It

. ,}5elso rrees the writer to become'more involved in other aepects of.

the eystem development b ,-.,cturna.ngiisome of the burdensome end
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time-conemn:\.ng tasks of actua.l simlation programming .and
debugging over to the computer programmere. B A ‘ ,
It ie the writer'e intention to make this paper as useful

as. possible - both .t‘or the development of the associated computer
‘simulation programe, and also for the final documentation of the
model.- For this reason, equations may be eeen ‘written in two
forms: (1) .in}a. general time domain form which is more applicable
to final documentation of the imodel, and_(2) in actual FORTRAN
~form which may help clarify certain ideas to the programmers.
Sometimes what is represented by a single time domain equation
. may require a series of FORTRAN statements. It is not the writer's
intention to dictate exactly how the programming should be done.
In fact, the programers will most likely have several "better ways" -
to do things ~ this is fine and welcome. Again, the reason for
incliding a few FORTRAN statements is meFeljto improve communi-
cations, As the corresponding computer simulation program is |
developed: and proves to be functioning . properly, more refined |
versions of this pape;' will see a disappearance of prognamﬂ.n.g
dieeneefione and more emphasis on the theoretical concepts behind
the equations.

) Some topi‘c_e 'and‘e‘nbtopics appear in this paper with very -

little'or no diecnesion. These may repreeent a.reas which are not

yet fu].ly developed or. ,else bottlenecks which need more thought“’ :



They aleo may represen":’areas wh:.ch the writ.er hae chosen not-

to discuee at thie time. . Whatever the case, they serve a8

"ﬂage" for more work and later supplemente or. revisions.
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~ DEVELOPVENT OF A GRATN: MANAGEMENT. SIMULATION MODEL

i, Tl

I. GENERAL DESCRIPTION OF THE GM SYSTEM

L. Govnzmmm oM SUBSEGTOR

At the present stage in development the goverrment GM subsector is
adeciuatel& documented in KASSIM Working Papbr 72-l. As model development
_progresses .and the govermment subsector undergoes substantial modifir «vions,
it will be redocumented under this sectio.n of later revisions to this
working paper. ‘

An activity analysis of the current govermment subsector model is
given in Figure II-1, This analysis groups all' the variables used in the
present version of the government subsector into inputs, outputs, or
parameters and defines the exact units of measure for each variable., The
‘relationships between these variables are depicted by the causal map of
Figure IT-2. '
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Figure 1. Grain Manidgement Progi‘am Sinulation Model
(General Outline)



" Figuwe II - 1 — Activity Analysis of Goverrment Subsector
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III. FRIVATE MARKETING (PM) SUBSECTOR SIMULATION MODEL
‘A. 'ORDINARY PM MODEL STRUCTURE (W/O SPECULATION)
1. GENERAL DESCRIPTION | |

Some of the input-output relationships for the
ordinary private marketing subsector of the GM model are shown
in the activity analysis of Figure AL(1). This may aid the
reader in following the discussion of the system diagram of
Figure A1(2) which follows.

As ghown in Figure Al(2), the private marketing
system's demand for gfain is composed of two components:: an
ordinary demand to satisfy urban consumption requirements (QPi) ,
and a speculative demand of its own to adjust existing inventory
levels (PDAIi). The ordinary demand function will be discussed
in this section, whereas the speculative demand function will
be discussed in section B below.

" 2. COMPONENT EQUATIONS :
a. PM INVENTORY
Equ.atiqn (1) expresses the dynamics of‘PM
inventory stocks over time for all commodities considered in
the GM system. The index i indicates comuodity in all equations

this paper.

: PINVi(t+DT) - PINVi(t) + DT. * [ PPURi(t) #* (1-pmssi) -'QPi(t)'J (1) :
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Figure Al(1) -~ con't

OUTPUT/PERFORMANCE CRITERIA !

PM Storage

iEDlVT :"_iT.

M Inventory levels
Total PM Inventory Level VIPINV o MT
MM Inventory Capacity PCAP —- MT

Costs

Average Variable Costs of Holdingy
Inventory

AVCHPI, —-- W/MT-yr

: i
Variable Costs of Holding Inventory VCHFL, -~ W/yr
Fixed Costs of Holding Inventory FCHPI, —. W/yr
Total Costs of Holding Inventory T('}HPIi - W/yr
Expenditures
Total PM Commodity Expenditures TEXP; ~— W/yr
Total PM Expendituyes TIEXP — W/yr
Denangs
Effective Urban Demand P, — MT/yr
PM Demand to Adjust Inventory PDAT; — MT/yr
Total PM Demand PMDEM, — MT/y>
Sales, Revenues and Profits
'PM Commodity Sales BSLS, - MI/yr
PM Commodity Revenue REVP; — W/yr
Total PM Revenue TREVP = W/yr
PM Commodity Profits P, — W/yr
Total FM Profit TPMP — W/yr

Current PM Profitability on Sales |

AP; — W/MI-yr



a8

" CAUSAL MAP OF PM SUBSECTOR MODEL



A2;
. wprge & P
(’ Pt ¥
—pi T + W R
: 7Por;
Avewer VEHPE, LS Ny
W/ya.
+ +
o’
m
~ b3 - ~
+ —O% 4.
Al; . W
s/ T g | Kavp:
3 Texe, - Z Ei ~—9- B ¢ O’w/#n.
o O | e [k A3;
o) ! d b7
T7EXP 4 +  THEN: : CrRUYUs
ﬂ. -t e/ g" E w/JA. ‘il— \ (7 /‘{ ~
+ m‘_ TPMP &Sg
S — A L w/y‘_ /5&
Ayseent-
Loerc
QF;
S MIfya
%, j )
7-POF;

o

Figure A1(z) — .E:rivate Marketing Subsector System Diagram

€1



14

where:
. PINV = BM stockpiles — MT
PPIR = PM purchases —- M1/yr
PMLOSS = FM losses =- %/y'ry
QP = urban consumer demand felt by PM — MT/yr

DT = basic time increment used in the model
(normally .025 yrs) — yrs

Aggregate stockpiles are calculated from the following

summation:
5 NG .
TPINV (t) =§ PINV, (t) (2)

b. FPM EXPENDITURES
The average variable costs assoclated with

holding private stocks are given by

AVGHPT; (t) = INT(t) # P, (t) + Al (3)
| where:
AVCHPI = average variable cost of holding private stocks — W/MI-yr
PINV = level of PM stockpiles —- MT
INT = interest rate -- percent/yr
P = purchasing price — W/MT
Al = storage and handling cost -~ W/MT-yr
The average fixed cost associated with maintaining

T ,
Y The percentage symbol "Z' in this paper is used to depict
Wproportion of the whole!n -
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presont storage capacity is given by A2, -- W/MT-yr. 'As actual
PM storage capacity changes, we might expect that this average
fixed cost also to change. For the present, : however, we will
assume that Azi will remain constant.

The total cost associated with holding a certain
level of private stocks consists of the variable costs (W/yr) of
holding this amount, plus the fixed cost (W/yr) of maintaining

the present storage capacity.

TCHPIi(t) = AVCHPIi(t.) #* PINVi(t) + AZi # PCAP(T) (4)
where: |
TCHPI = total cost of holding PM inventory — W/yr
AVbHPI = average variable costs of holding PM inventory — W/MT-yr
PINV = level PM atc;ck'piles - MT
A2 = average fixed cost of storage capacity — W/MT-yr
PCAP = PM storage capacity —- MT .
There is a cost associated with selling

commodities in the private market,

05; = A3, * PSIS, (1) (5)
vwhere:
08 = cost of seiling in private market -- W/yr
A3 = average cost of selling in FM —— W/MT
PSLS = private marketing sales —- MT/yr
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The total (commodity specific ) expenditure
by the PM subsector is-i‘how represented by the total cost of
p'roceée_iinguthe stocks from the producer plus costs of holding

‘the stocks plus the costs of selling to the consumer.

mcgi(t.) = PPWR, (t) * [P (t) + AL, _/ + TCHPL (t) + 05, (t)  (6)
vhere:

TEXP = total expenditure on PM supply — ‘W/yr

PPIR = private marketing purchases -- MT/yr

P = purchasing p;'ice from farmers -~ W/MT

Al = acquisition cost of products —— W)MT

TCHPI = total cost of hold private inventory — W/fyr

Total expenditures for all commodities handled

by the PM subsector are given by

N
TTEXP () =% TEXP, (t) | (7)
¢. PM REVENUE

L

It is assumed for the time being that all non-
agricultural consumption demand is supplied through the private
marketing subsector, In reality, of course, a small percentage
of nonagricultural consumption supply 'Egypiasses ‘conventional
marketing 'channel.g + These transactions, for example, may consist
of gifts or sales to relatives in the cities or sales to consumers

i
on the way to market. The proportion of these types of transactions
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. relative to total sales in urban areas cannot be g.ccurately
estimated at present, since (it is largely unrecorded and
' oftentimes kept confidential, L;ter sensitively analyses will
help determine if 'more attention should be given to further
research in determining this actual proportion. At present,
how;ver, this proportion is assumed zero. Private marketing

sales are therefore given by

PSIsi(t) = QP (t) if PINV; > 0 . (8)
=0 if PINV, =0
and QP;j(t) in (t) is given by

QP; (t) = (1-PDF, ) * Q, (t) (9)
where:

'.PSLS = private marketing sales, constrained by current
stocks ~= MT/yr

CPU = urban consumer price — W/MT

QP = nonagricultural consumption supplied by the PM
subsector — MT/yr

PDF = proportion of nonagricultural consumption supplied
directly by farmers (presently set to zero) — ratio

Q = total nonagricultural demand -~ MT/yr
The revenue received by the private marketing

subseq.tor is given by

REVP, (t) = CPU, (t) # PsLs, ('t) (10)
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wﬁere‘.
REVP = ‘revenues flow to private marketn.ng subsector_m— W/yr
CPU = urban consumer prices ~~ W/MT
PSLS = private marketing sales -- MI/yr
Total revenue from all commodities handled

by the PM subsector im given by
NC
TREVP(t ) =E- REVP, (t) (11)

d. PM PROFIT (ON CURRENT SALES)

PM profit is now given by the simplé relationship

PMP, (t) = REVPi(t) - TEXPi(t) (12)
Total profit from all commodities handled by
the FM subsectof is éiven
NC
TP, (8) = E. PP, (t) (13)
= TREVP(t) - TTEXP(t)

where:

PM'Pi = PM profit on current sales — W/yr

REVP = révenue flow PM subséc'bor — W/yr

TEXP = total expenditures by FM subsector —~- W/yr

TPMP = total profit oflPM subsector — W/yr

" TREVP = total revenue from all commodities —- W/yr

TTEXP = total costs all commodities — W/yr
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The current profitability of handling commodity
i in the PM subsector is given by the following equation.

APy (t) = PMP; (£)/PSLs, (t) (14)
wheré:'
AP = current profitability of commodity i — W/MT
PMP = ges above — W/yr-
PSIS = private marketiné sales — MT/yr



‘L’iBig SPECULATIVE M BEHAVIOR MDDEL STRUGTURE

“‘A' There are two principle means of. showing a profit

““in the private marketing system. First is the ordinary'marketing
.margin between existing farm and retail prices. In the present
model this markup is considered to be a constant percentage of
farm}prices, adequate to cover the costs of grain handling and
also provide for a normal profit for the private marketing
industry. The second and more risky'means of profit is to take
advantage of the general change in price levels due to changes in
supply and demand between the time grain handlers purchase their
products from the producer and sell them to the consumer. Those
who engage in and survive this latter activity of buying, holding,
and selling grains at a-higher profit due to seasonal price
changes must follow an intelligent"rational behavior pattern.

In the.aggregate, these market speculators must tend to buy more,
allowing inventory levels to grow during low price periods; and
buy less, allowing inventory levels to deplete during high price
periods. As seasonal price fluctnationS'become less and less

. drastic, remaining market speculators must adjustthexv'inwentories
with critical precision. In. order to develop an accurate simulation
model of the private marketing subsectcr,it is necessary that we
attempt to simnlate the behavior patterns of these keen market

speculators.
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1. GENERAL MODEL DESCRIPTION

_ Some of the important information.flows and
‘relationships are depicted in the activity analysis of Figure B1(1).
It is in this subcomponent of the @ model that speculative
decisipns are made. These decisions consist of more than the
5im£ie 'El.ogic needed to prevent sales from a nonexisting inventory
or to preclude the "stretching" of existing inventory capacities.
Projections of future marketing information must be performed

in this component. Behavior decisions such as the timing and
level of purchases and marketings are determined as a result of
these projections.

The projection mechanisms mustv be self-adaptive to
chg.nging situations t:hrough time. Paraﬁaters which are used to
characterize the o:;'iginal projecﬂion mechanism will be based on
recent historical data furnished at the'ﬁ_g_i'ngl:ng'zgf “the simulation
‘run. As the simulation progresses thi‘qugh"‘rtime, ~arid the results
.qu various policy inputs are felt throughout the éntire system,
the ofiginai parameters can become outdated and may no ionger be
valid for accurate prediction. Original historical data is

| therefore progresaivqu replaced by actual output from the
simﬁlat;i.on run. Projection. mechanism parameters are periodically
recalculated throughout the run based on this most recent

'"h‘:vlyjatoi'ica..l informations” The performance or acéuracy of the-



* Figure BL(1) — Activity Analysis of Speculative Market Behavioral Model
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Stock Level Adjustment -
Proportional Gain G5y = Z/yr

Inventory Capacity Adjustment -
Proportional ~Gain G6:,L - &/yr

INTERNAL, VARIABLES/OUTPUT/PERFORMANCE CRITERTA

Projections

Speculative Price Time Series PPSi — WMT
Speculative Profitability Profiles SPP; —- W/MT
Projected Urban Demand Time Series SUD, — MT/yr
Speculative Profit Profile SFF; — W/yr
Optimal Holding Times OTHi - yrs

Self-Adaptive Correction Factors

New Price Projection Parameters (see parameters)

PTLi

ADPTL,

ACDP s

SDPy

Price Projection Correction Factors PCFy — %

Urban Demand Correction Factors QCF, — %
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F i‘ié!a;‘f?‘ BL(1) — con't

 Speculative Decision Bshevior

'PM Demand to Adjust Inventory
PM Desired Inventory Capacity
PM Marketings

PDAT, <= MI/yr

DPCAP — MT

PMAIi

-~ MI/yr
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projection mechanisms can be measured. Past projections are
compared with actual realized values. These errors are then
utilized to (hopefully) improve future projections.

The PM behavioral model will serve as the nerve
center for the PM subsector component of the foodgrain (FG)
managem.ent model, Decisions regarding the amount and timing
of purchases and sales of foodgrain will come from this mechanism.
Priority decisions; which determine how available storage
capacity will be allocated among competing commodities will be
made here., Decisions which will determine the growth or
declins of total storage capacity will also be made. All
decisions (except those -reflecting government decrees) are
made with one objecti’.ve: to maximize PM subsector profits.
Whether these decisions do maximigze profits or even assure the
survival of the PM subsector will depend on several things:
(1) how sharp market speculators (modedled) are in projecting
future market information, (2) how "predictable" future market
information actually is, and (3) the degree to which FM
speculators are restrained from engaging in profit maximizing
activit';ies.

Quite aIEIt:p;‘ consideration has been given to
this portion of the FG model which attempts to simulate: the
behavioral patterns of intelligent human beings. One might
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.' wonder if the small box in the upper left portion of Figure
' Al(z) deserves this much attention at this stage. However, many
of the features' conceptualized and developed for this FM
behavioral mechanism can be util'lzed in refining other components,
of the KASSIM model. '
2. PROJECTION MECHANISM
a. PRICE PROJECTIONS
"~ A glance at some recent statistical data on

rice prices (see Figure BL(1)) indicates that the seasonal price
fluctuations are becoming smaller in recent years. These decreases
in the seésonal price fluctuations are a result of the ROK
Govermnent:"s “increasjing involvement in food grain management
programs. As price flqctua.t.ions continue to decrease, the success
(andl survival) of market speculators will be determined by how
well they can anticipate future selling prices, PSSi(t%h). In
modeling speculative behavior, one of the irnitial problems

facing us is to generate realistically anticipated price patterns.
In essense, the model must "intelligently" guess, based on past
data (and its own output to date), future expect.eci ‘input prices.
Its behavior will then be affected by the values of these
Ai‘utnr'e anticipated price . patterns. Since the response of the model
- will depend oﬁ i‘uﬁxre (anticipated) values of inputs (g;rices ),
E the model can be classified as a form o.t‘ pseudo—noncausa.l or

anticipatory system.
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It is reasonable to assume that those remaining
in the business of grain storage and price speculation will be
those who have successfully anticipated future price patterns.
Since it is our interest to model the market behavior of these
fguccessful" enterprises, we need to generate an accurate
picture of future price patterns. Real world grain storage
entrepreneurs cbhéidef é. jr'as‘c)_ 'rftﬁnbe,z—'moi{ fta'.gtc}r'é'_when at;ﬁempting to
estimate future prices. Some of these factors such as statistical
price data can be immediately utilized by the computer (model),
but other factors like skill, experience, inside information,
or just plan: gut;.feéungs'will have to be forfeited (at least
initially) by the model.” !

" Several methods have been considered for
gene.ra.ting future expected purchasing and selling. prices for

grains. Two methods which seem promising at present are discussed

below.

y The methods used by the computer and human being may be
fntirely different, but this is no:cause for alarm. After all,
the objective is to accurately estimate future prices and it
should make little difference how these estimates are derived,

.. either by the human being or the computer. This writer can see

‘possible applications of some of the concepts of :mte]llgence
adaptive systems here. Just as computer programs are in existance
which improve their "skill" at playing chess through "experience," .
so might the KASSIM model improve its ability to predict future
prlces- v
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. 1) A STOCHASTIC MODEL FOR PROJECTING PRODUCER FRICES

Although in the " aggregatie; PRVAUS maTkeh

" gpeculators' activities have an effect on market prices, no
individual firm will consider its activitieé as having an impact
on commodity prices. If prices are considered as exogenous (to
each ma:rket speculator) then one possible method of projecting
(predicting) future prices is to simulate them as a stochastic
process with the appropriate distribution based on recent
historical data. |

A stochastic model for generating future
expected producer prices is given by Equation (18). The individual
terms that comprise the model are dis;:usaed under separate

paragraphs below.

'15'1531(1-..) = PIL, (¢) + ADPTLi(t) + ACDP, # /[ DPTL, (t-1) - ADPT, (t-1) 7
+/[1- Acnpi2 / *SDP, * RNOL (15)

where:

PPS = speculative producer price array — W/MT

PTL = expected value of price at time T represented by a
price trend line (PTL) —- W/MT

ADPTL = average (weighted) deviation of prices from the PIL
for period (.) — W/MT

_ ACDP = estimate of autocorrelation between deviations of
prices, from PTL with lag 1 simulation peried (1/40
year) -~ no units
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where:

DPTL = deviation of price from PTL one simulation period
previous — W/MT '

SDP = estimate of standard deviation of deviations of
prices from the PTL -~ W/MT

RNOl = a random number from a normal distribution with mean
zero and variance one — no units

The first term on the rhs of (15) accounts
for the long-run trend of price. The second term accounts for
the deviations seen about the PIL during various periods of the
year. The third introduces the dependence of the amount of
deviation from the PTL at time t on the amount of deviation
at time t-l. The fourth term introduces the deviation from
the PTL not accounted for by the deviation at t-l.

Actual statistical data is used to start
the simulation run; parameters of the model of (15) are
calculated based on this data. As the simulation run progresses,
the state of the system changes and so do the parameters of
the model in (15). New estimates of these parameters are then
calculated periodically throughout the simulation run. The
statistical data used to start the model is progressively
replaced by actual output data from the simulation run. It
is for this reason that we are not content to estimate the
parameters in Equation (15) off-line from the actual simulation

run, While such estimates of model parameters, based on recent
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real world data, may be valid for a short period into the
. future, it makes little sense to assume that system parameters
will remain the same over the entire time horizoﬁ, say 15
years, of the simulation run. |

The methods of estimating the parameters
in (15) will now be discussed.

A

a) LONG TERM PRICE TREND (PTL)
Iooking back at Figure Bl(l) we
see & definite trend in rice prices over the past several years.
This trend may be represented by a si}nple régression line through
the price data for,' say, the last 4 years. The trend line for
each commodity can be represented by the following equation.

PII, (t) = bl +'b11'l+. | ()

A FORTRAN equivalent of (18) is

PTL(JC) = BL(1, JC) + BL(2, JC) * FLOAT(KT) (16F)
where:

PIL = the expected value of price at time t represented
by the price trend line — W/MT

Bl = array of coefficients of regression for all commodities
considered (JC=l,...,NC) The 1 in Bl represents the
particular regression equation.

KT = time increment (DT) counter from present time — No. of DI''s

Assuming we hive J, years of price data

at 1/40th year intervals (160 time points), the coefficients of
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regression, bl, , and bli of (16) above, are given by the

1l
following expression.

bl - "ZWJ:PHIST (1) (17)
10 wi(, =0 i
o f;ﬁ PHIST, (I) # (I+80) (1e)
il 14 2
# (1+80)
=0
where:

blio = the intercept term of the regression of prices on
time — W/yr

bl;; = the slope of the price trend pegression line — LOW/MT~yr
PHIST = historical price data array — W/MT
The above method is inefficient and should not be used in the
computer simulation program. Since the regression of (16) is
along an evenily~ spaced time series, the matrix method of least
squares estimation can be collapsed into a simple matrix
multiplication. The method for determining the proper multiplier
(matrix) for estimating the coefficients of (16) is described
below. It should be noted that this same method-can be used
for other more complex linear statistical functional forms when
the dependent variable can be expressed as an explicit function

of time.
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‘The general matrix form of (16F)
is given by '

E{p]=m | (19)
| where: 4
E = the expected value operator

P = a 160 X NC matrix with each column representing the
random vector time series (for each commodity) of

values of producer prices at corresponding values of
t = "'160’ ey -1

T =a 160 x 2 matrix of the values of the regressors
(time increment points) of (16) taken for t = =160,...,~1

i «Bs T = —3-- -']-6.5-
1 =159

1 -158

L -l

The formula for least squares estimation of the coefficients for

regression of the function of (16) is given below.

Bl= (o o mip (20)

-

where:

ﬁl = a 2 X NC matrix, with each column vector representing
the value of the estimates (for each commodity) of
the coefficients of (16)

T = gee (19)

P =a 160 x NC matrix, representing the random sample of

producer prices (for each commodity) at time points
t‘ = "160, (X o,""l-
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Note tﬂa.t the value of the 2 x 160 matrix (T' T)™1r! in (20)

- is fixed since the values of the regressors, £0 and tl

always spaced at unit intervals of DT. This means that we

can calculate the matrix (array), call it 12160, off-line and

use it to estimate the coefficients of (16) at any time during

the simulation run by a simple matrix multiplication. With

the :‘12160 (2 x 160) array present, é\l of (20) will result by
postmultiplying this array by the matrix PHiST, whose columns

(160 x 1 vectors) represent sample time series values of producer
prices (for each comnodity) over the sampling period. In our case ,
the sampling period will be 1/40 yr for L years or 160 time points.
A FORTRAN equivalent of (20) is outlined below.

+ CALL MATFRD (T2160, PHIST, 2, 160, NC, Bl)

SUBROL‘TINE MATPRD (A, B, NROWA, NCARB, NCOLB, C)
DIMENSION A(NROWA, NCARB), B(NCARB NCOLB),
1 c(mmm NCOLB)
D 10 1=1, NROWA
¥ 10 J=1, NcOIB (20F)
o(1, J) =0,
10 JA =1, NCARB
10 G(Iﬁm) = 0(I, J) + A(I, JA) * B(JA, J)

D



'b) DEVIATIONS FROM THE PI‘L (DPTL)
Much informat.a.on rega.rding SGQSOHM
price pa.tteme can be gained by study:i.ng the deviatione of
prices from the PTL: of Equa.tion (16 ) These _deviatie_ns are
determined by the following ~equation. | |

DPTL, (t) = PHISTi(t) - APTLi(t)
where:
DPTL = deviation from price trend line — W/MT
PHIST = historical price data array — W/MT

PIL = the expected value of price at time t represented
by the price trend line — W/MT

In the interest of conserving computer storage space it is best
not to generate PTLi and DFP'I‘L:,L as arrays with elements at each
historical timg point. For example, if we are working with 4

years pf historical data, each array would contain 160 elements.

We would then be fying up 150 % NG (numbst of ¢oimicdities) '.st.oral
locations. An alternative method is to generate PTL and DFPTL
on-line for the particular commodity/time point in question at
the time. This will be done inmwr-xa.t follows.
c) AVERAGE DEVIATIONS FROM THE PRICE
TRE‘lD LINE (ADPTL)
We now ha.ve at our disposal ('bhrough

FORTRAN calcula.tions) the devia.t:.one ‘from the price trend line

(21)
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over the past, say, 4 years. Next we need to compute an average
deyiatiOn'from' the trend line for each simlation time "period
duﬁng a year, A weigh;bad average, giving more. influence to
recent data seems logical here, Alﬁhough at the present time
these weights are arbitrarily assigned, the PBELBLTEtY of sous
welghting combinations giving better resilts than others should
' be investigated at a later date. If this can be shown as true,
" then a good possibility exists here to apply intelligence adaptive
pri.ﬁcipé.ls vhereby the computer program may improve its speculative
"gkills" with "experience"
Intitially we will assume a declining

geometric sequence of weights, nameiy

. , . i : .
W= (1-NN, 0K\ <1 (22)
where:
W:l. = the weight given to the ith most recent year of historical
* data _

I\= a weighting factor - when is close to zero more recent
data is weighted heavily oo

If 1 approaches infinity the sum of the weights in (22) converge
to 1. However, since our historical data is’ finite, these weights

must be norma]ized to sum to unity. In the case where i =4, we

have

a- VAT o
Wy = e < L 3.
i ;_I.-r\lf o . . g#’i\,'?..f..., I (23)

a




A FORIAN oquivalant to (23) 46 ghenbelov. -

CWe -/ wme) o @p
wewsw |
qu;rng'*»wT“‘

W=WRWD |

- The reader mqy{iggégiﬁhat these 4 weights sum to unity.) We will
arbitrarily choose )\=3 for model development purposes. Using
(23F) we see that the weights assigned to past years' data are
then 8/15, 4/15, 2/15 and 1/15 respectively. The (weighted)

_ average deviations of comméditx prices from the trend line for
| the 40 Simnlation‘tﬂme periods th¥oughout a year are generated by
the following FPRTRAN statements:

D 1 Jo=1, NC , (2LF)

D 1 I=1, .40 |

DPTL, = PHIST(I, JC) -(BL(1, JC) + BL(2, JC) # FLOAT(I-161))
DPTL3 = PHIST(1+40, JC) - (BL(1, JC) + BL(2, JC) #* FLOAT(I-121))
DPTI2 = PHIST(I+80, JC) -(Bl(1, JC) + BL(2, JC) * FLOAT(I-81))
DPTL1 = PHIST(I=120, JC) - (BL(1l, JC) + BL(2, JC) # FLOAT(I-41))
ADPTL(I, JC) = W1 % DFTLL + W2 * DFTIR -+ W3 * DFTL3 -+ W4 * DFTL,

d) AUTOCORRELATION AND STANDARD DEVIATION
- OF FRICE DEVIATION (ACDP AND SDP)

/ Iﬁ'i‘s‘ obvious that price data is strongly
autocorrelated with its .previﬁus values. Before an accurate model
ca,nbedeveloped to estimate futur . ,,;iceg_',_ the autocorrelation of
 prices'during the different tine periods-of the year will have to
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is the subject of future study. For the present, however, let
us assume that the autocorrelation is constant throughout the year

and thereby estimated via the following statistic.
NS
40By = &= (DPTL (1) = ADPTL (8)) * (DPTL, (6-1) - ADPIL (8-2))/ (25)

SDPiz/(NS-Z)
where:

"ACDP = estimate of autocorrelation between deviations of
prices from PTL with lag of 1 DT. =~ no units

DPTL = dev:l%iion of prices from the PIL (calculated on-line)
-~ W/MT

NS = number of sample time points

ADPTL = weighted a.vefage deviation of prices from PTL for
the perdod of the year corresponding to (.) — W/MT

_SDP = standard deviation of the deviations of prices from
the PTL -~ W/MT

The expression for the standard deviation

SDP in Equation (25) in given below.

NS 3 '
sopy = [ 3= (DPTL (t) - ADPTLi(t))z/(NS -1) 7 - (26)

There is a slight notational difficulty in TEquations (25) aid (26).

Recall that ADPTL has been calculated for only 40 periods during the
year, while the summations in (25) and (26) are taken over NS
sample points, possibly corresponding to several years of data.,

The index of ADPIL is then not really t, but the period of the year
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238.

i:qrx}ésbpnd,ingalﬁbf“—t or t-1 (whichever the case may be). A

F¢RTRAN ‘equivalent of Equations (25-26) is given ‘below; note -

hcw"%hé above difficulty is circumvented.

1 Jc =1, NC (25F-26F)
DPTL = PHIST(1, JC) - (B1(1, JC) + BL(2, JC)) * (-160.)
SUMA = 0
SWB = (DPTL - ADPTL (1, JC)) 3% 2
J=1
D 2 I=2,Ns
J=dJd+1
IF (J. GT. 1DT) =2
DPTL1 = DPIL
DPTL = PHIST(I, JC) - (B1(1, JC) + B1(2, JC) * FLOAT(I-161))
SWIA = SWA + (DPTL - ADPTL(JC, J) 3* (DPTLY, - ADPTL(JC, J-1))
SUMB = SWMB + (DPTL - ADPTL (JC, J))##2
SSDP(JC) = SUMB/FLPAT (Ns-1)

1 ACDP(JC) = SUMA/SSDP(JC)/FLPAT(NS~2)

This' completes the present discussion
of the proposed stochastic model for predicting producer prices.
We now describe alterative methods by which this predicted price

pattern may be smoothed.

2) SMOOTHING THE PROJECTED FRICE FROFILES
The projected producer prices, generated
through the stochastic model of Paragraph 1) above, will exhibit
a fair amount of random variation. Since we are interested more

in the general characteristics and levels of projucted prices, we

. can simplify some of the information available by smoothing the

speculative price arrays (PPS).
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a) POLYNOMIAL FUNCTIONAL FORM FOR SMOOTHING
FROJECTED FRICE PROFILES

A 4th order polynomial can be selected
for fitting the PSS array (sample) for the following reasons:
(1) It is a linear statistical form and standard multiple
regression techniques can be applied. (2) The general shape of
a Lth order polyncmial, with 2 inflection -‘points, should lend
" itself fairly well to giving a fit through the time points of PSS
without cig_'stroy:ing the general cyclical nature of the pattern.
(3) It may be (desoribed to_solve the functional form chosen for
critical points as well as inflection points (first and second
derivatives). Numerical . methods available for the solution of
higher order polynomiais can be applied. Of course the above
hypothesis will have to be tested to verify that the chosen
functional form does indeea give an adequate fit.
| The functional form chosen for

fitting a curve through the random sample FPS (time series)

array is given below.

.2 3 -
= + + b2, + + +
YP(t) bzio bzilt b2 z*‘ bziBt b2t ui

A FRTRAN equvalent of (27) is

XP(JC) = B2(1, JC) + B2(2, JC) * FLPAT (KT)

(27)

(27F)



40

1 +B:2(3’, Jeo ) FL¢AT (KTse2)

T2 + B2k, JO* FLAAT (Kmwg)
3+ B2(5, JC)¥ FIPAT (KTww,) -
where: e

IP = the expected value of price E(PPS) at k time increments
(DT's) into the future (k = 1,...,40)

B2 = array of coefficients of regression for all commodities
considered (JC = 1,...,NC)

KT = time increment (DT) counter from present time
—— NO’. Of DT'B :

Again, following the procedure of * Sectisn
B.l.a.1l)a), the matrix form of (16F) is given by
E [¥P) =18 (28)
where:
E = the expected value operator
YP = a 40 x NC matrix with each column vector representing
+  the random vector time series (for each commodity) of
values of producer prices at corresponding values of

t = -l}o,ooo,-l

T =a 40 x 5 matrix of the values of the regressors (time
increment points) of Equation (27), taken for t = =40, ¢ 0y=1

i 8. T = -l -l 1 '-l ’ l
1 -2 L -8 16
=3 9 27 81

[
L4 *

| 1 =40 1600 -6400 2,560,000 |

The formula for least squares estimates

. of the cdefﬁqient‘sj"for regression of the function of (27) is
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given by

&= (r O ()
where:
A
B2 = a 5 x NC matrix, with each column vector representing
the value of the estimates (for each commodity) of the
coefficients of (27)
T-= gee (28)

[3p] = & 40 x NC matrix, representing the random sample of
producer . prices, i.e., this is the PPS array. -

b) FOURIER SERIES MODEL FOR SMOOTHING
FROJECTED FRICE FROFILES

A general Fourier.series with a time-trend
term will be used for smoothing PPS. The functional form of this

regression equation is shown below.

N
!Pi(t) =b3,, + b3t + b (b3 sin nwgt +

n=1L i F) an+l

b COs Nwnb. .
31, 2n+2 wot)
where:

YP = the expected (smoothed) value of the projected producer
price array (PPS) represented by the regression —- W/MT

. b3 = coefficients of the regression terms
't = time, based on current simulation time —- years

N = number dictating the high frequency used (initially we
will use N = 3) .

o =fundamental frequency (277/T) of the ,Fourier series

—~ radians/yr (T = the period of the Fourier series —- yr) .

(29)

(30)
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" A FORTRAN equivalent of (30) is given below.

. PI = 3.14159265
!PPS(JC) = B(1, JC) + B(2, JC)H#TC (30OF)
+ B2(3, JC)% SIN(2.#PI*IC)
+. B2(4, Jc)* C0S(2.#PI#TIC)
+ B2(5, JC)% SIN(4.¥#PI*IC)
+ B2(6, JC)* COS(L.*PI*IC)
+ B2(7, JC)¥* SIN(6 #PIH#IC)
+ B2(8, JC)¥ COS(6 #PI*IC)
In matrix notation (30F) becomes,
E [PP5] = 18 (31)
where:
E = the expected value operator
PPS = a 40 x NC matrix withieach colum representing the
. random vector time-series (for each commodity) of values
of predicted producer:prices at corresponding values of
t = 0025, 005,'|olo i
B = a 8 x NC matrix of the r.v. cosfficients of (27)
l
T = a .40 x 8 matrix of values of the regressors (functicns of
time) of (30) taken for{t = .025, .05, ...l.
ie. T={1 .025 sin 2y (.025)! cos 27:’( 025)... sin 67 (.025) cos 677(. oz?
1 .050 sin 27( 05) cos 27 (.025)... sin 67 (.05) cos 67(.05)
__]; 1. | Bin:2.1r cos 27;' sin 61;' cos 6 ¥ |
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Since (30) the values of the regressors in the matrix T é.re
always the same, we can again compute the proper value of the
multiplier matrix (T' T)™T' of L.S.E. off-line. Then this
matrix can be used to smooth the PPS array at any time during the
simul;tion run by performing a single matrix multiplication.
Recall that

£ = (r m™ [ Pps]
where:

A
B2 = an 8 x NC matrix, with each column vector representing

the values of the estimates (for each commodity) of the
coefficients of (30)
T = see (30)
(T T)-lT' = an 8 x NC matrix, calculated off line

PPS = a 40 x NC matrix — the speculative producer price array

3) PROJECTING CONSUMER PRICES
Assuming that current selling price is equal to
the current purchasing price plus some fixed marketing margin, then

Pss, (t) = (1 + MMi) * PP, (t)
where: |
PSS = gpeculative selling price — W/MT
PPS = gpeculative purchasing price —- W/MT
MM = marketing margin — no unite

(32)

(33)
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: Further research is needed to improve the relationship expressed

in (30) above. For example, it has been shown that the marketing
margin is changing over time for various conmoc.lities. Marketing

. margin also depends on the direction of change in price. For

now, however, we will continue to assume a constant marketing margin

for all commodities.

b. FROFITABILITY AND PROFIT PROJECTIONS

1) ?PECSILATIVE PROFITABILITY ON CURRENT PURCHASES
SP
i

The behavior of market speculators is influenced
in a large way by the speculated profitability of taking advantage
of seasonal and longer-run price changes. This speculative

profitability for cqmmodity i is given by the following equation.

‘ *
SP, (t,th) = fsfh .(t-‘L'h) - P (t) - [INT(t) * Py(t) + 41, 7 h - A;  (34)
i
where:

SP = speculative profitability —- W/MT

PSS = speculative selling price — W/MT

P = current purchasing price —- W/MT

INT = interest rate — %/yr

Al = storage and handling costs —- W/MT-yr
Th = holding time of purchases — yrs

A3 = selling cost —— W/MT |

A = acguiéition cost ~ W/MT
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Equation (34) can be used to investigate the speculative profit-
ability of various holding times on current purchases. Given the
speculative selling prices for a period of one 'or more years into
the future, successive the maximum value of speculative profit
and t‘he corresponding holding time.

A al'i.gﬁt modification to (34) enables us to
investigate the maximum value of speculative profitability on

future purchases.

2) SPECULATIVE PROFITABILITY PROFILE(SPP;)
Given the speculative producer prices

of (15) — smoothed in (27) or (30) — and the speculative consumer
prices of (33), the speculative profitability profile is defined
as an array of maximum attainable profitabilities for all time periods
(in our. case 40) during the upcoming year. More specifically, for
any time period during the next year, the corresponding value of
the profitability profile is the maximum profitability which can
be realized on food grains purchased at that time (SPP) and hold
for & time necessary to maximize profitability (OTH).

Each member of the SPP array is
calculated as the maximum speculative profitability attainable over
all holding times from zero to one yea.re.y

v The possibility of feasible holding times of more than one year
will be left open. As indicated in Figure B1(1l), the long-term price
trend rises (neglecting seasonal fluctuations) of some commodities may
warrant such investigation.

1
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| slépi(t.,) = vﬁ‘{?ss(tm) - Prs, (8) - [INT # PPS, () + Alil * T (35)
-3 -} |
~ for all t (increments of DT) over the next year.'
vhere:
SPP = speculative profitability profile array —— W/MT
MAX = the maximization function (direct approach)
V'= symbol: meaning "for all"
PSS = gpeculative selling price -- W/MT
PPS = gpeculative purchasing price -— W/MT
INT = interest rate — %/yr
Al = storage and handling costs — W/MT-yr
Th = holding time of purchases —- yrs
A3 = gelling cost — W/MT
Ay = acquisitior.x cost —~~ W/MT
A FORTRAN equivalent which will accomplish the above SPP array is
outlined below.

DF 15 JC =121, NC °  (commodity index)

SPMAX = ~9.,0E20

D15 K=1, 40 (future time period index)

D 15 LTH = 1, 60 (length of time held index)

SPP(JC, K) = AMAX1 (SPMAX, PSS(JC, K + LTH) -~ PPS(JC, K) (35F)
1 | - (INT * PPS(JC, K) + AL(JG)) * FLPAT (LTH)

2 ~ A4(J0) - A3 (JC))
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IF (SPP(JC,K).GT.SPMAX) JPTH(JC,K) = LTH
IF (SPP(JC,K).GT.SPMAX) SPMAX = SPP(JC,K)
IF (Ygm(Jc, K).GT.41)  PRINT 16
15 CANTINUE
16 FPRVAT (1H, 27H HLDING TIME GT 1 YR FEASIBLE)
At this point we have an array SFP,. representing the speculative
profitability profile on purchases over the next Yyear, and the
array OTH, containing the speculative optimal holding time
associated with each element of SPP, It is through these 2'arrays,
given no prior information on "seasonall demand pgtterns other
than an expected annual average demand, that we will attempt to
simulate the marketing behavior of rational market speculators.
If we are given pridr information on seasonal demand _patterns, i.e.,
if we assume the PM speculators have a~-go-at seasonal demand profile
projections as well, then further consideration mﬁst be given to

speculative profit projections.

3) SPECULATIVE PROFIT PROFILE (SFF i)

If speculators are attempting to take
advantage of any seasonal variation in market demands, it is necessary
for them to consider profits (W/yr) rather than profitabilities
(WAMI). With a constant (annual average) demand facing speculators,
profits and profitabilities are linearly related. However, if
demand is changing over time, along with profitability, th_an


http:K).GT.41
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.pro’ﬁ.‘ts: and'pfbfitabilities a.fé no longe’r lmearly }rellated" and médmtm
profits will not nec‘essarily come at the same time as ma:dmm |
profitabilities. Since speculators are maximiging profits and
not profitabilities, the speculative proﬁt.préfile must be
used _as a bases for simulating behavior.

, Speculative profit is simply
speculative profitability times speculative demand.

SFi(tj = 5By (b, ) *8UD, (, t,) o (36)
where:
SF = speculative profit — W/yr
SP = speculative profitability — W/MT
SUD = speculative urban demand — MT/yr
Just as with the speculative profit-

ability, we can project a speculatative profit profile.

SF?i(t) = MAX, [{EPSS(t—th) - PPs, () ~.[INT # 'ppsi(t) + (37)

Ve, ~ M) *e, -0, - Mg} o* SUD, (tyt, ) |
for all t (increments of DT) over the next year.
where: .

SFF = speculative profit profile array — W/iyr
SUD = speculatéd urban demand profile.array — MT/yr
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c. URBAN DEB;IAND PROJECTIONS
In order to logically cal'culate the

private mé.rkét.ihg dgma.n'd necessary to adjust present inventory levels,
the PM subsector model must have some access” lgcpected future demand
rates .of existing stockpiles . At any particular point in time,
PM demand will be aimed at adjusting stockpiles to a level which
will enable the realization of the speculative optimal holding
times on future purchases. This concept will be discussed.in
detail in a later section of this paper, In this section, means

of projecting future urban demand will be discussed.

1) INITIAL APPROACH - USE OF BEHAVIORAL
RESPONSE FUNCTION USED IN SIMULATION

The same seasonal urban demand response
ftmct.i:ons to be initially used to run the urban demand subsecter
component in a fine-time mode can also be used for making urban
demand profile pr.ojections.. A discussion of the details of
this particular response function will be given in a lé.ter
sectioﬁ of this paper. The. reader may question the "fairness"
of usiné the e:ig_gﬁ same functional response relationships for
Projections as are uséd to des.cribe actual response. This
£rick AWaits ‘cr:!:t‘:i.'s‘:i.'sm;“;hbﬁévéx‘,' ‘one’ ﬁhih’g’é‘ee'ms 'evident;"at this -

tmem By uging such a tactic to project future urban demands ) the

_vvobaerved performance of the demand predictor is fully determin'
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by the integrity of the predictlon.mechaniams used for the
| e;q>lanatory va.riable (mainly pr:l.ces)... Programm:.ng details -
will be described in a later aector. :

Q) ALTERNATIVE APPROACH
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2., DECISION MECHANISM

It will become ev:ident in this se¢tion (if it hasn't
already) that a very versatile and efficient information storage
and retrieval system will have to be available in the simulation
program, This system 1s discussed in section B5. The reader is
welcome to turn to that section at any time he wishes.

a., PM INVENTORY CAPACITY ALLOCATION

1) THE PROBLEM
It should be obvious that in order to take

advantage of the commodity profit functions, FM inventory levels
must fluctuate throughout the year. Inventory should be at a low
level during period of high profitability on current purchases so
that speculators are not constrained by available storage space.
On the other hand, inventory should be sufficiently high to
carry the FM sector through periods of low profitability on current
purchases. When multiple commodities which compete for the same
storage spéce are taken into consideration,:the problem facing
the FM Specﬁ-lator begins to come into view. The profit functions
for most commodities are very dissimilar both in amplitude and
phase throughout the year, due to different growing seasons,
different costs, demands, prices, etc. It is not hard to
visialize the situation in which the PM speculator would ‘like
to let an existing commodity stock level dimmish in order tovlf -
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§ ma.ke'room' for;purc,hasqs;1 at-a later, high profitability period —
but at the same time fbeing .faced with a’'high current profitability
" on & competing comodity. He is therefore faced with the dilemma
of trying to allow one inventox"y'level‘- to deplete @_i];e at the
same time trying to build another inventory level. Those who do
best in the PM speculative game will be those who can time and
control specific commodity purchases in a way which will take full
advantage of existing inventofy capacity and maximize overall
profits from grain storage.

In the short-run, PM speculators must
allocate the current inventory capacity among the various
comnodities in a manner which will maximize profits. In the long
riun, FM speculators must decide if more overall capacity is feasible
and, if so, obtain and then allocate this additional storage
capé.city in the most profitable manner.

2) A SOLUTION |

It is not adequate to assume that total
inventory capacity can be alloqé.ted ‘among commodities based on current
.profitabiliti‘es and .the;n "fixed at this allocation throughout the
~crop year. It is Jeq\:ia;l;ly or even more inadequate to allocate
storage space to the i¢qpipe£ing; commodities in a dynamic fashion

based on curre_ntr;p;'éfitaiji;.itiés, If the seasons of 2 crops are

. very ‘dissimilar; {575 possible BHAE the saiis tWo oFops WAy Wtilize
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the same storage space. As one inventory level is built up,
the'.other‘can ciimir}ia_ﬁ. - For example,’.barley and rice may
share the same warehouse, although their respective levels
will fluctuate. The current profitabi]ity. of commodities does
not indicate how inventory should be allocated, cven in a

dynamic sense. Current profits are not "Yggessarily made on

current purchases. When there are inventories involved, current
profit is based on past purchases. A high current commodity
profit may indicate that there should have ;;ﬁéen a large .allocation
glven to the commodity at the time it was '.I)urchaseq, but it
does not indicate that a large allocation should be given to
the commodity at the current time. In fact, high profits would
tend to go with high prices. For high profits, purchases should
be k.ept at a minimum during these periods.

| The problem of devising a method for allocating

inventory capacities through time, so as to maximize total profits

from grain storage, is no_small task. The method which has been
chosen for the initial versions of thismodel may well be
improved at a later “dats; however, it 15 Véry appealing i many
ways at this time. This method of allocating storage capacities
among. competing commodities is not to allocate storage at alll
Instead of putting a ceiling on the inventory level of each
commodity, they all bid for the same empty space wntdl it ie fvivlle'.d.;i
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Two possibilities exist. Either inventory
dapdc:?;ty~ié- an active constraint or it is not. If there is not
a eiidrtagg of available storage space, j.heré_-_ié_, no_need to
allocate this space among commodities. Speculative purchases
will be made in such a way as to adjust inventory levels (upward)
in attempting to achieve the optimal holding times on current
puréhaaes which were calculated during the speculative phase of
the model., If there is an available storage space constraint,
priority will be given to the most profitable commodities.
‘Purchases will then be foregone on the less profitable commodities.

b. PM INVENTORY CAPACITY ADJUSTMENT (LONG-RUN)
It is not correct to assume that the most
profitable inventory capacity is the maximum expected total
- inventory level. As inventory capacity drops below this
threshold, there will be periods during the year (or speculation
cycle) when inventory becomes completely filled and purchases

(and the profits on those ‘purchases) must be foregone. One must.
alsc r_emember; however, that a lower inventory capscity level
means less capital costé. By lowering inventory capacity level
We 'may have to forfeg.t. p‘ro'fiij.s on purchases (of least profitable
commodities) during 2 few periods of the year, but at the same
time'we are enjoying inventory capacity overhead cost savings .

throughout the entire year, ','I‘,lfi‘e're is a point at which the



55

profits foregone due to inventory capacity constraints are
equal to the savings in overhead costs. This is the Yoptimal
inventory capacity level,r ’

The level of private mai-keting inventory
capacity is determined by the profitability of either increasing
or decreasing the amount of available storage capacity. If less
storage is more profitable because of the expense of carrying

rexcess capacity, we will see a gradual decrease in PM storage
capacity. If additional storage space is seen to be more pro-
fitable, even after adequately con'sidering ‘the construction

costs of this storage, then we will see an increase in the amount
of FM storage capacity.

The optimum level of PM storage depends on a
multitude of factors and will continue to change throughout time.
It ;eems safe to assume that although actual PM storage capacity
will 'mqve-toward this optimum level, it may never arrive ;
and if it did arrive at any particular point in time, changing
conditions would soon ‘change this optimum level.

First attempts at simulating the above phencmena
will be as described below. Several of the performance criterion
described in section B, (and perhaps others',: if necessary) will be
carpied by the simulation model at 3 different levels of PM

inventory level: (1) the actual level, (2) a slightly lower lekvel#
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(perhaps* 10 percent),, &nd’ (3) a slighitly higher level, Te

 §£§1§§19 éarféed;at these 3 levels will be. those which are
’dépéﬁdent-onzfﬁ.infentory level and will in-teim'reflect their
effects on actual PM profits realized. If, at a particular point
in time, the 3 levels of criterion indicate that profits are
increased by a higher level of capacity, after accounting for
increased costs due to construction and overhead, then there will
be an increase in PM storage capacity. The same thing cun be
expected in the opposite direcfion if there is excess storage
capacity. Finally, we can expect to see no change in the

amount of storage capacity if both higher and lower levels point

toward lower profits.
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c¢. PM INVENTORY (STOCKPILE) ADJUSTMENT
1) COMMENT ON DYNAMIC FROGRAMMING

There are several means of generating PM
demand and marketing patterns which will reflect an 'attempt' on
“the part of PM speculators to maximize their profits. Perhaps
the mc;st elegant method to use would be a'. dynamic programming
approach., In this initial phase of model development, however,
we shall avoid getting too involved with sophisticated optimization
techniques. Perhaps the shortcomings of the alternative methods
discussed in this paper will serve to reflect some of the imperfect-
ness of the human behavior patterns being simulated., Dynamic
prog;rammir'lg is a very powerful computational technique. which
shoufl.d not be dismiésed from later applications in the KASSIM
model, VWhen @evehping optimal policy strategies for the govern-
ment food-grain management program, dynamic programming, in
conjunction with the simulation model, can provide ‘valuable answers
to very difficult questions.

2) FM SPECULATIVE DEMAND AND MARKETINGS

The methods described in this section for
generéting speculative PM demands and marketings make use of
the information storage a.r;d retrieval (ISR) mechanism. The
details of how information manipulations are actually carried
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ovt by the simulation program are described in 'SectioniB_.s.c, of.this
'report. The reader shouid keep in mind that several variations

and refinements of the procedure described in this section are
possible, using the same ISR mechanism.

: In the following ;discussion, & time~cell (T-C)
can be. defined as an identifiahle and accessible set of numbers,
containing information relevant to a specific time period of ;c,he
gimulation model. T~C information can be past (historical or

' memory), present; oF futire (pdeilation)y T TE ean Be atcdssed,
manipulated, and "forgotten" when no longer useful. Once T-C
information has been '{,lf;‘q_z:’g'igfc:ﬁép?f}fie”'samé “computer ‘storage space
can be utilized by a new T-C and its informa...ou.
Given T-C informaticz about inventory
stock levels, current inventory"g‘&p’éé’iﬁr’_,’_‘-_’a@_@_égﬁfg'fgiiéﬁ'e' ‘data
generated during the gpeculation phase, it is possible to
generate PM demand and marketing patterns which reflect logical
profit maximizing maneuvers O tHe PErt of Harket Speculators.
The illustration below will help to clarify
some of lthe general ideas behind this method of generating M

demands é.nd marketings.
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NTDIEJ- NTDEZ NTIMEB .0 LX) NTD% see tho

(1) all 8.12 313 cer alm Iy alho
, (2) 321 522 323 (X aam e az‘ho
(3) 8'31 3'32 8.33 oo 83m  eee 331&0

The ,coiumns of the matrix represent consecutive T~C's, Eeginr_ling_
at the time projections are made. Speculative projections are
made over a time horizon of 1 year (40 time points) and updated
every # year (10 time points) with "most recently" aquired data.
Each row of the matrix above is assigned to contain a certain attribut
of time point information. For example, NTIME contains the
identifier of the particular time point. Row (1) might contain
PFF, the array repre.senting the speculative profit profile on
tcurrent purchases, and Tow (2) might contain’ the” cérresponding
optimal holding time for purchases at each time point. Row (3)
might contain the projected urban demand at the end of each
optimal holding time., The reader should note that for each
time point during a simulation run there is a.s.signed one and

only one time-cell, A T-C is not assigned until "there is a

need to store information related to the particular time
point. Since information about a particular (future ) time
point is generated during the projection phase, this is

usually when T-C's are assigned. Projection information,
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however; is not the only type of informa.tign to be contained in
a T-C. |
With the ISR mechanism, we have immediate
accéss to of any T-C through any attribute. For example, we can
access the.T-C representing the time point in the projection
corresponding to the ma.ximum speculative profit. This would be
accomplished by calling for the removal of the T~C containing the
maximm value of PFF in row (1) of the matrix illustrated above.
A simple procedure for generating PM demands and marketir;gs, follows
(1) Access T-C containing maximum value of PFF as described
abave.
(2) Determine the projected total urban demand for the
coming yeax.
. (3) Determine the amowit of deficit inventory at the time of
projection by subtracting current inventory level from
the value found in (2).
-(4) Generate an impulse functic;n of size one-fourth the
value in (3). | | |
(5) Place the impulse generated in (4) into a distributed
delay with mean centered about the time point in (1).
(6) Generate a second impulse of size one-fourth the value

in (2).
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(7) Place th.e impulse generated in (6) into a distributed
delay with mean centered about the time point represented
by the gum ~ of the time point in (1) ﬁlus its optimal
holding time.

(8) Run the simulation model. for % year, The output from the
delay in (5) will represent private demand to adjust
inventory (PDAI). The output from the delay in (7) will
represent private marketings.

The above discussion has been a very brief
introduction as to how PM demand and marketing patterns might be
generated, It is far from being the final word,
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PM DEM.ANDS AND MARKETINGS
If distributed delay f\mctions are used
to rge‘ne'rat‘e.'PM_ma,rketing patterns as int.;roduced. .fm section

2):' abové, the following discussion inay be of assistance to programmers.

At any particular time point at which a

projection is performed (i.e., every ¥ year), the BM speciiator
(the model) can de'i:ezﬁine the 'gap' between actual inventory
level and the estimated levefl. of inventory ‘which would be required
to supply urban consumers over the next year.
FIGAP, (t) = TSUDi(t) - PINV (t) (38)

where: ‘

PIGAP = FM inventory gap —— MT

TSUD = to speculative urban demand ~~ MT

PINV = actual FM inventory levei - MT

~An impulse representing this gap in required

inventory ist' g'eneratedv as f‘o‘llows..

PDIR, (4) = PIGAP, s (6)/on I - (39)
where..g TR . ' ,
: rpnm ‘= PM dema.nd 'impulse' to adjust inventory MT/yr
L PIGAP - P inventory gap I |
%;-"D’J.' lenth of simulation cycle (1/1;0 year) -



63

The DELDT delay subroutine will enable us

to "spread" this unrealistic demand timpulse! rate over a longer
time period. The order of the delay will reflect the acquisition
evfi‘iciency of the PM subs.ector — higher orders, reflecting
higher acquisition efficiency. The DEL parameter (mean delay
time) of the delsy (TTD below) is the instrument by which the
demand to adjust inventory is centered on the proper time point.

' The FORTRAN sequence below indicates tiu‘.s
method for célculating PM demand to adjust ‘inventory.

| PDIR(JC) = PIGAP(JC)/DT (39F)

CALL DELDT (PDIR(JC), PDAI(JC), RINFGL, TTD(JC), IDTFGL(JC),
DT, KFGY)

where:

PDIR = PM desired 'impulse' to adjust inventory for
- commodity JC (import to delay) — MT/yr

PDAT = PM demand to adjust inventory for commnodity
JC (output of delay) -- MT/yr

‘RINFG1 = array of intermediate rates used by the DELDT
subroutine — MT/yr

TID = the simulation tims point at which speculative profits
on "current" purchases an at a maximum -~ yrs

IDTFG1 =-the number of subdivisions of DT effective in
this particular call to DELDT. T



| ImIFeL(Je) - =142, *FLOAT( m}l(Jc))*Dr/TTD(Jc) | (4OF)
(see’ discuss;on below) . '

where: - S
DI = simulation time cycld (l/z,o yr) -

KFGl = order oi‘ the DELDT delay =«- representing the
' a.cquisit:x.on effn.c:.ency of PM — no units

_Note that the length of the delay (TTD)
in (39F) is varlable. For each pro;a.t profile projection a new
. value of TTD is. determ:med. There is nothing to keep TTID from
occurlng very near to the progectlon phase time point. One can
certainly see the need for the DELDT ‘instead of the ordinary
DELAY delay subroutine in th:.s case. (Reference pp 6-47 to 6-51
of Llev;el]yn). In the worst cese (when TTD;~tq = .025) the
effective DT of ‘DELDfI‘ subrout.lne should be 12k times smaller
than the DT of t.he model. (where k is the order of the delay) to
insure etabm]ity. The a.rgument ILLFGJ-(JC) is, therefore,

: ealeuleﬁe@ after each speculet_ion phase'of the model. Similar

a.rgumenﬁs to the’abeve apply to the generation of PM marketings.
. : B 4

A
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L. SELF-ADAPTIVE MECHANISM
Reasons for incorporating a self-adaptive {or learning)
mechanism into the PM behavioral model have already been discussed ir
several previous sections of this paper. The updating of the para-
meters used in the Stochastic Model for Predicting Prices.(Section
B.2.a.1)) is a part of this self-adaptive mechanisém, In this sec-
tion we will discuss som'e further aspects of this portion of the

model.

a, PERE‘ORIMNCE CRITERIA

Up to this point, a large factor in determining the
behavioral patterns oj.‘ the PM subsector has been the speculative
profit on current and future purchases. An excellent (and most logical)
criteria to use for evaluation of this predicting procedure is the
actual ';irofit eventually realized on these purchases! Much of this
ihfomation is not immediately available, and it is tlerefore necessary
to "hold" the original predictions until such time that a comparison
between actual and predicted values can be made. For example, when
a PM entrepreneur purchases a certain amount of grain at a specific
point in time, the profitability or profits actually realized on those
particular purchases will not be available until the grain is sold
and the actual re\'rem}e and costs associated with the original pur-

chases are determined. It is this type of stimulus, the "actual"

performance 'cr;i.t.eria‘(oft.entime.s' lagéédh which wili concern us
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st in'this sectlon, By utilizing this information the R

system can’ :Lnternally édjﬁét‘ (1) inventory ca.p’aé#ies , (2)

: 'lini}éhtqry 1ev§ls 5 :(3’) purchasing patterns, and -(L) predicting
mechanisms to improve its own perfofmance and iﬁcrease PM profits —
& phenomenon not unlike real world behavior, .which is our
ocbjective here.

It is widely agreed that if one disappearance
pattern for grains from storage had to be described, it would be
a first-in-first-out (FIFO) pattern. 101d grains lose their taste
and preference .rapidly and all dealers atteryt to rid these inventorie
of the oldest commodities fifst.

If we can hold (in a time-cell) various PM variables
for each time point (DI') during a simulation year we will have
access to some very valuable "actual' performance criterion for
the PM subsector. These criterion can then be fed back into the
model to improve perfdmance. Some of the variables for which
T-C information can be of use are listed below:

' 1. Speculative Price Projections, PSS -- W/MT

| Price projections are the bases for all other speculation.

' By holding T-C information on projected prices and then comparing
it with actual realized Iprices » we have a means of evaluating

and correcting the price projection mechanism, _

2. Speculative Profitablities:on Current Purchases, SPP, —- W/MT

i
A comparison between actual profitabilities and this
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T-C information will be a direct measure of the perfonﬁance of
the projection mechanism, _
| 3. Speculative Profits on Current Purchases, SFF; -- Wiyr
Speculative profits are based on both speculative
profitabilities and speculative urban demand. A comparison
between actual profits realized and this T-C information will be
a meaéﬁre of the performance of the com@igq&ipﬁ'_Of these projection
mechanisms.
.4+ Speculative Urban Demand Rate, SUD; -~ MI/yr
This T-C information can be used to evaluate and correct
the urban demand projection mechanism,
| T-C information on the rates at which inventories can
be expected to move gives us a means of estimating the holding
times on current purchases. Given current inventory level, and
the expected disappearance rates from successive time-cells, it
is possible to estimate the holding time on current inventory.
If the expected holding time on current inventory is longer than
the optimal holding time calculated for purchases during this
time period, inventory level is indicated to be too high and it
is best to forego any purchases during this time period. If,
on the other hand, expected holding time on current inventory is
shorter than the optimal (speculative) holding time calculated
for purchases during this time peried, then current inventory is

indicated to be too small to provide the appropriate'holding time.
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Again,given the exjaelétéd@ disappearance rates, it is possible to
"c‘a;lculgfc.‘e ﬁhe’;pui'cﬁa:.g'ingu rate for that period .w'hi'ch will provide
the appi;‘op'x‘ia;fé expeéted; holding time on those ;Jurchasés. of
course there are many constraint action on the system at this
point (e.g. acquisition efficiency, supply, available inventory
capacity, available funds, etc.).

5. Speculative Optimal Holding Times, OTHi - yT8
This information can be used to generate (varying degrees
of) Vprofit maximizing" PM demand and marketing behavioral p.atterns.
6. Commodity Specific Iﬁventory Levels, PINV e MT
If we have this T-C information for, say, the past year,
we have continuous access to the amount of inventory carryover
generated by a partigular PM strategy.
7. Total Inventory Level, TPINV -- MT
T-C information on the utilization of current inventory
capacity will give us infonnat;ion which can be used in loz;gérun
_inventory capacity adjustments.
8+ level of PM Purchases, PPURi ~ MT/yr
We must have a record of a.ci';ual T-C purchases to evaluate
actual profitabilities a.ﬁd pJ:‘OfitB. realized on purchases. This
list is not meant to’ include all time-cell specific variables

'Which'may be of interest. | As development contixiues , some variables

may be added or deleted from the above list. '



69

b, CORRECTION FACTORS
Note that speculation is made only on 2 variables —
future price and future demé.nd. Since a record. has been kept of
the speculative profile of each of these variables, it is a simple
matter to calculate a correction factor for the original prediction
mecha.ﬁisms, ouce the actual pride or actual demand for a particular
T-C has been observed. These correction factors are then used

in the new prediction phase.

PCFi(K‘I') = (CPU; (KT) - PSS, (KT))/Pss; (XT) (1)

QeF; (KT) = (Q; (KT) - Qs, (KT))/Qs, (KT) (42)
where:

PCF = correction factor for price predicting model — %

K'I: = yearly time-cell index (.KT=1,'. eeey 4O)

CPU = actual consumer price —— W/MT

PSS = speculative selling price — W/MT

UDCF = correction factor for demand predicting model —— 2%

" UD = actual nonfarm demand — MT/yr | |

SUD = speculative demand -- MI/yr
The old prediction mechanisms are then modified as indicated .
below, Note the predictions from the old mechanisms appear on
the rhs of the replacament symbol (=).
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5. INFORMATION STORAGE AND RETHIEVAL MECHANISM

a. FRICE DATA ADJUSTMENTS
'. Since the mbdel is presently designed to operate
with a simulation time cycle period of 1/40 year, it will be highl
preferable to have price data based on at least 40 independent
observations per year. Weekly data would be more than sufficient
and coﬁld easily be transformed into AO';ﬁdppendépt'pbservétions p
year through the use of the TABLEXE function.

A.word will now be sald about how data can be
easily transformed into 40 equally spaced time points per year.
Although monthly data are @qogggarsé £9r‘qﬁé’bﬁ;poée we have in- mir
here, it may be necessary to start the model with such data in
the beginning since additional fesearch;ﬁﬁﬂj:have to be done in
uncovefi;g the finer time scale data. |

Suppose I years of monthly data are to be transformed
into 1/40 year data. The data can be loaded by the following
DATA statementg.

DATA ((VALP(1,.M), M-—gl,ae) =d33, degrececcserenenaranny dMS)
DATA ((VALP(2;M), M=1,48) = dpys Aygsecercescccconnnns, d%s)

ete.
where:

VAIE‘= an array to hold. monthly’prices for the NC (number of
: commodities) - W/MT ,

‘;'d = price data

(45F)


http:easily.be
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This monthly data can now be transformed into 1/40 year data by
utilizing the ‘TABLEXE function as follows: |

D 2 JC=1, NC
P 2 M=1, 48

VALPS(M). = VALP(JC, M)
2 I=1, 160
PHIST(JC, I) = TABLEXE(VALPS, 1, 1, 47, .3# FLPAT(I))
Four years of weekly data can be loaded and

transformed into 1/40 year data by the following statements.

DATA ((VAI.AP(l, W), W_:'l,ZOS) = dll, dlz,oocooooooooonooondmos)

D 2, 4JC =1, NC

D 1 MW=1, 208

VALPS{M W) = VALP(JC, MW)

D 2 I=1, 160

PHIST(JC, I) = TABLEXE(VALPS, 1, 1, 207, 1.3%, FLZAT(I))

(L6F)

(47F)
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b. UPDATING HISTORICAL DATA USING GYCLIG BOXCAR
ROUTINES ‘ ‘
]

I;n this section we will discuss a method in

which historical data can be progressively replaced by actual
corresponding output data from the simulation run.

| In some cases it is not necessary (and a waste of
machine efficiency) to ‘carry along! .newly generated data every
simulation cycle. iInstead, the model may operate for, say, % year
(10 simulation cycles) before updating certain historical data
arrays. The cyclic boxcar subroutine given below enables us to
tupdate'! historical data arrays at specified intervals throughout
the simulation run.
(Ref. Llewllyn, Chapter 7)
SUBROUTINE CBOX2 (CYCLE, CYCLEU, LT, NCY, NK, CTP)' ‘ (48F)
DIMENSION CYCLE(1l), CYCLEU(1)
NK = NK + 1 ‘
CYCLEU(NK) = CTP
IF (NCY. GT. NK) Gff ¢ 1
K = LT - NCY |
DO 2 I=1,K i
CYCIE(1) = CYCLE (NCY +1.)
- K= LT'- NCY + 1

03I=K, LT .
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3  CYCLE(I) = CYCLEU (I+NCY-LT)
NK = 0 |
1 RETURN
END
Tho arguments and variables of SUBROUTINE CBOX2 are now defined:
CYCLE = the current historical data array being used by the model

CYCLEU = an array holding newly generated historical data to
be used for updating CYCLE

LT = lenth of CYCLE
NCY = number of simulation cycles between updates
NK = index for counting simulation cycles since last update

CPT = current time point value of the variable for which
CBOX2 has been called

c. APPLICATION OF GASP UTILITY ROUTINES



74

¢. GENERAL OPERATING PATTERN OF THE PM SUBSECTOR SIMULATION MODEL

Thus far in this paper we have discussed only the basic
structure of the PM subsector simulation model,‘ and some specific
techniques to be employed in the prediction mechanism. Some
of the performance criterion which will be generated have
been mentioned, but so far nothing has been said about the actual
operation of the PM simulation model. It should become even
more evident after this brief discussion of the operating pr .ern
of the PM simulation model, that ‘a very 'w_n}r_saio.'iie' and efficient
information storage and retrieval system will have to be available
in the simulatiop program.. The basic steps' in the operation of
the PM model areAJi'sted below. Following this list, each step
is described in brief detail.
| J... Load historical price data.

2. MAdjust price data to 1/40 year intervals.

3. Generate and store speculative future prices.

L. Smooth the speculative price profilés generated in 3
(PPSi-—-)YP ) and store. Tt '

i
5, Generate and store speculative urban demand for foodgrains,
SUDi - MT/yr
6. Generate and store speculative profit profiles, SFF, — W/yr
- along with - i
corresponding optimal holding times OTHi — yrs
- and - :

corresponding speculative urban demand, SUD; — MT/yx
7. Begin simulation cycle.

8. Generate current PM demands and marketings to adjust

inventory, PDAI, and PMAIL — MT/yr
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9. Store PM purchasing information, PPURy — MT/yr
10. Continue simulation loop to next prediction phase. .

11, Repeat prediction (speculative) phase and apply feedback
correction factors.

12, Purge computer storage files.

13. Continue above pattern to end of simulation run,

1.. Ioad historical price data
The simulation model will begin with a set 4 years of
historical time-series price data for the period 1966-1969.
2. Adjust price data to 1/40 year intervals
It will be preferable to have time-series price data
available at intervals of .025 years (1/40 year — one DT) or
finer. Whatever the sampling rate, however, the data will be
transformed into .025 year intervals to make it compatible with
the KASSIM model. A technique for making this transformation has
been described Section B.5.a. of this paper.
3. - Generate and store speculative fTuture prices
Using the above price data, various statistics will be
calculated:. a regression line through the data representing the
Iprice trend line'! for each commodity (PTTi); weighted average
deviations from the PTL for corresponding periods during the
year (ADPTL;); autocorrelation between deviations of price from
the PIL with a lag of one DT (ACDF&); and standard deviation
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:Qf'ipri:c}g: ‘deviations from the PIL (SDP,): These statistics are
thenuaed /.‘aysjt_,he pa:rametefs-in the stochastic mddel of e,éuatioril
(15) for predicting producer prices (PPSi) at intervals of one
DT for approximately 2 years into the future. If we assume a
consf_,a.n?.", marketing margin between producer and coﬂsumer prices,
then future expected selling prices (PSSi) can be generated from
corresponding predicted purchasing prices by the simple relation-
ship of equatién'(33 ). Al prédicted price profiles should be
stored for ‘later reference.

L. Smooth the speculative prige profile generated in 3 above
(PPSi_-) YP
Since the specula.tlve profit profile PFF is generated
from a stochastlc model, it can be expected to have a fair amount
of random variation or 'noise'. The smoothing operation will
enable us to work more easily with each profile, but as with all
simplifying manuevers we will dose information in the process.
At this stage of development, both the:Yaw and smoothed profiles
will be stored for later refe'rence. Techniques. for smoothing
the price profiles are described in Sect‘ion BLZ..Q..Z)"Qf' b
this paper. '

- Do Generate and store speculative urban demand for foodgrains s

\

PM purchasing pat.terns will be based on inventory stockpiles
a.t the time oi‘ purchase, expected disappearanca rates > a.nd the

s ;\ !A: (,, . N y .
" - PRI ;)_,: Coalnd
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"optima.bl h%idiﬁg:,atixnési~ Sin4ce there is ekpéqted to be a

‘ologe dorréiétiOn between seasonallurban conéumption pattgrns

| ,i.nd commodi ty px;ices', these projections will be.'based on speculative
prices ‘calculated and recorded in L, above. It is expected that
a linea;' reéression model relé.ting expected urban consurption
 rates to speculative éonnnodity selling prices, per capita income,

and a sel of seasonal dunm\y variables will suffice for the present.,

6. Generate and store speculative profit prof:.les ’ SFFi — W/yr
- along with -
correspondmg‘optmal holding times, OTH — yTs °
- corxesponding speculative urban demand_, SUD; - MT/yr

Given the above predictions of future prices, along with
interest rates and associated storage costs, it is possible
t..o generate a speéulétiVe profit profile (‘SFFi) , representing the
- maximum profits realizable from purchases made ov'er the upcoming
year. Corresponding to each entry of SFF:.L is an optima; ho{Lding
time OTH; and a speculated urban demand SUD;,. A method for
generating the speculative profit profiles with optimal holding
times and corresponding urban demand has been discussed in detail
in Section B.2.b.3) . of this paper. Again, all the above
information should be stored for later reference.

7. BEGIN THE SIMULATION CYCLE,

St=eps’ 2 thru 6 above might be termed the "speculation

phase” of the FM simulation model. With the above information



ready for easyretrleval, 'sﬁqr'ége 5. and *disch?tx_fgé (when no longér
us/éﬁl));;;-ﬂe a.re bi'e'a.dyv;.'l:';_o begin. the siﬁlulatidﬁ cyc;le. The above
"yv"sftep‘si are pepé#t?ed -periddiCally tll'i;"oughout' the simulation run.
' '_Price data 'J;ill be updated h times each simulation year. With
a simulation cyciie: time increment of DT=,025 year, this will
mean réﬁsiﬁg pr'o._afdictions ‘every 10 simulation cycles.

8. Generate current PM demands and marketings to adjust
. inventory, PDAL, and PMAIL, — MT/yr

Given thg invent;ary stock level at the time' of purchase,

the expected disappearance rate profils, and the optimal holding
time for purchases during the current time period, it is possible
to éalculate the level and timing of purchase ‘and sales required

" to maximize the expegted profits. This will be the private
marketing demand t- ndjust inventory, PDAIi -~ MT/yr. Private
marketing purchases, PPIR, -~ MT/yr, will correspond to PDAL,
(unléigéed) unless, of course, there is :'meufficiem; sﬁpply available.,
A procedure i‘c;r generating PM sp'eculative demands and marketings

+ has been described in Section Bi3.c.2) . of this paper.

3
As indicated in 8 above, the actual PM purchases are not

L
9. STORE PM PURCHASING INFORMATION, PPUR, -- MT/yr

determined in the FM subsector model -~ only the FM demand *o
adjust inventory, PDAL; —- MI/yr. A sudden burst of PM demand
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for rice, say, during the early summer months may not meet with
an adequate supply available for sale. The government may also
be competing to make purchase at the same time in which case
rationing will take place in the transactione.' The jump in demand
will force producer prices to rise, in turn causing more rice
to go ;n the market from farm storage.
The above paragraph is toversimplified and tends to force

us to !get ’a.héad of ourselves,'y The main point to conve) here
is tha} private marketing purchases, FPUR,, are determined
outside the PM subsector and, in actuality, are inputs to the PM
subsector model. The following purchasing information is now
appropriately stored.

1. Current simli'lation cycle index counter number, NTIME -- #.

- 2+ Mlount purchased during this particular time period,
PPUR, (t #¥DT — MT

3. level of PM inventory after current purchases and sales,

L. Rate of current urban demand UDi - MI/yx
5. Actual producer and consumer prices, P (t ) and CPU. (t) =~ WMT
10. CONTINUE SIMULATION 1oop TO NEXT PREDICYION PHASE
.Steps and 8 and 9 are repeated each simulation cycle. In
addition more bookkeeping is required. We assume a FIFO dis-
appeé'.raxice pattern of PM inventory. As the simulation run progresses

‘and the initial PM inventory is exhausted from the first time-cell



80

('1‘-0) , future PM ‘é'ai_l.eé ‘are suppl'.l.ed from successive T-C's.
1e "6lciest" ‘T.-C étill’"vcbr‘;ﬁa:i.h'in'g. inventory will 'i‘urnish the supply
wﬁicﬁ'is_'marketed‘at aﬁy'-pafticﬁlar time. When.a T-C is depleted
of inv_eﬁtory, the actual holding time of the purchases madé in
that T-C is recorded, If more than one time period is requiréd
to exhaust the purchases made in a certain T-C, then the average
holdiné time is recorded. If a T-C doeé not contain enough
inventory to satisfy current urban dema.nd, it is exhausted,
actual holding time recorded, and the next successive T—C is
moved into position of satisfying the remainder of current non-
farm demand. If and when there are no predecessor time-cells
holding inventory (purchases) then PINVi(t) is‘ necessarily zero
and urban demand cannot be satisfied. In this case PSLSi(t) =0,
11. Repeat prediction (speculation) phase and apply feedback
. correction factors ‘

As indicated in 7 above, the speculation phase are repeated.
periodically throughout the simulation run. Price data (loaded
in step 1 above):iare "merged" with output price data from the
simulation run to this point. AL price data are, of course, .
Yaged" appropriately. .Most recent price output data become: the
newest "historical' data. The oldest data “are then discharged.
Evaluation of the pfo.jec’oion results can be accomp'.liahed By
making use of the T-C information "held" for this purpose.
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Correction factors can then be applied to the prediction
mechanism. Correction factors are briefly discussed in Section

’B.A.b.'o of this paper.

2. Purge computer storage files
- When T-C information is outdated or is no longer of use
it is cleared from the computer. These T-C's can now be used

for new information,

13. “Continue above pattern to end of simulation run
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- “D_j._i MbDIFICATiONS’ IN EXTSTING KASSTH COMPONENTS
: In order to efi'ectively mterface the GM slmulatn.on model
with the existing KASSIM model, some ref:.nements and moditications
are necessary in the farm production component (PROD\I) and the
‘urban demand component (DEMAND)., These components are described
in Appendix A bf the KASS report and again in theo User's Manual
(Speci'ai Report No. 9).

The production component (PROIN) can be run in a fine-time
mode, and with proper timing is capable of generating credible
seasonal labor profiles. .Howew-rer, the farm consumption, faﬁn
storage, and sales from farm storage beh.av:i.oral mechanisms must
be refined. Farm consumption is currently based on average
annual prices. Price and income elasticities are also based cn
yearly averages and do not ' necessarily hold valid information about
the short-run seasonal farm cousumption response. An accurate
farm s.ales behavioral function has not yet been incorporated into
the production component. Currently, this function is merely
a constant proportion of farm ' storage Nayailable for sale."”

The urban demand component currently does not operate in
the fine-time mode. Again, income and price elasticities, used
to parameteri'ze‘ the modei, are based on average annual responses
- and do not necessa.rilyhoid valid information about the short-run
seasodéi urban- consumption response to changes in income and

PL Se
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Dr. Moon, Pal' Yong, of the Korean Dévelopment Institute

has been investigating some of the seascnal foodgrain demands and
marketings in Korea.-l‘/ A review of the econometric model used

in Dr. Moon's study has indicated .that, with omé minor~adjustments
and."re-aaamnptions" s it can be fully incorporated into the

- KASSIM model. Although the model was not -originally developéd for
predicfion purposes, it Seems capable of generating credible
seasonal responses for farm consumption, farm sales, and urban
demand., This will give us a significant head start in refining

the KASSIM model to account for seasonal farm/urban foodgré.in
demand and marketing behavior. Of course, independent research
into these response patterns should be undertaken to verify the
applicability of the Moon model in this context.

| Dr. Moon :s model consists of 8 :f??l_nult.ar_xeou‘e.s‘“gguations5 ’
6 behavioral éqitions and 2 msiket :18aring identitics.” Tne 6

. behavioral equations describe the seasonal farm demand, farm

§4168; snd WFbA oHBUHpLLoT defiand 0¥ ¥icE and baYISY A Korear

The 2 market clearing identities were included to complete the

above system. Since TSLS was used‘ to estimate the above coefficients,
the market identities have no €ffé¢% on the estimation of the six

behavioral equations.

7 _
‘/ Moon, Pal Yong, An Econometric Analysis of Foodgrain Demand

and Marketings; Partial v.s, Total Response Analysis, Korea
Development %stltu‘qe, Seoul, Korea, I%’?Z. -



http:Korea.IJ

8

If we 'reﬁlécé the 2 static market eq}xiilibrium identities
in the abéve gystem by the '(yét to be described) dynamic relation-
-ships between prices and excess demands , the above ;nodel is
transformed from a static system of - s'imuIt’.aneous “équations into a
dynamic system of recursive equations.

C Moon's system of seasonal response equations

are given on the following 'Eg}t Notice that in
the farm sales and urban demand equations, prices are the only =
endogenous variables appearing on the rhs, If in the KASSIM modél,
prices at time t\ are calculated based on prices and excess demands
at time t-DT, we have, by definition, a reduced form for endogenous
prices at time t. The values of prices at time t can then be
used in the farm sales and urban demand equations to obtain a reduce
form for farm sales and urban demand at time t. Finally, values
of prices and farm sales at time t can be used in the farm demand
equations to obta:‘m a reduced form for farm demand at time t.

Informa.t:.on needed to incorporate Moon's seasonal
response model directly into the KASSIM model is given in
AppendixB . Thepsy data used to estimate the original Moon

model is also included i‘ox: later reference if 'desired.

E. FURTHER DEVELOPMENT
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Moon's Seasonal Response Model

(Farm Demand)
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Variable Definitions for Moon's ModelZ/

 Pdogeriéus Variables:

, ‘FD = farm per capita consumption of rice — kg/#-mo
{D‘ = 0 no o " bat e~ kg/#-mo .

qu = fam:per capita sales of rice —— kg/f-mo
R
FS
qB P non. " " ba:"lﬂy*"'" kg/#-mo
: q”’-“ = urban per capita consumption of rice —- kg/#-mo
R ] .
QBUD = 0o on ou- " bariey. = kg/#-mo
P
R

= monthly average wholesale price o.' rice deflated.by the
index of nongrain wholesale prices WPI -- W/kg

P = monthly average wholesale price of barliey deflated by
B WPL ' W/kg .

‘ Exogenous Variables:

P = monthly average wnolesale price of i/heat flour deflated by
W WPL -~ W/22 kg \oag)

qR = farm per capita stock oi rice at end of previous
t=l month -~ kg/# :

q = fam pei' capita stock of 'barley at end of previous
Bt-l month ~- kg/#

Y = farm per capita income originat.:mg from non-rice-barley
NRB sources deflated by index of prices paid by farmers
(PPFL) == W/#-mo

74 The original coeffzc-bents of Moon's modal have been transformec
80 that KASS units of measure can be used. The untts 'mdwataa

here are the original units.
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Waridbie Definitions.(cont'd)

Lt 1= farm per capita liabilities as of the end of the previou
= month deflated by PPFI -- W/#

E = farm per capita cash expenditures for clothing, educati
letc.,. deflated by PPFI — W/f=mo |

Y, = wurban per capita disposable income deflated by the inde:

of urban consumer prices ~- W/#-mo .

D, = 1. if October - January period
: = 0 otherwise

D, = 1 if February - May period

2 =0 other.ise

=]
i

= 1 if June - September period
3 = 0 otherwise



APPENDIX A
Private Marketing Subsector Variables

(w/o Speculation)
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Private Marketing Subsector Variables

Al - WMT-yr

k2, - W/MI-yr

B3, -~ W/mr

Ny ~— ﬁVMT

APi -— W/yr
AVCHPIi — W/MT-yr
CPU; - W/MT

CSi - W/yr

FCHPI, — W/yr
INT — Percent/yr

MM& ~ Percent

P --VW

g = v
PCAP -~ MT
PDAIi — MIV&r
PDF:.L -= Percent

FINV, -~ MT

PMDEM; == MT/yr’
PMLOSS, — &/yr

P, - W/yr

PPUR; — MT/yr

Storage and handlding costs

Storage capacity costs

Selling cost

Acquisition cost

Current PM profitability on sales
Average variable cost of holding inventor;
Consumer prices

Cost of selling

Fixed costs of holding private inventory
Interest rate

Marketing margin

Producer prices

Current PM Capacity

PM demand to adjust inventory
Proportion direct farm sales

PM stockpiles

Total PM demand

Private marketing losses

PX profit

PM purchases
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Private Marketing: Subsector Varisbles Cont'd

PSLS; — MT/yr
TCHPL, -~ W/yr
TEXP; ~-- Wyr
TPINV «- MT
TEMP ~~ W/yr
TREVP ~ W/yr
TTEXP; — W/yr
Q — MT/yr
QP — MT/yr
REVP; — W/yr

VCHPIi — Wy

PM sales

Total cost of holding PM inventory‘
Total PM commodity expenditures
Total PM stockpile

Total PM profit

Total FM revenue

. Total PM - expenditures

Consumer demand

PM demand to satisfy urban consumption

PM revenue

Variable costs of holding private inventory



APPENDIX B

Adjusted Coefficients for Seasonal Response Model
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