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Simulating a Developing Agricultural Economy: Methodology 
and Planning Capability* 

A. N. I-ALii, M, L. HAYENCA, AND T. J. MANETSCH 

IMuLATioN-a systems analysis approach-
can provide a comprehensive view of a corn-
plex system [3, 5, 7, 9, 10, 11, 16, 17, 24, 

29]. In development planning we are interested in 
studying and approximating, via a mathematical 
model, those relationships within the economy that 
are important in the development process. By 
translating this model into a computer language, 
the likely end results of alternative development 
schemes can be evaluated through manipulation 
of the specified computer simulation model. 

We are interested in exploring this approach to 
development planning because it might provide a 
more informed basis for planning development 
[12, 131. The design of development, or planning, 
is especially important in less developed coun-
tries because they usually have comparatively 
few funds available relative to their apparent 
needs. Consequently, allocation mistakes appear 
to have a somewhat greater opportunity cost in 
terms of human well-being in the underdeveloped 
setting. 

Planning in any country is a process fraught 
with uncertainty. Frequently, there is uncer-
tainty about likely immediate and longer range 
effects of development strategies. Further, the de-
gree to which policies aimed at one set of eco-
nomic phenomena may have unintended side 
effects on other aspects of the society is often un-
certain. The paucity of information available for 
decision making is often cited in developed coun­
tries, with even more frequent mention in less de-
veloped countries. Poor communication facilities, 
especially prevalent in LDC's, often impede the 
accumulation of potentially available relcvent in-
formation which might otherwise provide a rea-
sonably well-informed basis for decision making. 
Given these difficulties and uncertainties, let us 
consider the utility of a systems analysis ap-

* This paper was developed under research contract 
with the U.S. Agency for International Development. 
The order of authorship does not imply degree of con-
tribution; the authors are members of a research team 
at Michigan State University. 

A. N. HALTEP. is visiting professor of agricultural ecO-
nomics, M. L. HAYENGA is assistant professor of agri-
cultural economics, and T. J. MANErsCH is associate 
professor of systems science, all at Michigan State Uni-
versity. 

proach-simulation-in studying the dynamic 
interactions among variables affecting the rate of 
development and in subsequently planning devel­
opment. 

A systems analysis approach attempts to iso­
late and formulate into a mathematical model 
those sectors and components of the economy 
and those physical, biological, economic, and so­
cial relationships within them which are most im­
portant in affecting the development effort. The 
systems analysis approach, in the development 
context, emphasizes those relationships that can 
be affected by or are vital to the evaluation of 
either public or private development policies. In 
the process of formulating the simulation model, 
relevant information is gathered and incorpo­
rated into the model. It is then available for ana­
lyzing alternative development strategies and as­
sisting in the critical resource allocation deci­
sions. 

In this paper we first discuss simulation as a 
problem-solving approach. We then illustrate the 
apjlication of this approach to the development 
problems of the Nigerian agricultural economy. 
In so doing, we describe the route taken in 
formulating a simulation model of an economy 
primarily agricultural in nature. Finally, we 
comment on the potential planning capability of 
simulation models as applied to development 
planning. 

Simulation Methodology 
Simulation is viewed here as an iterative prob­

lem-solving process which involves problem for­
mulation, mathematical modeling, refinement and 
testing of the resulting model, and creative de­
sign and execution of simulation experiments in­
tended to provide answers to the questions posed. 
We conceptualize the process as shown in Figure 
1. As the arrows indicate, the general movementof the rcs sfo eiiino h rbe 

e process is from definition of the problem 
toward model application, but the reverse arrows 
indicate that the process is iterative or 
"larning"in nature. A prior stage might have to 
be repeated on the basis of information acquired
during a subsequent stage. In this manner 
changes in model structure, parameters, etc., are 

g
introduced which lead to a better model. The 
"output" of a simulation is a set of system per­

272 
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ornance varianies associated with each set of 
policies and/or strategies. This allows the deci-
sion maker to choose among a range of alterna-
tives, using his own criteria, 

Problem 

(1) 

Definition 

Mathematical 
(2) 	 Modeling 


& Simulation 


Model 

(3) 	 IRefinement A* 

and Testing 

Levant 


Model 

,4) 1 

Application 

utput 


Figure 1. 	 Computer simulation as an iterative 
problem.solving process 

Problem Definition 
Space and time are not available here to ade­

quately describe "problem definition" and its 
fundamental importance to computer simulation 

of any system. The objective of this initial phase 
is to clearly specify the functions and mecha­
nisms of the system, what measures of system
performance are appropriate, and what alterna­
tive means are available for achieving objectives 
-in a nut shell, to identify the major questions.

In our large-scale system study, effective prob­
lem definition required creative interaction 
among decision makers, planners, systems ana­
lysts, and other specialists. The interdisciplinary 
research team at Michigan State University was 
fortunate 	to have available professionals with a 
backlog of experience in the Nigerian agricul­
tural economy. The Consortium for the Study of 
Nigerian Rural Development (CSNRD), which 
was headquartered at Michigan State University, 
provided substantial information about the coun­
try and served as a center for contacts with peo­
ple 	in the United States and Nigeria who were 
knowledgeable about African agricultural and in­
dustrial development [15]. Further, the CSNRD 
collaborations with AID, FAO, and Nigerian 
planners and policy makers provided us with a 
fairly clear picture of the current governmental 
and planning institutions related to the agricul­
tural economy and to the tools they use to 
influence the economy. This aided our selection 
of the planning clientele toward which this model 
should be oriented [8, 32]. As a consequence, the 
major policy questions and the corrL-ponding rel­

sectors, interrelationships, and variables in 
the Nigerian economy were isolated more esily 
than they might have been. 

The following are examples of questions we 
proposed to answer. They illustrate the policy 
level at which we were aiming and thereby help 
to specify the level of aggregation toward which 
the simulation model is oriented.' 

What would be the impact on farm income, 
national income, export earnings, level of demand 
for farm and nonfarm products, and levels of 
employment of: 

(1) 	 increasing marketing board prices paid to 
export crop producers (i.e. reducing the 

'The Nigerian model can be differentiated from the 
simulation models built by Holland for the Indian and 
Venezuelan economies and Kresge's model of the Pakistan 
economy [9, 10, 161 by its adaptability to questionswhich require either very macro or intermediate levels of
agregatlon in contrast to the macro considerations alone 
of the Holland and Kresge models. 
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spread between world"and domestic 
.,prices)?,. 

(2). increasing production research and exten-
Sion efforts on export crops? 

(3)' 	 increasing research on food crop varieties 
and production practices, and subse-
quently funding production campaigns to 
implement the most promising findings? 

(4) 	stimulating private investment or making 
public investments in agricultural input 
industries, storage and processing facili-

F"ge 2. Mfo 

. impor'ts I. (to various 

sectors)
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b ( . "taxes 

I -)a xes/ 


p r od ucti o n 

ties, and required supporting infra-struc­
ture improvements? 

Specifying the relevant policy-making clientele 
and their most important questions determined 
which sectors and/or interrelationships needed 
particular attention within the model. The major 
sectors and flows, as presently conceptualized 
within the simulation model of the Nigerian 
economy, are shown in Figure 2. As can be seen 
from the diagram, our emphasis is on the agricul­
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tura; sector which has been the major source of 
past economic growth. Since agriculture contains 
most of the productive resources in Nigeria (con-
tributing 65 percent of the gross domestic pro-
duct and 66 percent of Nigerian exports in 
1962-63), its role in future growth will be very 
important. Some planners are interested in evalu-
ating alternative policies affecting regional pro-
duction specialization and trade. These typically 
involve likely farmer responses to various eco-
nomic incentives or gOVLament assistance pro-
jects, etc. Consequently, our model has a com-
modity orientation, emphasizing export crops. To 
simply consider questions related to regional spe-
cialization and interregional trade, a two-region 
(North and South) model is currently conceived. 
However, several ecological zones within each re-
gion are also differentiated to allow the model to 
more readily assist planners at the regional and 
state levels, 

Although this diagram shows the main compo-
nents, sectors, and flows to be incorporated into 
the simulation model, it does not show the basic 
political decision mechanisms and their point of 
impact on the agricultural development and ad-
justment process in the Nigerian economy. In 
Figure 3, the relationship between specific policy 
variables and the components incorporating the 
main streams of economic activity are shown. 
These range from input allocation decisions to 
production results, following through the market-
ing process to consumption. The flows of mater-
ial, money, price information, and regulatory ac-
tivities are shown. Thus, this general mechanism 
applies to virtually any commodity produced. 
Specifically, it applies to staple food crops, live-
stock, and the export crops (i.e. oil palm, ground 
nuts, cotton, cocoa and rubber) in the agricul-
tural production and marketing sector of the 
model. 

Mathematical Modeling and Simulation 
Conceptually, a simulation model of an eco-

nomic system can be viewed in the following gen-
eral mathematical form: 

0(t + 1) 0 (t), -y(1)]= Fi(t),a(l), 

0(t) = H[4(t), 0.,(t), a(l), #(), (1) 

7r(t) -G[i(t), a(t), P(t), -i(t)] 

where: 
=a vector (set) of variables that defines 

the state of the simulated system at 
any given time. Typical state variables 

might be production capacities, land 
allocated to various activities, prices, 
population by subgroups, levels of 
technology, etc. 

ip= a vector of variables that describes the 
state of the system in the real world. 

a(l) = a set of parameters that defines the 
structure of the system, e.g., technical 
coefficients, etc. (Some of these may be 
subject to variation within the model.) 

#(I) =a set of exogenous variables that in­
fluence system behavior, e.g., world 
prices, weather, etc. 

y(l) =a set of policy variables that can be 
controlled to alter the system's per­
formance in various directions, e.g., 
investment alternatives, tax policies, 
etc. 

0(t) = a set of intermediate output variables 
that measure how well the model of the 
system P(I) corresponds to reality 
0,,(t), e.g., residual sum of squares, R2, 
etc. 

ir(t) = a set of output variables which mea­
sure the system's simulated perform­
ance, e.g., profit, income, rates of 
growth, per capita income, foreign ex­
change earnings, etc. 

The first equation is a difference equation for­
mulation of the system model which describes the 
state of the system and subsequent performance 
a'. discrete points in time. This formulation is 
particularly amenable to digital computer solu­
tion. The second equation applies only in the 
model refinement and testing stage. The third 
equation is relevant in model application when 
the performance of the system is simulated over 
time under various policy alternatives. 

This general formulation is exemplified in the 
hundreds of parameters and structural relation­
ships that are actually incorporated in the model. 
Because space does not allow a detailed descrip­
tion of the entire computer program which makes 
explicit the components, variables, and interrela­
tionships of the agricultural sector, Figure 4 de­
picts in more detail the major components of the 

Northern regional model previously mentioned. 

The Northern Region Model 
The agricultural economy of Nigeria is 

broadly viewed as comprising two interacting re­
gions: the southern tree and root crop region and 
the northern annual crop and livestock region. 

The current model views Northern Nigeria 
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(the old Northern Region) as being divided into 
four distinct subregions: (1) land area uniquely 
suitable for production of groundnuts or food 
crops, (2) land area suitable for production of 
cotton or food crops, (3) an area on which ground-
nuts, cotton, and food crops can compete with 
each other for the use of the land, and (4) land 
suitable only for food crops. The four production 
alternatives for these four regions are represented 
by the production and marketing blocks in Figure 
4. The beef production block represents the other 
major agricultural producing activity of Northern 
Nigeria which currently is assumed to be non-
competitive with crops for land resources. 

In this part of the model, the major outputs 
are quantities of commodities from various pro-
duction activities and other measures of system 
performance. These include level of gross domes-
tic product, tax revenues, employment levels, for-
eign exchange earnings, per capita incomes and 
nutrition levels, and industrial good consumption 
levels. The planner can explore the impact of al-
ternative development strategies upon these out-
puts. Major policy variables (from the user's 
standpoint) included are various modernization 
programs for the five production activities, mark-
eting board producer price policies for ground-
nuts and cotton, and taxation policies, 

A key component affecting the behavior of the 
model3 (and its ability to simulate real world be-
havior) is the land, labor allocation box in Fig-
ure 4. To summarize the equations, the total ara-
ble land in the four subregions is determined by 
available labor, cash returns to labor, the propor-
tion of the population active in the cash market, 
and a mechanization (or labor efficiency) coef-
ficient. Given total arable land, land available 
for cash crops is computed as a residual after 
subsistence food needs have been provided.' The 
land allocation mechanism then allocates this re-
sidual to the viable alternatives in each of the 
four subregions on the basis of cash returns per 
unit of labor, the most restrictive resource. The 
model includes behavioral and production lags 
which provide for a smooth transition of allocat-
able land to the most profitable option available 
in each subregion. The land allocation mecha-

'The beef production activity was the first component 
developed by the Michigan State Research Team. It is 
reported elsewhere (14, 20].

*Equations are available from authors upon request.
4This describes the present behavioral situation in 

Northern Nigeria, but the model has the flexibility to 
allow cash food to replace subsistence food needs if 
soclo-economic conditions change. 

T. J. MANETSCH 

nism described determines the supply response 
and the Northern producers' adjustment to 
changes in crop price and profit expectations. 
Since groundnut and cotton prices are estab­
lished by Nigerian marketing boards, only cash 
food prices are determined endogenously in the 
model through the interaction of supply and de­
mand. Demand for cash food in the model is de­
termined as a function of nonfarm income (as­
sumed an exogenous variable at the present 
time), nonfarm population, and food prices. 
Nonfarm population and food prices are gener­
ated endogenously by the model. 

The model incorporates a modernization com­
ponent that can be used to evaluate the intro­
duction of improved inputs or management 
practices to one or more of the crop components. 
The modernization component is a general pur­
pose subroutine which is called whenever a bud­
get allocation has been made to stimulate the 
modernization of one or more crops. Moderniza­
tion proceeds at a rate directly related to the 
level of profitability for the producer. This com­
ponent also includes an innovation diffusion 
mechanism which allows for spontaneous (farmer 
to farmer) diffusion of modern techniques occur­
ring over time if necessary inputs, information 
requirements, etc. are available. The major out­
puts of the modernization component are changes 
in the average crop yields which currently are 
deterministic rather than probabilistic (i.e., 
weather influence is ignored) in the model. 

Model Refinement and Testing 
Up to this point, we have used our theoretical 

and institutional understanding of the Nigerian 
economy to specify the major components or 
building blocks of the system and to initially 
specify the technological relationships, beha­
vioral interrelationships, cultural and institu­
tional constraints which might be manipulated 
by pelicy makers. In so doing, we have (1) 
specified the structural interrelationships, (2) 
determined the important instrumental variables, 
(3) determined the directions of causation, (4) 
specified functional forms of the technological or 
behavioral relationships that seemed to fit the 
current and potential situations envisioned, and 
(5) tentatively specified the p.rameters and, 
thus, the shape of functional relations. Our 
sources of information and data included 
CSNRD research, researchers and other profes­
sional personnel in the field, secondary data and 

previous research results. The information was 
utilized in initially approximating the parameters 



checked the consistency of the various structural 
relationships and parameter values and made 
corrections in gross errors. 

A procedure (illustrated below) known as
"sensitivity analysis" tested the impact of
changes in model parameters upon model behav-
ior. These tests served at least two functions,
They indicated what data were most important
in affecting model behavior, thereby helping to
establish priorities for additional data gathering
activities. A second useful outcome of sensitivity
analysis was identification of programs and poli-
cies which might significantly improve the per-
formance of the system. 

Those parameters which appear to be more
sensitive will be investigated. The investigation
may indicate that we need to instigate a special
study or wait for new sources of information or
for field surveys to become available. Alterna-
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and relationships in the components that we had Essentially, the model (which at this time con­completed. By computer simulation, we then tains only "ball park" parameter estimates 

tively, we may verify the reasonableness of the 
estimates by checking with experts or with data 
not previously utilized to establish the original 
parameters. 

Preliminary Tests of the Northern Model 
The major components of the system were

modeled, simulated, and tested individually as 
part of the overall model building process. Dur-
ing these tests, conceptual and programming er-
rors were detected and corrected until the compo­
nent appeared credible and ready for inclusion in 
larger models. The components were then inte­grated into the Northern regional model shown 
in Figure 3. Extensive model tests were contin-
ued within the context of the larger model to 
eliminate programming errors and inconsistencies 
between related model components. This refine-
ment process led to a model which was deemedready for preliminary comparison with time se-ries data generated by the Northerneconomy. Nigerian 


These initial comparisons served 
a number ofpurpose:icarry 
purposes: 

(1) They led to additional structural and pa­rameter changes in the model which made it be-
have more realistically, 

(2) They helped identify the model parame-
ters which have the greatest impact on the per-
formance of the economy as measured by such 
variables as income, foreign exchange earnings, 
value added, and so forth.(3) They provided guidance in determining
priorities for future data gathering activities, 

from the defining equation, perfect trackingwould correspond to a TSS value or zero. If the model
produced zero outputs, TSS would be approximately 39. 

for
the most part) was given farmer prices for
groundnuts and cotton over the period
1953-1965. Since these prices were determined 
largely by world prices and/or marketing board
policies, they can be considered exogenously de­
termined. The model then simulated this 13-year
period, generating annual groundnut production,
cotton production, and an aggregate cash food 
price index for Northern Nigeria. The sum-of­
squared errors thebetween simulated data and
actual data were then calculated and aggregated.
The following equations define this measure of 
model performance: 

TSS = TSS, + TSS + TSS 

where: 
TSS= total sum of squared 

deviations of the model 
results from actual data. 

TSS, TSS, TSS,= total ofsum squared 
deviations of groundnut, 
cotton, and food series, 
respectively. 

The individual squared deviations, TSS., TSSo, 
and TSS,, are computed as follows: 

i x _-t.
 
TSSX 11I 

- L . 

where: 

X =i reals world observation in yearj. 
21 .
X01 

--13 the mean of real world oh­
t-1 servations.
the simulated value of the ith time
 

series in yearj.

Division by the mean 
 7 in this equation nor-Dvso ytema nti qainnr
 
malizes the errors of each time series so theyapproximately equal weight in the overallmeasure of fit, TSS. 

Given the performance measure TSS, the
model was further refined and "uncertain" pa­
rameters were adjusted within the likely range of 
actual values until it roughly tracked real world 
data and produced a "respectable" value for
TSS. It was disturbing to note that the model 

'As seen 
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Table. L :Selected results of Northern model sensitivity, tests 

Run Run Base value of CPICNA FOREXNA CFIPC TS S TSS. TSS. 
ber description 

1 Baserun 
2 APLOT by 20%I3 APLO, by20% 
4 EAP(1) Tby 20% 
S EAP(2) 1 by 20% 
6 B(1,I) by20%
7 B( 1:4) by 20% 
8 B(2 I) Iby2O% 
9 CL Tb 20%

10 P4 1) by 20% 
11 P4(2) by 20% 
12 P4 3 by 2O0 
13 P4 C4)by20% 

varied parameter (X101) 

1.890 
6.0 2.026
6.0 	 1.945 

.750 1.922 

.5 1.895 
1.0 1.890 
1.0 	 1.891 
.5 1.886 

1.0 1.893
700 pounds per acre 1.989 
260 pounds per acre 1.921 
700 pounds per acre 2.007 
5320 poundsperacre 1.890 

could be made to look respectable in a number of 
different ways-some of them clearly unrealistic, 
Given more (than three) real world time series 
for comparison with the model, it would be more 
difficult to get a good model fit and this problem 
would be eased. The model was finally roughly
tuned on the basis of the most reasonable and 
consistent set of underlying assumptions. Using 
the results of this procedure as a "base" run, a 
series of "sensitivity" runs of the model were 
made in which individual model parameters were 
varied by 20 percent. Some of the more impor-
tant results of these sensitivity runs are shown in 
Table 1. 

The first run in Table 1 provides a standard 
against which subsequent runs can be evaluated, 
In runs 2-13 the parameter listed in column 2 
(and only that parameter) is changed by 20 
percent and the impact upon measures of system 

to a tabulation ofbehavior noted. In addition 
values of TSS, TSS,, TSS, and TSS., which are 
measures of how well the model fits data from the 
Northern Nigeria economy, Table 1 includes a
number of economic measures whikh provide an 
indication of how important variations in any 
given parameter are in determining the perfor-
mance of the economy. These are defined as 
follows: 

CFICNA = cash farm income from crops in 
Northern Nigeria accumulated over a 20-
year simulation run-billions of Nigerian 
pounds.


FOREXNA = foreign exchange earnings from 
crops and beef in Northern Nigeria accumu-
lated over a 20-year simulation run-mil-
lions of pounds. 

CFIPC = cash farm income per capita in the 
rural economy of Northern Nigeria-pounds 
per person. 

(EX10) (£) TSS 

9.228 8.29 1.887 .200 .828 .859 
172.7 8.57 4.896 .200 3.837 .859
87.00 8.44 7.463 .200 .827 6.436 
45.42 8.32 2.369 .200 1.309 .859 
15.29 8.29 2.122 .200 .828 1.095 
9.228 8.29 1.887 .200 .828 .859 
9.309 8.29 1.872 .185 .828 .860 
3.189 8.26 1.893 .200 .834 .859 
9.179 8.28 1.892 .206 .828 .858

130.3 8.51 3.699 .200 2.639 .859 
52.72 8.37 4.438 .200 .828 3.410 

156.7 8.54 5.452 .200 2.428 2.825 
8.386 8.25 1.949 .248 .828 .874 

In all, 12 separate parameters are tested for 
sensitivity in Table 1. These are defined as 
follows: 

APLO = cultivated acres per equivalent man 
unit in region 1 (groundnut-food) with 
traditional mechanization and normal prices. 

APL02 = same as above, for region 2 (cot­
ton-food). 

EAP(1)= percent of rural population that 
is economically active in Region 1 (ground­
nut-food) at the beginning of the simulation 
run (1953). 

EAP(2) - percent of rural population that is 
economically active in region 2 (cotton­
food) at the beginning of the simulation 
run (1953). 

B(1,1) = profitability elasticity for ground­
nuts when profitability index (PF)is greater 
than one. 
than one. 

B(1,4) = profitability elasticity for food inregion 4 when profitability index (PF4) is 
greater than one. 

B(2,1) = profitability elasticity for ground­nuts when profitability index (PF,) is less 
than one. 

CLS = a parameter that controls the rate of 
food price adjustment in response to differ­
ences between supply and demand. 

P4(1), P4(2), P4(3), P4(4) = the produc­
tivities in yield per acre in the farm sub­
regions of the northern model. 

The runs tabulated are by no means exhaustive. 
Much more of this kind of testing needs to be 
done. The runs shown illustrate what can be 
learned from sensitivity analysis. 

From runs 2-5 it is seen that variables such as 
acres cultivated per unit of labor and indices of 
economic activity are quite important in deter­
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mining the performance of the model. This sug-
gests that effort directed at obtaining better esti-
mates of these parameters might substantially
improve model accuracy. In fact, comparison of 
runs 2-5 with runs 6-8 suggests that labor utili-
zation and economic activity parameters might
be more important in determining system behav-
ior than parameters which measure the impact of 
expected profitabilities upon subsequent enter-
prise selection decisions. 

In run 9, the food price adjustment parameter
CL5 was examined for sensitivity and found to 
have a relatively weak influence upon model be-
havior. This suggests that data gathering efforts 
might be more profitably directed elsewhere, 

Perhaps the most interesting simulation results 
contained in the table are those of runs 10-13. In 
these runs, it was assumed that yields per acre 
were increased by 20 percent for each of the four 
major cropping activities of Northern Nigeria.
Run 10 (increased groundnut yield) showed sig-
nificant increases in foreign exchange earnings
and farm income. In run 11, the impact of a cor-
responding increase in cotton yield was less 
significant due to the smaller scale of cotton pro-
duction. 

In run 12, a 20 percent increase in the yield of 
food (mainly grains) grown in competition with 
groundnuts and cotton was postulated. The im-
pact on foreign exchange earnings and farm in-
come was greater than when either groundnut or 
cotton yields were increased by the same propor-
tion. The increased food yields allowed farmers 
to release land and labor from food crops. Be-
cause of the very large acreage of food crops, the 
acreage and outputs of groundnuts and cotton in-
creased more as substantial land and labor re-
sources were freed from subsistence food crop
production. These results focus attention on an 
important question: Should extension and re-
search programs give more emphasis to food 
crops grown in competition with export crops
such as groundnuts and cotton? In some situa-
tions, this might be preferable to aiming these re-
sources directly at the export and import substi-
tute commodities, 

In run 13, the yield of food in the food-only 
zone was increased by 20 percent. Food prices 
were lowered and the impact on farm income 
ind exchange earnings was neutral under the 
lemand conditions currently specified in the 
egion.

The tests described above represent a begin-
iing. Much more testing is planned for the 
gorthem model, including activation of the mod-

ernization components and exploration of alter­
native budget allocations. 

Model Validation 
Once a model has undergone preliminary tests,

attention turns to questions of validity.6 Valida. 
tion of a complex simulation model is by no 
means an easy task but certainly is of key impor­
tance if a model is to be used for decision mak. 
ing. If the model describes an existing system, it 
is sometimes possible to rigorously compare the 
behavior of the model with the past behavior of 
the real world system and thereby gain insight
into model validity. Prediction is, of course, an 
even better way to test a model-how well does 
the model predict how the real system is going to 
behave? Both these methods require considerable 
quantities of real world data which may be 
difficult or costly to acquire. The latter method 
involves a waiting period that may be intolerable 
in the situation at hand. 

If the purpose of the model is to help plan a 
system that doesn't exist, the problem of valida­
tion can be even more formidable. In this case 
validation hinges on the laws, assumptions, and 
logic embedded in the model and can be viewed 
as "validation by deduction." It's encouraging to 
note here that models have been useful in the de­
sign of new systems in many areas of activity. In 
any event, a simulation is always an approxima­
tion of reality. The question that must be an­
swered is: Is the model an acceptable approxima­
tion? 

In many cases, it would seem, a pragmatic ap­
proach to the question of validation has been 
taken. People who are thoroughly acquainted
with the way the real world behaves in the given
problem situation can develop a "feel" for how 
well a model performs and to what extent they 
can allow it to enlarge their thinking and 
influence their decisions. In many situations, de­
cision makers are forced to make important deci­
sions on the basis of limited and perhaps ques­
tionable information. Can better decisions be 
made using a simulation? Are the decisions im­
proved sufficiently to warrant the cost of simula­
tion? 

Model Applications
At this point we assume that the simulation 

model has been refined, tested, and judged to be 

'The subject of model validation and the design of 
experiments to test for sensitivity and validity of modelcomponents has been examined more exhaustively byNaylor and others [27]. 
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credble in its representation of reality. What is 
its potential usefulness to decision makers? 

A common use of a model is to provide the de-
cision maker with a laboratory for exploring the 
consequences of a wide range of alternative plans 
or management strategies. The decision maker 
has complete freedom to weight heavily only 
those benefits and costs that he considers impor-
tant. In this mode of operation there must be 
close interaction between decision makers, sys-
tems analysts, and computer specialists, as again 
the process is iterative in nature. One simulation 
experiment can lead to the creative design of a 
new and better one which may involve repro-
gramming or even basic modifications of the 
model. A set of development strategies which are 
consistent and mutually reinforcing can be de-
veloped and, thus, a more effective use of resources 
should be more readily achieved, 

With current technology, simulation models 
can also be used in an optimization mode [33]. 
This approach presupposes some single criterion 
such as cost, profit, discounted present value, etc. 
to be maximized or minimized. In this mode the 
model is programmed to automatically search for 
the plans or policies which optimize the selected 
criterion. In many cases, one objective function 
may not be definable, or stable over time. Conse-
quently, the multiple objective approach cur-
rently utilized in our model may be more useful, 
since it is sufficiently flexible to be compatible 
with both different agencies and changes in goals 
as development progresses. 

Due to the dynamic nature of system manage-
ment, simulation models are often used on a more 
or less continuous basis through time. This im-
plies periodic updating of input information and 
reevaluation of development strategies. Implicit 
ia this is the monitoring of the real world behav-
ior and using this information to keep the model 
realistic and credible to the decision maker's 
clientele. 

Planning Capability 
A computer simulation model of an economic 

system can have some conspicuous advantages 
for policy makers. It can serve as a means to ex-
periment with and comprehensively analyze the 
complex relationships affecting the potential re-
suits of various policy alternatives. Undesirable 
economic situations or consequences can thus be 
foreseen and avoided. A simulation model can be 
a substantial assist in designing development
plans if the major mechanisms constraining or 
accelerating development are adequately approx-
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imated within the model. However, a substantial 
reseaich investment may be necessary to ade­
quately design and build a credible simulator. 
Substantial information reservoirs and research 
investigations are usually necessary in developing 
a reasonably complex and useful simulation 
model for regional or national development plan­
ning. 

Current limiting resources in building realistic 
simulators for developing economies appear to be 
(1) the amount and breadth of applicable de­
scriptive information available about the interre­
lationships within the economy and (2) trained 
personnel. 

Trained personnel, in combination with access 
to a large computer must be available to build 
and continually update the functional relation­
ships within the model, to specify the possible
impacts of new policies upon model structure and 
parameters, and to interpret the results of model 
experimentation for the decision maker. 

For Nigeria, there was substantial descriptive 
information about the agricultural economy 
which was appropriate for fitting the functional 
interrelationships in the simulation model. How­
ever, much previous research and secondary data 
only related tangentially to our specific require­
ments. The behavioral dynamics of the system 
were probably the greatest single aspect of the 
model where initial approximations were most 
difficult. Here our resource personnel with Nige­
rian experience proved invaluable. Our current 
model and those which will follow in the coming 
year must be considered tentative and subject to 
revision in the light of new research findings and, 
criticism from knowledgeable people. We recog­
nize that the process of simulation model build­
ing and testing is iterative and that our work is 
only a stepping stone to an operational planning 
model. However, at each incremental step one 
must ask whether the benefits of increased model 
realism surpass the costs of data acquisition and 

greater modeling efforts. 
A broader issue involves interpreting and im­

plementing the results from simulation. Even 
with the best model that can be formulated from 
existing data, it must be pointed out that know­
ledge about an economic system is not at the 
same level as that known about most physical 
systems. The fact that results come from a com­
puter certainly does not make them divine reve­
lations or make them any more valid than the 
basic information inputs and perceived interrela­
tionships determining the results. Also, we em­
phasize economic results of various development 
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plans without specifying social and political im-
plications. In actual implementation, each alter-
native and the associated economic results would 
have to be examined in more depth to provide an 
evaluation of their social and political conse-
quences. We have not attempted to specify which 
politician or political group may be detrimentally
affected if a technological change is promoted or 
what the political consequences may be with fur-
ther governmental intervention in price determi-
nation. However, the likely economic opportu-
nity costs associated with various alternatives 
may be useful information in the actual policy
maker's decision process. 

Summary 
The systems analysis approach to development

planning provides a comprehensive view of a 
complex system. A simulation model can incorpo-
rate the most important mechanisms and the best 
available information within an economy to pro-

vide a readily available means of experimenta­
tion for various development policies. Informa­
tion gaps can be spotlighted and research priori­
ties can be more readily evaluated. In so doing,
better-liformed planning can be facilitated. Fur­
ther, development bottlenecks can be diagnosed
and policies tailored to alleviate problem situa­
tions. While no comprehensive simulation model 
of a national economy has yet been fully im­
plemented and tested, it appears that the benefits 
involved include: (1) a clearer understanding of 
the important components and interactions 
within the economy and potential accelerators or 
constraints to development, (2) acquisition of 
relevant information in an "instant recall"model, and (3) a diagnostic tool which can point 
out likely undesirable economic results before 
policies are implemented. A simulation planning
model tentatively seems to be a useful introduc­
tion of new technology into development plan­
ning where a substantial research and data base 
is available. 
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N recent years economists have made increas- 
ing use of policy simulation experiments with 
macroeconometric models to evaluate the 

effects of alternative economic policies on the be-
bavior of the economy of an entire country. Al­
though econometricians have devoted considerable 
time and effort to the solution of a multiplicity of 
problems related to the estimation of the parame-
ters of econometric models, they have almost to-
tally ignored some relatively serious methodolog-
ical problems associated with policy simulation 
experiments with given econometric models. But 
some very real methodological problems do exist 
when one attempts to design and implement a 
simulation experiment with a large-scale, macro-
econometric model. What are some of these prob-
lems? What are the possible consequences of ig-
noring these problems? What alternatives are 
available for circumventing these problems? In 
this paper we shall attempt to answer some of 
these questions. 

Definition of the Policy Poblemnques.
have been pro-

Three alternative approaches 
posed by economists for using macroeconometric 
models to evaluate the effects of alternative eco-
nomic policies on the behavior of an economic 
system: (1) the Theil approach, (2) the Tinber-
gen approach, and (3) the policy simulation ap-
proach. Each approach assumes that we begin 
with a given econometric model of the economy 

TuoMAS H. NAYLoR ks visiting profesior of busines 
and econondcs at the University of Wisconsin, on leave 
from Duke University. 

to be investigated. That is, it is assumed that the 
economy of the country in question can be de­
scribed by a set of simultaneous equations of the 
following form:1 

(1) 	 AX,+BY-+ BY,-j-+CZ-+D= Us 
1-1 

where 
X,=an mX I vector of exogenous 

variables 
Yt=an nX1 vector of endogenous 

variables 
Ytj=an n X1 vector of lagged endog­

enous variables when j=1, 
... ,p 

Zt=aqX 1 vector of policy instru­
ments 

Us,-an nXl vector of stochastic 
disturbance terms 

A, B, C, D= coefficient matrices whose pa­
rameters have been estimated 
by standard econometric tech-

Theil approach [15] 
Theil assumes that we know the social welfare 

function W of the policy maker and that it may 
be expressed as a function of the target (endog­
enous) variables and the policy instruments: 
(2) Wt = W, (Ve, 	 Zt). 

The problem of the policy maker is defined as 

one of finding the values of Yt and Z, that will 

Of course, the model may also be nonlinear. 

263 
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maximize TVt subject to the constraints imposed 
by the econometric model (1) and given values 
of Xt, Yt.1, and Ut. 

This approach suffers from one major short-
coming, namely, that in the real world we simply 
do not know the parameters or even the func-
tional form of Wt for governmental policy makers. 
The von Neumann-Morgenstern utility index 
and other techniques that have been proposed by
economists for quantifying utility simply require 
too much information in order to obtain meaning-
ful results-information that is not likely to be 
forthcoming from either present or future policy 
makers on the national, state, or local govern-
mental levels. A policy maker whose principal 
concern is his own political survival is not going 
to reveal his utility function to you or me or any 
other economist. 

Fromm [17, 19] and Shupp [43] have pro-
posed several examples of hypothetical utility 
functions for national policy makers. While these 
exercises may be of some interest to academic 
economists, they are not likely to do much for 
real world policy makers. 

In summary, the Theil approach to the evalua-
tion of economic policies with macroeconometric 
models is little more than an interesting exercise 
which offers only limited promise as a policy-
making tool. Economists would do well to spend
less time trying to specify the social welfare func-
tions of po!icy makers and spend more time seek-
ing solutions to some of the ,roblems of policy 
makers. 

Tinbergen approach [i5] 
With the Tinbergen approach no knowledge of 

the policy maker's welfare function is assumed. 
This approach eliminates the maximization prob-
lem and instead assumes that the policy maker 
has specified a fixed target value for each of the 
endogenous variables. For given values of the ex-
ogenous, lagged endogenous, and stochastic var-
ables, the equations of the econometric model 
(1) are then solved simultaneously for the set of 
values of the policy variables Zi that is consistent 
with the targets. 

If there are fewer policy variables than tar-
gets, the number of unknowns (policy instru-
ments) in the econometric model (1) is smaller 
than the number of equations, and a solution is 
impossible except for special cases. On the other 
hand, if the number of policy instruments ex-
ceeds the number of targets, the number of un-
knowns will exceed the number of equations, and 
an infinite number of solutions will be possible. 

Within the Tinbergen framework the first of 
these two problems can be resolved only by ei­
ther increasing the number of policy instruments 
or reducing the number of target variables until 
there is an equal number of equations and un­
knowns in the system. When there are more pol­
icy instruments than equations, the policy maker 
can assign arbitrary values to q - n of the policy 
variables, and the equation system can be solved 
for the remaining n policy variables. 

Although the problem of balancing the number 
of equations and the number of policy variables 
may prove to be a serious limitation of the Tin­
bergen approach, there is, in my opinion, another 
problem which is even more serious. The assump­
tion that in a country like the United States a 
policy maker is willing to commit himself to a 
specific set of target values for the endogenous
variables is highly questionable.2 Just as the pol­
icy maker is unlikely to provide the economist 
with enough information to glean his utility func­
tion, it is doubtful that the policy maker will re­
veal in a very precise manner the values of his 
targets. A methodology based on information 
(e.g., values of target variables) that is simply 
not available to the analyst cannot be expected 
to yield results that are particularly useful to the 
policy maker. 

Policy simulation approach 
There is yet a third approach to the problem 

of evaluating the effects of alternative economic 
policies on the behavior of the economy which 
does not assume prior knowledge of either the 
social welfare function or the targets of the policy 
maker. This approach is known in the literature 
as simulation. With simulation we can solve the 
set of simultaneous equations given by (1) for Yt 
in terms of Xt, Yt.1, Zt, and Ut and generate 
the time path of Vt for as long a period as we de­
sire. The exogenous variables Xt are read into the 
computer as data, the values of Yt.1 were gen­
erated in previous periods and are fed back into 
the model in period t, the policy variables are 
specified by the analyst, and the stochastic dis­
turbances may either be suppressed or generated 
by an appropriate computer subroutine [38]. In 
the case of a linear econometric model, the solution 

'Admittedly, in a country like Holland or India, where 
economic planning is a generally accepted way of life, 
economic planners and policy makers may be willing to 
specify target values for the endogenous variables. But 
can you imagine a state legislator or even a U.S. con­gressmnan in this country being willing to specify a set 
of policy targets? 
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of the econometric model takes the following of price times quantity terms in the Identity 
form: defining gross national product in current 

P, prices. The Wharton model f10, 131 contains sev­
(3) , -.,B-AXt - B-1 Bi Y..j.1 eral other examples of nonlinearities, including: 

6 J-1 (1) relative prices in the consumption functions; 
- B-1CZ - B-ID + B-Ut (2) logarithmic treatment of the production 

function; (3) nonlinearity of the wage rate and 
where B-1 is the inverse of B. Since it is possible capacity term in some of the price formation 
to invert very, large matrices on today's digital equations. 
computers in only a few seconds, it is relatively With the rediscovery by economists of the 
easy to generate the time paths of Yt for linear Gauss-Seidel method for solving systems of si­
models through the use of computer simulation multaneous nonlinear equations, nonlinearity no 
techniques. longer represents a serious computational prob-

Therefore, for any given values of the policy lem. The paper by Evans [10] and the book by 
instruments, we can generate the time paths of Klein and Evans [31] provide complete descrip­
the endogenous variables. In other words, when tions of the Gauss-Seidel method. Although the 
we approach the policy maker we ask him only convergence of this algorithm is influenced by 
two questions. First, "What output variables are (1) the type of normalization procedure used 
of particular interest to you?" Second, "What and (2) the ordering of the equations, practical 
sets of policy variables appear to be politically experience with the algorithm indicates that con­
feasible?" With simulation we can then show the vergence is usually not a problem. 
policy maker the consequences of the proposed In addition to the Gauss-Seidel method for 
policies. In addition, the economist may propose solving nonlinear econometric models, Charles 
a few policies of his own for consideration by the Holt and others [25] have developed a special 
policy maker. These policies may be put to a sim- purpose simulation language called PROGRAM 
ilar test. The policy maker then selects the pol- SIMULATE for generating the time paths of the 
icies that are most compatible with his preference endogenous variables of linear and nonlinear 
function (which is unknown to the economist). econometric models. 
The results of initial simulation runs may suggest For the sake of completeness, we should men­
other policy variable configurations to try. tion two other computational problems associ-

There are two advantages of the policy simula- ated with the generation of the time paths of the 
tion approach. First, it does not assume the endogenous variables of an econometric model 
availability of information about the policy mak- with computer simulation techniques. 
er's preferences that is impossible to obtain. Sec- First, Goldberger [221 has shown that when 
ond, it provides the policy maker with the type serial correlation is present in the error terms of 
of information that he is most likely to 'require in an econometric model, the pattern of equation 
order to make decisions. In summary, while the residuals over prior observations contains infor­
Theil-Tinbergen approaches may be of consider- mation that is useful in prediction. Through cer­
able interest to economists from a purely theoret- tain mechanical procedures that utilize informa-
Ical standpoint, neither of these approaches pro- tion about the serial correlation in the observed 
vides operational solutions to policy problems. residuals, it is possible to adjust the constant 
Therefore, policy simulation experiments may terms of regression equations and improve the 
represent the only methodology currently avail- predictive efficiency of the equations. Green [23] 
able for obtaining practical solutions to real has reported on the results of using four different 
world policy problems. mechanical adjustment procedures in simulation 

We now turn our attention to several method- experiments with the OBE model. 
ological problems associated with policy simula- Second, with stochastic simulations with 
tion experiments with macroeconometric models. econometric models we frequently assume that 

the disturbance terms in (1) have a multivariate 
Solution of the Model normal distribution with expected value of zero 

If our econometric model is linear, the solution and a given variance-covariance matrix which 
is quite straightforward and is given by (3). Un- has been estimated from the observed values of 
fortunately, realistic econometric models are sel- the residuals of the model. Provided the number 
doa linear. One example of nonlinearity which of observations available to estimate the vari­
arises frequently in econometric models is the use ance-covariance matrix is not less than the num­
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ber of equations, the technique for generating
random variables with a multivariate normal dis-
tribution described in [38] is appropriate. How-
ever, if the number of cbservations is less than 
the number of equations, this technique breaks 
down and one of the procedures proposed by Na-
gar [36] and McCarthy [14, Appendix] will be
required. 

Validation 

The validity of an econometric model depends 
on the ability of the model to predict the behav-
ior of the actual economic system on which the 
model is based. In order to test the degree to 
which data generated by simulation experiments
with econometric models conform to observed 
data, two alternatives are available-historical 
verification and verification by forecasting. The 
essence of these procedures is prediction, for his-
torical vcrification is concerned with retrospec-
tive predictions (ex post simulations over the 
sample period) while forecasting is concerned 
with prospective predictions (ex ante simulations 
beyond the sample period). In the paper by Nay-
lor and Finger [40] several criteria are suggested
for deciding when the time paths generated by a 
simulation experiment agree sufficiently with theobserved time paths so that agreement cannot be 
attributed merely to chance. Several specific 
measures and techniques are suggested for test-
ing the "goodness-of-fit" of simulation results,
i.e., the degree of conformity of simulated series 
to observed data. 

Two recent studies by Cooper [5] and Stekler 
[44, 45] have attempted to evaluate the predic-
tive behavior of several of the large-scale quar-
terly econometric models of the economy of the 
United States. Cooper uses the mean-squared 
error as a goodness-of-fit criterion and Stekler uses 

the Theil inequality coefficient. Cooper con-

cluded: 


First, no single quarterly econometric model 
currently available is overwhelming superior to
all other quarterly models in predicting the corn-
ponents of the national income and product
accounts. Second, the econometric models are 
not, in general, superior to purely mechanical 
methods of forecasting. However, there are
modules of the econometric models which are
definitely superior to purely mechanical models, 
Third, the econometric models are, in general,

structurally unstable [5, p. 1511.
 

Stekler [45, p. 463] concluded that "the results 
suggest that econometric models haive not been 
entirely successful in forecasting economic activ-
ity." Cooper's study examined the predictive per-

formance of seven different models while Stekler 
considered only six models. Both studies included 
earlier versions of the ODE [331 and Wharton 
[13] models, but neither study treated the Brook­
ings model [8] or the FRB-MIT-PENN model 
[4]. 

Experimental Design
In a computer simulation experiment, as in 

any experiment, careful thought should be given
to the problem of experimental design. Among
the important considerations in the design of 
computer simulation experiments are: (1) factor 
selection, (2) randomization, (3) number of rep­
lications, (4) length of simulation runs, and (5)
multiple responses. 

Factor selection 
In the language of experimental design, the 

policy variables in our model are usually called 
factors and the endogenous variables are known 
as response variables. A full factorial design in­
volves selecting several values or levels for each 
of the factors (policy variables) in the experi­
ment. By assigning to each factor one of its lev­
els, we generate a design point. If all the design 
points obtainable in this way are used, we have afull factorial design. The total number of design
points in the full factorial design is the product
of the number of levels for each factor. It is clear 
that a full factorial design can require an unman­
ageably large number of design points if more 
than a very few factors are to be investigated. If 
we require a complete investigation of all the fac­
tors in the experiment, including main effects and 
interactions of all orders, there is no solution to
the problem of "too many factors." If, however, 
we are willing to settle for a less than complete
investigation, perhaps including main effects and
 
two-factor interactions, there are designs which
 
will accomplish our purpose that require fewer
 
design points than the full factorial. Fractional 
factorial designs, including Latin square and
Greco-Latin square designs, are examples of de­
signs that require only a fraction of the design
points required by the full factorial design. The 
papers by Hunter and Naylor [37] and Naylor,
Burdick, and Sasser [39] describe various experi­
mental designs which may be useful with policy
simulation experiments with macroeconometric 
models. 

Randomization 
There are at least three reasons why one might

want to include stochastic disturbance terms in 
simulation experiments with nonlinear macro­
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econometric models. First, as Phil Howrey has 
pointed out in an unpublished paper entitled 
"Dynamic Properties of Stochastic Linear 
Econometric Models," if the long-term properties 
of an econometric model are to be investigated, 

... It may not be reasonable to disregard the 
Impact of the disturbance terms on the time 
paths of the endogenous variables. Neither the 
characteristic roots nor the dynamic multipliers 
provide information about the magnitude or 
correlation properties of deviations from the 
expected value of the time path. 

Second, Howrey and Kelejian [27] have dem-
onstrated that "the application of nonstochas-
tic simulation procedures to econometric models 
that contain nonlinearities in the endogenous 
variables yields results that are not consistent 
with the properties of the reduced form of the 
model." Third, by including stochastic error 
terms, one can replicate the simulation experi-merit and make statistical inferences and test hy-
motese a maut e t atil infe cesydtestbyg 
potheses about the behavior of the system being 
simulated, based on the output data generated by 
the simulation experiment. 

Number of replications 
If one is to make inferences about the effects 

of alternative economic policies on the behavior 
of an economic system based on a computer sim-
ulation experiment, the question of sample size or 
the number of replications of the experiment 
should be considered. It is well known that the 
optimal sample size (number of replications) de-
pends on the answers one gives to the following 

a shift in populationquestions: (1) How large 
parameters do you wish to detect? (2) How 

.much variability is present in the population? 
(3) What size risks are you willing to take? 

Unfortunately, econometricians have tended to 
ignore the question of optimal sample size and to 
select some arbitrary number of replications for 
stochastic simulations with econometric models. 
Nagar [36], for example, used twenty replica-
tions with his stochastic simulations with the 
Brookings model. In more recent simulations 
with the Brookings [18], OBE [23], and Whar-
ton [14] models, fifty replications were used. In 
none of these cases was any rationale provided 
for the arbitrary sample size. 

The paper by Gilman [21] describes several 
rules for determining the number of replications 
of a simulation experiment when the observations 
are independent. (Observations obtained by rcp-
lcating a simulation experiment will be indepen-
dent, provided one uses a random number gener-
ator that yields independent random numbers.) 

Length of simulations runs 
Another consideration in the design of simula­

lion experiments is the length of a given simula­
tion run. This problem is more complicated than 
the question of the number of replications be­
cause the observations generated by a given sim­
ulation rule will typically be autocorrelated, and 
the application of "stopping rules" based on clas­
sical statistical techniques may underestimate the 
variance substantially and lead to incorrect infer­
ences about the behavior of the system being 
simulated. 

In the large majority of current simulations, the 
required sample record length is guessed at by 
using some rule such as "Stop sampling when 
the parameter to be estimated does not change 
in the second decimal place when 1000 more 
samples are taken." The analyst must realize 
that makeshift rules such as this are very dan­
gerous, since he may be dealing with a parameter
whose sample values converge to a steady state 
solution very slowly. Indeed, his estimate may 
be several hundred percent in error. Therefore, 
it is necessary that adequate stopping rules be 
used in all simulations (21, p. 1]. 

To the best of my knowledge, econometricians 
have not even acknowledged that the length of 
the simulation run might be a relevant consider­
ation in the design of a policy simulation experi­
ment. Gilman [21] has described several 
"stopping rules" for determining the length of 
simulation runs with autocorrelated output data. 
Ling [37] has also treated this problem. 

Multiple responses 
The multiple response problem arises when we 

wish to observe and evaluate many different re­
sponse variables in a given simulation experi­
ment, We previously alluded to this problem in 
our discussion of the Theil-Tinbergen approaches 
to the theory of quantitative economic policy. 
The multiple response problem is particularly 
acute with the Brookings, OBE, and Wharton 
models, each of which has over fifty response 
variables. A question arises as to how one goes 
about validating multiple response simulation ex­
periments and how one evaluates the results of 
the use of alternative policies in the case of pol­
icy simulation experiments. To solve the multiple 
response problem, the analyst must devise some 
technique for assigning weights to the different 
response variables before applying specific statis-' 
tical tests. Fromm [17, 19] has proposed the use 
of utility theory to evaluate the results of policy 
simulation experiments with the Brookings 
model. The approach taken by most econometri­
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clans to the multiple response problem is to pre-
sent the results of their experiments and let the 
policy maker assign his own weights to the 
different response variables. Given the practical 
and theoretical problems involved in assigning 
weights or utilities to different response vari-
ables, this approach is likely to prevail in the 
near future. 

Data Analysis 
In a well designed simulation experiment, con-

sideration must be given to methods of analyzing 
data generated by the experiment. Most of the 
classical experimental design techniques de-
scribed in the literature are used in the expecta-
tion that the data will be analyzed by one or 
both of the following-regression analysis and 
analysis of variance. Regression analysis is a col-
lection of techniques for data analysis which uti-
lizes the numerical properties of the levels of 
quantitative factors. The analysis of variance is a 
collection of techniques for data analysis that are 
appropriate when qualitative factors are present, 
although quantitative factors are not excluded. 

The papers by Burdick, Hunter, and Naylor in 
[37] describe the use of response surface designs 
and regression analysis with computer simulation 
experiments with econometric models. 

Several special cases of the analysis of vari-
ance have been applied to the analysis of data 
generated by simulation experiments with macro-
econometric models. These techniques include 
the F-test, multiple comparisons, multiple rank-
ing procedures, and spectral analysis. Although 
the F-test and multiple comparisons are well 
known to most economists, economists have made 
only limited use of multiple ranking procedures 
[28]. 

Frequently, the objective of a computer simu-
lation experiment with an econometric mddel is 
to find the "best," "second best," "third best," 
etc. policy. Although multiple comparison meth-
ods of estimating the sizes of differences between 
policies (as measured by population means) 
are often used as a way of attempting, indi-
rectly, to achieve goals of this type, multiple 
ranking methods represent a more direct ap-
proach to the solution of the ranking problem. A 
good estimate of the rank of a set of economic 
policies is simply the ranking of the sample means 
associated with the given policies. Because of 
random error, however, sample rankings may 
yield incorrect results. With what probability can 

*we say that a ranking of sample means represents 
the true ranking of population means? It is basi-

cally this question that multiple ranking proce­
dures attempt to answer. 

The F-test, multiple comparisons, and multiple 
ranking procedures have been used by Naylor, 
Wertz, and Wonnacott [41] to evaluate the 
effects of alternative monetary and fiscal policies 
on the variance of national income with a simula­
tion experiment with a macroeconometric model. 

Another technique that has proved to be useful 
in analyzing data generated by computer simula­
tion experiments with econometric models is 
spectral analysis. Spectral analysis was developed 
specifically to analyze time series data that are 
autocorrelated. For the purpose of describing the 
behavior of a stochastic variate (e.g., GNP) over 
time, the information content of spectral analysis 
is greater than that of sample means and vari­
ances. With spectral analysis it is relatively easy 
to construct confidence bands and to test hy­
potheses for the purpose of comparing the simu­
lated results of the use of two or more alternative 
economic policies. Frequently, it is impossible to 
detect differences in time series generated by sim­
ulation experiments when one restricts himself to 
simple graphical analysis. Spectral analysis pro­
vides a means of objectively comparing time se­
ries generated with a computer model. Spectral 
analysis can also be used as a technique for vali­
dating an econometric model of an economic sys­
tern. By comparing the estimated spectra of sim­
ulated data and corresponding real world data, 
one can infer how well the model resembles the 
system it was designed to emulate. 

Naylor, Wertz, and Wonnacott [421 have used 
spectral analysis to analyze data generated by a 
simulation experiment with an econometric 
model. Spectral analysis was employed to com­
pare the effects of alternative economic policies 
on national income generated by the simulation 
experiment. 

Some Unresolved Problems 
We shall conclude this paper by summarizing a 

number of methodological problems associated 
with policy simulation experiments with macro­
economic models for which solutions do not pres­
ently exist. 

Simulation versus analytical solutions 
Explicit analytical solutions for the reduced 

form of simultaneous, nonlinear, stochastic dif­
ference equations are frequently difficult, if not 
impossible, to obtain. For this reason economists 
have found it necessary to resort to numerical 
techniques or computer simulation experiments 
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to validate these models and to investigate their 
dynamic properties. Howrey and Kelejian [271 
have recently raised some very interesting ques-
tfons concerning the use of computer simulation 
techniques with econometric models. In general, 
they have suggested that the role of computer
simulation as a tool of analysis of econometric 
models should be reconsidered. They have argued 
"that once a linear econometric model has been 
estimated and tested in terms of the known dis-
tribution theory concerning parameter estimates, 
simulation experiments . . . yield no additional 
information about the validity of the model." In 
addition, they have pointed out that "although 
some of the dynamic properties of linear models 
can be inferred from simulation results, an ana-
lytical technique (spectral analysis) based on the 
model itself is available for this purpose" [27]. 
Since any nonlinear econometric model can be 
approximated by a linear model through the use 
of an appropriate Taylor series expansion, the ar-
guments of Howrey and Kelejian can also be ex-
tended to include nonlinear econometric models. 
The questions they raise are important ones and 
merit further theoretical and empirical consider-
ation. In general, the whole question of when to 
use simulation rather than standard mathemati-
cal techniques is a question that needs further in-
vestigation, not only with econometric models 
but with economic models of all types. 

Perverse simulation results 
Econometric models that have been estimated 

properly and are based on sound economic 
theory may yield nonsensical simulation results. 
That is, the simulations may "explode" and in-
herently positive variables may turn negative, 
leading to results that are in complete conflict 
with reality. We maust learn more about the 
mathematical properties of our models, with the 
hope of devising techniques that will enable us to 
spot these problems with our models analytically 
before running simulations with them. For exam-
ple, Howrey and Kelejian [27] have shown that 
the application of simulation techniques to non-
stochastic econometric models that contain non­
linearities in the endogenous variables "yields re-
suits that are not consistent with the properties 
of the reduced form of the model." What other 
information can be gleaned from the structure of 
econometric mudels prior to conducting simula-
tion experiments? 

There appears to be a definite need to combine 
the approaches of the econometrician and the 
systems analyst in formulating. models of com-
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plex economic systems. To the systems analyst, an 
economic model consists of a set of mathematical 
inequalities which reflect the various conditional 
statements, logical branchings, and complex 
feedback mechanisms that depict the economy 
as a dynamic, self-regulating ,ystem. Although
economists have made considerable progress 
in building econometric models and develop­
ing techniques to estimate their parameters, little 
or no attention has been given to alternative 
model structures such as those used by systems 
analysts. The possibility of developing models of 
the economy as a whole that consist of structures 
other than simultaneous difference equations 
needs to be explored more fully. Special attention 
should be given to the types of logical models de­
veloped by systems analysts. To use systems 
analysis to build macroeconomic models that ac­
curately reflect the underlying decision processes
of the total economy, it may be necessary to 
draw heavily on other disciplines, including so­
ciology, psychology, and political science. 

Inadequate estimation techniques 
Although the static properties of simultaneous 

equation estimators such as OLS, 2SLS, LISE, 
FIML, and 3SLS are well known, we have no as­
surance whatsoever from econometric theory that 
a model whose parameters have been estimated 
by one of these methods will yield valid, dy­
namic, closed-loop simulations. That is, it is 
quite possible for a model that has been esti­
mated by one of the aforementioned techniques 
to yield simulations which in no sense resemble 
the behavior of the system that they were de­
signed to emulate. What is needed is a new esti­
mation technique which uses as its criterion of 
goodness-of-fit, "How well does the model simu­
late?" rather than "How well does the static 
model fit the historical data based on one-period
predictions?" The question of whether poor sim­
ulation results with econometric models are due 
to improper methods of estimation or a mis­
specified model is one that calls for further re­
search.
 

Unstable coefficients 
The simulation experiments of the Adelmans 

[1, 2] and others have demonstrated the effects of 
including additive stochastic error terms in 
econometric models. Howrey and Kelejian [27] 
have also treated this question from a theoretical 
standpoint. What has not been considered is the 
question of what happens if we treat the 
coefficients of an econometric model as random 
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variables in simulation experiments. Yet we know 
very well that these coefficients are indeed ran-
dom variables and that they are not likely to re-
main constant over long periods of time. Prelimi-
nary experiments with this problem indicate that 
by shocking the coefficients of the Klein-Goldber-
ger model [321 we encounter two different prob-
lems. First, we encounter serious difficulty in 

solving the model. Second, the results are quite 
different from the deterministic simulations as 
well as the simulations with additive shocks. Fi­
nally, the structure of the model may in reality 
evolve over time, and the assumption of constant 
coefficients, independent of time, may require re­
view. 
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Discussion: Macrosimulation Models 

EDWARD P. HOLLAND 

On first impression, these two papers seem to 
be concerned with different subjects. In part, the 
difference is that Naylor's is a general review of 
the state of the art of one aspect of simulation 
methodology, while the paper by Halter, Hay-
enga, and Manetsch is a more specific exposition 
of some other aspects of simulation, illustrated 
by a particular case. Naylor's primary concern is 
the design of simulation experiments, with only 
secondary consideration of the nature of the 
model. Halter, Hayenga, and Manetsch give 
most of their attention to the formulation of a 
model, and their explanation of its use ignores a 
number of the problems Naylor regards as im-
portant. 

But there are differences that interest me far 
more than the differences in coverage of the two 
papers. What interests me are the differences in 
treatment of some topics that are included in 
both papers and the differences in philosophy 
that I think are implicit in the discussions of 
procedures and in the definitions of problems. 

I may be oversimplifying a little but I think it 
is fairly accurate to say that Professor Naylor 
represents the econometrician, viewing simula-
tion as an extension of his formalized field-an 
extension that offers new opportunities but that 
should be exploited with care to maintain the val-
ues of a close connection with rigorous statistical 
theory. The Michigan State trio, on the other 

E. P. HOLLAND is an economist With the International 
Bank for Reconstruction and Development, Washington, 
D.C. 

side, represent the systems analysts who believe 
they are making a model of "reality," uninhi­
bited by the inflexibility of the econometrician's 
standard mathematical forms. 

Obviously, there are some fundamental 
conflicts between these views on simulation. It is 
of more than casual interest to try to understand 
their differences and to speculate on the possibility 
of an eventual synthesis. 

First, concerning model formulation, it would 
seem that Naylor regrets that he cannot keep his 
models linear, while the Michigan State group go 
in freely for exponential lags, branches, and 
multiplicative variables. It is not that Naylor 
does not recognize nonlinearity; in fact he says, 
"Unfortunately, realistic econometric models are 
seldom linear," and he speaks at several points 
about nonlinear models. But near the end, after 
quoting Howrey and Kelejian on the superfluity 
of simulation for linear models, he says, "Since 
any nonlinear econometric model can be approxi­
mated by a linear model . . . the arguments of 
Howrey and Kelejian can also be extended to in­
dude nonlinear econometric models." If we try to 
imagine approximating all the different kinds of 
nonlinearity of the Nigeria model by "appropri­
ate Taylor series expansions" in order to apply 
spectral analysis to the model, I think we must 
admit the prospect is not attractive. Moreover, 
such linearization is suitable only for small per­
turbations, whereas in studying development 
plans and policies, we are concerned with major 
changes in the variables. 
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As for the Michigan State group's approach to 
model formulation, I'm sure it must make a good 
econometrician like Professor Naylor shudder to 
read, "Modernization proceeds at a rate directly 
related to the level of profitability for the pro-
ducer. This component also includes an innova-
tion diffusion mechanism which allows for spon-
taneous (farmer to farmer) diffusion of modern 
techniques occurring over time, if necessary in-
puts, information requirements, etc. are avail-
able." Imagine trying to verify that relation and 
estimate its parametersl But the defense of such 
a priori formulation is hard to overcome. If expe-
rienced observers believe that is the way things 
really work, that is the way they should be in the 
model, even if the parameters cannot be mea-
sured. 

Experimental design is discussed by the Michi-
gan State team only in terms of sensitivity tests 
and analysis. The system is treated as a nonsto-
chastic or fully deterministic one for each run, 
with repetitions of runs made to investigate dif-
ferent assignedvalues of coefficients. These varia-
tions represent explorations of the effects of pos-
sible errors in estimating coefficients and explora-
tions of the effects of changing policy elements, 
Presumably the results are analyzed by compar-
ing the endogenous variables from pairs or very 
small groups of runs. 

Naylor talks of experimental design in terms 
of multiple runs for each specification of inputs 
(policy, etc.), as befits a stochastic model. Pre-
sumably, for any given policy combination one 
gets a probability distribution of results. How 
this would work in practice for a complex model 
with a large number of factors subject to ran-
domization is hard to see. If the purpose of the 
experiments is to design policies or make plaus 
by cut-and-try methods, and if random varia-
tions of some variable are not part of the essence 
of the problem, then it would seem just as valid 
and a lot less awkward to use a deterministic 
model with suitable sensitivity testing of selected 
policy comparisons. However, if random varia-
tions in a parameter or variable are likely to af-
feet the choice of policies-for example, if one 
plan of agricultural development is more sensi-
tive than another to vagaries of the weather-it 
would seem necessary to include stochastic dis-
turbances of that element and to make the large 
number of runs that are thereby required. Halter, 
Hayenga, and Manetsch might well consider that 
possibility for future experiments, 

I have discussed some differences between the 
viewpoints that are evident in the two papers. 

Now it may be a good thing to note their agree­
ment on one very basic point-the value of simu­
lation in the relation between analyst and policy 
maker. Both point out the advantage, inherent in 
simulation, of showing the policy maker the com­
parative results of alternative policies in terms of 
an array of familiar variables on which he can 
base a choice. The problem of communication be­
tween analysts and policy makers is one of great 
importance, and anyone who thinks it is possible 
to formulate a policy maker's preference function 
or to establish a set of targets that will not be 
changed after the analysis has been made is out 
of touch with human psychology. The presenta­
tion of multivariable outcomes of alternative pol­
icies and the question, "What would happen if 
we changed such-and-such policy element?" fol­
lowed by further tests, are by far the best forms 
thus far devised for these important communica­
tions. 

Another topic on which the two papers seem to 
agree-up to a point-is the validation of mod­
els. Both speak of matching historical data and 
of verifying forecasts, judging the validity of the 
model by the fidelity with which it matches ob­
served data. But this sort of validation is not suf­
ficient; it misses a crucial point. The most im­
portant requirement of a simulation that is to be 
used for policy experiments is that it should re­
spond correctly to changes in the policies at is­
sue. For this purpose, it is important that the 
mechanisms involved in the response should be 
right qualitatively, as well as sufficiently accurate 
numerically. If similar policy changes have not 
occurred in the past, then matching past data is 
no indication that the response to policy change 
will be properly simulated. Recognizing the need 
for something more, Halter, Hayenga, and Man­
etsch write of "validation by deduction," but 
that is really no validation. That simply repre­
sents faith in the validity of the formulation. 
Naylor, in his list of unresolved problems, calls 
for a new criterion of goodness-of-fit: "How well 
does the model simulate?" rather than "How well 
does the static model fit historical data.. .?" But 
how can that be judged? 

If we are optimistic, we may hope that the sys­
tems analysts will learn to be more concerned 
about the problems of statistical estimation and 
validation and about the methodology of using 
their models, once they have been created. Some 
hope is already evoked for a possible synthesis 
by Naylor's remarks about the need for combin­
ing the approaches of the econometrician and the 
systems analyst. But I believe that several of us 
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economists in this session are entitled to feel 
somewhat slighted by his statement that econ-
omists have given little or no attention to alter-
native model structures such as those used by 
systems analysts. I grant that we haven't got far 
in developing new estimation methods, but we 
have been formulating the models. Of course 
there is room for still more economists to give at-

tention to this subject, and we shall welcome 
their help. There are plenty of problems. There is 
also a need for better communication about what 
we have been doing. Naylor's final sentence sug­
gests that just possibly we might have to con­
sider using coefficients that vary with time. Well, 
some of us have been using them for a number of 
years. 
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We've had two good, useful papers: Naylor's
did a very nice job of comparing the Theil, Tin-
bergen, and simulation approaches and calling
for more attention "to the types of logical models 
which have been developed by systems analysts." 
Halter, Hayenga, and Manetsch provided us with 
an application of the system science approach, 
Manetsch being a member of the Department of 
Electrical Engineering and Systems Science in 
the College of Engineering. 

Both papers contain much with which we can 
agree and which, if considered seriously, would 
improve the work of those using mathematics, 
theory from various disciplines, and statistics to 
aid decision makers such as farmers, business 
men, secretaries and ministers of various govern-
mental units, ministers of economic planning 
(abroad), and the director of the Bureau of the 
Budget here at home. 

I was pleased with Naylor's clear comparison 
of the Theil, Tinbergen, and "policy" simulation 
approaches. It was also good to read that "econ-
omists would do well to spend less time trying 
to specify the social welfare functions of policy
makers and spend more time seeking solutions to 
some of the problems of policy makers." I can 
only applaud Naylor's critical comments on the 
lack of attention to arbitrary sample sizes and 
lengths of simulation runs. He noted the impor-
tance of Howrey's and Kelejian's questions 
about the value of simulation experiments with 
econometric models in establishing the validity of 
econometric models. Also, I could only mutter a 
grateful amen when I read in his discussion of 
systems analysis that "it may be necessary to 
draw heavily on other disciplines including so-
ciology, psychology, and politiai science." How-

GLEr L. JoHNsoN is professor of agricultural eco. 
nomics at MichiganState University. 

ever, I would have been still happier if he had 
dropped the "may be," replaced the phrase with 
"is" and included the physical sciences. 

Candidly, I am required to be careful and re­
served in commenting favorably on the Halter, 
Hayenga, Manetsch paper. It was written as part
of a project that I direct and has already suf­

•fered from my criticisms and suggestions. Thus,
there may be some sentences in it with which I 
agree more fully than the authors do. However,
with this by way of warning, I will proceed with 
a few favorable comments. The first is that they
have illustrated the substantial difference be­
tween the "systems" building-block approach 
and the simultaneous equations approach Naylor
discussed. They have also stressed the impor­
tance of such work to the broad range of Nige­
rian experience available to them from the Nige­
rian Consortium. I would like to add that this ex­
perience also came from the MSU/U of Nigeria 
project and that it covers a wide range of disci­
plines including the crucial technical disciplines
of animal husbandry, crop science, and soil sci­
ence. In his presentation, Hayenga skipped some 
of the details about the construction of the model 
and sensitivity tests. These are interesting, in­
structive, and worth looking up in the longer pa­
per, which has been distributed here but not 
presented. The stress on the iterative nature of 
the process of building a "systems" model was 
good-I might have given it even greater empha­
sis. 

Despite the above favorable comments about 
the two papers, I must discuss some uneasy rum­
blings I have about computer simulations. Basi­
cally, these uneasy feelings involve simple ideas. 
We shouldn't let simple ideas "turn us off," how­
ever, as so many of our useful techniques and 
theories are based on simple ideas. The reduced 
form idea, for instance, is a very simple one. So is 
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the Midea iof errors- of the first and second kinds, in drawing house plans based on.their inventories 
which were recognized in Christian liturgies for of our resources, income flows, needs, taste, and 
centuries before incorporation into statistical preferences. As an architect submits plans to a 
.theory, a theory which, to my knowledge, has not family and then helps it simulate living in the 
yet dealt with the somewhat more complex but house, the family learns much, both normatively 
still simple idea of six kinds of errors in choosing and nonnormatively, both technically and non­
among three alternatives, technically, and certainly interdisciplinarily. One

.In a broad sense, the basic idea in simulation is can appreciate the inventiveness, creativity, and 
simple and has been employed for centuries. The originality involved. Some systems of simultane­
idea is to determine the performance or charac- ous equations are involved-heat, air, electrical, 
teristics of some system through a sequence of economic, and psychological phenomena. But non­
operations. Simulation was used to develop wind simultaneous equations and lagged endogenous 
tunnels, hydrological testing tanks, pilot training variables are also applicable to the family living 
simulators. It has been used to develop the Boeing cycle. 
747 and sets of pen and pencil projections made If time permitted, , could cite simulation expe­
for the Secretary of Agriculture to determine how riences involving (1) paper, pencil, and de.,k cal­
changes in acreage allotments affect agriculture, a culator projections in the U.S. Department of 
simultaneous equation system of the U.S. econ- Agriculture for Congressional committees and the 
omy, and our system of equations for the Nigerian Secretary's office, (2) Navy supply corps instruc­
agricultural economy. tion with simulated naval operations at the Har-

Like all of you, I've been using various more yard School of Business Administration, (3) my 
or less formal and more or less computerized own use of paper and pencil budget simulations 
simulations for a long time. Some of these have in training farm managers, (4) simulations from 
assisted me in my own decisions, others have systems of simultaneous equations of different 
been done as teaching aids for my classroom, parts of the U.S. agricultural economy, (5) the 
others have been parts of research projects de- use of paper, pencil, and desk calculator pro­
signed to have general usefulness, while others jections by the Nigerian Consortium, and (6) our 
have bt n done to help specific decision makers present computerized "systems science" simula­
handle specific problems. I believe we have much tion of the Nigerian agricultural economy. If I 
to-learn from our successes and failures in carry- did go through all six of these in detail, I would 
ing out such simulation aids and that much of encounter, each time, the same considerations I 
what -,ie learn will have simple, but profound, listed in discussing budgeting my own decision to 
impacts on our quantitative technical, method- farm or not to farm, as well as in the family 
ological, and philosophical approaches to prob- house-building decisions. 
lem-solving simulations. To reiterate, those five considerations were 

Back in high school, my vocational agriculture (1) interdisciplinary information, technical as 
teacher taught me how to budget farm businesses well as nontechnical, (2) nonsimultaneous as 
through time in order to study income flows, niet well as simultaneous relationships, (3) the need 
worth accumulations, etc. I used what he taught to develop normative as well as nonnormative 
me, and my pen and pencil computations indi- concepts, (4) a major role for creativity, inven­
cated that I should leave the farm, a decision I tiveness, and originality, and (5) lagged endoge­
h,'e never regretted. When I think back, I note nous variab!es. At more macrolevels, I should 
five interesting things about the computations: also add that serious questions arise about deci-
They (1) were interdisciplinary and technical, as sion-making rules-majority vote, maximization 
well as social; (2) involved both simultaneous of the present values of expected future returns, 
and nonsimultaneous systems of relationships; minimaxing, etc. 
(3) utilized normative as well as nonnormative Our two papers today have jointly, if not al­
concepts which were consistent with each other ways singly, handled the use of interdisciplinary 
(and with experience) and were clear and worka- and technical, as well as social and economic 
ble; (4) were very creative, inventive, and origi- (nontechnical) information. Between them they 
nal in envisioning how the relevant physical, in- have handled nonsimultaneous as well as simul­
stitutional, and social worlds could be reorga- taneous relationships. Both papers have recog­
nized and controlled; and (5) made important nized the need to exploit lagged endogenous vari­
use of lagged endogenous variables. ables. 

We've had similar experiences with architects I have some misgivings about the two papers. 
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These misgivings involve normative information, 
creativity, and decision-making rules as a special 
aspect of each of these. 

In my opinion, Naylor has correctly rejected
Theil's social welfare function approach as un-
realistic and oversimplified. He has also rejected 
the Tinbergen approach of prior targets as failing 
to recognize that target selection is one of the tasks 
for which simulation is useful. The Halter, Hay-
enga, Manetsch paper presents a rather complete
diagram of the process but does not explicitly 
discuss dealing with the normative in helping a 
decision maker or policy maker select targets, 
goals, or objectives. When I am both simulator 
and decision maker, the interaction between sim-
ulator and decision maker is good. When I am a 
simulator helping a decision maker, the interac-
tion is poor and the iterations are harder to 
make. It is harder to picture the long-range
"pros" and "cons" of the consequences of alter-
native decisions and policies, yet even more cru-
clal that objective concepts be acquired for the 
pros and cons. 

The capacity of researchers to investigate the 
normative is often, in my opinion, restricted by 
the "thoughts of defunct" philosophers. One of 
the most restrictive philosophies is positivism, 
which seems to have peaked .n agricultural eco-
nomics and econometrics ablt 20 to 25 years 
after its decline in philosophic circles. As Naylor
points out, Tinbergen's conditional normativism 
is also restrictive. In effect, both approaches put 
normative concepts beyond logical discussion and 
appeals to experience, 

I wish one or both papers had investigated the 
role of interactions between simulators and deci-
sion makers and subsequent interactions as an 
objective means of answering normative ques-
tions. Such a discussion would go deep into phi-
losophy and is beyond the scope of a discussant's 
comments. However, it is needed badly by simu-
lators under the lagged influence of positivism, so 
common among quantitative economists and 
econometricians. 

I would like to comment briefly on creativity 
and originality. In solving problems, previously
unconceived technological, institutional, and be­
haviorial arrangements and patterns are often 
crucial. Free, uninhibited interaction between 
simulators and decision makers is important for 
creativity. And the interaction must be on nor­
mative as well as nonnormative questions if the 
originality is to be creative, not merely novel or 
possibly destructively novel, as were some of Hit­
ler's "innovations." In a sense, positivism is a 
deterrent to creativity. It precludes the possibil­
ity of objective normative knowledge. So does 
Tinbergen's conditional normativism. 

Another constraint on creativity is disciplinary 
egocentrism. Simulators and decision makers can­
not be technologically creative while playing the 
sole role of economists. Nor can sociologically­
orientid communication specialists be creative 
with respect to price control institutions while 
they concentrate on sociology regardless of how 
much information is communicated by the price 
systeim. 

I would fault Naylor's paper slightly because 
of his stress on experimental design. This can be­
come a sort of disciplinary "hangup" for econ­
omists and statisticians. If this interest diverts 
attention away from creative interaction with de­
cision makers and policy makers in conceiving 
new alternatives as possible solutions to a prob­
lem, I'm afraid opportunity costs can greatly ex­
ceed returns to the experiment. The decision 
maker needs to be part of the experimental de­
sign. 

I regret I don't have time to discuss (1) the 
absence of attention to linear programming in the 
two papers, and (2) the great potential use of 
simulation games in teaching economic develop­
ment as well as in teaching farm and business 
management. 

In closing, let me say again that we've had two 
good papers, well worthy of publication as corn­
plements. As such, they would be most useful in 
teaching and in doing simulation. 
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As applied to development planning, simula- estimation or evaluation of the simulation model. 
tion analysis is as yet more an art than a science, The bits and pieces of information which are 
md some would say an occult art too. Generally available are at best incomplete arid, only too 
there is very little data available for either the freqvnently, are inconsistent as well. In this con­
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text, construction of a simulation. model clearly 
involves, a, rather impressive act of faith--but 
then so, does any.. other form of, development 
planning. Simulation analysis is an exercise in 
pragmatism and should be judged in a pragmatic 
fashion. It is a way of examining problems that 
are too complex to be handled by less compre-
hensive methods. To be useful, a simulation 
model does not have to produce perfect results;, 
it merely has to improve on other planning meth-
ods. 

Viewed in this light, it seems clear that the 
work of Halter, Hayenga, and Manetsch is an 
appropriate and potentially useful application of 
simulation techniques. The potential usefulness is 
stressed, first, because the model is not yet com-
plete and, second, because at present it does seem 
to have some serious shortcomings. Since my 
function is presumably not to praise the authors 
but to offer constructive criticism, I will concen-
trate my comments on what I regard as the 
shortcomings. 

The key component in the simulation model is 
the mechanism for allocating land and labor 
among the different crops in each region. The 
structural equations presented in the appendix 
and the simulation results presented in Table 1 
indicate a rather schizophrenic behavior pattern 
concerning the role of the profit motive. Among 
cash crops (groundnuts, cotton, and cash food), 
the profit motive is the sole factor determining 
the allocation of land. But food prices and the 
production of food seem effectively impervious to 
any sort of profit motivation. In addition to be-
ing inconsistent, neither of these extreme posi-
tions seems to be a plausible description of ex-
pected behavior, 

To be specific, it does not seem likely that any 
net increase in land under cultivation would be 
devoted entirely to the region's single most 
profitable crop. For this sort of optimizing be-
havior to be an accurate description of reality, at 
least three major conditions would have to be 
satisfied: (1) all the crop groupings should be 
homogeneous; (2) information on relative profit-
ability would have to be readily available to all 
producers; and (3) all producers would have to 
be profit maximizers. While the first assumption 
may be satisfied in the present case (though it is 
unlikely that "food" is a homogeneous 
grouping), surely the last two conditions are not 
met. The simulation results in run 12 provide an 
illustration of the rather implausible behavior 
produced by these assumptions. In that run there 
is a 20 percent increase in food yields; yet there 

is absolutely no increase in the production of 
food.; Theentire change in productivity is used to 
release land from food production and to put the 
land into the production of groundnuts and cot­
ton. Furthermore, in the third region, whv:re all 
three crops can be grown, all of the released land 
must go into either groundnuts or cotton but not 
both. It would seem better to recognize that there 
is much more inertia in the real world, perhaps 
due to poor information or simply to habit. The 
transfer of land to the more profitable crops is 
likely to take some time, rather than occuming 
immediately as implied in the present model. 

On the other hand, the simulation results in­
dicate that food production is motivated by 
something other than profits. Indeed, in terms of 
profitability, food seems to be a distinctly infe­
rior crop. Farmers produce only enough food to 
provide subsistence for the population. Given the 
slightest opportunity, they switch land from food 
to groundnuts or cotton. It certainly seems plau­
sible that even under these conditions farmers 
would produce enough food to sustain them­
selves, but it is. unclear what motivates them to 
produce food for the nonfarm population. If food 
production is unprofitable, one would expect food 
prices to rise until it does become profitable. Ei­
ther that or farmers ai being coerced into pro­
ducing food. 

A second set of shortcomings in the model in­
volves factors which should in principle be en­
dogenous to the model but which are now 
specified exogenously. Of course, this may simply 
reflect the fact that the model is in a fairly early 
stage of evolution. In any case, the authors 
should expand the model to make nonfarm in­
come an endogenous variable. It clearly makes 
no sense to prespecify the income of one-third of 
the economy independently of the income of the 
other two-thirds. Also, the labor force participa­
tion rate should respond to changes in economic 
conditions. This variable plays a critical role in 
determining the amount of land allocated to cash 
crops and is now simply a trend variable. Fi­
nally, the per capita demand for food on farms 
should also be made responsive to economic fac­
tors such as farm incomes, living standards, 
prices, etc. 

Apart from possible changes in the structure of 
the model, the authors should give some careful 
attention to the design of simulation experiments 
and to the presentation of results. The sensitivity 
experiments shown in the paper are much less in­
formative than they should be. For example, the 
authors evaluate the relative importance of 
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different parameters by comparing the responses 
to a 20 percent change in each parameter. But a 
20 percent change in labor productivity is in no 
sense comparable to a 20 percent change in the 
parameter governing the response to relative 
profitability. Labor productivity can be measured 
directly; the behavioral parameter cannot be. As 
a result, the possible error in the estimated 
profitability parameter is enormous compared to 
the possible error in the estimate of labor produc-
tivity. Thus, the results of runs 2 and 3 (which
change labor productivity by 20 percent) are not 
comparable to the results of runs 6-8 (which
change the profitability parameters by 20 per-
cent). The authors, though probably correct, are 
premature in their judgment that the latter pa-
rameters are much less important than the for-
mer. In carrying out future sensitivity analysis,
chh.rges in parameters should be related to the 
probable error or variance in the parameter esti-
mates, 

Though presentation of results is admittedly a 
detail, it is a detail of some importance if one ac-
tually intends to communicate with policy mak-
en or their staffs. The use of measures like sums-

of-squared-deviations, as In Table 1, is extremely
cumbersome. In presenting calibration results 
(run 1), that measure is inferior to other mea­
sures such as mean-squared-error and Theil's ine. 
quality coefficient. In evaluating the results of 
sensitivity analysis (runs 2-13), the use of any
of these measures is completely meaningless. All
of these quantities are designed to measure devi­
ations, in either direction, from the actual data. 
But in sensitivity analysis it makes a great deal 
of difference whether a change in a policy param­
eter causes output to go down or to go up. Ap­
propriate measures for use in sensitivity analysis 
are such things as the average change, the cumu­
lative change, or the present discounted value of 
the change in variables of interest. And to be 
most appropriate, the changes should be calcu­
lated relative to some standard simulation run, 
not relative to the actual data. 

As"a final comment, I would suggest that the 
authors attempt to devise ways of presenting
their results in graphical form. A graph may not 
be worth one thousand words but it can certainly
replace a lot of dry statistics. And it is much 
more graphic to boot. 


