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BayesianDecisionTheory Applied to Designin Hydrology 

DONALD R. DAVIS,' CHESTER C. KISIEL AND LUCIEN DUCKSTEIN" 

University of Arizona, Tution, Arizona 85791 

Abstract. The role of Bayesian decision theory in hydrologic design problems is presented
both in theory and by example. The theory is applied to an actual flood levee design problem
on the Rillito Creek floodplain in Tucson, Arizona. Computer solutions provide a basis for
judging the costs of overdesign in the face of uncertainty in the parameters of the flood 
frequency model %lognormal) aad for determining the north of h3drolagic data. One con­clusion is that decigiou theoretic anal.sis looks at the decision situation from the standpoint
of the engineer: how can one best decide in the face of limited data and the present knowledge
about system behavior? 

The purpose of this paper is to demonstrate 
the case for the use of Bayesian decision theory 
in hydrologic design problems; the method is
illustrated by means of a case study of flood 
levee design. As we will discuss later, there has 
been considerable interest recently in studying 
the risk tvohed in design decisions and in 
evaluating the benefits of bringing additional 
data on design decisions. The problems are 
obviously intertwined; additional information 
tends to reduce risk. Current practice sep.trates 
these problems 

Risk is a word that needs defining. Commonly, 
risk refers to a hazard or peril and the chance 
of loss due to that hazard or peril. Wc prefer 
the definition given by Klaumner [1969]: 
,... risk is considered to be the consequential 
effect of possible uncertain 6 utcomes.' Klatsner's 
definition encompasses the common definition 
and forms a basis for its extension. 

Yen [1970] handles risk by a discussion of 
failure or exceedance probability. The concepts 
of 'standard project flood' and 'probable masi-
mum precipitation' or the concept of the critical 
period may be vieued as attempts to eliminate 
particular uncertain outcomes. By considering 
risk only in terms of failure, one may overlook 
the risk of wabting capital by overdesign. Both 
risks should be evaluated; the theory for doing 
so should be able to examine the 'consequential 
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effect' (singular) of all 'possible uncertain out­
comes' (plural). Bayesian decision theory meets 
this criterion. 

The value of additional data has sometimes 
been evaluated by examining long historic 
records [Mooley and Crutcher, 1968] to de­
termine %lien parameter estimates 'settle down.' 
This evaluation is done by abstracting sequences 
of various lengths from the historic record. Since 
this procedure involves sampling from a finite 
population, it is no surprise that the estimates 
do settle down (usually within 50-75% of the 
historic trace used). A more quantitative ap­
proach [Dawdy et al., 1970] involves generating 
synthetic traces based on the historic record 
and ascertaining the average increase in value 
of a project dcsigned with an increase in record 
length. This approach assumes that the param­
eters used in generating the trace are known 
with certainty and exanines the average results 
of different sampling periods Baesian decision 
theory looks at the problem from the engineer's 
viewpoint; sample statistics are at hand, pos­
sibly from a short record, and the question is: 
what is the expected value to the project of 
more data9 The two viewpoints are not sym­
metrical Also, Bayesian decision theor" pro. 
vides an alternate method of handling risk and 
the value of additional data by incorporating 
them into design decisions. 

Bernier [1967] and McGdchrist r1970J im­
proved estimates of streamflow chtracteriFstics 
obtained from historic data by incorporating 
other types of data into Bayes' thenrem. Con­
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over [1971] recommends Bayesian methods for 
parameter estimation but concludes that 'the 
methods of Bayes' estimation do not lend them-
selves to numerical methods as performed on a 
computer.' Although the computer is of little 
aid in finding the functional form of a Bayes 
estimator, results presented later in this paper 
show that a computer is not just useful but 
indispensable for finding a Bayes solution for a 
design problem. Brown [1970] recommends 
Bayesian methods for design and gives a simph-
fled example of the use of Bayesian estimation 
in spillway design Davis and Dvoranrhik 
[1971] use Bayesian decision theory to deter-
mine the depth of a bridge pier and the worth 
of additional data, without explicitly estimating 
the statistical parameters However, a icturn 

period is implied for the flood that undermims 
the piers. Note that Bayesian decision theory 
focuses on the decision to be made and not on 

the hydrologic parameters as an end result, 

This paper presents in a stepwise manner the 

procedures in olved in making a Bayesian de-


cision analysis The procedures are illustrated 

by an actual design problem. The example 


are situations
chosen will also show that there 
that, though yielding a satisfactory Ba)es solu-

tion to a problem, fail to gie an intuitively 

satisfactory Bayes estimate of the statitical 
parameters involved; thus the Bayes estimate 
of the return period of the design flood may be 
10' years, whereas the Bayesian decision analysis 
leads to a perfectly acceptable engineering de-
sign. 

DECISION THE ORY 
Bayesian decision analysis is a method for 

choosing and evaluating design alternatives for a 
project, consideration being given to the effect 
of unchain parameters on the performance of 
the project. Note that three essential ingredients 
are present: alternatives, performance criteria, 
and uncertainty in the parameters affecting the 
project. Decison analyus is not a rigid method 
but a series of signposts. The folloting outline 
of the method is adapted from Howard [190]: 

A. 	 Define the goal. 
B. 	 Define the decision to be made ad-l identify 

the alternatives. 
C. 	Analyze the project. 

1. 	Define the goal function. 
a. 	 Select the state and decision variables. 

b. 	 Set a time preference. 
c. 	 Include a risk aversion. 

2. 	 Make a sensitivity analysis. 
3. 	 Develop the stochastic properties of the 

knowledge of the values of the state vari­
ables as a probability density function. 

4. 	 Calculate the outcomes of the various 
alternatives and determine the stochastic 
properties of these outcomes. 

5 	 Eliminate the dominated alternatives. 
D. 	 Make the decision. 

1 	 Calculate the expected value of the goal 
function for each alternative. 

2. 	 Choose an alternative to minimize the 
expected value of the goal function. 

E. 	 Evaluate the decision. 
I Determine the cpected opportunity loss 

due to uncertain parameters in the prob­
lem. 

2. Evaluateinformation-gatheringprograms. 
a. 	 Determine the expected reduction 

in the expected opportunity loss with 
further information. 

b. 	 Determine the full cost of obtaining 
further information. 

c. 	 Obtain further information if war­
ranted, and repeat the analysis. 

The outhine shows how Bayesian decision 
theory through V design decision unifies the 

treatment of riqk at defined earlier and the 

worth of the data. 
from thePossible uncertun outcomes re.ult 

vagaries of nature. The effect of these outcomes 

on the performance of the project is expressed 
by 	 the goal function The uncertainties in our 
knowledge of nature (or anything else) are ex­
presed as a probbility distribution function 
(pdf) for the uncertain parameters. 

The con-equent al effect of the possible un­
certain (utcoie is e presed as the expected 
value of the goal function. The expectation is 
taken with respect to the pdf of the uncertain 
parameters. The de.ign devicion minimizes the 
consequential effect if the effect is undesirable. 
The common \iew of risk may be incorporated 

into tie procedure hy heavily weighting the 
and perils.possibility of loss; due to b-zards 

Step E of the outline evaluate. the effect on 

the decision and the minin,,m consequential 
effect of more knoIiledge about the uncertain 

parameters. 
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FW LEVEE DESIGN 

The problem studied in this paper is flood 
control on Rillito Creek in the lightly urbanized 
reach through the north side of Tucson, Arizona. 
A broad study of the available alternatives has 
been made by the TRIV Systems Group [1969]; 
however, for the purposes of this paper, the set 
of alternatives a to be considered are the protec-
tion levels corresponding to the maximum flows 
to be contained by the construction of dikes. The 
goal function to be minimized is g(a, 0), where 
a is the decision variable and 0 is the vector of 
state variables; in this case the goal function 
is e-qual to the annual expected costs of flood 
damage due to floods higher than the protection 
level, plus the annual costs of the protection 
system, minus other benefits such as recreatiol, 
and land enhancement (on an annual basis): 

g(a, 0) - Ej [flood damage (a)] 
+ annual costs of protection (a) 
- miscellaneous benefits (a) 

The goal function represents the expected 
annual cost to be incurred by the occupation of 
the Rillito Creek floodplain. Some values of these 
costs, which, were used by the U.S. Army Corps 
of Engineers in their analysis [Davis, 1971], are 
shown in Table 1. The components of the state 
variable vector 0 are the parameters of the 
probability distribution used to obtain the 

expected costs of flood damage. In this case the 
pdf of the logarithms z of the peak annual flows 
was assumed to be log normal, a hypothesis 
not rejected by a KohmogorovSmirnov goodness-
of-fit test based on 45 years of data; thus the 
state variables are the mean aand variance as 
of the log transforms. The annual floods are also 
independent in time. Estimates of flood damage 
are based on future values; the tne preference 

TABLE '. Flood Damage and Protection Costs 
for Rillito Creek 

Flood 

Damages to Other 


Discharge, Future Con- Annual Benefits, 

d ditions, 510 Costs, S10' $101 


78,000 49,000 1580 103 
87,000 22,000 1195 153 
24,000 7,400 815 126 
18,000 3,400 ... ... 
14,000 1,100 ... .. 

is the 4 7/8% interest rate used to discount 

future values to present values. Risk aversion 
[Mayer and Pratt, 1908], which may be crudely 
described as the preference of many small losses 
over one large loss, was assumed to be negligible 
because the Rilhto Creek floodplain occupies a 
small part of the total area of Tucson. 

A sensitivity anal)sis indicated that the two 
state and the one decision variables strongly 
affectcd the goal function; thus all the variables 
were kept in the analysis. 

The uncertainty in the knoiledge of the state 
variables is embodied in the pdf 1(0). In this 
case it is a normal gamma pdf NG(;&, as 1, 8, n) 
based on the sample mean S, the sample variance 
S' , and the sample size n. This distribution 
provides the same information about ju and a' 
as ( s the normal chi square distribution used 
to obtain joint confidence intervals for these 
parameters and is obtained from it by the sub­
stitution of nS'/,?" for the chi square variable. 
The outcomes of the various alternatives are now 

calculable and their stochastic properties depend 
on the stochastic properties of the state variables. 

. o alternatives were eliminated by being found 
inferior to some other alternative for all values of 
the state variableg. If an alternative of drilling 
a tunnel under the city to divert floodwaters 
were under consideration, it presumably would 
be formally rejected at this stage. 

FLOOD LEVEE DECISION 
The preliminaries are over, and the decision 

may be made. The consequential effect (the 
expected value of the goal function) may be 
calculated for each alternative: R(a) = 
f g(a, 0)/(0) dO. The term R(a) is appropriately 
called the Bayes rink. The decision is made by 
choosing the alternative a* (the Bayes solution) 
that minimizes the Bayes risk: 

R(a*) = min f g(a, 0)1(0) dO 
a 

Next, according to step E of the outline, the 
decision is evaluated. If the true values Or 
of the state variabks were known, the alterna­
tive chosen ar would be the one that minimized 
the goal function for Or: 

-g(ar, Or) min g(a, Or) 

The decision has been made to use alternative 
T 
a; it may be a nonoptimal choice. In making a 
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choice we suffer an opportunitynonoptimal 
loss (OL): 

OL(a*, Or) = 9(a, Or) - g(ar, Or) 

We do not know the true value, Or of the state 

variable vector, but we have a pdf 1(0) that 

enables us to calculate an expected opportunity 
loss (XOL): 

XOL(f) = J [g(a*, 0) - mm g(a, 0)]/(0) dO 
0 

The XOL represents the expected value of per-
fect information and may be used to judge the 
effect of uncertainty as embodied in J(0) on the 
performance of the project. 

Should more information be gathered? Should 

the decision for the Rilhto Creek flood control 
problem be delayed 1 or more years to obtain 
additional peak flow data? Another sequence of 
observation a, %ould give revi.ed knowledge of 
the state variable by means of Bayes' theorem: 

_(0 ( O) 
1(0 1X) = 

f 1(0). l(x 10) dO 

where l@( 18) is the likelihood of the observation 

sequence z, 1(0) is the prior distribution, and 

I(@ I z) is the posterior distribution. In the case 

studied here, 1(x 10) is normal N(x I p, at), and 

the prior and posterior distributiois are noinal 

gamma. )For the obervaton x, a new XOL may 

be calculated. XOL[(J(O I x)]. However, the 

observation x is uncertain. Its pdf, which is the 
may bedenominator of the previoui equation, 

calculated: l(x) = f I(x I 0)J(0) dO. Term I(x) 

is the predictive distribution of x; for Rdlito 

Creek it is a form of the Idi-tribution [Ratifa and 

Schlaier, 1961, chap. 71. By means of the 

predictive dhtribution, the expected expected 
opportunity loss XXOL may be calculated: 

XXOL~xz = f XOLIJ(O I x)l1(z) dx. Tile e\-
pected decreae in the expected opportunity loss 

is called the expected value of gample informatiou 
(XVSI): X'VS x1 = XOL[I(O) - XXOLoxI. 

There is a cost of sampling that usuallv con-

lists of the actual costs of making the obser-
vation and, if the project ii delayed, the loss 

of benefits for the period of delay. These co.ts 

may be stochastic, as is certainly the case in 
delaying the constrtction of a flood levee. The-e 
costs constitute the expected costs of s.umpling 

XCS(z). For a flood control project, the actual 

cost of samiphng a peak flow is relatively low 

compared with the expected cost of delay. The 

expected cost of delay for a flood control project 
is the Bayes risk for the alternative 'no project' 

minus te Bayes risk for the optimal alterna­
t ive. 

The expected net gain of .ainpling XNGS is: 

XNGS(x) = XrSi{xi - XCS(x). If XNG, S 

is pocitive, further sampling is indicated. If 
XNGS is negative, cessation of sampling is not 
categorically indicated; a larger sampling pro­
gram could still be in order. If more than one 
,o',rec of information about the state param­
.ters i. available, the valies of the information 
they give can be conpared b% these concepts. 

MIFTHO OF COMPVTILTION 

The calculationi indicated in the preceding 
secton were done for the Itillito Creek case 
.t1t1y with the aid of a CDC 6400 computer. 
The necessary integrations, including the double 

over the two state variables tointegration 
were done by Simpion'sobtain the Ba~cs ri-k. 

rule. The number of points used in cath integra­

tion was specified b the accuracy level re­

quired. The alternatine giving the minimum 

Ba.ses rmk or opportmuity loss %%ab found by 

u-me ' mo(hfied Golden Search procedure. A 
aotable feature of this method is the use of 

of alterna­continuous pdf and an infinite bet 
tives throughout the anahsli Discretization 
occsmr only at the comnputa iional level, where 

the u-(- of Situp-on's rule and the Golden Search 
out the integration overenableQ is to carry 

tie judf and the minimization to an acceptable 
level of accuracy. 

see-The deci-ion %%as made in less than 30 
ondh of computer time; evaluation of the de­

clsion (ztep E of the method) took another 6 
minutes If procedures tailor-made for this 

study had heen used instead of a fairly general 
couldnumerical anal is method, the.e times 

hax e been cut considerably. 
Tile cost and (lamage functions Aere inter­

polated by using pol nomial and rational fune­

tion. Extrapolations %iereperformed linearly. 
Details on the preceding procedures can be 

found in Davis [1971]. 

RESULTS 

The results presented in Table 2 were cal­

culated by means of varying lengths of Rillito 
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TABLE 2. Decision Analysis of a Flood Protection Project 

Bayes Risk, $103 

Year Protection No XOL, XVSI, XNGS 
from 1915 9 so Level, cfs Minimum Protection $103 $108 $10 

5 3.96 0.027 72,000 2300 2480 885 323 148 
8 3.93 0.049 77,000 1670 1894 505 73 -149 
9 3.89 0.054 none 1579 1579 479 100 100
 

10 3.83 0.080 79,000 1737 1830 507 68 -25 
11 3.80 0.080 nonu 1478 1478 413 81 81 
14 3.72 0.095 none 1053 1053 191 14 14,
 
15 3.76 0.116 79,000 1693 1722 404 41 12
 
16 3.75 0.109 none 1473 1473 348 59 59
 
20 3.75 0.093 none 971 971 115 2.5 2.5
 
44 3.71 0.101 none 720 720 12 <0.100 <0.100 

and 8 are based on the logarithm of the annual peak flow in cubic feet per second. 

Creek data starting in 1915. This procedure 
implicitly assumes no prior knowledge about 
floods before 1915. The worth of the decision 
analyL;;s procedure can be evaluated by noting 
how the results change with additional data 
A,, discussed earlier, a positine XNGS in Table 
2 corresponds to the desirability of waiting for 
more data, whereas a negotive XNGS requires 
judgment as to the worth of waiting. We will 
discuss this point in detail later The XXOL 
and XCS are not included in Table 2; they are 
implicitly there, however. The XVSI is obtained 
by subtraction of the XXOL from the XOL. 
The XCS may be obtained by subtracting thL 
minimum Bayes risk from the no protection 
Bayes risk. 

The sample mean decreased, and the sample 
variance increased over the period analyzed 
The Bayes risk, XOL, XVSI, and XNGS e%-
hibited a downward trend during this time. This 
trend may be attributed to lie reduction of 
uncertainty due to an increase in the available 
data. With 16 or more )cars of data, the alter- 
native chosen was no protection. Prior to that 
time (1930) the decision fluctuated between no 
protection and protection around the 75,000-
efs (cubic feet per second) level Note that this 
figure originates from a combination of historic 
flow data and cost function values (Table 1): 
an action can be taken xiuthout worrying about 
the physical realizability of a 75,000-cfs flood. 
Does this fluctuation indicate an instability 
and/or an unreliability of Bayesian decision 
analysis? With 14 years of data, the decision is 
to provide no protection. Then the largest flood 

on record (24,000 efs) appears during the 
fifteenth year (19) and is reflected in the 
decision to protect at the 79,000-cfs leiel. More. 
over, in 1930 the decision is again to provide 
no protection Note that Nith 15 years of data 
the expected net gain of sampling XNGS is 
positive, so that the decision in 1929 should 
have been to nait for more data. With 8 and 
10 years of data, ho%, ever, the XNGS is nega­
tive, and protection around 75,000 cfs is mdi­
cated The negative XA'GS indicates that delay­
ing the decision just 1 year would not be 
justified; a delay of more than 1 year was not 
evaluated, as the numerical proceduces become 
horrendous IIoecr, for S and 10 Nears the 
XOL is $500,000, which is 30% of the optimal 
Bayes risk, and the Bayes risk of the non­
optimal decision of no protection is less than 
15% higher than the Bascs risk for the optimal 
deciqon On the basis of this information, a 
judgment to delay the decision may ha%e to be 
seriously considered If the cost of delay had 
been based on pre-ent Naimes of the floodplain, 
which are smaller than the future (discounted) 
values used to compute the Bayes risk, the XCS 
would have been small enough to make the 
XNGS positive, thus a delay in the decision 
%ould have been called for Tile expected cost 
of sampling and the expected value of sample 
information were expressed on an annual basis. 
The XCS, the cost of a year's wait, is certainly 
an annual quantit" On the other hand, the 
XVS1 is a reduction in annual cost that may 
be expected to last for the life of the project. 
If our ultraconservative treatment of the com­
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ponents of the expected net gain of sampling 
were corrected (i.e., if the XCS were lowered 
and the XVSI raised), the XXGS miould haie 
been positive for ali lengths of record consid-
ered. Then the decision anal)sis would con-
sistently call for delay'pg the project to obtain 
more data. 

Tne apparent instAbility in the decisions re-
garding protection level, when tile first 16 1ears 
of data are considered, can be e\plained by 
noting the small difference between the Bayes 
risks for no protection and for protection at the 
75,000-cfs level (Figure 1) This effect results 
from the configuration of each particular Bayes 

risk curve, uhich may have tWo local minimums 
The dip in Figvre 1 from a peak at 20-21 X 

10' efs for the 15- and 16-)ear curves indicates 
the point at mixhch flood protection is beginning 
to pay off. The dips contain a local minimum: 

the right-hand minimum
in the 15-ear curve 
corresponding to protection at 75,000 cfs is 
global; in the 16-year curve, however, the left-

hand minimum corresponding to no protection is 
global On the other hand, both the 14-year 
and the 44-year curves have only one local 
minimum and thus indicate that the Bayes rik 
is minimum ilien no protection is provided 
The top three eures start to ric again at 
about 84,000 cfs beccuie the cost of overdcsign 
becomes higher than the benefits of protection. 
Note that the Rillito Creek starts to flood at 
10,000 efs. 

If the values of the Bayes rik at the local 
minimums do not differ much, seemingly dif-
ferent decisions mill produce ver. similar retilts. 
This phenomenon looks counterintuitie at first, 
but if we realize that the Bayes risk is an 
expected value, me can sense that the statement 
'protection at 75,000 cfs and no protection cor-

respond to the same Bayes Ri-k,' really meang 
'if many Rillito Creeks are to be protected 
against floods, then on the aerage protecting 
all the creeks at 75,000 cfq or none of them 
would cost the same' We could also bav that if 
,unds were aailahle to protect at 75,000 cfs 
we have nothing to lose to go ahead, on the 
other hand, if funds were limited it is better 
not to protect than to protect at, sa%, 20000 
efs. Furthermore, if we want to allocate flood 
protection funds between several projects alorg 
the same river or along identical streams with 
different cost functions, we should fist fund 

20. 
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Fig. 1. Bars risk versus protection level data 
starting in 1915. 

the project that corresponds to. the largest re­
duction in Bayes ri,k from the no protection 
lcvel 

The curves in Figure 1 also illustrate the 
dilliiuity of ohtainiiig a meaningful estimate 

of the state v:arihlei, which in the present case 
are de parameters of either the log normal 
pdf (f yearly flouds or tlhi return period im­
plied by the olutton of the problem by the 
Bayes estimation procedures The difficulty 
stems from the fact that the estimates are dis­
contimuon.i vith respect to the tample statistics. 
The dibcontinity of the decision is mitigated 
by the continuity of the Bayes risk; no such 
amelioration is mailable for the Bases estimate 
or a 'Ba.e, return period.' The return period 
corre-pohiding to the 75,000-cf-i protection level 
ii orders of magnitude higher than the return 
period corrvponding to no protection Yet as 
we hae ,een, these differences result from a 
-mail change in sample btatistic. A further 
problem in Bave:-ian cAtmation is the lack of 
unique vadue for p and 0' corrc.pondmg to the 
cho-en deiion. Iloeier, such unique values 
are important only for scientific or 'under­
standing' reasons. Practically, the results indi­
cate that the des;;n should be chosen from the 
available alternatives and not from parameter 
estimates. 
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The 'A-year curve in Figure I may be used 
ta indicate the cost of a nonoptimal decision. 
A decision to protect at the 75,000-efs level 
will result in an annual excess cost of about 
$700,000, i.e., the nonoptimal Bayes risk (for 
protection at 75,000 cfs) minus the Bayes risk 
of the optimal solution. 

SENSITIVITY ANALYSIS 

As demonstrated by James et al. [1969], un-
certainty in the economic parameters of a 
project may haie a large effect on the decision 
reached. To examine the sensitn iy of our 
results to changes in the goal function, pro-
tection costs were reduced by 25-50%: protec-
tion costs may be reduced by new technology 
and errors in earlier evaluation. The results 
of the calculations are shoxin in Table 3, where 
the data base is 1940-1949; consequently, these 
results are not directly comparable with those 
of Table 2. This data base was chosen because 
it provided a suitable illustration. The alter-
native chosen with reduced protection costs iias 
a high level of protection in both cases, whereas 
use of the original costs led to the decision to 
provide no protection. Clozer e\amination 
shoi4s that a 25% reduction in protection costs 
reduced the minimum Bayes risk by only 3% 
A reduction in protection costs does not change 
the Bayes risk of the no protection alternatine 
A change of decision %illcome about wily when 
the right-hand local minimum becomes a global 
minimuin. This change barely happens at a 
25% reduction in costs, but a significant dif-
ference dyes arise for a 50% reduction. 

Next, damage costs were changed by assum-
ing the decision maker to be nik averse. These 
costs were raised to the 1.04 power, which 

doubles flood damage costs for a 75,000-cfs 
flood (three times the historic maximum). The 
effect of this operation is to weight large losses 
more heavily in the decision-making process. 
The alternative chosen was to protect at the 
107,000-cfs level, whose physical realizability, 
as stated earlier, is of no concern for our 
assumptions This decision, which has a 20% 
lower Bayes risk than the no protertion dcci­
sion, is not optimal in the case in ihich there 
is no risk aversion; it costs about $500,000 
more per 'ear This cost may be considered the 
insurance premium to be paid for protection 
from . large loz-s. In this sense it is an actuarial 
measure of risk 

LIMITATIONS OP THE APPROACH 
Bayesian decision analysis evaluates only the 

information put into it. All results must be 
Nie%%ed uith this limitation in mind In the case 
detailed here, the decision and the worth of 
more data are for the specific problem of 
Rilhto Creek flood control and the specific sta­
tistical model of the log normal pdf of floods. 
The uncertainties %iere'iydrologic in nature; 
uncertaintieb in structural design, in models of 
channel h\ dr.ulics during the presence of levees, 
and in economic as;c .mcnt uere not considered. 
The solution would be different if a log Pearson 
t\pe 3 diitribution uere a!-umed or if a maxi­
mum peak flow (uncertain) uicre postulated 
To obtain a meaningful decision, all factors 
affecting the problem must be included in the 
anal.i. The results of the analysis should 
btate the information and models used. In par­
ticular, it should be noted that the worth of 
additional data is not measured on an absolute 
scale and is %alid only uithin the framework of 

TABLE 3. Change in Goal Function for Flood Protection Project for Decision Based on 1940-1949 

Damage cost exponent 
Sample mean Z 
Sample variance Si 
Minimum Bayes risk, $10' 
No protection Bayes risk, $10i 
Optimal protection level, cfa 
XOL, $103 

Protection Costs, % 

100 75 50 100 

1 1 1 1.04 
3.60 3.60 3.60 3.60 
0.140 0.140 0.140 0.140 

1,653 
1,653 

none 
426 

1,603 
1,653 

106,000 
583 

1,157 
1,653 

136,0)00 
405 

2,716 
3,338 

107,000 
916 
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the specific project confronting the hydrologist, 
engineer, or decision maker. 

Thus decision theoretic analysis essentially 
gives specific results conditioned on specific 
information and model assumptions. These lim-
itations may be advantageous since the analysis 
has integrated the economic, engineering, sta-
tistical, and scientific aspects of the problem 
and has provided a point of focus for commu- 
nication between the various groups working 
on a problem. Decision anal3sis is obviously a 
form of systems anal3sis. 

The method can be extended to cover un-
certainties in the choice of a model and in the 
economic parameters; the computer time re-
quired would be the only limitation. 

Although the results are for a particular case, 
the method is Nery general in application. The 
computer program used [Davis, 1971] is easily 
adaptable to other goal functions, provided that 
the uncertain parameters originate from a (log) 
normal distribution Other distributions would 
require a more extensive adaptation of the 
Vrogram. 

Interestingly enough, the questions asked in 
the particular framework of the Rillito Creek 
flood control project may be important queries 
for research of a more scientific and general 
nature. 

CONCLUSIONS 

Decision theoretic analysis provides a unified 
and rational method for making decisions, 
handling risk, and evaluating the worth of addi-
tional data in the face of uncertainty. The con-
cepts of expected opportunity loss and expected 
expected opportunity loss enable the decision 
maker to see how uncertainty is affecting the 
problem by evaluating the decision made and 
by deducing the worth of an information-
gathering program. The concepts of risk and 
risk aversion enable the decision maker to eval-
uate the hazards of the project and the costs 
of heavily weighting some hazards. Sen-itivity 
analyses are readily provided by the method to 
determine the effects of changes in the prob-
lem statement. 

Decision theoretic analysis examines a design 
problem from the viewpoint of the design 
engineer; decisions are made for the specific 
problem of concern by using the data on hand. 

The computer can satisfactorily handl' the 

computations involved in decision theoretic 
analysis. Decisions can be made with more than 
one uncertain parameter. Realistic goal fune­
tions of a complicated functional form may be 
handled Continuous probability density func­
tions need not be dliscretized before the com­
putational step 

Bases estimation may not be a satisfactory 
parameter estimation method when the Bayes 
risk has more than one local minimum, owing 
to problems of continuity and uniqueness. These 
problems are circumvented by deciding among 
alternaties 

Bayesian deci ion analysis gives specific re­
stilts for specific information and assumptions. 
It is a form of *s,tems analysis and promotes 
communication. 

Although specific results come from decision 
analybis, its informational needs may require 
that much generalized scientific knowledge be 
brought to bear on a problem. As a focus of 
communication it ill point out research needs. 

NOTATION 
a, design alternative;


a*, optimal design decision,
El. }, expected valie; 
$(o), prior pdf on unreitain parameters 

S- li, a:; 
f(S/z), posterior diitrilition of 9, given x; 

g(-), goal ftnction; 

1(z), predictive distribution of x; 
1(z/0), hkelihood of the observation sequence 2,

given 0; 
OL, opportiuuty loss,. 
pdf, probability density function; 

R(*), Bayes risk;
S", estimate of al;
T, subsc 'ipt identifying true value of is 

and a'; 
x, logarithm of the annual peak how 

(called observation or data);
X, estimate of u;

XCS, expected cost of samphing; 
XNGS, expected net gain in samplhg informa­

tion; 
XOL, expected opportunity loss;

XVSI, expected value of sample information;
XXOL, expected expected opportunity loss; 

0, parameter vector; 
i, mean of the logarithms of annual peak

flow; 
at, variance of the logarithms of annualpeak flow. 
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