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INTRODUCTION 

I. INTRODUCTION 

1.1 BACKGROUND 

Thls report concludes a feasibility study, conducted by EPlC Engineering, Inc , under 
subcontract to Electrotek Concepts, Inc, for the Lithuanian State Power System 
(LSPS) to upgrade the LSPS nationwide, h~erarchical EMSISCADA System The study 
was funded by a grant from the Un~ted States Agency for lntemat~onal Development 
(USAID) to Electrotek Concepts and was part of a larger Reglonal Energy Eff~ciency 
Project covering Eastern Europe and the Baltics (Contract 180-0030 Electrotek 
Concepts) The feasibility study was performed durlng the period February through 
October 1993 The study was carned out with close collaboration between LSPS staff 
and EPlC and Electrotek's senlor consultants The Lithuanian Energy Institute in 
Kaunas provided invaluable support In data collection, admlnlstratlon and coord~natton 
The LSPS plans and internal study results were carefully reviewed and used as a 
starting point for the materlal presented here 

Durlng thls penod, L~thuania was negot~atlng w~th the World Bank for a loan One 
component of the loan was the upgrade of the transmission system Justif~cation for 
th~s component of the loan was needed in order to provide the World Bank the 
technical and cost just~f~cations needed for loan consideration It was mutually agreed 
by USAID, LSPS and Electrotek that this study would provide the necessary 
just~flcation for th~s request Therefore, In order to stay within budget and schedule, the 
feasibil~ty study emphasized the cost and benefits of the upgrades while somewhat 
reducing the lower level technical deta~ls 

The primary motivation for upgrading the LSPS control system is the need for 
Increased efficiency In the operation of the power system Actions were already 
underway to migrate the current system to a state-of-the-art EMS system that will result 
In substantial fuel cost savings and Improved securlty Secondary motivat~ons for 
replacing the system are Increased stabil~ty, reduction in maintenance costs and 
increased avallabillty of expansion and replacement parts 

The purpose of the study was to determine the operational needs of LSPS, evaluate 
alternatives for upgrading the system, recommend solutions, and estimate the project's 
stafflng and cost requ~rements The scope of the study included three major areas 

DC Vllnius EMSISCADA - Review the current situation with the EMSISCADA and 
recommend a course of action that will produce the maxlmum cost saving during 
the next five years 

Enterpr~se (ENE) SCADA Systems - Evaluate the ENE SCADA capabillt~es and 
recommend a course of act~on for upgrad~ng them to prov~de the desired functions 
and to best support the upgrades to the DC Vilnius system 
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Commun~catlon Network - Evaluate the current communrcatlon network wlth respect 
to malntalnablllty and its ablllty to support the above upgrades and recommend a 
course of actlon whlch will best accomplish this 

The study has resulted In an overall system deslgn and lmplementatlon plan that 
requlres coordlnated changes In all three areas However, the commun~catlon system 
Issues are broader In scope slnce the communlcat~on network must support LSPS 
corporate needs and could lnvolve cooperat~on/coord~nat~on wlth other agencles such 
as the telecommun~cat~on mln~stry and the gas companies In order to ach~eve a vlable 
cost effective solutlon Therefore, the communlcatlon network Issues are addressed 
hereln only to the extent they are dlrectly relevant to the d~spatchlng functions The 
majorlty of the report IS devoted to the dlspatch centers and the data acqulsltlon 
equ~pment In the network 

1.2 THE EXISTING CONTROL SYSTEM COMPLEX 

The current dlspatch system conslsts of a four level hierarchy, wlth DC Baltlja, located 
In Riga, Latvla, at the top of the hrerarchy as shown In Flgure 1 I The second level, the 
Dlspatch Center at Vlln~us, llnks to SIX Enterpnse centers Each Enterpnse Center 
controls remote terminals In one or more Dlstrlct Centers Remote Termlnal Unlts 
(RTUs) In the 330 kV network connect to Vllnlus elther directly or vla a store and 
forward concentrator/mult~plexer at each Enterpnse center 

A descrlptlon of the Llthuanlan State Power System control centers and the~r funct~ons 
follows 

DC Baltlja - The dlspatch center DC Baltlja IS the coordlnatlon center for the Baltlc 
States lncludlng Latvla, Llthuanla and Estonla This dlspatch center IS responslble 
for control of the 330 kV network, for coordlnatlng the energy balance of Llthuanla, 
Latvla and Estonla, and for energy Imports and exports to areas In Russla, 
(Kallnlngrad) and Belarussla Russla controls the system frequency 

DC Vllnlus - The Dlspatch Center DC Vllnlus IS responslble for operation of the 
Llthuanlan 330 kV network and some of the I 1 0  kV network, lncludlng generation 
schedules and system secunty This 1s the National Dlspatch Center (NDC) for 
LSPS DC Vllnlus currently has no respons~b~l~ty for frequency or Interchange 
regulat~on Declslons whlch affect the operatlon of the lnterconnectlon are 
coordlnated wlth DC Baltlja The dlspatcher of the Llthuanlan State Power System 
IS operatively responslble to the dlspatcher at DC Baltlja. 

Enterprise Centers - The seven Enterpnse Centers (ENEs) carry out all DC Viln~us' 
control orders, malntaln the electrical system and control system equ~pment and are 
responslble for dellvery of power to the 35 kV and 10 kV networks of the Dlstrict 
Dlspatch Centers 

Dlstrlct Dlspatch Centers - The D~stnct Dlspatch Centers, approximately 50 in 
number, are responslble for the 35 kV and 10 kV systems 
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The state-of-the-art in EMS technology has recently taken an impressive leap forward 
with the advent of powerful, ~nexpensive computers The SCADAfEMS developments 
that began In the early 1960's are being converted to the more portable operating 
systems, the use of C language, and ported to the new generations of powerful RlSC 
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workstations and PCs Two things have contributed to thls Increased progress, both of 
which came from the world of busmess computing Flrst, the advances In computers In 
the last 10 years have virtually removed the constraints Imposed on applications by a 
shortage of memory, dlsk storage and computational power Second, the advent of 
local and w~de area networks, built according to internationally accepted standards, has 
made distributed processing a reality Dlstrlbuted processlng relieves the system 
developer from the artlflcial burden of trylng to make the entire SCADAIEMS, with its 
attendant man-machine, data acquisition, alarm processlng, power system applications 
and other functions, run on a s~ngle machlne 

The combrnatlon of these two factors has revolution~zed the thlnking of SCADAIEMS 
designers Lack of processlng power, formerly a major bottleneck in system design, IS 

now a minor technlcallty Increasing the capability of the processors generally requlres 
only a few thousand dollars and even the PCs of today can supply many tlmes the 
power previously available from the minl-computers of a few years ago Techniques 
that were once dismissed as impractical for real-time systems can now be 
Implemented Relational databases, uslng the Structured Query Language (SQL) are 
now commonplace in recently developed systems for data engineering and for handling 
appllcatlons such as hrstorlcal data processlng and reports Each year new and more 
powerful processors become available and the avallabil~ty of standardized software 
Increases 

Dlstnbuted processing IS now probably the single most effectlve tool to satisfy the 
automation needs of large enterprises llke the electr~c utility companies It allows the 
additlon of hardware and software for parallel operation In a system, thus simplifying 
the scheduling and dlstrlbutlon of the system load and maklng the entire system more 
robust It makes it poss~ble to install resources that exactly meet today's requlrements 
with the certain knowledge that the system can be upgraded as the requlrements 
increase Because of the possibllltles inherent in distributed processlng, many utility 
companies are now seeking to Interconnect all the computatronal systems within their 
organlzatlon to promote the smooth flow of information both up and down and across 
the organization One of the most notable thlngs to result from the distributed 
processlng capability IS the system migration concept for the installation or upgrade of a 
SCADA/EMS 

1.3. I System Migration 

System mlgratron takes two forms Flrst, ~t IS possible for a utility to buy a new system 
that meets only their ~mmedlate needs and to add to that system as needs Increase 
Additlons are posslble uslng products from one or more hardware and software 
vendors. By following the rules for dlstnbuted processing, the user may develop h ~ s  
own programs or port programs that he has already developed for prevlous systems. In 
thrs manner the system can grow or migrate from one set of functlonallty to another 
Second, ~t is posslble for a utlllty to add equipment to an existing system to replace 
functions or groups of functions The goal can be prolonging the life of the existlng 
system, eventually replacing the system in a step by step process or both Projects 
representing both the first and second forms of m~gration are now In service 
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The result of the trend toward mlgratron means avoldlng multl-mrllron dollar, total 
system replacements and uslng a free market approach to buying each rndlvldual 
software package based on its own merlts As a by-product of the process, the 
dependency on a slngle vendor that has long characterized the SCADAJEMS 
marketplace IS drsappearrng Many SCADA and power system applrcatlon developers 
are now offerlng thelr products on both personal computers and workstatron platforms 
lmplementatlon assistance and tralnlng are offered separately on an as needed basls 

1.3.2 The Open System 

H~storically, and untll fairly recently, EMSISCADA systems used large, centralized 
computer architectures, usually In a dual redundant conf~gurat~on, wrth graphical user 
Interface consoles and often wlth front-end communlcatlon processors The main 
processors performed all of the functions lncludlng both the SCADA and the advanced 
appllcatlons Typically the entlre system was supplled by a angle vendor and the 
Interfaces between subsystems were not publicly available or poorly defrned 
lntegratlng thrrd party appllcatlons was dlfflcult and expenslve Because addltlonal 
computrng power could not be added In small increments, satlsfylng addltlonal needs 
lnvolved replacement of the entlre system, whlch was expenslve and tlme consuming 

These disadvantages have been overcome by the new open and dlstnbuted 
architecture for EMS systems The IEEE Working Group on Energy Control Centers 
deflnes Open Systems as 

Open Systems- The abrlrty to enhance or completely replace an exrsting 
EMS, rn pad or m rts entirety, wrthout relyrng on one vendor for its 
rmplementatron 

By defln~tron, an Open System must have the followlng propertres 

Uses vendor rndependent standards that are publicly malntalned and supported 
Uses hardware Independent operatrng systems 
Has standard appllcatlon program Interfaces 
Uses standard communlcatron protocols 
Provldes a common graphrcal user rnterface for all appllcatlons 
Has the ablllty to upgrade selectwe portrons of the software and hardware 

The above propertres can be real~stlcally reallzed only In a dlstrlbuted envrronment The 
open, dlstr~buted environment has the followlng deslrable properties 

1 lnteroperab~lrty - IS the abllrty of computers from different vendors to exchange 
informatron 

2. Scalablllty - the entrre system can be Implemented on a range of platforms from 
large multt-computer systems to a slngle workstation 

3 Portabllrty - IS the abllrty to use software on a varlety of hardware platforms 
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4 Extensrbrlrty - IS the abllrty to add resources rn increments as the needs change wlth 
mrnrmal impact on the remarnlng system 

5 Evolutron and Adaptablllty - The technology will contlnue to evolve and the system 
must be able to evolve and adapt to these changes 

6 Use of the cllent server architecture 

The concept of d~str~buted processlng has become so well accepted that ~nternatronal 
standards have been established as guidelines so that products from all vendors who 
follow the rules can functlon together IBM descr~bes the d~str~buted processlng 
environment as follows 

"Distributed processing is the shared processing of information among two or 
more application processes that can be at different locations within a 
communications network 

The application and the location of the data to be manipulated or shared 
determine the distributed processing requirements 

A distnbuted applicat~on consists of two or more application processes, each on a 
separate central processing unit (CPU) Each application process might perfom a 
different processing function for the application Intermediate results might be sent from 
one application process to another until the final result is reached Using an established 
communications dialog, the application processes use the communrcat~ons network to 
exchange information and data " 

The role of rndustry accepted standards IS fundamental In developing an open, 
distributed system Standards can be developed by ~ntematlonal bodles such as ISO, 
CCITT, IEC, IEEE or standards can be de facto, I e , wldely supported by suppliers and 
users, or standards can be just widely used technolog~es Standards for EMSISCADA 
systems lnvolve the Operatrng System, the Graph~cal User Interface (GUI), Data 
Commun~cat~on and Network~ng protocols, Data Base Access, Applrcation Level 
Interfaces, and Computer Networking lncludrng personal computers (PC s). 

The Operating System standard IS POSlX wh~ch actually def~nes the Interface 
between the applicat~on and the operat~ng system(0S) Any OS can provide this POSlX 
compl~ance and POSlX compliant operat~ng systems are available on many hardware 
platforms POSlX was first developed by IEEE and IS based on UNlX It has been 
adopted In IS0 Mlcrosoft's DOSAiVindows/W~ndows NT IS a de-facto desktop standard 
because of the huge Installed base More loosely, UNlX In ~ t s  many vanants IS 

cons~dered an open operat~ng system 

Graphical User lnterface Windows IS a wlndows management system wh~ch makes 
drsplay functrons rndependent of the hardware and operating system platforms. MOTIF 
provides a set of hrgh level graph~cal elements layered on WWindows 
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Data Communication and Networking Standards are based on several sources The 
OSI seven layer reference model, developed by the ISO, is the most widely accepted 
profile and contains a set of IS0 standards for each of the seven layers, which are 

Application 
Presentation 
Session 
Transport 
Network 
Link 
Physical 

The application layer includes standards for file transfer, message handling, electronic 
mail, virtual terminal, etc and 1s the layer to which the user applications interface The 
link layer includes Ethernet CSMAICD, token nng, token bus, while the Network Layer 
includes X 25 This standard is primarily deslgned for heterogeneous computer- 
computer communication 

There are also IS0 standards for network management and security which do not 
belong to a speciflc layer 

TCPIIP, whlle not yet an IS0 standard, 1s a de facto standard because of its 
widespread use and is supported by all UNlX systems 

Data Base Access The use of relational data bases IS gaining increasing acceptance 
for data base generation and maintenance as well as for storing, retrieving, analyzing 
and viewing historical data SQL is the main query language for these data bases 

Application Program Interfaces. The application program interfaces (API) are a critical 
component of the open architecture Essentially, standard APls allow application 
programs to communicate with each other and with system software In an EMS, APls 
may exist for data base access, for alarm and event initiation, for user interface and so 
on API was the subject of a recently concluded project by EPRI in which all of the 
major EMSISCADA suppliers In the United States as well as the major U S 
consultants and third party developers participated 

Networking and PC interfaces. PCs are used extensively for spreadsheets, word 
processing, and other desktop applications In most organizations, PCs are on a LAN 
and interfaces to them are now required from EMS systems Novell, IBM and Microsoft 
implementations have established the standards in this area 

Industry specific standards There are also several Industry spec~fic standards In the 
electnc ut~llty industry, ELCOM and ICCP (which replaces the WSCC and IDEC 
protocols) are used for inter-control center communication in Europe and North America 
respectively and they are being considered by the IEC for inclusion in IEC 870. The 
Electric Power Research Institute (EPRI) In the U S has developed a Utility 
Communication Architecture (UCA) which uses the OSI seven layer model to develop 
the UCA profile for use by electric utilities Standards for communlcat~on with Remote 
Terminal Units (RTUs) are also deflned and Included in IEC870-5 A variant of this 
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protocol called the DNP(Dtstr1buted Network Protocol) was developed by Harris Corp in 
Canada and permits multiple master stations to RTU communrcat~on In early 1994, the 
IEEE selected the DNP and the IEC870-5 (second choice) as the interim standards A 
new MMS based standard IS also under development under the EPRl UCA initiative 

Nevertheless, it IS important to realize that open systems are not easy to deslgn and 
bulld EMSISCADA systems have very stringent requirements which are not easily met 
in spite of the conceptual simplicity of the open architecture These requirements are 

Performance The performance of the system is of paramount ~mportance 
Execut~on t~mes of complex appl~cat~ons, dlsplay of cr~t~cal ~nformat~on In a 
tlmely manner, and the need to process data and alarms when there is a system 
disturbance impose severe demands on the system 

Availability Crttical functions are required to have such high avallabtlity that 
redundant hardware IS usually necessary 

Data lntegnty and Security The data must be reliable, timely and accommodate 
a diverse group of users It must be available to the entire enterpnse, but must 
be protected from unauthorized use 

Transparency The dispatcher and other users must not be required to 
"understand" the precise architecture In other words, to the user, the system 
must appear as one integrated system and not require hlm to know how it IS 

structured 

Support Mixing and matching hardware and software from mult~ple independent 
sources requires careful consideration of on-going support, maintenance and 
upgrade needs 

From the preceding dtscussion ~t is clear that any new system should conform to 
standards which are widely used in the industry Purchase of closed, proprietary 
systems should be avoided Th~s IS necessary to enable the system to evolve, reduce 
the life cycle costs, and to take advantage of technological advances To mittgate 
possible schedule and budget nsks, it is very strongly recommended that systems be 
purchased only from experienced suppliers 

1.4 STUDY OBJECTIVES AND SCOPE 

The primary objectlve of this study 1s to def~ne a plan that w~l l  enable the LSPS to 
upgrade their data acqu~sition and control equ~pment to streamline the operation of 
their transmiss~on system and to operate it more economically The recommended 
solutton takes into consideration both the immediate and long term goals of LSPS and 
will equip them to adapt to future power system needs It IS designed to minlmlze the 
effect of the constantly changing computer technology by allowlng incorporation of new 
developments as they occur 
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Another objectlve IS to provlde an assessment of the costs ~nvolved In achlevlng the 
upgrades and to justlfy lncurrrng these costs The estimated costs are based on current 
prices for electrrc utlllty hardware and software avarlable In the marketplace 

Thls study should form the baas for development of a tender document for an 
lnternatlonal procurement process Because of thls, the document descr~bes the 
exrstlng system In some detall and the proposed solutlon takes speclflc advantage of 
the products available In today's market 

The full scope of the study lnvolved the following actlvltles 

1 Revrew of the exlstlng LSPS system and assessment of ~ t s  strengths and 
weaknesses relatlve to the goals 

2 ldentlflcatlon of the functional requlrements for the Llthuanlan Natlonal Control 
Center and the requirements ~t Imposes on other parts of the LSPS system 

3 Development and evaluation of alternatlve conflguratlons and approaches for the 
development of the LSPS SCADAJEMS and recommendation of the preferred 
alternatlve 

4 Analysis of the commun~cat~on requirements for the recommended multl-tlered 
system and analysis of the exlstrng communlcat~on facllltles to determine a 
recommended solutlon 

5 Determlnatlon of the staffing, tralnlng and lmplementatlon efforts requlred by LSPS 
personnel In order to Install the software and hardware and Integrate the system 

6 Development of the prellmlnary rmplementatron plan for all the recommended 
upgrades, budgetary cost estimates and a prellmlnary tlme schedule 

The study addresses three areas whlch play a major part In achlevlng the deslred 
goals 

DC Vllnlus Upgrade - The ex~stlng data acqulsltlon equipment In DC Vllnlus will be 
upgraded to a modern EMSISCADA to provlde the data and control capability 
necessary to manage the power system more efflclently Thls IS a key part of the 
overall strategy as the near term fuel savlngs achleved by such a system are 
sufflclent to justlfy the upgrades The goal IS to have the system In place by early 
1995 to maxlmlze these short term savlngs The system must have the same 
capab~litles to commun~cate wlth RTUs as descnbed for the Enterprlse centers as ~t 
w~l l  connect d~rectly to some RTUs and will have to commun~cate wlth some 
Enterprlse centers before they are upgraded. The implementation of the SCADA 
capabllrty will open the way for lnstallat~on of modem appllcatlons programs whlch 
In turn will provlde the operational improvements leadrng to cost savlngs 

The Enterprise Centers Upgrade - These centers will be upgraded to modern 
SCADA systems capable of commun~cat~ng wlth "state-of-the-art" RTUs and at the 
same tlme capable of communlcatlng wlth the exlstlng RPT-80, multiplexer and the 
MKT-2 RTU The ablllty of the SCADA systems to communrcate with these three 
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types of devices allows the m~gration to take place In controlled steps and to obtaln 
benef~ts of the migration as soon as posslble The goal IS to make ~t poss~ble to 
replace the exlstlng RTUs with more modern RTUs capable of supporting a full 
SCADAIEMS The maln functions required in the short term are the collection of 
energy values, tie line values, generatlon and system frequency data to support the 
generatlon control function Only certain RTUs must be replaced in order to gain a 
large share of the cost savings Llkewlse, only certain capablllties of the RTUs may 
be necessary In the beginning, but remote additional functions may be activated as 
requlred wlthout addlng hardware or software 

The Commun~cat~ons Network - Reconflguratlon of the commun~cat~on network 
plays an Important part in the proposed deslgn The existlng lines w~l l  be 
reconf~gured to produce a "star" network connectlng a modern SCADA system at 
each of the Enterprise centers d~rectly to the SCADAIEMS at DC Vlln~us Each of 
the Enterprise centers will form the center of a second "star" connect~ng to each of 
the RTUs In rts area Because the exlstlng communrcatlons system was not fully 
ut~llzed, it can be reconflgured to serve the needs of the new system In the near 
term Thus, while the communications network will have to be upgraded eventually, 
~t IS not a prerequ~s~te to the planned computer systems upgrades 

The changes descnbed above are a part of an overall plan to mlgrate the exlstlng 
system from a data acqulsltlon role to a full SCADAIEMS capablllty In a short perlod of 
tlme The goal IS to allow LSPS to operate the power system efficiently and to prov~de a 
system that can easlly and econom~cally evolve to meet future needs This IS best 
accomplished by uslng open system techn~ques to the extent they are available and 
avoldlng solutions that use propr~etary hardware and software as much as possible 

1.5 THE STUDY APPROACH 

The study began by developing a complete understanding of the LSPS operatlonal 
requirements and determlnlng what upgrades, ~f any, would be necessary to brlng the 
operat~onal procedures and standards up to the level expected by utlllties wlth modern 
SCADNEMS facllltles The flrst step was to review Internal LSPS documentat~on to 
develop an understanding of the system Thls actlvlty was prerequisite to a trlp to 
Vilnius to further drscuss the existlng system and future plans In detail. W~th  thls 
understandrng of the needs the study concentrated on ident~fy~ng specific funct~onal 
requ~rements and the plann~ng actlvlties needed to Implement and support them 

The fact flndlng portlon of the study showed that LSPS had already begun the 
mlgratlon of thelr system by replacing thelr ma~nframe computer wlth a Novell LAN 
whlch provldes the same functlonal~ty Careful study of thls system and discuss~ons 
wlth LSPS made it clear that the continuation of the mlgratlon already begun should be 
one of the alternat~ves for ~mplementat~on of the flnal system The final plan takes 
advantage of work already done and, by pursulng several In parallel actlv~tles, should 
allow completion of the flnal system in about one year 

In addition to the lnformatlon provlded by LSPS, studies previously prepared by the 
world bank for L~thuanla and other countries provlded valuable source mater~al for 
understanding both the LSPS s~tuat~on and the general situation with emerging Block 
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countries This lnformatlon contributed heavily to both the findlngs of the study and the 
cost just~flcat~on of the recommendatlons 

1.6 REPORT ORGANIZATION 

The document IS preceded by a management summary whlch is a brief management 
level summary of the report glvlng only a top level description of the goals, procedure 
and flnd~ngs 

SECTION 1 - INTRODUCTION, explalns the background, the control system, state- 
of-the-art for SCADA/EMS, scope of study, study approach and document 
organizat~on 

SECTION 2 - CURRENT DISPATCHING SYSTEM, explalns the current method of 
operation, organizat~on and facll~ties It addresses the lim~tations of the nat~onal 
control system, the Enterprise centers and the commun~cat~ons system and 
assesses thelr future operat~onal needs 

SECTION 3 - CONTROL SYSTEM UPGRADES REQUIRED, details the required 
upgrades In terms of general EMS, DC Vllnlus, Enterprise, RTUs and 
communlcatlons system 

SECTION 4 - BENEFITS OF UPGRADES, deflnes the operatlonal and economlc 
benefits expected as a result of the recommended upgrades 

SECTION 5 - BUDGETARY ESTIMATION OF PROJECT COSTS 

SECTION 6 - EMS IMPLEMENTATION AND STAFFING, explalns the terms of 
estimated LSPS man-hours and personnel categories 

SECTION 7 - SUMMARY, CONCLUSIONS AND RECOMMENDATIONS, contains a 
summary of the study and a conclse presentat~on of the conclusions and 
recommendatlons resulting from the study 
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2. CURRENT DISPATCHING SYSTEM 

2.1 POWER SYSTEM OPERATION 

LSPS and the other Baltic countries operate as a power pool, according to agreements 
between the ministries of energy in the member countries The operation of LSPS and 
the utllltles In all the Baltic countries is controlled at the highest level from a central 
locatlon Each member utility has a national dispatch center responsible for generatlon 
and high voltage transmission wlthin its country Network control, interchange, short 
term and long term scheduling are done under the supervlslon of the central dlspatch 
center at Rlga, DC Baltija 

Each of the member companies prepares an annual and a periodic forecast of ~ t s  load 
and generation DC Baltlja uses these inputs to plan and schedule the operation of the 
ent~re pool and sends each of the member utllitles a dally plan for generation, 
exchange and control of thelr generation network 

LSPS has no automatic generatlon control capability All control of the generatlon is by 
verbal orders on the telephone or by FAX There IS some equipment for reactwe power 
control but no software to asslst LSPS in optimizing ~ t s  use The system losses are 10% 
to 15%, provldlng an excellent opportunity for savings due to increased eff~ciency 

LSPS has already begun the system mlgratlon task by replacing the functionality of 
their mainframe based system wlth a Novell Netware local area network However, the 
RTUs are limited and expensive to malntaln The concentrators lack sufficient memory 
and processing power to effectively utilize the communication lines The 
communications equlpment IS aging, but wlth replacement of the other portions of the 
system, can be upgraded at a slower pace 

Acknowledging the fact that the system is In a state of change, this chapter descnbes 
what IS currently avarlable In the control system, commun~cations system and the 
remote equipment It further cites the problems w~th the existing equlpment and forms 
the basis for the recommended changes found In a later chapter 

2.2 ORGANIZATION AND FACILITIES 

The current dispatch system consists of a four level hierarchy, with DC Baltqa, located 
In Riga, Latvia, at the top of the hierarchy as shown In Figure 2 1 The second level is 
the Dlspatch Center at Vilnius whlch is hnked to seven Enterprise centers Each 
Enterpnse Center is linked to remote termrnals In one or more Dlstnct Centers Remote 
Termlnal Un~ts (RTUs) are linked to Vllnius e~ther dlrectly or via a store and forward 
concentrator/mult~plexer at each Enterpnse center 
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A descrlptron of the Lithuanian State Power System control centers and therr functions 
follows 

. DC Baltlja - the coordlnatlon center for the Baltrc States, Latvia, Lithuania and 
Estonia The data and control links are automatlc for limited amounts of power 
system data, and an electronic mail lrnk is used for alphanumeric data such as 
schedulrng information 

Thls d~spatch center is responslble for coordinatrng the energy balance of Lithuanra, 
Latvia and Estonia, and for energy lmports and exports to areas In Russia (lncludlng 
Kalrningrad) and Belarussia Russia (at Moscow) controls the system frequency 

The Dispatchers at DC Baltija prepare the generation and Interchange schedules 
for all the member power companies, uslng forecasts solicited from each company 
Based on these Inputs and equipment avarlability, DC Baltrja formulates a combined 
forecast and an hour by hour generatron schedule each day for the next 24 hours 
These data are read Into the computer dally In an area called "The Dispatcher's 
Register for 24 Hours " DC Baltlja prepares Registers to cover the next day (24 hour 
per~od) and sends one to each member company by telex each day DC Baltlja 
prepares schedules for Saturday, Sunday and Monday and sends them out on 
Friday The dispatcher of DC Baltlja supervises and controls rnterconnected 
electrical flows and generating reserves for the power stations designated In the 
reglster for operation that day 

To accomplish thls, the dlspatcher of DC Baltija drrectly operates or orders the 
operation of 

- All the Interconnected overhead lines of 330 kV 
- Other 330 kV power lrnes 
- 50 MW (and more) unlts of thermal power stations, lncludlng lgnallna 
- 20 MW hydropower units 
- Commun~cation and remote control equipment serving DC Baltija 
- Inter-system automatlc load monitoring and load shedding 

The dlspatcher at DC Baltija 1s also responslble for formulat~ng the generation and 
power exchange plans for each of the member centers in the Baltic system 

DC Vllnlus - the maln dispatching center for Lithuania, coordinates generattng 
stations, enterpnse centers and the 330 kV and the 110 kV transmrssion llnes wlthrn 
the country 

The Dispatch Center at V~lnlus IS responsible for operation of the L~thuanian 330 kV 
network and some of the 110 kV network, includ~ng generation schedules and 
system security. DC Vilnius IS not responslble for frequency or Interchange 
regulation Declslons whlch affect the operation of the interconnection are 
coordinated wrth DC Baltlja The dispatcher of the Llthuanran State Power System 
IS operatively responsrble to the dispatcher of DC Baltlja 
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The following people and organizations are dlrectly responsible to the dispatcher at 
DC Vilnius 

- Shift leaders of power statlons (10 power statrons) 
- Dispatchers of central dlspatch offlces in the electrical network 
- Enterprise center operators (7 electrrcal network enterpnses) 

Enterprrse Centers - The seven Enterprise Centers (ENEs) carry out all control 
orders from DC Vrlnius, malntain the electrical system and control system 
equipment and are responsible for delivery of power to the 35 kV and 10 kV 
networks of the Drstrlct Dlspatch Centers 

Distrlct Dispatch Centers - The Dlstrict Dlspatch Centers, approximately 50 In 
number, are responsible for the 35 kV and 10 kV systems 

2.3 NATIONAL CONTROL SYSTEM LIMITATIONS 

2.3. I Control System Description 

The LSPS control system was originally made up of "one-on-one" data gatherrng and 
remote control systems In this system there was one master statlon and one remote 
statlon for each remote locatron Thls system d ~ d  not make efficient use of the 
commun~cations llnes and, because of the large number of master statron unlts, 
required a hlgh level of maintenance 

Figure 2 2, Orrginal System Concept, shows the orlginal conflguratron of DC Vilnius and 
the Vrlnlus Enterpnse center Thls configuration was the same for all the Enterprise 
centers where the connection from DC Vllnlus was to a angle RTU 

Through a senes of upgrades, the original system was replaced by one consisting of 
two central mainframe computers at DC Vilnius and a concentrator/mult~plexer at each 
of the Enterpnse centers To accomplish thrs, LSPS replaced the master stations of the 
prevlous "one-on-one" systems wrth the RPT-80 multrplexer/concentrator unlt LSPS d ~ d  
thls at the Enterpnse centers and at DC Vllnius, resultrng In a great ~mprovement In the 
funct~onallty of the system, faster response tlmes and lower maintenance of the 
Interface equipment The RPT-80 IS an intelligent devrce capable of supporting multiple 
RTUs, provrding a local Interface to dlsplay the real-time data and fowardlng the real- 
tlme data to an RPT-80 at another location Making use of these functions, LSPS 
des~gned and IS now lmplementlng a two-t~ered data acquis~tion system w~th  the master 
stat~on, using two mainframe computers, located at DC Vllnlus and submasters located 
at each of the Enterprise centers 
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F~gure 2 3, Multi-T~ered System, shows the rntended conf~guratlon of DC Vrlnrus uslng 
the RPT-80 as a data concentrator Thls confrguratron allows the drrect connectron of 
MKT-2 RTUs wrth a llmrted local presentatron capab~llty and the perrodlc rout~ng of data 
to DC Vllnrus The RPT-80 has two d~strnct advantages In that ~t can collect and buffer 
the data from the other RTUs and transm~t rt over a hrgher speed, 9600 bps, lrne Thls 
approach allows much better utilrzatlon of the exrstrng cornmunlcat~ons system and a 
consrderable reduction of recelvlng equrpment In DC Vrlnlus, wh~ch now can receive 
data from all the ENEs using only two RPT-80s 

The ma~nframe computers, however, proved to be undependable and caused both 
maintenance and avarlabllrty problems As a result, LSPS dec~ded that a parallel effort 
would be made dur~ng the course of the upgrade to replace the ma~nframe computers 
wlth a LAN based system Because of f~nanc~al constrarnts, LSPS chose Novell 
Netware and DOS based personal computers to Implement the alternat~ve system The 
Novell LAN IS now operatronal and can be run In parallel wlth the mainframe computers 

The Novell Netware system is now Installed at DC Vllnlus and IS operat~onal Some 
port~ons of the ENE systems have been installed, but not all Frgure 2 4, Current 
System Dlagram, shows the overall connect~on of the system Wh~le the system 1s not 
complete In some areas, ~t IS operat~ng with data from the remote termrnals and enough 
of rt IS In place that the mainframe computers have been retrred The master statton IS 

Installed In the confrgurat~on shown rn Frgure 2 5, Ex~st~ng Operat~ons lnformatlon 
Complex (OIK) Th~s system has been selected as the start~ng po~nt for the purposes of 
th~s report The followrng descrrpt~on explarns the concept of the current system, a 
concept wh~ch w~l l  be retarned for the recommended system 

Data comes to the data collectron center In a protocol developed In-house with 
programs wr~tten for the RPT-80 and the personal computer 

The data collectron computer receives the data and routes ~t to the database on the 
Novell server vla the Novell Netware LAN The data IS stored In "real-time" data files on 
the Novell server as follows 

TM - Telemeasurements or analog rnputs 
TS - Telesrgnals or status and ~ndrcation values 
C - Calculated Values 

In addition to processing the Incoming data and forwarding tt to the server database, 
the data collectron stat~on prepares and marntalns hrstorlcal data on the server The 
followrng values are saved for the trme perrods rndrcated 

10 second data frles (for 24 hours) 
2 mrnute data frles (for 7 days) 
1 hour data flles (for 2 months) 
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Figure 2.4 Planned OIK System and Fleld Modifications I 
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The current servers do not support automatic failover with all disk data being saved 
during the transition and made available to the replacement unit The next version of 
the Novell Netware (4 0) will support dlsk mirroring which will make the automatic 
failover of the servers possible This is planned as a future upgrade 

The RPT-80s are in redundant pairs with both receiving the same information (note that 
this is a cyclic system and there is no outgoing data) Each of the data collection 
stations IS active with both of the RPT-80s, but only one untt of the palr stores data in 
the Novell server as determined by a failover assignment file in the Novell server It is 
also possible to duplicate real-time displays and use them to display estimated data 
instead of the telemetered values 

The local workstat~ons are connected to the server via the Novell Netware LAN For 
efficiency they have the backgrounds for the commonly used CRT prctures stored on 
their local disks These pictures can be used to display the predefined data When a 
picture is displayed the real-time data are requested from the server and arnve at 10 
second intervals A remote workstation may operate the same as a local workstation or 
it may only receive mall messages Mail messages are used for transfernng planning, 
forecasting and similar information A remote terminal was installed at DC Baltija on 
April 15, 1993, for mail message use 

LSPS is already using several power system applrcations programs For example, 
LSPS now has two off-line Load Flow programs which they use for line outage 
evaluations and for setting transformer taps LSPS have funded a State Estimation 
program which is nearing completion and is now In test LSPS plans to run this program 
on the Novell LAN system using real-time data in the near future 

2.3.1.1 Generating Stations 

Generator controllers which allow control from a remote location are available only at 
lgnalina and the Lithuanian Thermal Power station The equipment is obsolete and 
needs to be replaced Modern generator controllers, allowing control by RTU output 
pulses or setpoints, need to be installed at each generating station which is to be 
controlled All generating statlons have MKT-2 RTUs connected to DC Vilnius e~ther 
directly or through one of the concentrators at the nearest ENE, but none of these 
RTUs has provision for remote control commands These RTUs must be replaced by 
RTUs with control outputs 

The generating plants and therr overall capaclty In megawatts are shown in Table 2 1 
The total generating capac~ty IS 5,178 MW, exclud~ng the pumped storage capacity of 
Kruonis. 
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Table 2 1 Generating Capacity 

2.3.1.2 Remote Terminal Units (RTUs) 

The RTUs were manufactured by Soviet companies some years ago, but are now 
obsolete and are no longer manufactured There are several different types with 
different charactenstics and communrcation speeds. The currently installed types of 
RTUs are llsted and described below Only the first two, RPT-80 and MKT-2, 
communicate with DC Vilnius All the others communicate only wlth the ENE centers 

The RPT-80 is a concentrator/multiplexer which has the ability to act as a direct 
interface to the MKT-2 RTU, the most wldely used of the current RTUs The RPT-80 
also has the ability to route data to another RPT-80 with its own protocol or to route 
data to a terrnlnal or computer system in an ASCII protocol, which allows the data to 
be either displayed or processed When the current changes to the system are 
complete there will be two RPT-80s In each Enterprise center and two In DC Vilnius 

The RPT-80 has a maximum of 64 transceiver channels, each of whlch can transmit 
a maximum of 248 information bytes (a byte may contain a slngle analog 
measurement or eight status bits) at a maximum rate of 200 bps Because of the 
small random access memory available, the RPT-80 is limlted to 1024 transmitted 
bytes and can receive and process only 2048 information bytes. 

There are 77 MKT-2 RTUs In the LSPS system Each was connected to a angle 
master station In the beglnnlng but now are connected to the RPT-80 units The 
MKT-2 IS a cyclic remote unit, that IS, it sends data cont~nuously, repeating the 
same sequence of data Items over and over The MKT-2 does not provlde for 
control of power system equipment and 1s used exclus~vely for data acquisition 
Each MKT-2 provides for 30 telemetered measurements, each of whlch may be 
elther an 8 blt analog value or a group of 8 lndrcations Special addit~onal 
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equipment has been des~gned to provlde 16 power meters (pulse accumulators), 
but thls has not proven successful 

The TM-800 remote terrnlnal has a single message whlch ~ncludes 20 status 
measurements and one analog measurement The s~ngle analog In each message 
can represent one of 15 measurements The analog measurement to be received IS 

determined by a control message from the master statlon whlch selects the analog 
Input to be sent In all subsequent messages Thrs makes ~t poss~ble to cycle 
through the 15 analogs sequentially, one per message untll all have been read 
However, the extra control message requlred to swltch the analog Input for each 
read message doubles the bandwidth requlred and halves the already low capaclty 
of the llne Control IS available for this RTU wlth a posslb~lrty of 20 remote 
management commands The RTU operates at a telecommun~cat~on rate of 50 bps 

The VRTF-3 RTU supports 80 status measurements and 40 remote management 
commands No analog measurements are supported The RTU operates at a 
telecommun~cat~on rate of 40 bps 

The messages utll~ze a pulse length modlflcat~on to encode the status of the 
breakers and the deslred controls 

The UTB-3 Supports 80 status measurements and 40 remote management 
commands The UTB-3 supports no analog measurements The operating 
prlnclples are the same as those of the VRTF-3 but the VRTF-3 IS based on 
transistors whlle the UTB-3 is based on relays The message structure IS llke VRTF- 
3, but the UTB-3 sends a message only when a change of status occurs The RTU 
operates at a telecommun~catron rate of 40 bps 

2.3.2 Control System Required Improvements 

The Novell Netware system, In ~ t s  current configuratron, is not adequate to support all 
the functions of a full blown EMS ~n a natlonal control center Whlle it IS adequate for 
the today's data acqu~s~tion funct~on, ~t w~l l  not handle the Increased data requirements 
imposed by modern appl~cat~on and control programs Further, it w~l l  not provlde 
adequate processing capability for runnlng the power system appllcatlon programs at 
the speed and frequency found in a modern control center In order to realize maxlmum 
savlngs from more efflclent operation of the power system and decreased maintenance 
of the control system the system must be upgraded 

There are, however, definrte advantages to the exlstlng system whlch make the task of 
upgrading more strarghtfoward The system's networked concept IS sound and the 
system can be readlly expanded to provide the computational power requlred for an 
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EMS LSPS has done a cons~derable work on the man-machlne Interface which will 
dlrectly apply to the future system The system can be upgraded by addrng new 
processors and functions to the LAN wlthout necessltatrng changes to the over slxty 
data terminals already In place A database has been deflned and IS currently In use to 
collect the data Thls central database concept can be modlfled to accept data from 
other sources such as modern SCADA and appllcatlons software The LSPS system IS 

based on the wldely used Novell Netware software whlch will lrkely be supported and 
upgraded over the lrfe of the system 

2.4 ENTERPRISE SYSTEM LIMITATIONS 

2.4.1 Enterprise System Descriptions 

Except for the RPT-80 concentrator/mult~plexer, whlch IS common, the Enterprise 
centers have different levels of data acqu~s~t~on and control equlpment Some centers 
have personal computers llnked to the RPT-80 concentrators, whlch allow retention of 
data rather than just a real-tlme ~nterface, whlle others do not In two cases the planned 
concentrator/mult~plexer IS not yet Installed and the RTUs connect dlrectly to DC 
Vllnlus Control of the power system equlpment IS handled wlth dlrect wiring from the 
mapboard and through exlstlng "one-on-one" control systems Some of the data from 
the one on one master statlons IS routed to the RPT-80 for delivery to DC Vllnlus 

There are three levels of lmplementatlon In the ENEs drspatch centers This IS a result 
of the changes whlch are now under way to route the MKT-2s and other remote RTUs 
through the RPT-80 In every system. Note that the RTUs of each ENE are connected to 
a local control panel and mapboard and, where rt IS supported, the ENE operator can 
control breakers at thls level The goal IS to have all ENE centers brought up to a 
mlnlmum standard 

The flrst conf~gurat~on, shown In Flgure 2 6(part I), Onglnal ENE Equipment, shows the 
orlglnal RTU confrguratlon It consrsts of an MKT-2 used as a concentrator to send data 
to DC Vllnrus The outputs of remote unlts comlng rnto the ENE are used as Inputs for 
the MKT-2 un~t whlch onglnally provlded the lnformatlon to a corresponding MKT-2 
master statlon at DC Vllnlus, but now sends ~t to an RPT-80 

The second confrgurat~on, shown rn Flgure 2 6(part II), ENE wlth Concentrator, IS the 
second step In the evolution of the ENEs and contalns an RPT-80 as a concentrator to 
send data to DC Vllnius It does a much better job than the MKT-2 In the concentrator 
role because ~t has a memory whlch allows ~t to recerve data on several low speed 
llnes and transmlt ~t on a slngle h~gh speed line A termlnal can be added to the RPT-80 
which allows the user at the ENE to vlew the real-tlme data as ~t IS updated Only the 
latest version of the recelved data can be vlewed from thls termlnal and no storage IS 

devoted to SCADA appllcatlons 

The thlrd conf~gurat~on, shown ~ r r  Flgure 2 6 (part Ill), ENE In Completed Form, 
represents the frnal step In the mrgratlon plan currently underway It also conslsts of an 
RPT-80 used as a concentrator to send data to DC Vllnlus, but the RPT-80 IS also 
Interfaced to a local DOS computer whlch allows a database to be malntalned with 
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some level of SCADA functionality Note that even in this configuration the RPT-80 is 
connected directly to the RPT-80 at DC Vilnius No form of data reduction, such as 
change detection and data by exception, is done and no return traffic from DC Vilnius 
for control or selective data requests has been implemented A second DOS computer 
can be added for the reception of mail messages so the ENE can receive schedules 
and reports from DC Vilnius 

We will describe the third system in more detail because it is our departure point for the 
recommended replacement system 

The system installed in the ENEs should be capable of providing several levels of 
functionality to f ~ t  the requirements of each center, but the basic system configuration 
from the smallest to the largest should be compatible and the common parts identical to 
reduce the requirements of training, maintenance and spare parts Since the 
distributed, multl-tiered system approach IS belng used, the advanced functionality 
needed for DC Vllnlus must be supported at each ENE center 

This system should provide an interface to the existlng RTUs, a local man-machlne 
interface for SCADA operation, whlle still performing the functions now performed by 
the RPT-80 The placement of each of these systems must be coordinated wlth the 
center In Vilnius and the RPT-80 unlts should be retlred as the new ENE hardware is 
installed 

2.4.2 Enterprise System Required lmprovemenfs 

The RPT-80 in the Enterprise centers has a lrmited man-machine capability allowlng the 
viewing of only real-time data via tabular screens Even with a PC attached ~t has 
limitations because neither it nor the MKT-2 RTUs support the full range of modern 
RTU functions 

While mapboard switch control is available at the ENEs for some breakers, there IS no 
modem control system capability at this level The security of the control equlpment IS 

not high enough and the equlpment is obsolete The operators should have control of 
the system from a modem SCADA console which allows viewrng of a complete set of 
necessary operating information Thls functionality includes dlsplay of dynam~c data on 
one line diagrams, alarm and event processing, report generation, histoncal data 
processing and much more 

Generating Stations 

It is recommended that suitable generator controllers be purchased to allow the 
future implementation of Automatic Generation Control at a national or "Baltic Pool" 
level The generator controllers, where they exist, are outdated and difficult to 
ma~ntain These need to be replaced with units which are compatible with modem 
remote control systems 



CURRENT DISPATCHING SYSTEM 

TO DC VILNIUS 

T 
MKT - 2 

T T T T T T T  
INPUTS FROM ENE RTUS 

I. ORIGINAL ENE EQUIPMENT 

TO DC VILNIUS 

I 
T T T T T  

INPUTS FROM ENE RTUS 

TERnI NBL 
REAL-T I EIE 
DATII ONLY 

II. ENE WlTH CONCENTRATOR 

TO DC VILNIUS 

RPT-80 

9600 BPS RCQUISITION 
DC U I L N I U S  RND DIITB 

CC:MIRIL PROCESSING 
INPUTS FROM ENE RTUS 

Ill. ENE IN COMPLETED FORM 

Figure 2.6 ENE IMPLEMENTATIONS 



CURRENT DISPATCHING SYSTEM 

Remote Termrnal Unlts (RTUs) 

Of the current RTUs, only the RPT-80 IS a reasonably modern, intelligent device All 
other RTUs are older designs whrch are obsolete and no longer manufactured even 
In Russla Several Russlan and Ukralnlan manufacturers are worklng on des~gns for 
a new generation of RTUs History has shown, however, that new production from 
these vendors must be Installed, tested, and upgraded for some time before ~t 
rellably meets the deslgn goals Thls cycle takes some trme and LSPS has been 
reluctant to purchase during the frrst two to three years of new product availability 

The current RTUs have no pulse accumulators and cannot be used for meter 
readlng An attempt to add this capability to the MKT-2 RTU was not successful 

The precision of the elght b ~ t  analog measurements does not satisfy the 
requirements of dlspatch In all cases, particularly In the case of hrgh quantlty power 
flows Modern RTUs are equlpped wlth 12 b ~ t  analog resolutron lncreaslng the 
representable accuracy by a factor of 16 

The MKT-2 cannot receive commands and since most of the RTUs are MKT-2s it is 
not possible to send control commands from DC Vilnius Modern RTUs support 
drgltal controls in the form of analog outputs and pulsed outputs The control 
function IS imperative to achieving efficient control of the generating un~ts vla an 
AGC program 

The RPT-80 random-access memory of 8 Kbytes IS too small and severely llmrts ~ t s  
capabrllty The RPT-80 processor's 2 MHz clock rate also severely limlts ~ t s  
capability The concentrator function should be performed by a SCADA system 
computer w~th enough processing power to efflclently use modern data reduction 
techniques for the store and forward function 

The existing RTUs need to be replaced, over a penod of 3 to 6 years, wlth modern 
RTUs capable of belng programmed to support multlple commun~cat~on channels 
wlth a number of drfferent RTU protocols SCADAIEMS software IS requrred to 
handle both modem RTUs and the existing unlts Once the SCADAIEMS IS 

Installed, a gradual replacement and "cutover" of RTUs should be done with 
mlnimum Impact on the operation of the system Slnce modern RTUs are able to 
employ multrple communlcation rates, the communrcatron system upgrades may be 
made virtually independently of the RTU replacement program 

2.5 COMMUNICATION SYSTEM LIMITATIONS 

LSPS has 1, 3 and 12 channel Power Line Carrier (PLC) commun~cat~on systems and 
12 and 60 channel copper cable or other physically connected communication systems 
as shown In Frgure 2 7 Each communrcatlon system llnks installations of LSPS such as 
dlspatchrng centers, power plants, and high voltage (HV) power substations Part of the 
bandwidth of each channel provldes a flxed network of data links supporting up to 200 
bps per channel The rest of the channel bandwidth supports a volce grade switched 
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telephone network Data channels of the same total bandwidth are ava~lable uslng PLC 
faclllt~es The two types of channels are treated as ~f they were ~dentlcal, both by the 
telephone system and the frxed data network Most remote devlces have at least two 
channels avarlable to cover loss of a slngle channel and LSPS has attempted to Insure 
that one l~nk IS PLC and the other cable However, th~s pollcy has not been possrble 
throughout the system as there are not sufflclent cable facllltles rn some areas 

A standard telephone channel allows the frequency band 0 3 kHz up to 3 4 kHz The 
frequency band of channels whlch are ass~gned for data transmrtt~ng IS dlvlded into two 
parts 

a) 0 3 - 2 4 kHz for dlal-up telephone channel, 
b) 2 4 - 3 4 kHz for data transmlttrng channel 

The maximum baud rate for data transm~sslon sub-channels depends on the type of 
modem used, and IS as follows 

a) 200 baud for modem TGFM produced In Poland, 
b) 200 baud for modem APST produced In Russ~a, 
c) 100 baud for modem APT produced rn Russla 

The number of data transmlss~on sub-channels whlch can operate In the frequency 
band from 2 4 - 3 4 kHz depends on baud rate The exlstlng comblnat~ons are as 
follows 

a) 6 sub-channels for 50 baud, 
b) 3 sub-channels for 100 baud, 
c) 1 sub-channel for 200 baud 

Thls data transfer capab~l~ty IS clearly lnsuff~c~ent for a modern control system and the 
commun~cat~on system must be improved as the data requrrements for the centers 
Increase 

2.6 ASSESSMENT OF FUTURE OPERATIONAL NEEDS 

The LSPS, the generating plants and the Enterprise centers must operate as a 
cohes~ve un~t, carefully scheduling generation to reduce system losses At the same 
t~me the LSPS must be m~ndful of the present and future opportunrtles for Interchange 
w~th  its neighbors A series of changes to system operation have been mapped out 
through the year 2010 according to a number of different scenanos All these scenanos 
have one thlng In common, they call for increased utilization of fossil fuel and ult~mate 
shutdown of the lgnallna nuclear power plant LSPS needs to equip their system to 
operate wlth the h~ghest possrble efflc~ency In order to be able to econom~cally supply 
power to Llthuan~a and ~ t s  ne~ghbonng countries under these condrt~ons 
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LSPS will be well served by maklng the requrred changes to thew electrical transmlsslon 
control system to be able to efflcrently deal wlth the complex operatronal needs during 
and after the transition perrod The future changes as they are understood today are 

A different level of cooperation wlth Russla 
Poss~ble changes In the cooperation wlth the Baltrc Countnes 
Increased use of fossrl fuel during planned upgrades to lgnalina nuclear unlts 
Emphasrs on reduction of transmlssron losses and fuel consumptron 
Careful control of Interchanges wrth other countnes 

The upgrades requlred are outlrned In the following sectrons 

2.6.1 National Center Needs 

The Natronal Center, DC Vllnrus requlres several speclflc upgrades rn concert wlth the 
overall requirements descrrbed above These changes are closely connected to other 
changes In the system and generally must be considered part of a concerted effort 

The computer system at DC Vllnlus needs to be upgraded to take advantage of the 
technology now available In new RTUs and readlly avarlable power appllcatlons 
software Thls should be done In an evolutionary manner, buildlng on the Novell 
Netware system whlch has already been developed 

In addltron to the general data acqulsitlon and control requrrements, DC Vrlnrus requlres 
the capablllty to qurckly and efflclently determine the most economical generation 
scheme and automat~cally control the power system generation 

DC Vrlnius requlres the ablllty to effectively schedule the energy In the power system 
and to evaluate transact~ons wrth other power companres LSPS will be required to 
rellably forecast load, plan for optimal use of the hydro power and effectively commit 
thelr thermal unlts In the most efflclent way Increased capabllrty for accurate energy 
accountrng IS also requlred 

The power network must be robust and should avord unnecessary transmission losses 
through the use of state of the art power system appllcatron programs Thls means that 
the network data quality must be rmproved, contrngencles must be analyzed and 
avolded and the system operated In an optrmal fashlon Power system network 
applicat~ons are needed for thrs 

Operator trarnlng needs to be improved to allow the operators to take full advantage of 
the changes In the operatrng tools This lmplres a requirement for both addrtlonal 
classroom tralning and for functional traln~ng in a simulated operational srtuation 
Tralnlng simulation software IS required for the most efflclent type of trainrng 
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2.6.2 Enterprise Center Needs 

Each of the ENEs should have a mlnlmum functlonallty whlch makes rt able to 
partlclpate eff~crently In the overall system It IS also ~mportant that the operatron of the 
power system from the ENEs be efflclent and standard~zed Thls makes operat~on of 
the power system more effectlve and reduces the cost of maklng system Improvements 
srnce they can be developed once and Installed for each ENE 

The computer systems In the ENEs need to be upgraded to provlde a more efflcrent 
vehlcle for the acqulslt~on and transfer of data to DC Vllnlus The most sensrble 
approach IS to use the same type of SCADA funct~onalrty used to upgrade the natronal 
center Thls will help Insure rnteroperablllty when the systems are closely Integrated Into 
a multl-trered drstrlbuted natlonal system It will also supply all the modern SCADA 
functlonal~ty requlred to operate the ENE and take advantage of the capabllrtles of the 
new RTUs 

The exlstlng remote units need to be replaced to provide the functronal~ty avarlable In a 
modern system, to dispatch the system more efflclently The major functrons now 
requlred are the acqursltron of pulsed Inputs (energy values) and d~g~tal, analog and 
pulsed control outputs for the operatron of generating equlpment and power system 
devlces 

2.6.3 EMS Telecommunicafions Needs 

The telecommun~cat~ons needs for the system are different, but for the lmmed~ate 
future, not more demand~ng In terms of communrcatrons equlpment It IS hrghly 
recommended that the communlcat~on system be upgraded In the near future because 
of the age of the equrpment and future malntalnablllty problems The problems and 
llrn~tatlons of the ex~strng commun~cat~on system are 

Commun~cat~on network equlpment IS an analog system In whlch the rnstalled 
components have been operating for 10 to 30 years The equrpment IS largely out 
of productron and is lncreaslngly dlffrcult to rnalnta~n It can be assumed that its 
performance wrll contlnue to degrade over trme 

The narrow frequency band (0 3 - 2 4 kHz) prevents the employment of dral-up 
telephone lrnes for PC and telefax networking Standard modems at 2400 baud rate 
are requlred for these appl~catrons. 

The ~mpulse Interference In power l~nes and HV equ~pment affect the data channels 
and cause transmiss~on errors and short-term data losses. 

LSPS should plan for a phased upgrade of the communlcat~on system to provrde a 
surtably robust and modern communrcat~ons network to support a modern EMS Thrs 
wrll Include RTU channels of 1200 to 9600 bps and concentrator llnks from 9600 to 
19,200 bps 
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3. CONTROL SYSTEM UPGRADES REQUIRED 

3.1 GENERAL EMS REQUIREMENTS 

There are general requ~rements on the EMS whlch cover the entlre system and may be 
applled at several different locations or levels of authority and responslbillty In the 
system These requirements are global In nature and affect the overall malntalnab~lity, 
usablllty and lnteroperabllity of the total system The top level requ~rements are the 
structure of the system and the baslc functrons whlch ~t IS Intended to supply These 
requ~rements are dealt wlth In more detall In the followlng subsections 

One of the most important requ~rements, whlch applres to all aspects of the system, IS 

the selectlon of wldely accepted standards and strlct adherence to them Thls 
procedure IS vltal to ensure that the component parts operate together through well 
deslgned ~nterfaces, and equally lmportant, that they provlde the user wlth a consistent 
and easlly understandable man-machine Interface Examples of these standards are 
Motlf and Common User Access (CUA) for the man-machlne Interface, and the IS0 
Open System lnterconnect~on (OSI) for commun~cat~ons Slmllar standards are 
Important In the selectlon of hardware, such as computer bus(es) and LAN hardware 
Throughout the system design it IS Important not to select major features or 
components whlch are proprietary to or available from only a angle vendor 

The overall LSPS system and ~ t s  day-to-day operation are Inherently hlerarchlcal as 
descnbed In Section 2 2 In such a system certain functional requ~rements lnvolve 
cooperation by the hardware and software at all levels of the system as descnbed In 
the followlng paragraphs 

Data acquisition extends across all levels of the system Data must be sent from the 
substations to the ENE for its use In monltonng and controlling the system The same 
data, or a subset of it, must also be returned to DC Vllnlus for the assessment and 
overall control of the transmlsslon and generation systems The data should be stored 
In the ENE's SCADA system and forwarded to DC Vllnlus on an exception basis All 
data must be updated at the start-up or fallover of a system and all data should be sent 
perlod~cally at a much slower rate to Insure database lntegnty It should be posslble to 
transfer the followlng types of lnformatlon through all centers 

Analog Inputs (2 bytes) 

The new RTUs wlll prov~de analog values with greater accuracy than the exlsting 
RTUs The system will need to handle th~s larger value (m~n~mum 12 b~ts) at all 
levels 
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Analog Inputs (1 byte) 

Many of the orlglnal RTUs will be retalned durrng the system upgrade The system 
must contlnue to handle thls type of analog representation at all levels 

Dlgltal Inputs 

Dlgltal Inputs must be handled In the exrstlng format used by the RPT-80 and In the 
format supplled by the new RTUs Thls requirement appl~es to all centers ~n the 
system 

Pulse Counter Inputs 

Pulse counter Inputs wrll be supplled In a 16 b ~ t  dlgltal representation representing 
the number of blnary counts recelved at the remote locatlon during a flxed perlod 
The penod will depend on the scheme adopted to convert and transfer counters 
The system will ratlonallze the lncomlng pulse counters and update an analog value 
In the database The handllng of thls type of data must be supported at all centers 
In the system 

Control of power system equipment also extends across all levels of the system It 
must be posslble to formulate and route the following control related messages 
between DC Vllnius and equipment In the substations of the ENE 

Digital Controls 

These are generally the onioff or openiclose controls whlch result In the closure of a 
relay at the remote slte to control a devlce such as a clrcult breaker or a motor 
operated swltch 

Pulsed Output Controls 

Pulsed outputs are generally used for control and for transformer tap changers 
They conslst of messages that cause an RTU to generate one or more flxed length 
pulses to a devlce controller 

Setpolnt Controls 

Setpoints are generally used for generator control and In some cases for setting 
power system dev~ces such as tap changers They conslst of messages to an RTU 
to generate parallel dlg~tal output value 

Control Feedback 

The system must be able to return feedback signals to the orlglnator of a control 
slgnal to Inform ~t of the results of his control actlon and the status of the devlce for 
whlch the control was attempted. Thls requires the storlng and fonvarding of 
lnformatlon through the levels of the hierarchy 
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Control Author~ty 

In a multl-tiered system, where controls are permitted from more than one level, a 
scheme for requestrng and grantrng control author~ty must be set up Thls system 
must rnteroperate throughout the h~erarchlcal system to Insure that only the person 
currently havlng the authorrty to rnltlate a control action can cause that actron The 
scheme must reflect the LSPS operat~ng ph~losophy and must be built Into the 
hardware and software of all the centers 

Redundancy IS necessary at all levels to Insure cont~nued operation when lndlvldual 
components fall Therefore the des~gn should ~nclude redundant computers for key 
functrons, such as the SCADA servers, redundant commun~cat~on l~nks between 
centers, and dual ported AGC RTUs w~th commun~catron l~nks to more than one center, 
as illustrated In Figure 3 1 for the suggested confrguratlon of the SCADAIEMS at 
Vrln~us 
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RPT-80 RPT-80 

SCADA APPLICATIONS APPLICATIONS SCADA 
SERVER 1 SERVER 1 SERVER 2 SERVER 2 

LAN 2 LAN 2 

Workstat~on Workstation - 
OPERATING CONSOLES Workstat~on 

To New To Remote RPT-80s To New 
RTUs and RTUs RTUs 

TRAINING AND VISITOR 
CONSOLES 

F~gure 3 1 DC Vilnius SCADAIEMS Conf~gurat~on 

The software withtn each center should be des~gned in such a way that cfltical portions 
can cont~nue to operate during most s~ngle component failures Each center should be 
able to have ~ t s  most cnt~cal funct~ons performed at another locatlon 

The mapboard capabil~ties need to be upgraded to show additional data and to have 
the ability to show line flow lim~t violattons Thts may require replacing the ex~sting 
mapboard or adding a large screen projection system This new device should be 
driven by the EMS computer. 
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3.2 DC VILNIUS REQUIREMENTS 

DC Vllnius, as the operations center of the Llthuanlan State Power System, will requlre 
a modern SCADAIEMS The SCADAIEMS will form the center of a hierarchical system 
that connects the seven ENE centers, all substations contalnrng 320 kV and 110 kV 
equlpment and all generating stations Thls subsection outllnes the detalled 
requirements of the equlpment and software that must be Installed at DC Vrlnlus 

3.2.1 DC Vilnius SCADA Functions 

The system functlons should conslst of a comprehensive SCADA capabrllty and 
applrcatlons programs In four areas generation control, network security, power 
scheduling and accounting and dispatcher tralnlng 

LSPS should be able to perform the following functlons from any work positron in the 
SCADA system 

Control System Devlces through RTUs 
Act~vate or Deactlvate Commun~cat~on Channels 
Actlvate or Deactlvate RTUs 
Tag System Devices (Out of Servlce) 
Modify Analog Polnt L~rnlts 
Acknowledge Alarms 
Manually Enter Data 
Interact wlth Appllcatlon Programs 
Manage CRT Pages (Selectron, Freeze, Print) 
Page and Scroll Dlsplays 
Use the System Edltor (Database and Equrpment Definltlon) 
Generate and Schedule Reports 
Set System Daterrime 
Edlt NDC Passwords 
Trend Data on Pen Recorders and CRTs 
Analyze Disturbance Data 

The system should be based on a modem, widely used operating system with a 
modern and efflclent w~ndowlng Interface The standard software should supply the 
network management that allows flle sharing and program to program communicatron 
among all the computers and programs on the LAN The comblned system should 
provide a low cost, widely supported state-of-the-art platform wlth the expansion 
capabll~ty to provrde for LSPS present needs and future expansion of 300% 

The SCADA software should conslst of modules that operate In the server, the MMI 
workstations and the appllcatlons servers The system modules should provlde an 
Interface to all appllcation programs through a well-documented Interface consrsting of 
a set of generally available routines that are called by each appllcation program to 
rnteract with the system database and/or the RTUs 
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3.2.1 .I Man-Machine Interface 

The SCADA software should ~nclude a complete, user fr~endly Graphical User Interface 
(GUI) to provide the operator w~th a means of viewlng and controlling the state of the 
power system The man-machine should utilize CRT screens, pr~nters and mapboards 
to provlde an efflc~ent, consistent and user friendly presentat~on of ~nformatron The full 
capablllt~es of the ava~lable technology should be used to present dlsplays In an 
Interactwe wlndow~ng environment The system should support the deslgn of custom 
drsplay screens, In e~ther tabular or graphlc format ut~llzlng no less than 16 colors, from 
any on-line MMI workstation 

It must be posslble to dlsplay real-tlme data on CRT screens and the data should be 
automatically updated as changes occur In the SCADA database lnval~d or manually 
entered data should be clearly ldent~f~ed A d~splay edltor 1s to be provided to allow 
LSPS to bu~ld interactwe d~splays The deflnltlon of a d~splay conslsts of two parts, the 
statlc background ~nformat~on and the dynamlc or foreground lnformatlon that 1s l~nked 
to the database 

The d~splay background IS built by selecting the follow~ng 

- Alphanumeric Characters 
- Spec~al Symbols and Shapes 
- Speclal Functlon Characters 
- Color 
- Slze 
- Tab Polnts 

The result~ng deflnltlon represents the background of the p~cture that w~l l  be seen when 
the d~splay IS called up Dynam~c data w~l l  be linked to thls p~cture to facilitate 
~nteractlon between the dlsplay, the database and the operator 

The following dynamic data and parameters may be selected to complete the def~nltion 
of the dlsplay and llnk ~t to the database 

- Status OnIOff Representation 
- Status Target Polnt 
- Measurement Display Dlrectlon 
- Measurement Dlsplay Type 
- Measurement Dlsplay Target 
- Operator Notes Display Area 
- Alarm Acknowledge Target 
- CRT Page Select Target 
- Associated Polnt Names 
- Text Str~ngs 
- Htstorlcal Data 
- Cond~tlonal D~splays 
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LSPS should be able to vlew and control the status of the power system from the 
Interactwe displays thus constructed The GUI shall enable the operator to perform 
actlons such as 

- Control of Power System Devices 

- Setpo~nt Control 

- Program Execution 

The operator shall be able to start and control the executron of appllcatron 
programs 

- Activation/Deactivation of points, communrcation links 

Trend real-time and history variables This capab~lity is needed to enable the 
operator to view selected varrables as a function of time 

- Manual Data Entry 

- Access Control 

LSPS should be required to enter a password before gaining access to the 
system The level of author~ty of any user should be determined by the 
password he has entered The highest level of authonty should have access to 
any point in the database and be able to redefine passwords 

- RTU Edit~ng 

The system should be equipped w~th an edrtor that supports the on lrne 
configuration of any RTU for the purpose of setting up the polling and data 
handling LSPS should be able to enter the name of the RTU and the data point 
identificat~on informat~on for each data type represented In the RTU 

- RTU Act~vatlonIDe-activation 

The operator should be able to place an RTU in the polling system and remove 
~t from the pollrng system at any MMI workstatron on the LAN, operatrng under a 
proper password 

- Channel Edrtrng 

The system should allow the addltlon and deletion of commun~cation channels 
and the rnteractive assignment of the RTUs to the channels This should be 
accompl~shed through an ~nteractlve d~splay page supplled with the system. 
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3.2 1.2 Polling System 

An interactive display should be provided whlch allows the operator to set up the poll~ng 
cycle for each exrst~ng data channel (RS-232 Irnk) ~n the system The RTUs should be 
scanned at predefined frequencies ~f except~on processing IS not used 

RTUs that include the exception processing capab~lity should be polled at the hrghest 
rate poss~ble, one after the other, according to the polllng schedule with the period 
berng determined by the speed of the l~ne Even ~f polling by except~on IS used, the full 
complement of data should be returned perlod~cally at a lower rate to Insure database 
~ntegr~ty 

It should be posslble to poll RTUs of different types on drfferent commun~catlon 
channels It should also be poss~ble to add, delete or reorder RTUs In the scan cycle 
of a commun~catlon channel 

The polllng system should support automat~c switchover to a backup communication 
channel ~f the prlmary channel falls Th~s funct~on should be at a channel level and 
should automatlcally switch all RTUs on that channel at the same t~me 

3.2.1.3 Alarm System 

The conditions that cause a polnt to be in the alarm state should be deflned when each 
database point IS deflned From that tlme on, the polnt should be mon~tored by the 
Alarm System, and rf the deflned alarm cond~t~ons occur, an alarm should be 
generated 

It should be possible to designate whlch alarms are to be pnnted, posted to the event 
log and to sound an audlble signal The latest alarms should automatlcally appear In an 
alarm list wlndow and on the alarm summaries as deflned below' 

Alarm Llst Window 

A 1st of the last twelve alarms should appear In an alarm list wlndow on each 
connected workstation when SCADA software is running The twelve polnt IDS 
should be color coded depending on the state of the alarm 

Alarm Summary 

The Alarm Summary should l~st  all points which are currently In alarm in the order of 
occurrence This display should allow for scroll~ng, wlndow enlargement and 
window placement to prov~de a conven~ent method for viewing the power system 
alarm condrt~ons The rn~nlmum lnformat~on suppl~ed should be 

- Date 
- Tlme 
- Name of Point 
- Description (Type of Alarm) 
- Current Value of Polnt 
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LSPS should be able to acknowledge alarms ~ndrvrdually by selecting the polnt 
name In the drsplay A global selectron should also be avarlable to acknowledge all 
alarms on a glven page at the same t~me It should be poss~ble to clear all the 
alarms In the summary from th~s drsplay Note that the operator must be 
constrained to have proper author~ty In order to Interact w~th the alarm system 

LSPS should be able to select a spec~al summary wrndow that allows hlm to view 
only the system data po~nts that meet one of the follow~ng cntena 

- All Analog Alarms 
- Analog Warn~ng Alarms Only 
- Analog Cntical Alarms Only 
- Rate of Change Alarms 
- Unacknowledged Alarms 
- Blocked Alarms 

It should also be poss~ble to def~ne summary wlndows wh~ch present database 
polnts hav~ng other drst~ngu~shing charactenstrcs not necessar~ly associated wlth the 
alarm system Examples of des~red summaries are 

- Fa~led Po~nts 
- Po~nts calculated using deact~vated or faded data po~nts as Inputs 
- Control Po~nts that have been Tagged out of servlce 

3.2.1.4 Event System 

The event system should prov~de LSPS w~th a hrstory of key system events In an event 
log Th~s log should be a normal f~le malnta~ned by the operat~ng system The SCADA 
software should open the log any time the primary server IS on-l~ne and record events 
as they occur untll the size of the f~ le reaches a maxlmum size When thls occurs the 
SCADA software should close the flle and open a new one w~th a d~fferent filename 
des~gnat~on Management of old log f~les w~l l  be a LSPS responslbillty 

The Event Log 

Events recorded In the event log should be presented In a dedrcated w~ndow In 
chronolog~cal order However, LSPS should be able to select and change the order 
rn whlch the f~elds of the event entry occur The follow~ng f~elds should be presented 
for each event: 

- Date 
- Time 
- Type of Event 
- Polnt Name 
- State at T~me of Event 
- Descnptlon of Cause (LSPS Definable) 
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The event system should provlde a search functron that allows LSPS to search on 
any text strrng in any f~eld The search should be possible In the forward or reverse 
drrectron and should be repeatable to find multlple occurrences of the same strlng 
The object of the search should be highlighted each tlme ~t IS found 

The event log should be generated as, or copled to, a standard ASCII f~ le  that can 
be copled and processed separately It should be posslble to use commerc~ally 
available sort programs and word processors to analyze the data and produce 
edlted reports highlighting particular aspects of the event history 

Event Selection 

The user should be able to select the operator actions and power system changes 
that constitute events and therefore appear In the event log The following list is an 
example of the Items that could be designated as events 

- RTU Pornt Operations 
(I e , selection and checkback, operation and checkback, cancel, deactivate, 
activate and addldelete control tag) 

- Alarm Actlvlties 
(I e , point In alarm, return to normal, acknowledge, block) 

- Manual Entry of Data 
- Daterrrme Change 
- Communication Errors 

(I e , RTU marginal, RTU faded, RTU error, channel error) 

3.2.1.5 Calculation Package 

Calculated values should Include measured values and Indication states that are 
derlved mathematically from existlng real-time, manually entered or previously 
calculated and stored values The calculations should be performed according to 
predefined equations or algonthms, and the results stored In the data base The 
operator should be able to define constants to be stored In the data base, and used In 
subsequently defined calculat~ons The resulting stored calculated values should be 
processed and presented In the same manner as acqulred values Calculated values 
should also be subject to the same rules and restrictions as acquired values 

Calculat~ons should occur on a cycle that matches the scan rate It IS des~rable that the 
tlme period for the calculat~on cycle be user adjustable to accommodate speclflc 
system needs 

The followrng list is a mlnimum sample of the operators that should be supported 

Unary 

1 Logrcal NOT 
- Anthmetlc negatlon 
+ Unary plus 
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Binary 

+ Addit~on 
- Subtraction 
* Multiplication 
/ Division 
% Remainder 
< Less than 
<= Less than or equal to 
> Greater than 
>= Greater than or equal to 
== Equal~ty 
I= Inequality 
&& Logical AND 
11 Logical OR 
= S~mple assignment 

Functions 

Square root 
Absolute value 
Max 
Min 

3.2.1.6 Histor~cal Data Function 

The SCADA software should be able to store time stamped h~stoncal values on a 
penodic basis and retrieve them according to the time stamp For example, a value 
could be stored each hour for 24 hours, and be retr~eved by referencing the hour at 
wh~ch storage took place 

It should be possible to store data values at any of the following time intervals 

Specified intervals of seconds 
Specified intervals of minutes 
Hour 
Day 
Month 
Year 

Histor~cal values should have addressab~l~ty similar to telemetered values and should 
be available for use in Pnnted Reports, CRT Displays and Calculations. 

3.2.1.7 Logging and Reports 

The system should have a logging and reports capability that makes use of the 
standard printing facilities of the operating system. It should be posslble to produce 
hardcopy of the event log, reports and the information that is viewed In displays The 
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software should support the use of multiple printers It should accommodate both 
graphic and character oriented printers The user should be able to assign the outputs 
to alternate printers 

The printing system should automatically re-route the output of a failed printer to an 
alternate printer If the alternate is also unavailable the output should be stored to disk 
unttl one of the devices IS ava~lable 

The printing subsystem should present the normal output of the SCADA system with 
minimum LSPS involvement The following activities should be supported by the 
printing system 

Event Log 

One text printer should be designated as the pnmary event pnnter All events and 
alarms should be printed on this pnnter as they occur 

Reports 

It should be possible to create Reports using a report edrtor They should not be 
limited by the screen size and rt should be possible to custom design reports to fit 
the dimensions allowed by the target printer It should be possible to schedule 
reports to print at a given trme or to cause them to print on demand The user 
should be able to specify a unrque legend to occur on every page of each report 

3.2.1.8 System Maintenance Capability 

A maintenance facility should be provided as a part of the SCADA system It should 
allow LSPS to define the parameters of the SCADA software from any MMI 
workstation, provided the user has the proper authonty Examples of the maintenance 
functions that should be provided are addingfdeleting RTU polnts and RTU's, testing 
changes before going on-line, adding new applications, changing communication llnk 
definitions, and re-assigning penpheral devices 

3.2.1.9 System Summary Displays 

The following system level display pages should be included 

Display Menu for Selection 
Alarm Summary 
Blocked Alarm Summary 
Analog Warning Alarm Summary 
Analog Critical Alarm Summary 
Tagged Device Summary 
Deactivated Device Summary 
SCADA System Equipment Status (Major System Components) 
RTUIStation Alarm Summary 
RTUIStation Measurement Point Summary 
RTUIStation Status Point Summary 
Control Pages for all SCADA and Maintenance Functions 
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3.2.2 DC Vilnius EMS Functions 

To meet the future operational needs as described In Section 2 6 the system at DC 
Vllnrus must contaln a suite of EMS applicatron functrons to augqent the SCADA 
functions 

To meet the requirements for economic operation and energy exchange wlth 
neighboring utlllt~es the followlng application programs are needed 

Automatic Generation Control - To provide the closed loop control of generation to 
meet demand and regulate frequency and net Interchange A requirement of 
modern interconnected power systems 
Generation D~spatch Calculation - To meet current demand rn an economlc 
manner 
Energy Scheduling - To support energy rnterchanges with nerghboring utilities 
Transaction Evaluation - To support economic assessment for energy exchanges 
wlth other utilrties 
Energy Accounting - Accounting for energy transactions for brlling and historical 
record keeplng 
Short Term Load Forecast - for forecasting the hourly demand for several days, 
takrng Into account forecasted weather condrtions 
Hydro Thermal Opt~mlzatlon and Unrt Commitment - for scheduling generation for 
up to 10 days ahead and for cost~ng longer term energy purchases and sales 

To analyze power system network reliability and robustness the followlng application 
programs are needed 

State Estimator - To obtarn the most accurate estlmate of the system state 
Contingency Analysls - To evaluate the effects of equipment failures before they 
occur and permit plannlng and operational changes to mrtigate them 
Short Clrcuit Analysis - To evaluate the effects of system faults before they occur 
and permit plann~ng and operational changes to mitigate them 
Optimal Power Flow - To determine the operating status that will result in mlnlmal 
production cost, minimrze losses 

A dispatcher training simulator is needed to tram new dispatchers and to refresh the 
skllls of existlng dispatchers 

These are standard programs and are described briefly in thls section LSPS currently 
has a number of programs or needs that must be available In the new system These 
are: 

VoltageNAR opt~m~zation in real time 

More lntelllgent alarm processing to alarm insecure operating states such as 
possible stabrlity problems 
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Locating faults 

Optimizing disconnection of 330 kV and 110 kV lines for control of 
overvoltages and for minimizing losses 

Centralized control of reactive power 

The ability to schedule combined heat and power plants 

The applications described below must be able to meet these needs or additional 
applications must be provided 

3.2.2.1 Generation Control Functions 

AUTOMATIC GENERATION CONTROL 

The objective of Automatic Generation Control (AGC) is to match the area's power 
generation to its tlme varying load demand, whrle keeplng the frequency and the net 
power Interchange close to scheduled values In addition, AGC should provide for time 
error correct~on and energy Interchange correctron The actual time error or the energy 
interchange error IS then be included in the calculating the area control error 

AGC is commonly referred to as a secondary control scheme while the local control at 
the plant, such as the turblne governors, constitutes the prlmary control. AGC sends 
either pulses or setpoints to the pnmary control system to change the MW output of the 
unrt Note that this requires that automatic control equipment exist at the plant This 
equipment exists in some LSPS generating stations, but not all It should be installed In 
all stations to be used for control 

Emergency assist and suspend control modes must be provided to handle exceptional 
conditions Emergency asslst mode is entered when a rap~d response IS needed due to 
an unforeseen event such as loss of a unit If a d~sturbance causes the control error to 
Increase above a certain magnitude, AGC should be suspended to prevent the 
possibility of control action exacerbating the situation 

The allocation of the total required power generation among the unlts on control should 
be done in an economically optimum manner via the use of base point and participation 
factors 

The following features must be provided 

The execution periodicity and the penod for output of control actions may be 
changed by the engineer. 

Unnecessary control actlon should be avoided by using appropriate signal 
conditioning 
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In the emergency mode, the ramplng and output limits may be different to ensure 
more rapld response 

Additional units can be speclfled as being available for regulation ~f the regulating 
reserve falls below a prespeclf~ed value 

The performance of the AGC functlon should be monitored and the performance 
data displayed and stored for reporting 

The control actlons should be lndlvldually tunable to the response charactenst~cs of 
each generator 

The AGC functlon should have Interfaces to the following EMS 

Interchange Schedul~ng funct~on 

Generatlon Dlspatch Calculation functron 

SCADA data (status of swltches and breakers and metered values of actual 
generat~on and Interchange) 

SCADA System (output of pulses and setpolnts) 

Man-Machlne Interface 

GENERATION DISPATCH CALCULATION 

The objective of the Generatlon Dlspatch Calculation (GDC) 1s to mlnlmlze the total cost 
of operatton for a speclfled load and a specified set of generating unlts It therefore 
finds widespread appllcatlon In real-tlme control systems GDC IS most often applied to 
thermal units However, other types of unlts, e g , hydroelectnc, can be included ~f their 
production cost funct~ons can be defined 

The GDC function should determine 

The base polnts I e , the generat~on output that meets the current demand at 
mtnlmal cost 

The partlclpatton factors that can be used to dispatch unlts econom~cally for small 
load vaflatlons 

The GDC function should be capable of executing periodically, on demand, or upon 
request by other programs such as AGC It should be able to handle 

Operating l~m~ts  of the generators (m~n~mum/maximum lim~ts) 

Generator operating modes 

Heat rate curves for each unlt 



CONTROL SYSTEM UPGRADES REQUIRED 

Computatron of Incremental cost for each unrt usrng the fuel cost and the BTU 
content Fuel mrx optrons should be permitted 

3.2.2.2 Scheduling and Accounting Functions 

ENERGY SCHEDULING 

In power systems wlth lnterconnectlons to surrounding systems, scheduled power and 
energy Interchanges are referred to as transactlons A transactron IS charactenzed by 
the following parameters 

- Name of other utility 
- Transactlon type 
- Start date and t~me 
- Stop date and tlme 
- Ramp trme duration or rate 
- MWAmount 
- Drrection (salelpurchase) 
- Pr~ce 

The Interchange Scheduling functron keeps track of transactlons and accepts Operator 
entnes of new transactlons and updates to exrstlng, transactrons The net interchange, 
whlch IS the algebraic sum of all transactlons, should be calculated by this function and 
supplied to the other appllcatlon functrons, e g , AGC and Un~t Commitment 

An accountrng of the hourly energy Interchange should be performed and a report for 
the prevlous day should be pnnted after midnlght for each interchanging utlllty 

At the end of every day, all completed transactlons should be pnnted and automatically 
stored in a transactron hlstory flle The transactron history frle should contaln data for a 
user specified number of days The operator should also be able to edrt the data in thrs 
flle In order to update and correct rt 

Interchange Scheduling IS essentrally a data entry and display functron and a suitable 
man-machlne Interface should be available to assist the operator 

TRANSACTION EVALUATION 

Transactlon Evaluatlon functions enable the operator to evaluate the economic costs 
and benefits of transactlons There are two types of Transactlon Evaluatlon commonly 
used Transactlon Evaluation, Economy A (TEA) and the Transactlon Evaluatlon, 
Economy B (TEB) transactlons 

An Economy A transactlon IS a short term transaction entered Into by two ut~l~t~es, for 
thelr mutual short term economic benefit 

In an Economy A transact~on, only the fuel costs are taken Into account All costs 
associated wlth startlng or stopplng a unlt are not considered slnce the unit(s) must be 
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on-l~ne In any event srnce the utrl~ty must be able to handle possible cancellation of the 
transaction Economy A transactions are short term and can be canceled by either 
party wrth lrttle not~ce 

An Economy B transactlon, on the other hand, IS a long term, firm commrtment to 
purchase or sell energy The costs assocrated w~th the start-up and shutdown of units is 
rncluded In the price of the transactron When companng Economy B transact~ons wrth 
Economy A transact~ons, several key drfferences should be noted 

The cost basis is different. An Economy A (€4) transactlon IS costed solely on the 
basls of the difference In product~on cost The costlng for an Economy B (EB) 
transaction IS based on the difference In product~on cost and includes costs attributable 
to the start-up and shutdown of un~ts 

The time horizon is different. The EA transact~on usually has a one hour durat~on and 
IS scheduled just prior to its start t~me The EB transaction has a longer duration and 
may be scheduled for several hours to many days and is scheduled well ahead of the 
start time 

The contractual basis is significantly different. An EA transaction IS essentially a 
short term agreement E~ther slde can cancel the transactlon at a moments notlce The 
pnce and cost benefrt allocation IS mutually agreed upon The EB transaction IS a 
commitment, often wrth default penalt~es Both s~des agree to the pnce in advance and 
then they see the transact~on through to its completion 

TEA requires only an generation dlspatch calculation TEB relies on the Unlt 
Commitment (UC) funct~on to determ~ne the transaction's effect on the total costs of 
productron Phase 1 will only support the TEA TEB can only be rncorporated In Phase 
2 since it requires the UC function that IS included in the Phase 2 applrcations software 

TRANSACTION EVALUATION - ECONOMY A 

Economy A transactions are normally made just before the beginning of the hour and 
have a one hour durat~on Of course, if the transact~on is evaluated next hour and 
remains benef~cial ~t may again be scheduled Thls may cont~nue as long as the 
transactron remarns benefic~al to both parties 

Economy A energy transactrons play an important role In the opt~mum economlc 
operat~on of an Interconnected power system They allow system w~de optim~zat~on 
w~thout organizational changes 

The TEA software determines the product~on cost for the next hour, given the forecast 
load, the scheduled transactrons and status of all un~ts TEA computes the actual 
Incremental cost of the transaction by tak~ng the drfference between the production 
costs with and without the transaction 
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The lnformatlon needed to compute the base productron cost IS 

on-llne un~t  data lncludlng Ilmlts, fuel costs, etc 
system load value 
scheduled Interchanges 

Thls ~nformatlon may either be captured from the current real-trme rnformatlon or rt 
maybe entered by the user 

The TEA software should be capable of evaluating a single transactron, rndlv~dually 
evaluatrng a number of proposed transact~ons and sequent~ally evaluatrng the addrtlve 
effect of mult~ple transactrons 

The TEA functlon should also have a save case capabrl~ty All the data wlthln the 
functlon, both Input and output, should be stored as a save case to be retneved at a 
later tlme 

TRANSACTION EVALUATION - ECONOMY B 

The startlng polnt for any TEB evaluatron IS a solved UC case, which prov~des the initial 
commrtment schedules, unrt loadings and costs The user can set up the ~nrtral case via 
the UC capabllltres 

The operator can then enter the EB transactron or transactlons to be evaluated The 
TEB functron should run the UC functlon wrth the proper combinations of transactrons 
and produce a speclal TEB case. 

The output data of the base case and the TEB case should be compared and TEB 
results generated In both summary and detarled presentation format The summary 
should contarn hour by hour differences for 

Total cost 
Production cost 
Start-up and shut-down costs 
Un~t  start-up and shut-down costs 
Total generatron requirements 

ENERGY ACCOUNTING 

The purpose of the Energy Accounting functlon IS to produce a concise, accurate 
record of the energy exchanges that have taken place In the system over a speclf~c 
t~me per~od, generally one day It should be presented In the form of a report that 
conslsts of at least two parts, completed transactrons and a record of the scheduled 
versus the actual rnterchange that took place. The "Completed Transactions Report" 
records the planned Interchange under each agreement and considers the total energy 
transfer It should Include 

Name of other utllrty 
Transaction type 
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Startrng tlme 
Stop trme 
Scheduled amount 
Transaction direction 
Transaction prlce 

The "Scheduled versus Actual Interchange Report" should contain an hour by hour 
record of the planned rnterchange and the actual interchange that took place It should 
rnclude the follow~ng items as a minlmum 

The energy interchange per tre-line 
The total scheduled energy Interchange 
The total metered energy interchange 
The energy Interchange deviation 

SHORT TERM LOAD FORECAST 

A forecast of the total system load is an essential prerequisrte for the optimal 
schedulrng of the generation and transmrssron resources The System Load Forecast 
should provlde an automated means for develop~ng forecasts of hourly average and 
peak loads for the current day and up to eight future days A Weather Adaptive Load 
Forecast program is desrred for the most accurate forecasts of the hourly system load 
for a forecastlng horlzon of up to 7-10 days These forecasts should be based upon 
actual load and weather data observed over weeks, days, and hours prior to the 
forecasted period The program should make use of three models 

a load forecastlng model 
a weather forecasting model 
a model relating changes In weather to changes In load 

Wrth these models the program should use historical load and weather data plus 
predrcted weather data, when available, to develop load forecasts The program 
should allow corrections for system conditions that affect the hourly forecast, such as 
hollday and known load adjustments In addition to the forecasts, the program should 
calculate high and low probabrlity lrmrts for the forecasts 

To provide the best f ~ t  for the forecastlng equatrons to the recently observed load and 
weather data, the models util~zed should be dynamically updated to reflect actual 
system condrtlons using an exponential smoothrng technique wrth new observations of 
actual load and weather 

The Weather Adaptive Load Forecast program should maintain an on-line database of 
all information related to the forecasting functron Thrs should rnclude 

model characterrst~cs 
hlstor~cal load data 
hrstorlcal weather data 
scheduled holidays 
scheduled or known future load adjustments 
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The program's prlmary use wrll be In real-trme to provlde a forecast for use by other on- 
line applrcatron programs It should also be possrble to use the program rn an off-lrne 
mode for study purposes 

The Load Forecast program should present the operator wrth the followrng rnformatron 
for each day of the forecast horrzon By selectrng a speclflc date, the operator should 
be able to revrew and, where appropnate, perform manual entry on the followrng 
values 

hourly load data 
hourly weather data 
lndrcatron of whether the data IS observed or forecast 
hourly load adjustment 
lndrcatron of day of week 
rdentlfrcatron of peak hour values (actual or forecast) 

Hrstorrcal statrstrcal data cannot be used for load forecastrng because of a raprd declrne 
rn demand srnce 1991 

HYDRO THERMAL OPTIMIZATION (HTO) 

The Short Term Hydro-Thermal Optrmrzatron functlon IS used to develop econom~cally 
optrmal generatron schedules for systems contarnrng both hydro and thermal 
generatrng unrts Thermal coordrnation uses the Unrt Commitment function as a 
subroutrne to handle the thermal subproblem, thus the UC funct~on IS necessary for 
HTO 

The optrmrzatron IS usually performed on the assumptron that the production cost IS 

entrrely due to the thermal productron The program assumes that the hydro power 
resources are free and it utilrzes them to mrnlmrze the thermal productron cost over the 
entlre trme perrod of rnterest 

The output from HTO should include 

A generatron schedule for the thermal plants, rncludrng un~t  start-up and shut-down 

A generatron schedule for all hydro plants rncludrng the Kruonrs pumped hydro 
plant 

Optimum reservoir levels and the corresponding water values for all reservoirs at all 
t~me steps In the planning penod 

It should be posslble to enter the MW demand to be supplled by the generatrng plants 
In two ways 

Operator entry through a CRT drsplay 
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Operator lnrtiatron of a program that, based on the Load forecast and the 
Interchange schedule, calculates the hourly generation needed to obtain power 
balance 

Transmission losses should be accounted for by multiplying the MW demand by an 
adjustable constant The total hourly splnning reserve requirement should be input by 
the operator The HTO optimization problem is commonly divlded into the thermal and 
the hydro subproblems The two subproblems are solved alternately in an iterative 
manner until convergence is obtained 

UNIT COMMITMENT 

The Un~t Commitment Program (UC) determines the optimum start up and shut down 
schedule of thermal generating units to meet forecasted system load and scheduled 
interchange requirements while maintaining required reserves 

UC should determine an hourly generation schedule for a specified period, up to 7-10 
days, minimizing total production cost over the penod while meeting hourly system load 
and reserve requirements subject to system and unit constraints 

The generating units should be modeled by input-output data, fuel cost, and physical 
constraints Unlt constraints such as scheduled outages, deratings, must-run times, and 
must-down times, should be considered dunng the solution 

The optimization process should minlmlze the total cost of operation where the cost 
components include 

fuel cost 
start-up cost 
standby cost 
operating and maintenance costs 

The optimal commitment schedule provides a start-up and shutdown schedule for each 
generator, as well as the loading of each generator for each hour of the study penod 

The generating unit model in the Unit Commitment program should take into account 

derating 
fuel costs 
start-up costs 
standby cost 
input-output data 
maintenance schedules 
minimum down-t~me 
rnlnirnum run-tlme 
operat~ng and ma~ntenance data 
start-up t~me 
unit output limits (econom~c, operating, and emergency) 
combined heat and power un~ts 



CONTROL SYSTEM UPGRADES REQUIRED 

The system model should be compr~sed of the followrng components 

system load 
system interchange schedules 
reserve and margin requ~rements 
generatron un~ts 
area generatron restr~ct~ons 
transmlsslon loss sens~t~v~ty factors 

The total system load can be obta~ned from the load forecast program or manually 
entered or updated by the System Operator 

3.2.2.3 Network Analysis Functions 

OPTIMAL POWER FLOW WITH VOLTNAR SCHEDULING 

The Optlmal Power Flow should deterrn~ne a system operatronal state that mrnlmlzes 
an objectlve whlle meetrng speclf~ed constraints The program w~l l  normally be used to 
determ~ne the sett~ngs of controllable devlces to meet a certa~n objectlve wh~le 
ma~nta~nlng a secure network The objectlve could be to 

mlnlmlze the cost of producrng power by generat~on and purchase 
mlnlmize power losses on the network 

A secure network ~mplres that no network v~olat~ons, such as transmrss~on overloads or 
voltage problems, ex~st In the present network state The opt~mal power flow solution 
should be able to be constra~ned to ma~nta~n security In the present network state 

It should be poss~ble to group and prlont~ze the controls to be employed In the 
opt~mlzat~on solutlon rn order to ~ncorporate englneenng judgment Controls can then 
used In pr~or~ty order to arrive at the optimal solutron 

The current real-tlme network model or any other case stored rn the database case f~le 
should be able to serve as the base case for an opt~mal power flow solut~on 

The reactive power scheduler should utll~ze the optlmal power flow calculation for 
optimizing react~ve power controls and satlsfy~ng other system operat~ng constrarnts 
The on-l~ne reactive schedulrng calculatron should be run as part of a real-trme sulte of 
power system appl~catlons lnrtiated cyclically or on operator demand As w~th all 
advanced applications, the react~ve power scheduler/opt~mal power flow should also 
function In an off-line study mode using a save case. 

In the on-line mode, the react~ve power scheduler ut~l~zes the followrng Input data 

Predrcted act~ve and react~ve demands 
Network confrgurat~on and parameters 
Generat~ng plant schedule and expected loads 
Permitted generator operat~ng regrons In actwe/react~ve power output planes 
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Avarlabrlity of reactrve compensating devrces (e g , shunt capacitors) 
Transformer tap optrons 
System voltage lrmlts 
Other securrty and operational limrts 

It should be possible In the optrmlzing calculation to select and mlnimize one of the 
following 

generation cost 
active power losses 
voltage deviation 

Depending on the operator's selection of the objective and the constralnts he has 
imposed, the reactive scheduler should determine the settings for the controllable 
devices and present them for the operator's use In controlling the power system 

The reactive schedule shall satisfy the following operational constralnts 

User specified voltage llmits and stabrlity margins 
Generator MVAR output llmits 
Circuit flow and other security limits 
Generator MW output llmlts 

The control variable schedule shall include the following 

Generator MVAR set-points 
Multi-step reactlve compensator switch positions and settings 
Transformer tap positions 

STATE ESTIMATOR 

The EMS network application programs require a consistent and reliable description of 
the current load flow (State) of the power system Measurements telemetered to the 
control center contain both process and measurement errors The scheme for 
processing real-tlme noisy measurements to yield an Improved descnption of the 
current state of the power system is called State Estimation. 

The state estimation should make maximum use of all information available and should 
contain an observability processing function In order to determine observable and 
unobservable areas 

The state estimation software should rnclude extensive mechanisms to produce more 
rel~able state estrmates Measurement f~ltering should be suppl~ed to reduce the 
rnfluence of excessive process fluctuations and the effects of measurement time skew. 
"Bad data" points should be identified and suppressed 

The state estimation program should, as a mrnimum, provide the following functions 

Determination of observable areas 
Measurement filtering 



CONTROL SYSTEM UPGRADES REQUIRED 

Detection and rejectton of "bad data" 
Estimation of node voltages 
Filtering of measurement residuals 
Determination of the quality of the estimates 
Individual limit checks of estimated values 
Updating of measurement accuracy parameters 

CONTINGENCY ANALYSIS 

Contingency Analysis (CA), should simulate the effect on the power system of various 
credible contingencies The CA functlon can execute in the real time mode or in the 
study mode In the real time mode, CA starts from the current real-time operating state, 
and determines the new state after a contingency has occurred Possible violations of 
security limits should be detected and the operator notified All contingencles specifled 
In a predefined contingency ltst should be evaluated 

The number of possible contlngencies In a power network can be very large and the 
computational burden assoctated wlth CA can thus become prohlbitlve Furthermore, it 
IS difficult for operators and planners to ensure that all outages of Interest have been 
correctly Identified and assigned the appropriate pnorlty Therefore, a fast, approxrmate 
screening procedure should be used to minimlze the number of contingencles 
evaluated in detail by the CA function 

The contlngencies that lead to vtolatlons can be studied in more complete detall by 
using the Power Flow (PF) program In the PF, the operator can apply the 
conttngencies to the network and obtaln a full load flow solut~on Thus, the main 
purpose of the contingency analysls functlon will be to 

Provlde assistance to the operator in achieving secure power system operation 
during steady-state operation. 

Provlde assistance to the scheduler in preparing production and outage schedules 

Two different execution modes should be available for the CA functlon 

Real-time mode. 
Study mode 

The CA function can be executed 

As part of the real time sequence 
Automatically after topology changes 
Per~od~cally 
Upon Operator request 

In the study mode the CA function executes on demand only and can have a different 
contingency 1st. The contingency list should be operator speclfled through convenient 
data entry methods The outaged equipment can include 
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Line/transformer 
Compensator/reactor 
Generator 

A contingency case can consist of multiple equ~pment outages Each case should be 
associated wrth a prlority index whlch can be used to group the cases that should be 
evaluated 

For generator outages, the lost generat~on must be reallocated to the remarnlng 
generators using a set of dlstrlbution factors 

The following quantrtres should be checked for limit vrolatlons 

Active Power 
MVA 
Bus Voltages 

A Seventy Index for ranklng the seventy of a contingency should be calculated for each 
contlngency This ranking, whrch measures the relatlve effect of the cont~ngency, can 
be used to re-deflne pnonty orders to ensure that the most severe outages are included 
In the evaluatron 

The man-machlne interactions of Contingency Analysls should conslst of 

Dlsplay for spec~fylng contlngencles 
Output and Results Drsplays 
Cont~ngency Analysis Control Dlsplays 

SHORT-CIRCUIT ANALYSIS 

A Short-Circuit Analysis (SCA) program for on-line computation of short-circuit current 
due to symmetric three-phase zero impedance faults IS required 

The SCA programs can be limited as follows 

Only symmetric three phase faults need be considered 

The faults occur only at network nodes and not wlthln branches 

Only one llmit needs to be tested for calculating limlt vrolations 

The results calculated by the functlon should include the short-crrcult current at the 
node where the fault occurs and the current through each of the components 
connected to th~s node The voltage at the immediate nelghborlng nodes should also 
be calculated Fault currents and voltages at the far ends of lines and transformers 
connected to the faulted node should be obtained by uslng the actual voltage profile 
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Limlt monitoring should be performed after the completion of the calculat~ons 

Execution Modes should be provided for real-time short-circuit calculation and for 
study-mode use of the same software In the real-tlme mode the short-circuit analysls 
should be lnit~ated automatically after a change In the topology of the network It should 
also be possible to manually in~tiate the function and block its automatic operation 

A means of lnit~ating the functlon from another appl~cation program IS also desirable 

3.2.2.4 Training Functions 

TRAINING SIMULATOR 

A Training Simulator 1s used for training operators in management of power system and 
operation of the control system The simulator should be able to provide a 
preprogrammed train~ng session for a trainee or provlde an interactrve training session, 
monitored and controlled by an instructor, for one or more trainees 

The instructor should be able to create and test both types of session interactively with 
the simulator software The s~mulation software should allow the storage of multiple 
scenarios of both types As a minimum, the operator tra~nlng simulator should allow for 
two distinct modes of operation, scenario defin~tion and tralning mode 

The first mode, scenarlo definition, should cons~st of defining the conditions that exist 
In the system at the beginning of the scenario, the changes in system conditions to take 
place during the training scenario and the time schedule for preprogrammed changes 
from the beginning to the end It should be possible to save the entire scenario under a 
speclflc Identity for subsequent replay during the training mode 

In the second mode, the simulation or training mode, the simulator should present the 
trainlng scenano in a realist~c manner showing the load and generation developing 
over time in the network Pre-programmed events should appear to take place and the 
s~mulator should react to operator entries as the system would All trained activities 
should be stored as a record of the training session and for future analysis 

The software should be able to simulate pre-programmed events uslng a t~me trigger 
that IS relative to the simulated start time. When the simulation mode IS active, all 
disturbances activated from the ~nstructor's console should be simulated As a minimum 
the following types of events should be possible to define and simulate 

Measured Value Change 
Load Data Change 
Equipment Fault 
Power System Fault 

The simulation software should support the time related storage of each action taken 
by the operator via the control system This ~nformat~on should be available for 
reference and also in a form that will enable the instructor to rerun the sequence and 
display the operator act~ons during the train~ng session 
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The slmulatlon software should model power system objects in a realistic way to 
duplicate actual system operation by modellng 

Power System 
Load Models 
Power System Components 
Protective Relaylng 
Control System Actions 

The training simulator should allow the instructor to stop the action of the scenario, go 
back to a previous point and restart the action for the purpose of demonstration and 
d~scussion The instructor should be able to choose the time when the replay of the 
scenario 1s to begin He should be able to change the tlme of events or suppress 
events durlng the playback The instructor should have the choice of whether to replay 
the operator's actlons or to enter them again durlng the repeated simulation 

3.2.3 DC Vilnius Hardware and Facility Requirements 

Whlle it IS too restrictive to name speclfic hardware in a feasrbillty study, ~t IS possible to 
recommend certain types and families of hardware that are the most likely to provlde a 
sultable platform The purpose of thls section IS to present the characterlstics of 
hardware that has already been included in effective SCADAIEMS applications The 
presentation reflects the characterlstics of the system belng recommended for LSPS 
speclflc needs 

3.2.3.1 Hardware Requirements 

The study team recommends the upgrade of the DC Vilnius Data Acquisition system by 
migrating the existlng system to a full SCADA by the additlon of hardware and "off-the- 
shelf' SCADA software It IS further recommended that the overall control system 
network structure be kept In place and that the data from the remote sites be collected 
by the Enterpnse SCADAs and forwarded to DC Vrlnlus 

The Servers are the heart of the system and there should be two or more that contaln 
the database and the SCADA functionality These machines should be equ~pped wlth 
at least a Gigabyte of disk to contaln the operatlng system, SCADA software, Power 
Appllcatlon Software (PAS) software and databases They should be the best available 
rn their class in order to perform the critical server functions efficiently 

Two Applications Servers should be supplled to Insure that the system does not 
become overloaded These servers should also be top of the line machines equ~pped 
wlth a minimum of 500 Mb of d~sk to contaln the operatlng system, additional 
appllcatlon programs, and interim storage capac~ty 

Six Man-Machine Workstations are recommended to supply the user Interface 
functlon for the operators, engineers, tralnees and vlsitors It should be possible to 
locate these unlts anywhere In the burlding and not only In the control center The units 
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should be reasonably powerful and should be equ~pped w~th mrnlmum 19 rnch CRTs 
wrth a resolution of at least 1280 x 1024 p~xels The hardware that controls the unrts 
should be capable of full graphrc presentatron of at least 256 colors 

An Ethernet or  Token R ~ n g  LAN should connect the processors, allowrng hrgh speed 
commun~catrons to and from the servers and between all unrts on the network The 
LAN supplled should be fully complrant to the approprrate standard (IS0 8802 3 
CSMAICD (Ethernet) or IS0 8802 5 for Token R~ng) These standards are supported by 
all forms of UNlX and by most manufacturers of PC LAN software 

A multiplexer or  gateway processor should be supplred ~f requ~red to Interface to the 
RTUs and the remote centers Thrs machrne should connect d~rectly to the Ethernet 
and should be accessible to both the primary and backup versrons of the poll~ng 
software It should allow d~rect connectron to the RTUs and general purpose serral 
cornmun~cat~ons between the DC V~lnrus center and other centers 

The Novell interface will allow LSPS to keep the extensive man-machrne capablllty 
that they have Implemented durrng the trans~t~on phase They may elect to modrfy thrs 
capabrl~ty later by add~ng graphrc representat~on, generalized databases and tools or 
they may decrde to replace ~t Elther way, ~t will remain qu~te useful durlng the 
~mplementatron and development resources can be concentrated on the SCADAIEMS 
functlonal~ty The hardware chosen should provrde a strarghtforward rnterface to the 
exrst~ng Novell server 

The RTUs, whether connected to an ENE or d~rectly to DC V~ln~us are cons~dered a 
hardware upgrade RTUs can be added to DC Vlln~us after the SCADA software IS 

rnstalled The addlt~on of RTUs to an ENE requires that the SCADA software be 
rnstalled at DC Vllnlus and at the ENE where the RTU IS added The addit~on of 25 new 
RTUs In strategrc locat~ons IS recommended The SCADA software should have the 
ab~l~ty to select~vely route the data suppl~ed by the RTUs to the LSPS database In the 
Novell server for presentat~on on the exrstlng man-machrne system 

In many cases these RTU's w~l l  replace exlstrng MKT-2 un~ts Because of the Increased 
capac~ty of the new RTUs it may be posslble to replace more than one ex~strng unlt w~th  
a s~ngle replacement un~t  The RTUs wlll be able to communlcate w~th erther an ENE, 
DC Vrln~us or both It IS h~ghly recommended that addrt~onal RTUs be purchased as 
soon as possrble to replace the remalnlng old type RTUs Even though the system w~l l  
converse equally well w~th MKT-2 un~ts and the new RTUs the higher cost of 
maintenance and lrmlted capab~l~ty of the older MKT-2s are strll a factor Replacement 
of DC Vrlnlus' d~rectly connected MKT-2 unrts wrll require only changrng only the 
term~nat~on of the lncomrng lrne at the center. RTUs can be added to an ENE after ~ t s  
SCADA software has been Installed and checked out 

3.2.3.2 Facility Requirements 

The fac~l~t~es requrred for the recommended system are as stated below S~nce LSPS IS 

replac~ng ex~st~ng systems whrch have a much larger space requ~rement than that wrll 
be requ~red for the new system, there should be no problem wrth placrng the new 
system wrth~n the exrsting fac~lrties 
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In the recommended confrguratlon each palr of servers requires approximately (2 ~ 3 )  
Desk mount, pedestal (tower) cablnets or 19 Inch rack mounting are available The 
power requlrements are approximately 300 Watts per unlt and 150 watts per screen 
Thus, the power for the recommended system would be approximately 3000 Watts for 
the computers and 900 Watts for the CRTs Standard offrce wlnng wlth local surge 
protection should be sufflclent for thls hardware 

The recommendation assumes that LSPS can use exlstlng equlpment to supply 
un~nterruptable power for the new systems wlth existlng equlpment If thls is not the 
case, addrtronal funds should be allocated for an un~nterruptable power supply 

Slnce the system will be Installed In parallel wlth the exlstrng hardware, for some penod 
of tlme, the faclllties should be able to accommodate both the power requirements and 
the space requ~rements ~n additlon to what exlsts now Eventually, only the new 
equlpment will remarn and thls added requirement will only apply to the transltlon 
perlod 

3.2.3.3 DC Vilnius Backup Requirements 

In the last decade in the U S , rt has become lncreaslngly common for utllitres to 
establish a backup SCADA/EMS for crltrcal centers at the level of DC Vilnius The 
concept of the backup center IS srmple Some portlon of the hardware and software 
complement of the center 1s implemented at a second locatron If there IS a catastrophrc 
event maklng it impossible to use the main center the backup center may be staffed 
with operations personnel and the system may contlnue to work at the same or a 
slightly reduced level of efflclency In order to fulfill thrs functron, the backup center 
should have access to the same remote equrpment as DC Vllnlus and should be able to 
run the same applrcation programs or at least a subset of them 

Should LSPS declde that such a center IS justlfled, ~t IS recommended that rt be placed 
at one of the ENEs It should be located wlthln reasonable travel~ng dlstance of Vrlnlus 
so that tralned operatrng personnel can get to ~t In the shortest posslble tlme Operating 
personnel should be tralned to operate from that location so that they are famillat- wlth 
the locatlon and any differences In the two centers 

3.3 ENTERPRISE DISPATCH CENTER REQUIREMENTS 

3.3. I ENE Center Functions 

The ENE centers have the same bas~c SCADA requirements as those of DC V~lnius 
except on a smaller scale The basic SCADA capabllrty and software functions 
requlred are summarlzed here for convenrence Additional funct~onallty is required to 
enable the ENE SCADA to store and forward RTU data to DC Vilnrus Control capabrlrty 
should be expanded to be able to receive control operation requests from DC Vllnlus 
and relay them to the RTUs 
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3.3 1 1 Basic SCADA Functionality 

The system functrons should conslst of a comprehensive SCADA capabrl~ty and the 
specral functrons requrred to partlclpate In a multr-tlered dlstrlbuted system 

The ENE operators should be able to perform the followlng functions for the portron of 
the SCADA system for whlch they have responsrbrlrty 

Control System Dev~ces through RTUs 
Actrvate or Deactivate Commun~cat~on Channels 
Actlvate or Deactrvate RTUs 
Tag System Devlces (Out of Servlce) 
Modrfy Analog Pornt Lrmrts 
Acknowledge Alarms 
Manually Enter Data 
Interact w~th Applrcatron Programs 
Manage CRT Pages (Select~on, Freeze, Print) 
Page and Scroll Dlsplays 
Use the System Edltor (Database and Equipment Deflnltlon) 
Generate and Schedule Reports 
Set System DateITlme 
Edlt Passwords 
Trend Data on Pen Recorders and CRTs 
Analyze Disturbance Data 

The system should be based on a modern, wldely used operating system wrth a 
modern and efflclent wlndowlng Interface The standard software should supply the 
network management whlch allows f ie  sharlng and program to program communrcat~on 
among all the computers and programs on the LAN The Comblned system should 
provlde a low cost, wrdely supported state- of-the-art platform wrth the expanslon 
capabllrty to provlde for LSPS present needs and future expansion of 500% 

The SCADA software should cons~st of modules whlch operate In the server, the MMI 
workstatrons and the appllcatrons servers The system modules should provlde an 
Interface to all appllcatlon programs through a well documented ~nterface cons~stlng of 
a set of generally available routrnes wh~ch are called by each appllcatron program to 
Interact wlth the system database and/or the RTUs The followlng speclfrc software 
packages or thelr equivalent should be supplred 

Man-Machlne Interface 
Polling System 
Alarm System 
Event System 
Calculation Package 
Hlstoncal Data Function 
Logglng and Reports 
System Maintenance Capablllty 
System Dlsplay Pages 
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For a detalled descrlptlon of these capabllltles see Sectron 3 2 1 DC Vilnius SCADA 
Functions The same capabll~tles should be supplled and the software should be 
purchased from the same vendor for the most economical marntenance and tralnlng 

3.3.1 2 Store and Forward Capability for the RTU Data 

In a multl-tlered dlstr~buted system the need exlsts to acqulre data at one level In the 
system and transfer that data to other levels In the case of LSPS the requrrement IS to 
acqulre data from the RTUs dlrectly connected to the SCADA system In the ENE, make 
that data available to the operator at the ENE and also forward ~t to the SCADA system 
at DC Vllnrus There are several methods of dolng thls One IS to perlodlcally send all 
data from the lower level SCADA system to the hlgher level whether ~t has changed or 
not A second 1s to send only the changes A thlrd IS to make the lower level system 
look llke a large RTU to the upper level system Any of these methods will meet the 
LSPS data transfer requlrements ~f the llne speeds are upgraded as described In 
Sectlon 3 2 2 

3.3.1.3 Receive and Relay Requests for Control Operation 

In addltlon to forwarding data to DC Vllnlus, the ENE SCADA system must be able to 
recelve control command messages from DC Vllnlus and forward them to the 
appropriate RTU as a properly formatted control command The way rn whlch thls IS 

done wlll depend on the SCADA system selected, but most have a method of 
accomplishing ~t 

The capablllty IS also requlred to accommodate the power system appllcatron programs 
(such as AGC) that need to send control commands to the RTUs frequently Srnce the 
authorrty to control the system 1s generally granted by password recognltlon the 
programs that recelve and act on the control commands will have to be given the 
requlred authorlty Llkewlse, the software that performs thls functlon will have to have a 
hrgh level of securlty bullt Into ~t The system must protect agalnst the posslbll~ty that an 
unauthor~zed person or a srmple accldent can result In Inadvertent execution of control 
commands. 

3.3.2 ENE Hardware and Facility Requirements 

The ENE systems currently Installed are of several different types These should be 
replaced by a standardized conflguratron that utlllzes the same SCADA software as DC 
Vllnlus The hardware complement for these centers should be small In the beglnnlng 
but should have the abrl~ty to grow wrth f~eld rnstalled upgrades 

3.3.2.1 Hardware Requirements 

The hardware should be In the same famlly as the DC Vllnlus system but a small 
version may be used to match reduced computational and storage requ~rements Two 
ldentlcal machlnes should be supplled to serve the roles of servers and man-machlne 
terminals (GUls) The two machrnes supplied should each be able to assume the role of 
both primary and backup server whlle fulfrlllng the role of one of the two Graphlc User 
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Interfaces In the basic configuration there should be two computers connected in a hot 
standby configurat~on wtth each machlne able to address the fleld equipment and act 
as a server should the other fail The hardware should support a server failover task 
wlth the necessary swrtches or mult~plexers to support the change of roles In real-tlme 
Figure 3 2 shows the recommended hardware configuration 

3.3.2.2 Facility Requirements 

The recommended conflguratlon will fit easlly on a tabletop (2 ~ 2 )  ~f desk mount 
cablnets are chosen or under the table holding the CRTs if pedestal (tower) cabinets 
are chosen The power requirements are approximately 300 Watts per cabinet and 
150 watts per screen Thus, the power for the recommended system would be 
approximately 900 Watts Standard offlce wlring with surge protection should be 
sufficient for thrs hardware 

The recommendat~on assumes that LSPS can supply uninterruptable power for the new 
systems with existing equipment If thls IS not the case, additional funds should be 
allocated for an unrnterruptable power supply 

Since the system will be installed rn parallel wlth the exist~ng hardware for some period 
of time, the facilities should be able to accommodate both the power requirements and 
the space requirements in addition to what exists now Eventually, only the new 
equrpment will remain 

3.4 RTU FUNCTIONAL REQUIREMENTS 

One of the most important components in a modern SCADA/EMS is the RTU The 
capabilities and flexlbillty of the RTUs have a great influence on the capabilities and 
flexibility of the total system Modern technolog~cal advances have made ~t possible to 
purchase RTUs at a reasonable pnce which provide not only sophisticated inputfoutput 
capabllitles and secure control of power system devlces, but also intelligence which 
allows them to be more flexrble In the communication protocol and precise time 
resolutron of events 

History has shown that RTUs have almost always outlived the computer system to 
whlch they were connected With thls in mlnd, the RTUs should have a demonstrated, 
reliable product design, specifically intended for use in the electric utility rndustry 
Service and replacement parts should be guaranteed for a period of at least 15 years 
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FIGURE 3.2 ENE HARDWARE CONFIGURATION 
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Since it is generally more economical to purchase RTUs in large groups hav~ng the 
same characteristics, LSPS should set up a system maximum requirement and an 
average requirement for the capabilities and point counts of the RTUs When 
purchasing the RTUs the vendor should be instructed to quote RTUs configured for the 
average requirement, but with enough cabinet space and connection capability for the 
maximum requirement The RTUs should be field expandable from the average to the 
maxlmum size 

The RTU should be of the latest technology, incorporating at least a 16-bit 
microprocessor as its basic logical unit The design should provide real-time hardware 
interrupts so that the microprocessor can support real-time dynamic functions The 
micro-processor common logic section should include Random Access Memory (RAM), 
Erasable Programmable Read Only Memory (EPROM) and Electncally Erasable 
Programmable Read Only Memory (EEPROM) The RTU operating system and 
communicat~ons firmware should be provlded In EPROM This software should not be 
field modrfiable an any way except by EPROM replacement All owner defined 
parameters such as RTU station address, communication parameters and RTU 
configuration, should be held in non-volatile Electncally Erasable Programmable Read 
Only Memory (EEPROM) These parameters should be entered with a standard 
programming termlnal and should be easily changed by a technrcran In the field using 
interactive conflguration firmware None of the user enterable parameters should have 
to be reentered by the user In the event of a normal power farlure Random Access 
Memory (RAM) should only be used for stonng dynamically changing data and not 
RTU control parameters 

Report by exception and forced scan of both analog and status data should be 
supported by the RTUs It is preferred that the changed data be entered in one or more 
files at the RTU and all changes be sent to the host when requested This would mean 
that several changes for the same point could be stored In the case of status thls 
ellminates any special consideration for more than one change withln a scan cycle 

Sequential event logic should be Included In the RTU software It should be possible to 
store sequential events and thelr tlme of occurrence In a frle in the RTU for subsequent 
transfer to the host It should also be posslble to read tlme from an external source and 
reset the baslc RTU clock and any special clocks used in the time tagging of the 
sequence of event data 

3.4.2 Communications 

The RTU should provide for multiple communication paths and have the ability to 
commun~cate with multiple hosts ~f necessary It should also be posslble to connect the 
same RTU to the host computer using two communication lines The RTU should 
appear to be the same regardless of which of the redundant communication links the 
host chooses It should also be possible to connect a "dumb terminal or a PC 
emulat~ng a terminal to the RTU in order to set the conflguration Communications 
speeds of 300 to 9600 bps should be supported by the RTU for all channels Addlng 



CONTROL SYSTEM UPGRADES REQUIRED 

channels In the field should be possible w~thout changes to the RTU internal wiring The 
RTU should support multlple RS-232 communicatron interfaces or CClTT V 23 modems 
Installed with~n the RTU with no external power requ~red 

3.4.3 Analog lnputs 

The RTU should Include a digital to analog conversion capablllty whlch enables it to 
sample mult~ple electrical analog Input s~gnals and convert them Into a digital slgnals 
suitable for sendrng to the master station A angle A/D converter and a modular 
multiplexer IS acceptable prov~ded it meets the following techn~cal requirements The 
resolution of the converter should be 12 blts or better and the overall accuracy should 
be 0 15% of full scale over the temperature range -20 to +50°C Reference voltages for 
90% and 100% of full scale should be bullt in allowing the host to check the accuracy of 
the AID converter penodlcally 

All analog Inputs to the RTU should be converted at least once per second The analog 
Inputs should be differentla1 type Two unlque terminals per polnt should be provided (+ 
and -) A ground termlnal for the electr~cal sh~elds should be prov~ded for every two 
Input pars All standard Input ranges (+5VDC, 0-5VDC, 1-5VDC, +ImA, 0-lmA, 4-20 
mA, 10-50 mA) should be ava~lable The appropriate range should be determined by 
LSPS before purchas~ng each RTU 

3.4.4 Analog Outputs 

Analog outputs should be prov~ded In the RTU and the standard output 
ranges(+l OVDC, +5VDC, 0-1 mA, 4-20mA, 10-50mA) should be available Analog 
outputs are generally used as setpoint values for controllers of power system devlces 
The digital resolution of the Input should be at least 12 blts The analog outputs should 
be opt~cally Isolated up to 1500VDC The accuracy of the analog output slgnal should 
be wlthin 0 15% between temperatures of -20 to 50°C 

3.4.5 Digital lnputs 

D~gital input capability should be provlded on a modular bas~s w~th a first block of at 
least elght polnts It should be possrble to add add~t~onal polnts In groups as small as 
16 points Each Input po~nt must have two Input term~nals and the RTU must supply a 
DC "wetting" voltage whlch will be used to determine the contact pos~t~on of the Input 
contacts The dlgltal Inputs should be opt~cally Isolated up to 1500VDC Contact Inputs 
must be equ~pped with debounce c~rcu~try and/or software 

3.4.6 Accumulator Inputs 

A common method of obtaining watt-hour data is to use digital pulses In order to 
convert these pulses Into an energy value the RTU must have the ablllty to accumulate 
or count the pulses Generally, the host sends a command to all remote terminals to 
freeze the pulses and then reads the accumulated values The hardware In the RTU 
must cont~nue to accumulate pulses during the tlme the freeze and acqu~s~tlon are 
going on and the newly accumulated pulses must be added to the next value for 
subsequent transfer. There IS generally a dlstlnctlon between low speed and hrgh 
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speed pulsed lnput equrpment because the lower speed pulses can be acqulred and 
processed much more slmply than h~gh speed pulses The RTU, In any case, should be 
able to accommodate both as optically rsolated dlgrtal Inputs 

3 4.6.1 Low Speed Accumulators 

The RTU should be able to accommodate low speed counters of up to 20 pulses per 
second It should be able to resolve the drfference between a two count input cycle 
and a srngle count input cycle as a result of a user entered configuration parameter 
Accumulator Inputs must be equipped wrth contact debounce circurtry andlor software 

3.4.6.2 High Speed Accumulators 

The RTU should be able to accommodate high speed counters for the range of 20 pps 
up to 10k pulses per second It should be able to resolve the d~fference between a two 
count rnput cycle and a single count rnput cycle as a result of a user entered 
confrgurat~on parameter Accumulator rnputs must be equrpped wrth contact debounce 
clrcurtry and/or software The rnput frltenng should be hardware selectable to frt 
d~fferent portlons of the input speed range 

3.4.7 Digital Outputs 

Drg~tal output capability should be provrded by the RTU to present a tlmed contact 
closure output for the purpose of controllrng a pulsed devrce or provrding a srngie 
output to a two state devrce controller The trme duratron of the output pulse should be 
controllable by a count contalned In the control command sent by the host 

3.4.8 Control Outputs - SBO 

Control outputs are s~mrlar to drgrtal outputs except that they requrre two steps to 
complete an operatron The select step should take place w~th the sendrng of a select 
message by the host and the return of a response message from the RTU indrcatrng 
the selectron has been made The next step, execution, requrres an execute message 
from the host for the same po~nt and a response message from the RTU indicatrng that 
the control has been accompl~shed The complete sequence IS called Select Before 
Operate (SBO) The RTU should be equ~pped wrth two relays for each control pair 
(openlclose) and should be able to selectrvely close the appropnate relay for the polnt 
and function requested whenever rt receives a valld SBOIexecute sequence 

3.4.9 Sequence of Events Inputs 

Sequence of events IS the abllrty of the system to make an accurate chronologrcal 
record of mult~ple events wrthin the power system, saving both the event and the tlme it 
occurred at a hrgh resolut~on The sequence of events functlon requires special 
software and hardware In the RTU to be able to collect and store the rnformation It also 
requrres a specral software function to return the lnformatron to the host In an organ~zed 
manner 
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The RTUs should have the abrlity to collect sequence of events informat~on at both a 5 
m~ll~second and a 1 millisecond rate The events must be t~me tagged at the lead~ng 
edge of the pulse or trans~tron and the time stored w~th the new value of the Input The 
RTU should be able to store up to 512 events locally It should have a method for 
detecting that events have been stored and the abil~ty to read back all the events at 
one t~me or to dlv~de them Into shorter groups and intersperse them w~th other RTU 
trafflc 

3.4.10 Power and Environmental Requirements 

The RTU, In ~ t s  standard form, should have the capab~l~ty to accept 240 VAC or 120 
VAC as its Input power W~th  opt~onal hardware it should be able to operate on 129 
VDC, 48 VDC or 12 VDC The power requirements for the un~t should be under 15 
watts In ~ t s  maximum conf~guratlon 

The operating temperature of the RTU should be - 5°C to + 55°C It should be able to 
operate In the 5% to 95% relatrve hum~d~ty (non-condens~ng) range All f~eld 
connections should be able to pass the IEEE 472-1974, ANSI C37 90-1979(R1982) 
surge withstand tests 

3.5 EMS COMMUNICATIONS SYSTEM REQUIREMENTS 

The current communlcatlon system comblnes voice grade commun~catlons and d~g~tal  
data capab~lrty on the same line This causes l~mltat~ons on the bandw~dth ava~lable for 
d~gltal data Whrle ~t IS posslble to l~ve w~th th~s l~m~tat~on on the d~rect RTU 
commun~cat~ons channels both at Vllnlus and at the ENEs, rt w~l l  not be posslble to 
operate between Vlln~us and the ENEs on th~s llm~ted bandwidth 

The current data be~ng transferred to DC Vllnrus from each of the ENEs IS summarlzed 
below The table shows quantlty and type of data and the est~mated time requ~red to 
transfer all the data to DC V~ln~us at each of four communrcatrons rates The column 
head~ngs TS and TM are the number of status and measurement points respectively 

The table shows that for the ~nl t~al  system, with no data by except~on techn~ques, the 
system would be very slow ~f only a 200 bps l~ne were connected from each remote 

Total 
B~ts 

Seconds to Return Data at 

Alytus 
Kaunas 
V~lnlus 
Utena 
Panevezys 
S~aulla~ 

200bps 

14727 
10 
23 
16 
9 
9 
I I 

114 
265 
203 

73 
101 
156 

2400bps 
--- 

62 
8 1 

1 88 
1 37 
-77 
73 
-95 

300bps 

5 
6 

15 
11 
6 
6 
8 

9600bps 

15 
20 
47 
34 
19 
18 
23 

89 
212 
151 
94 
82 

101 

1936 
4512 
3280 
1856 
1760 
2288 
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center to DC Vllnlus At the 300 bps rate the system IS more acceptable, but would be 
Improved by Increasing the rate of the llnes from Kaunas and Vllnlus ENEs 

Wh~le the average transm~ss~on tlmes can be reduced w~th exception report~ng 
techniques, they w~l l  stril be too slow for AGC data They w~l l  also not support the 
surges of data dur~ng system outages and the ant~crpated Increase In data volume as 
the system 1s upgraded 

Therefore he commun~cat~ons system should be reconf~gured and upgraded as follows 

Two 9600 bps channels between DC Vllnlus and each of the ENE centers 

Two 300 baud channels between the ENE center and each of the new RTUs 
Installed 

Two 300 baud channels between the DC V~ln~us center and each of the d~rectly 
connected new RTUs 
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4. BENEFITS OF UPGRADES 

The beneflts of the ~nstallation of a modern EMS and the attendant lmprovements to 
the commun~cat~on system fall Into several categories 

Cost savlngs due to Improved efflclency, improved manpower util~zat~on and 
reduced maintenance costs 

Increased potentla1 revenues 

Avolded cost of outages 

Deferment of capltal Investments 

Earher particlpatlon in UCPTE 

Some improvements In operatlon and maintenance result dlrectly from the Increased 
efflclency and user fnendllness of a modem EMS However, there are many aspects of 
a well engineered system whlch contribute greatly to the efflclent operation of the 
power system The open nature of the system and ~ t s  modem reportrng tools will 
provlde a highly adaptable vehlcle for the dlssemlnation of information to management 
and to other decls~on making departments wlthln the utlllty A modern EMS w~l l  have an 
advanced full graph~c man-machlne capability whlch will Improve the ergonomics of the 
workplace and the efflciency of operation Modern open systems also provlde built In 
dlagnostlc capabllity and fault locatlon features to allow efficient malntenance of the 
system Whlle these lntnnslc lmprovements are not speclflcally quantlfled, they are of 
slgnlflcant value and should not be overlooked as pnmary beneflts of the recommended 
upgrades 

Reduced malntenance costs, Improved efflclency and Improved manpower utilization 
are based on a projectton from the operatlon and maintenance data suppl~ed by LSPS 

The savlngs from deferred capltal ~nvestments In power system equipment are difficult 
to assess because of the uncertainty In the growth of the utlllty's future load durlng this 
perlod of change In the Lithuanian economy Earller participation In UCPTE 1s also 
thought to be crltlcal for LSPS' future but 1s llkewlse dlfflcult to quantlfy In monetary 
terms We have, therefore, justlfled the recommended upgrades solely on fuel cost 
savlngs dunng a flxed three year penod from 1995 through 1997 

4.1 ECONOMIC JUSTIFICATION 

The study team has just~f~ed the implementat~on of the system on the basis of 
increased power system efficiency In short the system will be operated more 
efflclently, losses will be reduced and fuel efflclency will be Increased These fuel cost 
savlngs may be expected from the lnstallatlon of a modem SCADAIEMS whlch 
provldes Generat~on Control Programs, Scheduling and Accounting Programs, and 
Network Optim~zatron Programs In calculating these cost savlngs, we have assumed a 
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reallstrc scenario which covers the years 1995, 1996 and 1997 The just~flcatron for the 
loan IS the savrngs only durrng this perlod The f~gures are based on the World Bank 
Report No 11632-LT, May 4, 1993, entltled Llthuan~a Power Demand and Supply 
Optrons The report presents ten cases whlch project the cost of operat~on of the LSPS 
power system through the year 2000 Cases 4 and 7 were chosen and embody the 
follow~ng assumpt~ons 

The operating expenence of u t~ l~ t~es  hav~ng Installed a modern EMS has demonstrated 
savlngs assocrated w~th the appl~catrons programs recommended. The average savrngs 
to be expected In percent of total fuel costs are 

ITEM 
lgnallna Retirement 
lgnallna Unrt Shutdown 
Foss~l Fuel Pr~ces per 
mllllon BTU "Base" 
Econom~c Reform 
Scenar~o 
Fossll Fuel Cost 1995- 
1997 In m~ll~ons of U S 
dollars 
Phase I savlngs In 
m~llions of U S dollars 

1 Generat~on Control Programs - Automatrc generatron control and economlc d~spatch 
programs w~ll reduce the cost of product~on by 1% The add~t~on of contingency 
analysls and short c~rcu~t analys~s In Phase 2 w~l l  result In a further savlngs of 1 % of 
the fuel costs due to the ab~l~ty to operate closer to the lrmrts 

2 Scheduling and Accounting Programs - The energy schedul~ng, transactron 
evaluation and energy account~ng programs w~ll result In savlngs equivalent to 3% 
of the fuel costs The addltlon of short term load forecast, hydro thermal 
opt~m~zat~on and unit comm~tment programs w~l l  result In an add~tronal savlngs of 
2% to 5% of fuel costs 

CASE 4 
2000 

1 995-1 996 
$3 50 

Slow 

194 

7-1 1 

3 Network Opt~m~zat~on Programs - Load flow and state est~matlon programs w~ll 
result rn a hlgher system securrty (a reduction In cost of outages) and h~gher qual~ty 
measurements through the recogn~t~on and correctron of faulty measurement 
equ~pment The total savlngs are estimated to be less than 1% of the cost of fuel for 
Phase I The increased savrngs wlth the voltagelvar scheduling and the optimal 
power flow combined w~l l  be an additional 1% of the cost of fuel based on loss 
m~n~m~zat~on and Improved voltagelvar control 

CASE 7 
201 0 

1995-1 997 
$3 50 

Slow 

275 

11-16 

Based on the above numbers, and experience with other systems, we estlmate the total 
savlngs for Phase 1 will amount to 4-6% of the fuel costs, wh~ch at the low end, i e , 
Case 4, are $7 m~l l~on over the three year perrod 1995-1997 Note that, for Case 4, one 
of the two un~ts at lgnal~na IS shut down for two of these three years For Case 7, where 
effect~vely one unit at lgnalrna IS shut down for the full three years, the mlnlmum 
expected savlngs IS $11 mllllon The addlt~onal savlngs reallzed from Phase 2 will 
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amount to 3% of the fuel costs, or a minrmum of $5 mllllon The mlnlmum savlngs to be 
expected are deprcted below usrng the numbers for Case 4 

The total repayment penod of the rnvestment, assuming rnstallatron is completed by 
early 1995, would be less than three years for Phase 1 The total payback trme for 
Phase 2 would also be less three years, wh~ch would allow one year for procurement, 
~ntegrat~on, and rnstallatron before two years of operation 

Phase 1 
Phase 2 
Total 

4.2 INTANGIBLE BENEFITS OF THE SCADAIEMS 

The study team has provlded a reasonably pnced recommendatron for upgradrng the 
LSPS system to a modern SCADAIEMS ~nstallation It has been demonstrated that the 
~nstallat~on of this system In a t~mely manner w~l l  produce cost savings far In excess of 
the pnce of the system There are, In add~tron to these economlc benef~ts, other 
beneflts whrch cannot be quant~fred In monetary terms It 1s rmportant to understand 
that these factors, In the area of nsk reduction and overall company improvement, 
should also be considered In the decrs~on to acqurre an ~mproved system 

Case 4 Gross 
Savrngs 

$ 7 million 
$ 5 mrllron 
$12 rnlll~on 

Th~s system represents the f~rst step in a more comprehensrve and deta~led 
understand~ng of the L~thuanlan power network The advanced power system 
appl~catrons programs, State Est~matlon, Opt~mal Power Flow and Contingency 
Analys~s prov~de information about the power network whrch was not prev~ously 
available Some of the Important tangrble benef~ts that can be expected from th~s 
Increased knowledge are 

Improved, better Informed operat~ng decrs~ons 

Costs 

$1 4 millron 
$0 7 mrllron 
$2 1 mrll~on 

T~mely and rel~able information for exchange w~th nerghbonng ut~l~ty companies 

Net Savlngs 

$5 6 mill~on 
$4 3 mlllron 
$9 9 rn~ll~on 

Consistent, accurate h~stor~cal data for englneerlng and plann~ng staff 

Rel~able, early detectron of power system equ~pment malfunction 

More accurate data for transaction bllllng 

The major ~mprovements will be In the quantrty, t~mel~ness and accuracy of data about 
the system which w~l l  be constantly at the operators drsposal 

The man-mach~ne system wrll, In ~tself, make ~t easier to access and use the data The 
operator wrll not only be able to see more ~nforrnat~on about the system, he wrll be able 
to perform analysrs of that data, on line, to help hrm In h ~ s  operat~ng dec~sions The 
modern wlndow~ng approach of today's SCADAIEMS allows the operator to vlew a 
system one l~ne  d~agram the alarm list and one or more data analysis or adv~sory 
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screens at the same t~me Access to the software tools which are used III day to day 
operations IS s~mple and straightforward, requlrlng only a polntlng deuce (mouse or 
trackball) The full graph~c nature of the dlsplays also allows the operator to vlew much 
more lnformatron on a slngle screen Dlsplays can be made to show deta~led concepts 
accurately, taklng advantage of a w~de cho~ce of colors and pixel level detall to convey 
lnformat~on 
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5. BUDGETARY ESTIMATION OF PROJECT COSTS 

The budgetary estimates presented here address two phases of upgrade to the current 
system The flrst phase adds a modern EMS capable of servlng LSPS' needs for the 
next 10 years The second phase allows for the additlon of advanced power system 
applicat~on programs 

5.1 PHASE I BUDGETARY ESTIMATES 

'NO' 

DESCRIPTION TOTAL (U S 

Consulting Services 
Electrlc Utility SCADA System 
2 SCADA Server Workstations 
2 Communications Workstations 
6 Man-Machine Workstations 
1 SCADA Software Package 

Software Applications Packages (Not Integrated)* 
Generation Control Programs 

1 Automatic Generation Control 
1 Economic Dispatch Calculation 

Schedullng and Accounting Programs 
I Energy Scheduling 
1 Transaction Evaluation 
1 Energy Account~ng 

Network Analysis Programs 
1 Optimal Power Flow wlth VolWAR Schedullng 
1 State Estimator 

Enterprise System Upgrades 

DOLLARS) 
$153,000 
$330,000 

$250,000 

$805,000 
7 small SCADA systkms (Not Integrated)* 

RTU UpgradeIReplacement 

Net Interchange 
Frequency 
lgnalina 
Elektrenai 

$380,000 
25 ~ro~rammable  RTUs, Modems, etc 

Trend Chart Recorders $50,000. 

: integration of software wlli b e  supplied by LSPS 

Kruonis (Pumped Hydro) 
Implementat~on, Tralnlng and Venficatlon 
Total Phase 1 Budgetary Pnce 

$265,000 
$2,233,000 
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Phase 1 LSPS Local Labor Content 

5.2 PHASE 2 BUDGETARY ESTIMATES 

Activity Description 
Specificat~on and Procurement 
Project Management LSPS Labor 
Training LSPS Labor 
System lnstallat~on LSPS Labor 
Verrfrcation LSPS Labor 
Phase 1 Total LSPS Man-hours 

Man-hours 
2,000 
2,000 
2,000 
9,600 
1,000 

16,000 

Phase 2 LSPS Local Labor Content 

DESCRIPTION 

Consulting Services 
Electnc Utility Advanced Applicatrons 

Network Analysrs Programs 
1 Contingency Analys~s 
1 Short Circuit Analysis 

Scheduling Programs 
1 Short Term Load Forecast 
1 Hydro Thermal Optimization 
1 Unit Comm~tment 

Training Programs 
1 Training Simulator 

Implementatron, Tra~nrng and Verificatron 
Total Phase 2 Budgetary Price 
Total Phase 1 and 2 Budgetary Price 

TOTAL (U S 
DOLLARS) 

$60,000 
$550,000 

$1 00,000 
$71 0,000 

$2,943,000 

Activity Descriptron 
Specrfication and Procurement 
Project Management 
Implementation Consulting 
Training 
System Installation 
Venfrcation 
Phase 2 Total Manhours 

Manhours 
4,000 
2,000 
3,000 
1,000 
3,500 
1,000 

14,500 
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6. EMS IMPLEMENTATION AND STAFFING 

6.1 GUIDELINES FOR PROCUREMENT 

The procurement of a SCADA/EMS is a complex task which requires detailed 
planning and schedulrng Thrs procurement IS a special case because the integration 
and frnal testing of the completed system will be done by LSPS in Lithuania This 
chapter provldes some recommendat~ons as to how to organize the tasks and insure 
that the system wrll go rn smoothly It IS further recommended that LSPS contract with 
a qualified consultant with expeflence in project rmplementation to asslst In the 
procurement and rntegration The following items are particularly important for this 
procurement 

User Contacts 

LSPS should have contact wlth actual users of the software and should discuss 
its day to day operation and use 

Performance Verifications 

The performance of the software may be reasonably measured by preparing test 
databases and having them run on the type of computer favored or on one that 
can be reasonably compared to the type which will be rnstalled 

Detarled Functronal Specrfrcations 

Functronal specrficat~ons should be written in a three step process Frrst, at least 
three likely vendors should be identified and detarled information obtalned about 
their products Second, a list of readily avarlable funct~ons should be compiled 
and compared to LSPS needs to form a list of required functions Third, a 
specifrcatron whrch identrfres the functrons requrred by LSPS should be generated 

Detailed Interface Specifications 

This list should contain the interface requirements that are sat~sfactory for the 
software These interface requirements should comprise a common ground for all 
the vendors and should be based on a reasonably portable software standards 

Develop~ng Knowledge of Software 

Undertaking the integration will require that LSPS become more knowledgeable of 
the software before buying ~t The t~me requlred to gain this famrliarity will be well 
spent as LSPS wishes to develop the abilrty to maintarn the software Many of the 
packages are available In the stand alone mode Running the software as a 
standalone package should allow the user to become very familiar with the 
software and its capabilities before beglnnrng the integratron task 



EMS IMPLEMENTATION AND STAFFING 

Purchasing lntegratlon Assistance 

LSPS should plan to purchase asslstance from the various software vendors In 
two ways Flrst, an rnltral tralnrng and start-up should be purchased at a fixed 
prrce Second, rntegratlon assrstance should be purchased at a rate agreed to at 
the tlme of the software purchase A tlme and materials rate for thrs type of 
support 1s typlcal The understanding should be that the addltronal asslstance will 
not be purchased unless requrred by LSPS 

6.2 STAGED IMPLEMENTATION 

The concept of staged lmplementatlon was selected as the most efflcrent and 
economical way to get a modern SCADAIEMS Installed and operational The concept 
IS based In a large measure on the new open system technology whlch, among other 
thlngs, allows the use of software developed by different groups and drfferent 
companies to be Installed and used In a slngle system Following thls concept, ~t IS 

posslble to license and use both he SCADA and power system appllcatlons software 
and to Integrate this software wlth the ex~stlng system It IS also posslble to do many 
of the integration tasks In parallel makrng use of standardized speclfrcations to cover 
the ~nterfacing, data transfer and computatronal requirements Thrs plan describes 
the tasks to be done and the schedule whlch will allow them to be accomplrshed 

The key to the fast implementation scheme for the system 1s that ~t will for the most 
part be a direct replacement for the existlng functronallty wlth equipment capable of 
but not yet utllrzlng the flnal requlred functlonallty F~gure 6 1, Project Schedule, 
shows the expected content and duratlon of the project In the beglnnlng, the SCADA 
systems will be used only as a data collection termlnal appearing to the exlstlng 
system as just a replacement for the message concentrators (RPT-80s) The new 
functionality will remarn unused dunng the first stages Later, when LSPS is 
comfortable wlth the robustness of the new equipment, rt can take the place of the 
exrstlng unrts ~t 1s Intended to replace 

6.2.1 SCADA 

The SCADA system should be Installed at DC Vllnlus first and ~t should be determined 
that ~t works as a direct replacement of the RPT-80s Note that th~s can be done 
wlthout dlsconnectlng the RPT-80s or chang~ng the exrstlng conflguratlon. The 
Interface between the RPT-80s and the new SCADA system can be switched 
between the two units untrl LSPS is satisfled that the new SCADA system surtable to 
replace the RPT-80 system 

6.2.2 ENE SCADA 

Placement of the SCADA systems In the ENE centers can be done on a convenlence 
baas and the procedure will allow for the parallel operation of the two devrces wlth a 
sw~tchable llne Interface The SCADA system will functlon as an RPT-80 in the first 
stages and will later serve as a connecting polnt for RTUs 
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6.2.3 RTUs 

The lnstallatron of RTUs IS scheduled to be done on a three per week bass The new 
RTUs must be Installed and the connections to each telemeasurement, teles~gnal and 
telecontrol polnt should be verlf~ed between the control centers rnvolved and the RTU 
srte It should be posslble to connect the RTUs In parallel wlth the exrstlng unlts In the 
locatron for the test and verrfrcatlon perlod 

Connectron of the RTUs to the system must be simulated as a prerequ~slte to 
purchas~ng SCADA software The srmulation will Include the actual connectron of the 
type of RTU speclfred and the performance of the functrons to be accomplished by 
that RTU before purchase of the software and hardware 

6.2.4 Applications 

Appllcat~ons should be specrfred In detarl, rnclud~ng the database Interface 
requirements Only appllcatlons whrch are completed products and can be shown to 
run on the selected platform should be consrdered Dependrng on the database 
chosen for common use In the system, the capabrlrty of the appllcatrons software to 
adapt to thls Interface should be tested and verlfred In as much detarl as posslble 
before purchasrng the software Falling thls, a commitment by the software contractor 
to provrde the Interface as specrfled should be obtarned 

6.3 ORGANIZATION AND STAFFING REQUIREMENTS 

LSPS should form a project team responsrble for the top level des~gn, 
~mplementatron, rntegratron, testlng, and rnstallatlon of the Energy Management 
System The members of this project team should be dedlcated to the LSPS 
SCADAIEMS project Experience has shown that an Independent and committed 
group capable of handllng all aspects of the project IS the most effectlve approach to 
meetlng the deslgn and operatronal goals of the system, on schedule and within 
budget 

6.3.1 Project Organization and Management 

LSPS should appornt a Project Manager wrth overall adminlstratrve and technrcal 
responsrbllrty for the work to be performed LSPS In add~tron, the Project Manager 
should be responslble for the work performed by outsrde supplrers who will be 
provldlng equipment, programs, and servrces The LSPS Project Manager should 
prov~de a slngle polnt of accountabrllty 

LSPS should organize the project team as shown In Figure 6 2, Project Team 
Organization The groups should be dedlcated to SCADA software, applications 
software, hardware conflguratlon, RTUs and Commun~cation The f~rst group, 
dedrcated to SCADA software, should be responslble for the specrfrcat~on and 
rmplementatron of the SCADA software systems for DC Vrlnrus and each of the ENE 
centers The second group, dedrcated to appl~cations software, should have 
responslbrllty for the spec~f~cation and implementation of power system applrcatlons 
software. The th~rd group, dedlcated to hardware confrgurat~on, should be concerned 
wlth the selectron and purchase of computers and penpheral equipment The forth 
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group, In charge of RTUs and communication, should be responsible for the 
specification, selection and lnstallatton of RTUs and for the reconfiguration of the 
commun~cations system to accommodate these RTUs There wtll be shared 
responsibiltties between the groups, like the design and tmplementatlon of a shared 
database, that wtll requlre expertise and inputs from more than one group The project 
manager should assign and coordinate the work for such shared tasks between the 
groups 

Members of the LSPS project team should work d~rectly wlth the corresponding, 
designated contractor project managers, as was shown In Figure 6 1 The project 
manager or his assistant should review the progress of contractors' work on a 
continuous basis, approve factory and fleld tests, and arrange for contractor 
partlctpation In progress meetlngs when required Th~s will include worktng with the 
computer supplier to ensure their parttc~pation In the appropnate project tasks 
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Figure 6 2 Project Organ~zat~on 
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6.3.2 Permanent System Staff 

One of the underlying prlnclples of the open system IS that upgrades and 
improvements may be lmplemented as requlred to keep the system both responsive 
to the needs of the power system and up to date ~n terms of the operatlng system and 
the appllcatlon programs Thls will In the long run save mllllons of dollars ~n system 
replacement costs and keep the system operatlng at the hlghest practrcal level of 
performance To take advantage of thls concept ~t IS necessary to malntaln a capable 
staff who are knowledgeable enough to malntaln and upgrade the system 

The permanent system staff should comprise of qual~fled software engineers wlth a 
power system background and experienced hardware personnel, tralned to malntaln 
the computer systems, communlcatlon equipment and RTUs supplled wrth the 
system The organlzatlon of the staff should conform wlth the overall organ~zatlon of 
LSPS Thls will be a permanent arrangement as opposed to the temporary nature of 
the project team 

The staff should recelve training In ~nformatlve rnstructlon on an on-going bass to 
keep them abreast of the current advances in software and hardware technology 

6.3.3 Staff Training Requirements 

Tralnlng 1s key to the successful rntegrat~on of the SCADAIEMS In Llthuanla by LSPS 
personnel Durlng the preparation the requlred tra~nrng should be rev~ewed and 
speclfred In detall The training w~l l  dlffer from the type previously supplled by software 
and hardware vendors because rt will have to be performed before the lntegratlon 
uslng the standard packages supplled by the vendors 

The general categones of tralnlng that will be requlred are 

Orlentatlon Courses 
Man-Machlne System 
Database Use and Malntenance 
Dlsplay Compller Use and Malntenance 
Software System Use and Malntenance 
Appllcatlon Program Use and Malntenance 
Interface Tralnrng 
RTU and Commun~cat~ons Use and Malntenance 

6.4 TIME PHASED IMPLEMENTATION OF THE ENE CENTERS 

The time phased lmplementatlon of the ENE Centers will depend on the size and 
moblllty of the team dolng the ~nstallatlons. There should be no particular delays after 
the system 1s designed and the installatron should be relatrvely the same at each 
center 

Installatron of one center per month and cutover as the users are comfortable with the 
new system The ent~re system should be operatrng w~thln 13 months 
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6.5 FINANCING AND PROCUREMENT 

The upgrade of the D~spatch Centers was Included as a component of the larger 
power system rehab~litatlon project by the World Bank The deta~ls of the f~nanc~ng 
are conta~ned In the World Bank Report No 12855-LT, dated May 1994, ent~tled " 
Staff Appra~sal Report, L~thuan~a, Power Rehabllltat~on Project " Interested part~es 
should refer to thls report for add~t~onal deta~ls 
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7. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 

Background 

Thls report concludes a feaslblllty study, conducted by Electrotek Concepts, Inc and 
its subcontractor EPIC Eng~neer~ng Inc , for the Lithuan~an State Power System 
(LSPS) to upgrade the LSPS nat~onwlde, hlerarchlcal Energy Management System 
(EMS)/ SCADA system, also referred to as Dispatch Centers The study was funded 
by a grant from the Unlted States Agency for lnternatlonal Development Agency 
(USAID) and performed dur~ng the per~od February 1993 to May 1994 The study was 
carrled out in close collaboration wlth LSPS' technical and management staff LSPS' 
plans and Internal study results were carefully reviewed and used as a startlng polnt 
for the matenal presented In thls study At the direction of USAID, the study team 
provlded substantlal support to the World Bank project staff, that was in the process 
of evaluating projects in Lithuania that were candidates for a loan from the World 
Bank The project team provlded Inputs to the World Bank team on technical and 
economic just~f~cattons for the Dlspatch Center upgrade project 

The primary motlvat~on for upgradlng the LSPS Dispatch Centers is the need for 
increased efficiency In the operation of the power system Actlons are already 
underway to mlgrate the current system to a state-of-the-art EMS systems that will 
result In substantlal fuel cost savings Secondary motivat~ons for replacing the 
dispatching system are Increased stabll~ty, reductton In matntenance costs and 
Increased avallab~l~ty of expanslon and replacement parts 

The purpose of the study was to determine the operational needs of LSPS, evaluate 
alternatives for upgradlng the system recommend solutions, and est~mate the 
project's staff~ng and cost requirements The scope of the study Included three maln 
areas 

DC Vilnius - the Natlonal Dlspatch Center at Vilnius Revlew the current situation 
of the EMSISCADA funct~ons and recommend a course of action that will produce 
the maxlmum cost savings during the next five years 
Electrlc Network Enterpnse (ENE) SCADA systems Evaluate the ENE SCADA 
capab~lities and recommend a course of action for upgrading them to provide the 
deslred functions and to best support the upgrades to the DC Vilnius system 
Communication network Evaluate the current communication network with 
respect to mainta~nablllty and its ability to support the above upgrades and 
recommend a course of action whlch will best accomplish this 

The study has resulted In an overall system deslgn and implementation plan that 
requlres coordinated changes In all three areas 

The study began wlth a review of the ex~stlng power system structure, the current 
state of the on-going system improvement act~vity, LSPS operating procedures, 
exist~ng control equ~pment, fac~l~tles and personnel The review covered the unique 
charactenstics of the LSPS In the above areas and considered their current and 
planned interactions with the other power companies LSPS' changlng operational 
needs and the effect of planned major changes In their power system were 
cons~dered both to formulate a plan and to cost justlfy ~t .  The fact that LSPS' only 
nuclear plant - lgnalina - accord~ng to the World Bank scenano, will have one un~t  shut 
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down for two to three years In the near future was an important factor in both the 
course of actlon and the recommended schedule 

Conclusions 

The changes currently belng made In the control system are posltlve but not sufficient 
to meet all of the near term goals of LSPS The direction taken, using a LAN based 
system with networked PCs replacing the previous minicomputer based system, is a 
cost effective and sound approach At the current pace, however, it will not be 
posslble for LSPS to design and Install the needed software in time to realize the 
potential savings in fuel cost durlng the partial shutdown of lgnalina The total 
development tlme for the necessary software constrains LSPS from developing the 
software internally and dictates that exlstlng software packages be purchased, 
modifled, and integrated wlth the existlng LAN based system 

Substantial portions of the exlsting equipment need to be replaced to achieve the 
data acquisition rates commonly used in modern dlspatch systems throughout the 
world and to support the advanced control and analysis applications needed for 
optimum system operation A modern SCADA processor, capable of interfacing to the 
Novell LAN, should be added to the LAN based system to provlde for increased data 
throughput and use of modern Remote Terminal Units (RTU) equipment 

The ENE Dispatch Centers should be upgraded to the same type of SCADA 
processors used in DC Vilnius The PC or workstation currently used to provide the 
SCADA functions should replace the existing communication concentrator and 
provide greater flexibility in the network connecting the remote sites to DC Vilnius The 
ENE system requirements are less demanding and SCADA software can run on a 
smaller complement of hardware It is key, however, that the software be a subset of 
the DC Vllnius SCADA software to reduce the initla1 learning curve and facilitate 
overall maintenance and future upgrading of the eight systems 

The data communication needs for the upgraded control system will not appreciably 
increase in the beginning However, a longer term upgrade is necessary for the 
communication system The major concerns about the current system are its capacity 
and dependability The communication network uses analog equipment with Installed 
components that are 10 to 30 years old The equipment is largely out of production 
and is increasingly difficult to maintain 

It is recommended that plans be made for a phased upgrade of the communication 
system to provide a sultably robust and modern communication network capable of 
supporting a fully expanded, modern EMS This wlll include RTU channels of 1200 to 
9600 bps and ENE to DC Vilnlus links of 9600 to 19200 bps The communlcatlon 
system upgrade should be coordinated wlth LSPS' enterpnsewlde communlcatlon 
needsandupgrades 

The functional requirements of the upgraded EMS/SCADA system at DC Vilnius are 
as follows. 

1 Comprehensive SCADA functionality consisting of real-tlme processing of both the 
existlng RTU/Concentrator data and of new RTU data Alarm processing, 
reporting, post-disturbance analysis, historical data base functions, interactive 
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dlsplay building, and fallover and backup software, should be included The 
system should be based on Open System concepts 

2 Generation Control functions capable of automatically allocating generation in 
real-tlme, together wlth a dispatch functlon to determine the lowest cost allocation 
of total demand to indlvldual generating units 

3 Energy Scheduling and Accounting functions to allow the operator to enter into 
energy sales and purchases agreements that reduce LSPS cost or Increase 
revenue 

4 Network Analysls Program for securlty assessment and optimization 

The ENE system functional requlrements Include SCADA and commun~cat~on system 
support for communicat~ng wlth the DC Vilnius The requlrements comprlse of 

1 Comprehensive SCADA functionality (as described for DC Vilnius above) 
2 Capability to duplicate the functionality and protocol of the exlsting RTU/Data 

Concentrator 
3 Sub-master capablllty to allow the system to functlon both as a local SCADA 

system and to as a store and foward concentrator for DC Vilnius 

RTUs must also be replaced as soon as possible but can be phased In as budgetary 
and other constraints permlt 

CosUBenefit Justification 

After evaluating several technically feasible solutrons, the most cost effectlve solutron 
was selected The key feature of the selected approach is a migration ph~losophy that 
allows new components to work In parallel with the exlsting system until their 
functlonallty and robustness are verified The ph~losophy reduces the overall cost of 
the system enhancement by reducing the on-site involvement of the system vendors 
If takes full advantage of the proven capabilltles of LSPS personnel 

The total system upgrade IS cost justifiable on the basis of quantifiable beneflts (due 
malnly to reduced operatlng costs) The total cost of the upgrades will be recovered ~n 
three years of operation that lncludes reduced nuclear production Other benefits 
such as increased securlty, reduced maintenance effort, higher availability, and future 
expansion capability further serve to justify the project. Speclflc detalls can be found 
In the World Bank's Staff Appraisal Report, Report No 12855-LT, May 4, 1994. 

Standard off-the-shelf systems are available from several vendors worldwide and 
LSPS staff can start wlth these and customize them to meet speciflc needs. Thls will 
reduce the amount of external flnanclng needed 

Recommendations 

The study team considered the LSPS national and enterprise centers as a single 
multi-tlered ent~ty that serves the electrical demands of Llthuanla. Similarly, the 
existlng data acqu~sition system and the Installed commun~catlon llnes are deslgned to 
store the RTU data at the ENEs and transmit ~t over a faster llnk to DC Vilnius Thls 
general structure IS consistent with the LSPS operating ph~losophy and should be 
retalned It also requires the least change in the day-to-day activities of the operatlng 
staff The recommended upgrades are dlvtded into two phases as follows: 
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Phase 1 

The study team recommends the upgrade of the DC Vllnrus Data Acqu~s~t~on 
System by mlgratlng the exlstlng system to a full SCADA system wlth the addltlon 
of hardware and off-the-shelf SCADA software It IS further recommended that the 
overall dlspatch system network structure be kept In place and that the data from 
the remote sltes be collected by the ENE SCADA and forwarded to DC Vilnius 

The hardware chosen should provlde a stra~ghtforward Interface to the exlstlng 
Novell server The computers hardware should use the UNlX operatlng systems 
(or the PC operatlng systems, if PCs are used) 

In many cases, new RTUs will be needed and are considered a hardware upgrade 
and can be connected to DC Vilnius or to the ENE DCs or both A total of 25 
RTUs are needed immediately at the 330 kV stations, interconnection polnts, 
generating plants and key 110 kV llnes Ultimately, all RTUs all of which are old, 
obsolete and dlfflcult to malntaln, will have to be replaced as soon as posslble 

lrrespectlve of the speclflc hardware platform, ~t should be selected only if a full 
complement of the requlred software is available for it Thls software must provide 
the standard SCADA functlonalrty as descnbed in Sectlon 3 of the report The 
SCADA software should support the total recommended functronallty and should 
provlde for dual, redundant SCADA server stations, redundant communicatrons 
workstat~ons, and redundant man-machine workstat~ons It should be able to run 
on a minimum single CPU system and be expandable to LSPS' maxlmum 
predicted requirements 

It 1s also recommended that the ENE systems be changed to rnclude the SCADA 
hardware and software ldentlcal to that used at DC Vllnlus 

The procurement of the advanced control and analysls software IS divided Into two 
phases In this phase, Phase I, whlch IS to be Implemented wlth the inltlal SCADA 
system, generation scheduling and control programs, and network analysls and 
optlmizatlon programs will be Installed These programs Include Automatic 
Generation Control, Economlc Dispatch, Transaction Evaluation and Scheduling, 
Energy Accounting, State Estimation and Optimal Power Flow 

Phase 2 will include only the remalnlng appllcatlon programs whlch consists of 

Contingency Analysls 
Hydro Thermal Optlm~zation 
Unlt Commitment 
Dispatcher Tralnlng Simulator 

It is recommended that that LSPS implement Phase 1 rmmedlately according to the 
following sequence of activlties 

I Select consultant and prepare speclficatlons for the Phase 1 functionality wlth 
detalled requirements for hardware and software 
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2 Prepare supporting lnformatlon to be d~str~buted wlth the Request for Proposal 
(RFP) to help prospective bldders understand the speclal requirements These 
Include 

+ Interfaces to RPT-80 communlcatlon processors 
+ Locatlon and slzes of new RTUs 
+ Data to be collected and transmitted 
+ Overall system topology 
+ Requlred dlsplays 
+ L~thuan~an language support 

3 Issue the spec~f~cat~ons - RFP, and sample Interfaces 
4 Evaluate proposals and select suppller 
5 Tram LSPS personnel 
6 Proceed w~th the lmplementatlon plan 

System commlsslonlng should begln ~mmedlately wlth the ~nstallatlon and lnterfac~ng 
of the SCADA software An Independent outs~de consultant should be retamed to 
asslst LSPS In the vendor selection and ~mplementat~on tasks 


