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General Definitions
 

Science: a) 	The accumulation of knowledge about and the study of
 
phenomena taking place in the physical universe by logic
 
and objectivity.
 

b) A branch 	of knowledge or study dealing with a body of
 
facts or truths systematically arranged and showing the 
operation of general laws. [what can be proved false] 

Philosophy: 	 The rational investigation of truths, principles of 
being, knowledge or conduct, i.e. ethics, metaphysics, 
logic. [what can be argued about] 

LoQic: A science dealing with the investigation of principles
 

Deduction: 

governing correct or reliable inference (the deriving 
a conclusion in logic by either induction or deduction) 
a) The process of extracting specific facts or axioms 

of 

b) 
c) 

from general principles or 
reasoning from a known principle to an 
or abstracting from the general t-o the 

unknown prem
specific. 

ise 

Induction: The process of generalization of 
a larger universe or population. 

specific known facts to 

Scientific Method: A systematized, logical way of acquiring knowledge 
about natural processes and phenomena which occur in our 
world. It is characterized by objectivity and repeat
ability.
 

Research: The 	diligent, scholarly investigation or careful inquiry
 
of objects, states, events or phenomena that are of in
terest to society and scientists. Research may be basic 
or applied. The distinction between these two terms is 
related to the nature of the problem being solved, who 
is the immediate client and the time to completion and 
implementation.
 

Other Methods 	of Arriving at Conclusions
 

a) Tenacity: 	strongly holding on to facts or beliefs without regard
 
to whether they are true or false.
 

b) Authority: 	making reliable opinions based on one's great knowledge
 
or experience.
 

c) Intuition: 	perceiving or acquiring knowledge without conscious
 
reasoning.
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Scientific Method Flowchart
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Developing Research Programs
 

The research programs initiated by any organization are not only
 
dictated by the needs of the identified clients but also by the 
available resources (time, talents, equipment and monies) and the 
willingness on the part of the researchers to respond to the call. 
These programs will also reflect, in part, the interests of those 
who provide the funding (governments, board of directors, research 
foundations, grant agencies). Because the number of potential 
problems that need to be solved may be limitless and the resour
ces necessary to conduct the research are always Ijmited(, deci
sions must be made about which problems are to be solved. Care
ful and thoughtful planning is required to foster high product
ivity and coordination between various research activities. The 
essential steps are as follows. 

Problem Specification: The process of specifying major problems 
on which research might be conducted and the assignment of pri
orities to them can either be informal or formal. 

The informal process usually involves the gathering of a group of 
knowledgeable individuals (administrators, researchers and the all
important clients) who identify a series of researchable topics. 
This identification occurs through prior knowledge, bra instormling, 
assessment of available resources, expertise, synthesis, corrobo
ration and collaboration. Through group consensus, uncontrolled or 
controlled (Delphi method), the research problems are prioritized.
The length-of-time-to-completion and anticipated benefits and costs 
of the research should influence the ranking. Curiosity seeking 
should be avoided. 

A more formal process, which in itself is a legitimate form of re
search, is called a problem analysis. T'hrough a careful review of 
the literature, case studies and the researcher's own experiences 
a prioritized list of researchable problems is identified. Ile::t 
these perceived knowledge gaps, as they are sometimes called, are 
communicated to and reviewed by your client to make sure that you 
are on the right track. 

Solution Tdentification: Once the problems have been identified 
we need 
criteria 

to describe how we will solve them. 
(decision rule) used by our client 

We must identify the 
to select from iuong 

his/her alternatives, and specify the data needed to apply these 
criteria. Some of these data will be facts while others will be
relationships and models. We may only need to describe and sum
marize our data. On the other hand we may want (-o detect differ
ences between means through the testing of hypotheses or forecast 
or predict future events by formulating relationshjps or fitting 
models. Solutions to the identified problems will he realized 
only when the data needs and analyses have been specified. 
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Project Outlines: These outlines define the relationships and pro
vide the coordinating links between a group of natural 
resources
 
researchers, each working on one related study. 
 These outlines can
 
be formal documents 
or they can merely reside in the minds of the
 
research team; 
it depends on how well the researchers work together.

Notice that I have advocated the team approach to solving research
 
problems because nowadays the issues in natural 
resources are so
 
complex that no 
one mind can solve t em. Research project plans,

once written, should be reviewed and revised frequently to assure
 
continued pertinence. Remember that this planning is 
a double
edged sword; it can be good and bad. 
 Too much formal structuring

of research projects may stifle initiative and creativity.
 

Study Plans: A study plan is a written document which outine. a
 
plan of attack or recipe to solve a specific problew. Two or more
 
related plans constitute a project. The structure of a study plan

is highly variable. It 
is usually divided into sec -.ions wh ich con
tain information about the problem, the object ivan, thn matho,ds,

anticipated results, future publications and a tie so hedo la of
 
tasks (and optionally a detailed budget).
 

Interpretations: The results of good research studies usually lead
 
to a set of new hypotheses. These new questions suggest further
 
research. Sometimes the research results are 
NOT in a form suitable
 
to direct implementation. At other times new 
technologies are in-
vented which need to be transferred to the clients 
in a way that is 
understandable to them. Frequently extension officers act 
as trans
lators by extracting useful information from the research results
 
and delivering this new knowledge to 
the end users. These transla
tions may be accomplished via field demonstrations/trials or puhlic 
meetings. 

Implementations: In order for the end 
user (client) to receive the
 
practical benefits of problem oriented research some action must occur.
 
Ne' ways of thinking and/or doing are 
initiated. Often prescriptions
 
are formulated on 
the basis of initial and ongoing diagnostics and
 
the resultant conditions are monitored over time.
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Research, Resource Scientists and Managers
 

Resource scientists and managers are valuable to society because
 
they satisfy peoples wants. Resource scientists develop new
 
alternatives for resource managers and managers answer questions
 
of fact that arise during management. Due to the wide array of
 
demands placed on natural resources and the fact that there is
 
not enough to go around, resources are scarce. Because of this
 
scarcity individuals are willing to exchange other "commodities"
 
to put resources to a particular use. In order for managers to
 
make informed decisions about these scarce resources directed, re
levant, applied research must be conducted by research scientists.
 
Further, these scientists must continually communicate with the end
 
users (managers) about their research results to ensure their re
levancy and timeliness. In turn managers must communicate with
 
their clients (land owners/farmers). The following line diagram
 
illustrates the linkages between these individuals:
 

Basic 4 Applied -4 Resource -4 
Scientist N Scientist - o Manager 0- Client 

The further the scientist is removed from the end user the more
 
likely the research will be irrelevant and the greater the time
 
elapsed to implement the research results.
 

Problem Identification
 

There are five steps to fully specifying a researchable resource
 

problem namely:
 

1) Who is the decision-maker?
 

2) What are the objective(s) of the decision-maker?
 

3) What are the possible alternative?
 

4) What is the context or environment?
 

5) What is the trouble or difficulty?
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STUDY PLAN Model
 

1) 	Title page.
 

2) 	Table of Contents - necessary only if document greater than 10
 
pages and/or contains many tables and figures.
 

3) 	Abstract - short description of study plan.
 

4) 	Summary of Problem Analysis and Project Plan - provides linkage
 
to the problem to be solved and indicates the importance of the
 
problem. This also implies you have identified the needs of
 
your client and have reviewed pertinent literature.
 

5) 	Study objectives - are defined through an iterative process
 
linked to Methods so that there is a 1:1 correspondence. A
 
study objective is adequate if:
 
a) it flows directly from the problem statement in terms of
 

substance and scope
 
b) it provides an exact, unambiguous statement of what will be
 

accomplished, not what might be or should be.
 

6) 	Variables and Sources of Variation - is the heart of a quality
 
study plan and reveals how well the researcher understands the
 
nature of the information to be extracted from the data. The
 
following items can be specified:
 
a) dependent variable - is the main interest of your study
 

and includes measurement units, precision and why it was
 
chosen.
 

b) major factors (in order of importance) that influence the
 
outcome of the study and how you plan to deal with these
 
sources of variation. Basically you have four choices:
 
(1) ignore, (2) control, (3) measure or (4) average them.
 

c) independent variables --identify which factors are to be
 
quantified and how they relate functionally to the depen
dent variable.
 

7) 	Planned Analysis and Study Design - to be discussed elsewhere
 
in more detail.
 

8) 	Field/laburatory/computational procedures - indicate how data
 
will be collected in the field or laboratory and the kinds of
 
computations required in sufficient detail so that another re
searcher having a similar background as the author can conduct
 
the 	study.
 

9) 	Planned reports/publications - give an indication of the types
 
of reports and/or publications that will result from the study.
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10) Time schedule - identify major tasks and the manpower and time

required to complete them. N.B. use horizontal bar charts to
 
show the beginning and end of each task.
 

11) 	Budget - show in sufficient detail, i.e. salaries, supplies,

capital equipment, travel, overhead, etc. to indicate a bal
ance between the proposed tasks and the monies necessary to
 
accomplish them.
 

12) 	Appendices - place miscellaneous information here like field
 
forms, sample questionnaire, computer program listings, tree
 
species lists, supplemental calculations, etc.
 

Why Write a Study Plan
 

1) Clarify your thinking --	 helps you to determine if there are
 
gaps in your plan.
2) 	Facilitate peer review -- gain assistance from specialists so
 
that your plan will be improved and
 
avoid costly mistakes.
3) 	Provide a permanent record 
-- permit study continuity and allow
 
others to learn from your experience.
4) Simplify ready execution -- allow technicians to carry out the
 
field work and facilitate the re
vision of procedures "mid-stream".
5) 	Enhance communication 
-- your superior (boss) will understand
 

what you intend to do which promotes
 
accurate, long-range budgeting.
 

Note: 
for a graduate student the following additional points apply:
 

6) Provide communication with your committee and advisor.
 
7) Draw up a "contract" of performance.

8) Avoid being asked "why didn't you do this".
 

Stuy Plan Evaluation Standards
 

1) 
Is the writing clear, concise, complete and unambiguous?

2) 	Is the problem statement or analysis adequate, i.e. is the
 

flow of information to the decision-maker (client) clear?

3) 
Are the objectives fully specified and researchable, i.e.
 

can you tell when the objectives have been met and if they
 
can be done?
 

4) Are the methods/analyses a logical outcome of the objectives

and are they adequately described so 
that another researcher
 
can conduct the study?


5) 	Are the methods/analyses sufficient and efficient?
 
6) Are planned reports/publications an effective and efficient
 

means of communicating the research results to your client?
 
7) Are schedules/budgets complete and realistic?
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Measurement Scales
 

Measures 	of Permissible
 
Scale Location 	 Variation Data Analyses
 

Nominal Mode 	 Information Chi-square
 

Ordinal Median 	 Percentile Sign test
 
Quartile Run test
 

Interval Mean 	 Variance 
 t and F tests
 
Std. Devn. ANOVA/ANCOVA
 
Std. Error Regression
 

Note: 1) the arrow down the left-hand side of the table denotes
 
increased amount of information contained in the data
 
and increased number of available statistical analyses.


2) you may substitute one measurement scale for another by

proceeding up but NOT down the above list.
 

Definitions
 

Nominal: 	naming of objects, events or states having no order or
 
known interval.
 

Ordinal: 	naming of objects, events or states having order but
 
still no known interval.
 

Interval: 	naming of objects, events or states having order and a
 
known interval with or without units.
 

Clearing Up Confusing Terms
 

1) Samples versus observations
 
2) Data versus information
 
3) Figures versus numbers
 
4) Precision versus accuracy versus bias
 
5) Sampling versus experimental design
 
6) Variable versus factor
 
7) Statistic versus parameter
 
8) Correlation versus regression
 
9) Discrete versus continuous
 

10) Dependent versus independent
 
11) Population versus distribution
 
12) Variance versus covariance
 
13) Model versus equation versus formula
 
14) Standard deviation versus standard error
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DATA COLLECTION
 

Based on the type and complexity of the research problem and the
 
subsequent formulation of testable hypotheses the researcher must
 
determine WHAT and HOW MANY observations are to be taken from a
 
specified population. These issues are addressed by -looking at
 
sampling techniques.
 

Sampling Technigues: Every action in life is based on sampling
 
because it is usually impossible or impractical to measure the de
sired characteristics on every sampling unit. From a sample of
 
observations conclusions are made about the population from which
 
it was selected. These conclusions will only be valid if careful
 
attention is paid to the method of obtaining the sample.
 

Why do we sample? - A sample will 1) reduce costs, 2) save time,
 
3) increase the scope and 4) increase the accuracy of the study.
 

Sampling Concepts
 

The following eight issues must be addressed before any sampling
 
can be started, namely:
 

1) definition of the population of interest -- this is a set of
 
individuals or objects having certain common observable traits.
 

2) definition of the sampling unit -- this is a distinct physical 
individual in a population. 

3) definition of the sampling frame -- this is a list of all units 
in a finite population from which the sample will be drawn. 

4) definition of the sampling design -- this is a particular com
bination of a sampling rule and estimator(s) where:
 

a) sampling rule: a guide by which sampling units are selected.
 
(This rule will be entirely adequate ONLY when it is possible
 
to calculate exactly the probability that any combination of
 
units will be drawn from the specified population)
 

b) estimator: a mathematical function which condenses all the
 
observations into one entity, e.g. mean, total, proportion,
 
difference, having all the "right" statistical properties.
 

5) kind of data to be collected -- measurement scale, units. 

6) degree of desired precision -- there are two alternatives 
namely: a) maximum precision at fixed specified cost OR 

b) minimum cost at fixed specified precision. 
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In either case this leads to sample size determination. 
Be
aware that each sampling design has its own sample size determination formula. For example, the formula given below is appropriate ONLY under the following assumptions: a) simple random
sampling, b) estimator is a mean, c) population if finite, d)
sampling is without replacement and e) sampling costs are ignored
 

n = (A 2 / t2 cv2+ 1 / N) _ " t2 cv2 /A 2
= 


where n = number of observations
 
t = Student's t value at specified alpha level
 cv = coefficient of variation (%)
A = allowable error 
(desired difference between the
sample mean and population mean as a percentage


of the sample mean)
 

The following statement was asked: how many observations are
needed to obtain a sample mean within + A % of the population
mean with (1 - a) % confidence?
 

7) method of measurement -- instruments used and number of signi
ficant digits.
 

8) organization of field work 
-- coding forms, questionnaire,
plot size and shape as well as location, etc.
 

Various Sampling Designs
 

A. Equal probability type
 

1. Simple random sampling

2. Stratified random sampling

3. Systematic sampling
 
4. Double sampling
 
5. Cluster sampling
 

B. Unequalprobabilitytype
 

1. Point (P.P.S.) sampling

2. 3-P sampling

3. Line intersection method
 

Sample Size Determination
 
Each sampling design has its own sample size determination formula.
These formulas require the following information: definitions of
the population and sampling unit, desired precision, confidence
level, 
a measure of expected variation and often sampling cost.
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Al. Simple Random Sampling
 

All sampling design have their roots in simple random sampling.

The sampling rule involves selecting a sample of size n out of a
 
population of size N such that every possible combination has the
 
same equal chance of being chosen. To accomplish this we need a
 
list of every sampling unit in the population and assign a number
 
to each. Then using a random number table n numbers are drawn
 
from the range 1 to N. Sampling units may be selected with or
 
without replacement. All the formulas for calculating a mean and
 
standard error are the same except the latter may include a finite
 
population correction (FPC = (1 - n/N) ) if sampling units are
 
selected without replacement.
 
The sample size formula has already been presented on the previous
 
page but be aware that it is an approximation and can lead to cal
culating n larger than N especially for proportions. The exact
 
formula is:
 

2 -1
 
n = (( E / t s ) + 1 / N ) which yields 0 < n < N. 

Note: the calculations for n are iterative in nature because you
 
cannot look up a Student's t-value unless you know n. So guess
 
an initial value for n, obtain a t-value, calculate n and compare

this n to the initial guessed n. If they are not the same look
 
up a new t-value based on the calculated n and calculate a new n.
 
Remember to round up your answer to the nearest integer.
 

The sample variance (s2) is obtained by one of three ways:

1) intelligent guess, 2) preliminary sample or 3) prior knowledge.
 

A2. Stratified Random Sampling
 

When a population can be subdivided into homogeneous subpopulations
 
or strata based on some common characteristic such that the vari
ation between strata is greater than the variation within strata
 
then a substantial gain in precision can be realized for the same
 
sample size, n. Conversely, the sample size can be reduced to
 
achieve the same level of precision.
 
With this sampling design a mean and variance are calculated for
 
the sampled variable of interest for each of L strata and these
 
statistics are combined with weights (Wis) as follows:
 

L 
 _ 

Yst Z Wi y| where W= Nj / N i=l,..,L 

2 L 2 2 
s_ = Wi s / n, (1 - n,/ N) 

iYst 
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ro determine the overall sample size, n, we need to know which
 
sample allocation type is to be used because there is 
a different
 
overall sample size formula for each. 
The four types of alloca
tion schemes are:
 

1) equal 3) Neyman

2) proportional 4) Optimum
 

In addition knowledge is required about the desired precision (V),

strata variances and optionally strata sampling costs. The first
 
two allocation types are usually associated with fixed or prespe
cified overall sample sizes so no formulas are presented.
 

For Neyman allocation:
 

L 2 
n= (Z Wi s) /V 0 

i 

For Optimum allocation (min. cost given fixed precision):
 

L L 
n ( Z 

i 
W si ./-7) ( Z

i 
W s i / /c i ) / V0 

Once the overall sample size has been determined it must be allo
cated to thr -Crious strata according to the following formulas:
 

For equal allocation: n, = n / L
 

For proportional allocation: n, = n Wi
 

For Neyman allocation: ni = n ( W1 s! / Z W! s, ) 

For Optimum allocation: n, = n ( W1 s1 / ii E W, s, / f ) 

A3. Systematic Sampling
 

With this sampling scheme sampling units are selected according to
 
some predefined pattern and not at random. 
The main reasons for
 
using such a sampling design is: (1) field work is easier to carry

out and often cheaper, and (2) foresters believe that a more re
presentative sample is obtained from the population. 
A thousand
 
patterns exist from regularly spaced grids or strips to spirals to
 
baselines with perpendiculars. A element of randomness can be in
troduced by using a random start. This is preferred to a subjec
tive or haphazard start.
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Note: a formula for calculating the standard error does not exist
 
but foresters have used the one for simple random sampling and this
 
action only introduces a small bias.
 

A4. Double Sampling
 

This sampling scheme (also known as Two-Phase Sampling) uses the
 
concept of obtaining a large sample of size n, from a population

of size N at the first phase (usually recent aerial photographs)
 
and then selecting another sample of size n2 from the first phase

and locating these photo plots on the ground (the second phase).

Then a linear relationship is established between the observa
tions taken on the ground (Y) and that measured on the photos (X).

Once quantified this relationship is used to "Ydjust" the first
 
phase estimators as if they had all been measured on the ground.

If the observations from the two phases are highly correlated
 
most of the sampling effort will be at the photo phase where
 
sampling costs are low. Conversely, if the observations are
 
poorly correlated most of the sampling effort will at the ground

phase where sampling costs are higher. The following stat4 stics
 
are obtained
 

From the first phase: nj , N and x, 

From the second phase: n2 , Y2 , x 2 , SSX , SS and SPry 

The estimator is calculated as:
 

Y=Y 2 -b (x - x2) where b = SPy/ SSx 

and its standard error is the square root of the expression:
 

2 2 2 
s_ K Sy.x (1 - n 2 / nj) + sy / n I (1 - n, / N) 

YRd 
variation 
 variation
 
in 2nd phase in 1st phase
 

2
 
where K = 1/n 2 + (x 1 - x2 )/ SS X
 

2 2 
Sy. ( SS Y - (SPXY) / SS x ) / (n 2 - 2) 

2
 
and sy = SSy / (n2 - )
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The sample size formulas for calculating ni and n2 are not included because they are too complicated.
Suffice it to say that if the correlation between y and x is high
then n, 
will be large and n2 will be small. The reverse is true if
the correlation is low.
 

Note: The variable measured on the ground need not be the same as
that measured on the photos as long as they are highly correlated.
 

A5. Cluster Sampling
 

This sampling scheme 

the 

(also known as Two-Stage Sampling) relies on
fact that getting to a sampling location is expensive but the
taking of measurements is relatively cheap. 
 In such a case it
makes sense to record measurements at several sampling units in
the vicinity of that location. 
Five- and even ten-point clusters
are not unusual. 
 The primary units are the locations and the multiple sampling units at a given location are the secondary units.
The primary upits are usually large in size 
(10 to 40 acres each)
while the secondaries are usually one-tenth to 1/20 acre in size.
The formulas for the estimator and its variance are:
 

n 	 m 
Y2s = Yij /rn where 0 < n < N and 0 < in < M 

and N = total number of primaries in the population
M = total number of secondaries/primary 
n 	= number of primary sampling units
 
m 	= number of secondary sampling units/selected
 

primary
 

2 2 2 
s_ = 	 ) / mn(s B (1 - n/N) + ns w (1 - m/M) / N 

Y2s 

2 
where s. = SSsetween primaries / (n - 1) 

n 2 
= 	 Z (primary subtotal,) /m - CT ) / (n - 1)

i 

2
with CT = (grand total) / mn 
nm 2 

= ( Yij )/mn 
ij 
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2 
and sw = ( SSTotat - SSBetween primaries ) / n(m - 1) 

nm 2 2 
( Z YIj - (n-i) sB) / n~m -1)ij
 

The sample size formulas for calculating n and m involve the estimating of two population variances, specifying the sampling cost

of a primary sampling unit with respect to a secondary unit and

stating the desired precision, V0 . The formulas are as follows:
 

2 2 22 2 
aw = sw and aB =(sB - sW)/ mo 

where 
mo = initial guessed value of m
 

2 2 
Then m = sq. root ((ow / a8 ) (Cp / Cs)) 

where Cp = sampling cost of a primary unit
 

Cs = sampling cost of a secondary unit
 

2
 
CB = variation between primaries
 

2 
aw = variation within primaries
 

2 2 
 2 2

and n = (a + aw / m / (V° + ( a + aw / M) / N) 

Bl. Point (P.P.S.) Sampling
 

With this sampling rule units (trees) are selected not with equal

probability but with probability proportional to size (P.P.S.).

Larger sized units are given a greater chance of being chosen than
smaller sized units. 
A group of specially constructed instruments,

i.e. a metal angle gauge, a glass prism/wedge or relascope, is used
to determine whether a given observed tree cross-section is "IN" or
"OUT". Specifically, the observer holds the instrument at eye level
 over the desired sampling location, and simultaneously looks at each
 
tree cross-section and the gauge width, refracted image in the glass

or relascope scale while sweeping through 360 degrees. 
 In the case
of the metal or relascope gauges one edge is aligned with one side
of a tree cross-section at DBH and is counted as an "IN" 
tree if the
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width of the gauge is contained in the "face" of the tree. 
 If not
the tree is "OUT" and not counted. 
 In the case of a glass wedge if
the actual and refracted images of the tree cross-section overlap
then the tree is counted as an "IN" 
tree otherwise it is "OUT".
With all these instruments borderline trees can occur and steps
must be taken about how to deal with these trees. Some foresters
count every other borderline tree as 
"IN" but others prefer to
measure the horizontal distance from the center of the tree to the
instrument sampling location and through the use of a table containing limiting distances (which are a function of tree DBI and
the Basal Area Factor (BAF)) determine the status of the tree.
Once a count of the number of "IN" trees has been obtained it is
multiplied by the BAF to yield an estimate of the basal area/unit
area 
at that sampling location. 
Each of the above instruments is
calibrated to represent various BAFs. 
 In the metric system there
 are 
BAFs of 1 through 6 square meters/hectare and in the english

system 5, 10, 
20 and 40 square feet/acre.
 

Theoretical Development of BAF
 

Suppose there exists a one-acre forest and we have a stem map of
all 
the trees and their cross-sections drawn to scale on a map.
Using a dot grid we count the total number of dots (n) contained
in the one-acre forest and those 
(c) contained in the tree cross
sections. Then
 

Total BA of all trees = c / n
 
Total forest area
 

Now suppose further that the tree radii are expanded by a factor
K and enlarged tree cross-sections are drawn to scale on the map.
Again the total number of dots (ci) contained in these circles are

counted and then
 

Total BA of the K-circles c, / n
 
Total forest area
 

2
K (Total BA of all trees) = c, / n = c 
Total forest area 

Total BA of all trees = (Total forest area / K2 ) C 

= (BAF) c 

2 2 2and s = (BAF) s- = (BAF) 2 ( Z ci2 
- ( Z c i )2 / n ) / (n - 1)

BA c 
 i i
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Suppose we define the enlarged tree radii K (d/2) = p and since 
we defined
 

BAF = Total forest area / K2 = 43,560 / K2 

then 	we can obtain an expression for p, the limiting distance, 
as
 

2 K2
p - (d/2)2 = (43,560 / BAF)2 (d/2)2 

p = / (10,890 / BAF) (d/12) 

where 
p is 	in feet and d is in inches.
 

Thus, for example a tree with a DBH 
= 12" using a BAF = 10, must
be no more than 33 feet from the instrument to be counted as an
 
"IN" tree.
 

Volume Determination
 

Foresters have only limited use for basal 
area 	estimates and are

ultimately interested in volume. 
 If we could obtain a mean volumeto-basal area ratio (r) and multiply it by the mean basal area we
 
would have:
 

Vol = BA r = (BAF) c r 	 (1)
 

The next question is where do we get r. 
The answer is to measure

the diameter and heights of all the "IN" 
trees at all the sampling

locations or some subset of them. 
 Some 	inventory specialists go

as far as to measure heights by species for only some of the "IN"
 
trees and establish height-to-diameter equations for each species.

Of course each one of these relaxations introduces another source
 
of variation and increases the standard error of mean volume.

Given that we do take measurements of DBH and height for all the
 
"IN" trees at all the sampling locations there remains one more

question: How do we calculate the ratio? 
 There are two choices
 
of estimators:
 

ci
a) a 	ratio-of-means: r = 
n 
Z ( ( E voli ) / C 

ci 
bai ) ) / n1
i j 	 j 

b) a 	mean-of-ratios: 
 r = 	Z 
n 

CE
cl 

( vol 1 /baij ) / ci ) / n 
i j 
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The choice is made on the basis of whether the variation in tree
volume is linear or curvilinear with tree basal area. 
 If the
former is true choose a) and if the latter is true choose b).
Usually estimator b) is appropriate which when substituted in
equation (1) becomes:
 

n c.
 
Vol = (BAF) E Z ( vollj / ba1 ) / n 

i j 

n c. n 
= (BAF) Z 

i j 
Z ri1 / n = (BAF) Z ri. / n 

i 

where r,. = total of vol/ba ratios of all 
"IN" trees
at sampling location i
 

2 2 nand s_ = (BAF) ( Z r. 2 
-

n r 2 n n(n
 
Vol i i
 

Sample Size Determination
 
Because trees are selected with a probability proportional to size
and their inclusion in a plot at a particular sampling location depends on the spatial arrangement of the trees relative to plot center, plot areas vary. Therefore, the total possible number of sampling units in the population, N, is unknown. 
 Further, sample size
formulas tend to overestimate sample size when the forested area to
be sampled is less than 200 acres 
in size. To avoid large sample
sizes the following guidelines are suggested:
 

Acreage 
 Sample Size
 

40 ac. or less 1 plot / acre 
41 to 80 ac. 20 + acres / 2
81 to 200 ac. 40 + acres / 4 
over 200 ac. 
 use formulas
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B2. 3-P (P.P.P.) Sampling
 

Using this sampling rule sampling units (usually trees) are selec
ted 	with a probability proportional to the prediction of some ob
servable attribute (tree volume, DBH, etc.). The idea is to visit,
 
in any order, ALL the sampling units in the population and record
 
for 	each an ocular estimate of the desired attribute or any other
 
auxiliary characteristic highly correlated with the desired attri
bute. Through a sampling rule involving the drawing of a random
 
number from a predefined range and making a comparison with the
 
ocular estimate a sampling unit is or is NOT chosen for precise
 
measurement of the desired attribute (often volume). Upon conclu
sion of the sampling all the ocular estimates are summed and this
 
sum 	is multiplied by a mean ratio between the actual measured at
tributes and the ocular estimates to obtain an estimate of the total
 
actual standing volume.
 

This method can produce very precise volume estimates provided that
 
the observer's eyes are "calibrated" so that consistent ocular esti
mates are made. Usually this training takes two to three days.

Although this method is fast there are some disadvantages, namely
 
the sample size, n, (the number of sampling units to be measured
 
precisely) is unknown, all the sampling units in the population must
 
be visited, and great care must be taken to define the upper limit
 
of the range from which the random numbers are drawn.
 

The following steps outline the typical sampling procedure for esti
mating the total standing volume in a delineated timber sale area:
 

I) 	Determine the desired sample size, n,, the number of sampling
 
units to be precisely measured.
 

2) 	Estimate the total sum of all ocular estimates, X0.
 

3) 	Estimate the maximum ocular estimate, K.
 

4) 	Generate a set of random integers from the range 1 to K.
 

5) 	Compute the number of rejection symbols, Z, to be interspersed
 
with the set of random numbers generated in step 4) using the
 
following formula:
 

Z = 	(X0 / n,) - K 

N.B. these rejection symbols (blanks) are inserted into the list
 
of random numbers to attempt to "control" the sample size.
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6) Visit all the sampling units in the population in any order and
 
a) ocularly estimate and record the desired attribute or a high

ly ccrrelated auxiliary variable
 
b) 	draw a random number from the list of integers 1 to K and
 

compare it to the ocular estimate. If the random number is
 
less than or equal to the ocular estimate, precisely measure
 
the desired characteristic of the sampling unit. 
If a blank
 
(rejection symbol) is drawn or the random number is greater

than the ocular estimate, the sampling unit is NOT precisely
 
measured.
 

7) 
 Compute an estimate of the total actual desired attribute (may

be total volume) and its associated standard error as follows:
 

n 
Y3P= X Z (yj / xi) / n

i 

where x, = ocular estimate of desired attribute of ith
 
sampling unit
 

Yi = precise measurement of desired attribute of
 
ith sampling unit
 

n = actual sample size, the number of sampling
 
units which were precisely measured
 
N
 

X = 	 Z xi = sum of ALL ocular estimates 
i 

n 2 n 2 

and S_ = X ( Z r i -( r) n )/n(n-i)
 
Y3 P i i
 

where ri = Yi / xi 

B3. 	 Line inte.section method
 

This sampling design is used by fire scientists who are interested
 
in estimating the amount of downed woody fuel by various size clas
ses. The concept involves the establishment of a vertical sampling

plane of fixed length and either counting or measuring the diameters
 
of the pieces intersecting this imaginary plane. Usually four size
 
classes are considered, namely 0 to 0.25", 0.25 to 1", 1 to 3", and
 
3"+. Diameters are recorded for pieces in the largest size class
 
only. Piece counts are recorded for the first three size classes.
 
Then, through a series of formulas the total weight of downed woody

fuel in tons/acre is computed as follows:
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For 	the first three size classes:
 

W = 	 K (S) (T) (G) C / L 

For 	the 3+ inch size class:
 

n 
2
W = 	 16.48 (S) (T) ( E Di ) / L

i 

where W = mean weight in tons per acre
 
D= diameter of ith piece in inches taken at a
 

point where the sampling plane intersects
 
the cross-sectional center of that piece
 

C = piece count in ith size class, i = 1,..,3 
L = length of vertical sampling plane in feet 
n = number of pieces 3 inches and greater 
S = a correction for slope of ground 
G = average wood specific gravity
T = adjustment for average tilt of pieces from 

horizontal 
K = (1360) (ave. diameter of size class)2 

No formulas exist for the associated standard errors.
 

Assumptions:
 

1) 	The spatial arrangement of the pieces is random,
 

2) 	The pieces rest flat on the ground and do NOT stick up at an
 
angle.
 

3) 	Average specific gravities are used without regard to species
 
or age of the pieces.
 

4) 	The vertical sampling plane varies in length from 10 
feet for
 
the small size classes up to 50 feet for the 3+ inch class.
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DATA ANALYSES
 

In all instances the researcher condenses, summarizes and displays

the information extracted from the data. 
Data is just data and 	of
 
no use until it is analyzed. Raw data is never published only

summaries. 
There ate two broad classes of data analyses:

graphical and analytical.
 

GRAPHICAL: Graphs provide a quick, easy way to see major trends or

relationships in the data. 
 They are visual summaries of the general

nature of the data. Graphs can be presented in two and three dimen
sions. All graphs should be properly titled and the axes, if pre
sent, should have identifiable scales and proper labels. 
 The units

of measurement and any legend should also be included when appro
priate. Examples of graphical presentations/analyses are:
 

a) scatter diagram --	 display of points with dependent variable 
on the Y--axis and independent variable on 
the X-axis, e.g.

VOLUME
 

120 	 U 

100
 

80
 

60 
 ml
 
W2 *
 

40 
 Em•m 
N 20m
 

02
 
20  3
 

*220 RON N
 
033332302222 U
 

0
 

0 5 10 15 20 25 

DBH
 

b) line/surface graph -- display a mathematical relationship
 
between Y and one or more Xs


c) bar chart -- continuous variable on Y-axis and nominal or
 
ordinal variable on X-axis
 

30 
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d) pie chart --	 show breakdown of a total into discreet sub
sets in the form of pieces of a pie

e) histogram --	 show frequency distribution of a single 
quantitative variable divided into discrete 
classes with bars 

f) stein/leaf plot --	 a histogram placed on its side with all
 
unique data values displayed, e.g.
 

STEM and LEAF Plot of variable: VOLUME, n = 68 

MINIMUM IS: 0.120
 
LOWER HINGE IS: 2.335
 
MEDIAN IS: 11.695
 
UPPER HINGE IS: 33.690
 
MAXIMUM IS: 114.110
 

0 H 000000000001111122222344
 
0 556667888
 
1 M 11223
 
1 6779
 
2 134
 
2 56789
 
3 H 3444
 
3 6
 
4 01
 
4 688
 
5 13
 
5 56
 
6 0
 
6 9
 

***OUTSIDE VALUES***
 
8 3
 

11 4
 

g) box plot -- display the distribution of a single variable
 
showing the median, hinges, range and extreme
 
values, e.g.
 

BOX Plot of variable: DBH, n = 68
 

1.60 
 25.10
 
Minimum ...................................................... 
Maximum
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h) time series plot -- plot repeatedly measured data over time 
which can be optionally lac-ged or stan

i) probability plot --
dardized (z-scores)
display data values as standardized de
viates versus their log probability of 
occurrence (the presence of a straight
line indicates that the data comes from 
a Normal distribution)
 

Warnings: 1. try to construct square graphs with axes starting at
 
zero if possible (else show a break in the axis).


2. don't put too many curves or data sets on one graph.

3. use different symbols to denote each data set.
 
4. use legends when appropriate.

5. be careful about your choice of the number of class
 

intervals and their widths when constructing histo
grams with interval scale data.
 

ANALYTICAL: This class of data analyses involves the calculation
 
of summary statistics and these statistics take the place of the
 
raw data without any loss of information. To perform analyses

the researcher needs to examine various statistical methods.
 
These methods can be divided into three broad groups:

description, hypothesis testing and model building.
 

a) Description 
-- calculate summary statistics appropriate for
 
the measurement scale including measures of
 
location and variation, i.e. mean, standard
 
deviation, coefficient of variation, standard
 
error, confidence interval, correlation coef
ficient, etc.
 

b) Hypothesis testing 
-- the process of obtaining answers to
 
posed questions (hypotheses) by calculating
 
test statistics whose distributions are
 
known and tabulated, constructing rejection

rules, determining the outcome of the test,
 
and drawing conclusions.
 

c) Model building -- construct functional relationships between
 
a dependent variable (Y) and one or more in
dependent variables (Xs) for the purpose of
 
predicting or forecasting the future from
 
the past.
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Description
 

Careful attention must be paid to the measurement scales under
 
which the data were collected as these scales dictate which
 
descriptive statistics are appropriate (see Measurement Scales).

Let me review some of these statistics; their characteristics,
 
limitations, and usefulness in natural resources.
 
N.B. 	 don't forget that most of these statistics have units.
 

1) Mode -- that single observation that occurs with the greatest
 
frequency (if one value only => unimodal; 2 values =>
 
bimodal; 3 => trimodal)
 

2) Median --	 that single observation which haz 50 % of the ob
servations above and below when sorted in either
 
ascending or descending order. One value emerges
 
when there is an odd number of observations but
 
two values are possible when there is an even
 
number of observations so both values are added
 
together and divided by 2.
 

3) Arithmetic mean -

the sum of all observations = Z x / n = x 
the number of observations 

Note: 	this formula is valid only if your data comes from a
 
Normal distribution and its magnitude is sensitive to
 
outliers which is not true for a median.
 

4) Quadratic 	mean --

Sq. root 	(the sum of all squared observations) =xQ
( the number of observations ) 

Note: 	this statistic is useful when calculating the diameter
 
of the tree with average basal area.
 

5) Geometric 	mean -

the nth root (the product of all observations) = xG
 

Note: 	this mean results when logarithms are taken of the raw
 
data and an arithmetic mean is calculated under that
 
transformation which is then converted back to the
 
original units.
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6) Harmonic mean -

the number of observations 	 XH
= 
the sum of all reciprocal observations
 

Note: 
this mean is used by wildlife managers calculating

animal 	home ranges and also when summarizing ratios.
 

7) Variance 
-- a measure of the spread of individual observa
tions around the sample mean or an average squared

deviation which is calculated as follows:
 

corrected sum of squares = S s2 
degrees of freedom df 

S2 Zs •( - x) 2 = E x 2 - (Z x) 2/n 

(n -) 	 (n-i)
 

deviation 
 computational

form 
 form
 

Note: 
a variance can never be negative and is best calculated
 
by the 	computational not the deviation formula. 
 Also
 as the sample size, n, increases the -ariance stabilizes
 
to some fixed value. The units are squared so you can
not relate to this statistic.
 

8) Standard deviation 
-- a measure of the spread of individual
 
observations around the sample mean or an 
average

deviation which is calculated as follows:
 

2
 

Sq. root of variance (s ) = s
 

Note: this statistic has the same units as the raw data and

therefore it is useful for description purposes.
 

9) Coefficient of variation 
-- a relative, unitless measure of
variation of individual observations around the sample

mean which is calculated as follows:
 

cv = 
(100) 	standard deviation = (100) s / x 
arithmetic mean 

Note: 
It can vary from 20 to over 400 % and equals 100 %

when the mean equals the standard deviation.
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10) Standard error -- is 
a measure of the reliability of the

sample mean and a measure of variation among sample
means obtained from repeated sampling. It is cal
culated as follows:
 

standard deviation = s / / = s/ -n 
 x
 

Note: 	this statistic has the same units as the raw data.

Its magnitude can be controlled by the researcher by
increasing the sample size, n. 
In fact as n => N,
s_ => 0 and the sample mean becomes the population

x 
 mean.
 

11) Confidence interval 
-- is 	a probability statement about
 

a population parameter of the form:
 

P ( Li < parameter < L2 ) = confidence probability 

where Li and L, are constants having units and calculated
 
from a sample and can vary in magnitude

while 	the parameter is fixed but unknown.
 

An example is given below for a population mean

assuming the population variance is unknown:
 

P ( x 	- (t_value) s_ < 4 < 	x + (tvalue) s ) = 1 a-
x x 

-P ( x - tn.1 ,a s/Sf < g < x + tn-l,a s//f ) = 1 - a 

Note: 	for every population parameter the formula for the

confidence interval changes and the width of the

interval is controlled by s, n and a. 
The proper
interpretation is not that the population mean lies
between Ll and L2 but is contained by Ll and L2 
and
such a statement can be made with a specified confi
dence 	level. The formulation (Ll:L2) is not 
a con
fidence interval. 
 It is only the confidence limits

which indicate nothing about the assumed confidence

level or with reference to what population parameter.
 

12) Covariance 
-- a measure of the linear association between
 
any two naturally paired variables 
(the degree to
which changes in one variable relate to changes in
the other. It is calculated as follows:
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corrected sum of crossproducts = SPxy = s 
degrees of freedom df
 

Sxy= X - x) (V - Y) = 
 xv -	 ) /nnx)(Z
(n - i) 
 (n -i)
 

deviation 
 computational

form 
 form
 

Note: 	a covariance can be negative or positive and is best
calculated by the computational not the deviation for
mula. The units are always strange so you cannot relate to this statistic and taking the square root does
 
not help. 
If any two variable are independent the co
variance will be zero.
 

13) Simple correlation coefficient 
-- a relative covariance
 
which is calculated as follows:
 

corrected sum of crossproducts 	 SPxy
 

rcor. sum of sq. x)(cor. sum of sq. y) SS. SS 

2where SSx = Z x - (Zx) 2/ n 

SSy = Z y 2 ( y)y 2/ n 

SPxy = Z xy ( x )( y )/n 

Note: 	this statistic measures the strength of the linear association between any two paired variables and can take on
values from -1 to +1. 
A value near zero means there is
 no linear association while a value near + or -1 indicates 	a strong linear trend with positive or negative

slope.
 

14) Standard error of estimate 
-- a measure of reliability of a
regression equation or the square root of the amount

of unexplained variation in Y. 
The formula for the
 
case with one independent variable (p = 2) is: 

Sy.X= Total SS - Req SS)
 
(n - 2)
 

/ (SSy - (SPxy. SPXY / SSx)) / (n - 2) 
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Descriptive Statistics - An Example
 

The cubic foot volume for live trees located on seventeen
 
1/5-acre plots were calculated and recorded as follows:
 

450, 325, 370, 405, 395, 400, 340, 440, 405, 380, 295,
 
360, 330, 410, 365, 420, 300
 

a) calculate the mean (x), standard deviation 
(s), and coeffi
cient of variation (cv)
 

Calculations:
 

Sum of all observations = 6,390
 
Sum of all squared observations = 2,435,950
 

x = 6,390 / 17 = 375.88 cu. ft./ (1/5-acre) 

1,879 cu. ft./acre
 

2 
s = ( 2,435,950 - 6,390 * 6,390 / 17 ) / ( 17 - 1 

- 34,061.7648 / 16 = 2,128.86 (cu. ft./(I/5-ac.)) 
2 

s = 2,128.86 = 46.14 Cu. ft./ (1/5-acre) 

- 231 cu. ft./acre 

cv = 100 * s / x = 100 * 231 / 1,379 = 12.3 

b) calculate the standard error of the mean and percent standard 
error 

s- = s / ,/- =x231 / -7 = J56 cu. ft./acre] 
x
 

s_ = cv / f-= 12.3//IT = 3.0 % 
x 

http:2,128.86
http:2,128.86
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Hypothesis Testing
 

Hypothesis: a statement about a population parameter.
 

Null Hypothesis 	(H0): a hypothesis under test
 

Alternative Hypothesis (1H
1): the opposite of the null hypothesis
 

Test Statistic: 	a calculated sample-based quantity used to formulate
 
a rejection rule
 

Rejection Rule: 	a statement defining the condition(s) under which H0
 
is found to be FALSE
 

Characteristics 	about Hypotheses
 

1) they always come in pairs and encompass all possible outcomes
 
2) the equals condition is always associated with the null hypothesis

3) the condition you believe to be true is always associated with
 

the alternative 	hypothesis except for the case mentioned in 2)

4) they can deal with 1, 2 or more samples
 
5) they can be 1- or 2-tailed
 
6) they can deal with paired or unpaired data
 
7) they can be univariate or multivariate
 
8) there can be an equal or unequal number of observations per sample

9) you can NEVER accept the null hypothesis; only fail to reject it
 
10)the risk you are willing to accept to make a wrong decision should
 

be fixed BEFORE you calculate the test statistic and should NOT be
 
based on the probability levels presented in statistical tables
 

Truth Table
 

True condition
 

Decision H0 true Hi true 

Fail to 
reject H0 

No error 
committed 

Type II error 

Reject H0 
Accept HI 

& Type I error No error 
committed 

P (Type I error) = P (Reject H0 : H0 true) =a 
P (Type II error) = P (Fail to reject H0 H true) = B 
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Relationship between alpha(a) 
and beta(B) 

If the sample size, n, is fixed then as a decreases, B increases or 
if a is fixed then B decreases as n, the sample size, increases. 

Hypothesis Testing Procedure
 

1. 
 Give a clearcut statement of the problem.
 

2. 
 Have a mathematical model and its associated assumptions, i.e.
Normal (Z), 
 Student's t, F, Poisson, Binomial, Chi-square.
 
3. Define the null hypothesis, 
H0 . It should be specific in
nature and involves population parameters.
 

4. 
 Define th. alternative hypothesis, HI. Usually it is the
statement of the problem.
 

5. 
 Choose a critical or rejection region.
 

Critical value
 

Rejection region
 

This is 
a region under a curve along the X-axis such that
if the calculated test statistic falls in the shaded area
 
we reject H0.
 

The size of the critical region (C.R.) is called the level
of significance 
= a.
 

6. 
 Construct a statistical test, that is, compute a test
 
statistic.
 

7. Formulate a rejection rule. 
 We reject H0 
if the calculated
test statistic differs significantly from a tabular value.
If the calculated test statistic falls in the critical 
region we have a significant result.
Note: the nature of the inequality comprising the rejection
rul comes from the construction of Hi.
 
8. 
 State the results and your conclusion, i.e. Reject or fail
to reject H0 and conclude that ....
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Student's t and Z tests: A comprehensive dichotomous key for ob
taining formulas and rejection rules for testing population means

for 1- and 2-samples assuming pooled or separate, known and unknown
 
population variances based on equal or unequal sample sizes can be
found in Appendix A. Paired data sets 
can also be handled. This
 
key also includes a preliminary F-test for testing the equality of

population variances when it is 
not known whether they can be
 
pooled or not.
 

Two-sample t-test Example
 

A forester wants to compare the height growth (in meters) of two

species of eucalypt, A and B three years after planting on the same

site. Twelve (12) and fifteen (15) 1/20-ha plots were established
 
for species A and B respectively. The following data was recorded:
 

Species Height (m)
 

A 11, 7, 8, 10, 8, 10, 6, 11, 9, 8, 7, 7
 

B 10, 9, 8, 11, 9, 12, 8, 13, 8, 8, 10, 11, 9, 8, 7
 

Use hypothesis testing procedures to determine if the mean height

growth of species B is greater than that of species A at the 0.05
 
significance level.
 
(Note: assume no knowledge about population variances)
 

Solution
 

Hypotheses:
 

H0 : AB AA versus H0 : AB > A = 0.05 

Calculations: 

For species A nA = 12 2Z x = 102 Z x = 898 

8x = 
A 

.5 ss 
A 

= 898- (102)2/12 = 31 

For species B n. = 15 Z x 2= 141 Z x = 1,367 

x8 = 8.5 SS = 1,367 - (141)2/15 = 41.6 

Preliminary test: 

F m = ( 41.6/14 ) / ( 31/11 ) = 2.97 / 2.82 = 1.05 

Reject H0 if F x > F14,11,0. 4.29
01 = 


Therefore we fail to reject H0 and can pool variances.
 

http:F14,11,0.4.29


Page 34.
 

Spoo t = ( 41.6 + 31 ) / ( 14 + 11 ) 1.70 

t c = ( 9.4 - 8.5 - ( 0 )) / ( 1.70 /(1/15 + 1/12) ) 

= 0.9 / 0.658 = 1.37 

Rejection rule:
 
Reject H0 if t c > t 2,0.05 1.708 

Conclusions:
 

Therefore fail to reject H0 
and conclude that there is no
evidence that the mean height growth of species B is greater than that of species A at the 0.05 significance level.
 

F tests: These test statistics are always a ratio of two variances
and are most often associated with an analysis of variance (ANOVA)
or analysis of covariance (ANCOVA). 
 These types of analyses will
be addressed by the examination of several experimental designs

common to agroforestry and natural resources.
 

Experimental Desian
 

All researchers in agroforestry must deal with the problems of natural variation (heterogeneity). 
This noise is always present.
When there is considerable variation from observation to observation and it is not feasible to increase the sample size, n, the
researcher is forced to refine his experimental techniques and/or
to use an experimental design which allows for unbiased estimates
of the true treatment differences with a specified degree of precision. If inferences beyond the range of the original data 
are
to be made with respect to such treatment differences then a pro
bability statement must be attached.
 

Why are researchers interested in experimental designs?: They
permit researchers to make inferences about treatment differences

in such a way that the most information can be obtained for the
least effort. There are many experimental designs and each is
suited for a particular type of experimental situation.
 

Experiment: This is 
a plan or process through which observations
 are 
obtained under controlled conditions so that inferences can
be made about treatments effects on a specific response variable.
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Three Design Principles
 

Replication: The. repetition of a complete experiment so that:
 

a) an estimate of experimental error can be calculated,

b) a better estimate of experimental error can be obtained,
 
c) the sensitivity of the design can be increased.
 

Randomization: The manner by which treatments are assigned to
 
experimental units using the laws of random chance so 
that:
 

a) there is a guarantee that probability theory applies,

b) hypotheses can be tested at known significance levels,

c) unbiased estimates of experimental error and treatment
 

effects can be obtained,
 
d) the experimental units are protected from unknown sources
 

of variation,
 
e) mean squares are guaranteed to be approximately independent,

f) even if the mean squares are not normally distributed the
 

ratio of mean squares will still be distributed as F.
 

Local control: The placement of restrictions (such as balancing,

blocking and grouping) on the randomization of treatments applied

to experimental units so as to reduce experimental error by re
moving extraneous sources of variation. This action leads to im
proved efficiency.
 

Experimentation Concepts
 

Prior to conducting any experiment the following six issues must
 
be addressed, namely:
 

1) definition of the population of interest -- this is a set of
 
individuals or objects having certain common observable traits.
 

2) definition of the experimental unit -- this is a'distinct phy
sical individual in a population like a nursery bed.
 

3) what dependent variable(s) are to be observed.
 

4) the identification of various important sources of variation
 
such as the number of factors, the number of levels/factor,
 
and whether the factors are qualitative or quantitative.
 

5) how higher order interaction terms are to be handled.
 

6) the formulation of the statistical model of the design and
 
the specification of associated underlying assumptions, i.e.
 
homogeneity of variance, whether a fixed, random or mixed
 
effects model, expected mean squares (EMSs), etc.
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Various Experimental Designs
 

1. Completely Randomized (C.R.D.)
 

This is the simplest of all experimental designs since no under
lying confounding sources of variation are assumed to be present.
 
Treatments are applied at random to experimental units and repli
cated at least twice otherwise there is no error term. The model
 
describing the fixed effects acting on an individual observation
 
of the response variable, y, is:
 

Yij = /I + ai + ei, 

where Y,, = response variable i = j = l,. n 
= population mean effect 

a, = ith treatment effect 

ej = random error 

t = number of treatments 
n = number of replicates/treatment 

Assumptions:
 
t 2 
Sa = 0 and e NID ( 0, a 2 

Analysis of Variance (ANOVA) Table
 

Source Sum Degrees
 
of of of Mean
 

Variation Squares Freedom Square F-value
 

Treatments SSTrt t - 1 MSTrt MSTrt
 
or Groups
 

MSError 

Error SSError t(n - 1) MSErroIr

Total SSTota t tn - 1 
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Computations
 
2 

1) Correction Term (CT) = ( grand total ) / tn 

t n 2Z Z yl,j tn 

2) SSTotaL = sum of all squared observations - CT 

t n 2 
- Z yij - CT

i j
 

3) SSTrt = sum of squared group subtotals / n - CT 

t n 2 
(Zy) / n - CTi j 

where 	 t = number of treatments or groups
 

n = number of observations/group or treatment
 

4) SSError SSTotat STrt
 

5) MSTrt =SSTrt / (t - 1)
 

6) MSError = SSError / t(n - 1)
 

ANOVA Example # 1
 

A manager of a large pulp and paper company wants to compare the
 
effects of 5 site preparation treatments on the height growth of
 
planted spruce seedlings. 20 plots were established and each
 
treatment was applied at random to a set of 4 plots. The seed
lings were hand-planted on each plot and at the end of 15 years

the tree heights (in feet) were recorded and plot averages were
 
computed. Given the data below:
 

Site Preparation Treatment
 

A. B C D E
 

15 17 13 11 14
 
12 14 10 10 12
 
11 15 12 13 10
 
14 16 11 8 10
 

52 62 46 42 46
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Determine whether the various site preparation treatments yield
 
mean tree heights that are different from each other with 95%
 
confidence.
 

SOLUTION
 

Hypotheses:
 

H0 : AA 116 = = D= E 

HI : at least one of means different from the others 

Calculations: 

CT = (52 + 62 + 46 + 42 + 46)2 / 20 = 3075.2 

Total SS = 152 + 122 + 112 +..... + 102 + 102 - CT 

= 3180.0 - 3075.2 = 104.8 

Site Prep SS = (522 + 622 + 462 + 422 + 462 ) / 4 - CT 

= 3136.0 - 3075.2 = 60.8
 

Error SS = 104.8 - 60.8 = 44.0
 

Source SS DF MS F
 

Site Prep 60.8 4 15.20 5.18
 
Trt
 

Error 44.0 15 2.93
 

Total 104.8 19
 

Rejection Rule:
 

Reject H0 if FC = 5.18 > 15,0. = 3.06F4, 05 


Conclusion:
 

Reject HQ and accept HI and conclude that there is a dif
ference in mean height growth between the five site prepa
ration treatments with 95% confidence.
 



Page 39.
 

2. Randomized Block (R.B.D.)
 

When a single source of variation in an experiment is making the
 
experimental units under study heterogeneous blocks are usually

created so as to remove the influence of this extraneous factor.
 

Two principles must be followed namely: (1) the homogeneous ex
perimental units (e.g. people, animals, plants, land parcels) are
 
collected together to form a BLOCK, and (2) the treatments are
 
assigned at random to the experimental units within each block.
 
If the blocking was "successful" we would expect the block effect
 
to be statistically significant. If not significant this would
 
indicate that blocking was NOT necessary. 	Usually an assumption

is made regarding the presence of a significant block x treatment
 
interaction. If it is assumed not to be present than this inter
action is used as the error term and NO replication is needed.
 
In contrast this interaction term can be included in the ANOVA
 
model and its significance can be tested. If not present this
 
term is then pooled with the error term. The model describing

the fixed effects acting on an individual observation of the re
sponse variable, y, in such a situation is:
 

Yijk = A + Bi + Tj + BTU.+ eij k 

where Yijk = response variable 	 i = 
j = 

= population mean effect k =,...,n 

Bi = ith block effect 

Tj= jth treatment effect
 

BTi = block x treatment interaction effect 

eijk = random error 

b = number of blocks
 
t = number of treatments
 
n = number of observations/treatment
 

Assumptions:
 
t 

Tj = 0 and eijk /- NID ( 0, a 

b bt
 
Bi = 0 and E Z BTij = 0
 

i ij
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3. Latin or Graeco-Latin Square (L.S.)
 

When two or three underlying sources of variation make the ex
perimental units heterogeneous rows and columns (and Greek let
ters) are created to remove these confounding factors simulta
neously. Three conditions must b observed: (1) the number of
 
rows, .the number of columns, (the number of Greek letters) and
 
the number of treatments must be the same, (2) each treatment
 
must appears once and only once with every row and column (and

Greek letter), and (3) no row x column interaction is present
 
since it is used as the error term. All such experiments are
 
laid out in a square pattern and as such are laborious to set
 
up in the field. If the rows and columns were "successful" we
 
would expect these effects to be statistically significant. If
 
only one of these sources of variation was significant we could
 
have used a R.B.D. instead. If none of these effects were sig
nificant a C.R.D. would have sufficed. The model describing the
 
fixed effects acting on an individual observation of the response
 
variable, y, is:
 

yjj = A + Ri + Cj + Tk + ei 

where yj = response variable i = 
j = 1,..., 

= population mean effect k = 1,...,t 

Ri =ith row effect and r= c =t
 

Cj = ith column effect 

Tk = kth treatment effect 

ei= random error
 

r = number of rows 
c = number of columns 

Assumptions: 
c 2 

J 
Cj= 0 and e1 e'1 NID ( 0, a 2 

r t 
ZR i =0i and Z Tk=k 0 
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ANOVA Example # 2
 

A nurseryman wanted to determine the effect of four irrigation
 
treatments (0, 50, 100 and 150 mm/year) on the height growth (in

meters) of a tree species, Populus deltoides. The field, where
 
the experiment was established, was known to have fertility gra
dients running in two directions. The four treatments, denoted
 
by the letters A, B, C, and D were arranged in the following plot

layout which includes the three-year plot height averages as well:
 

Row
 
Total
 

A B D C 
4 6 14 9 33 

D C B A 
12 11 12 10 45
 

B A C D
 
8 8 9 10 35
 

C D A B
 
5 9 7 6 27
 

Column
 
Total 29 34 42 35 140
 

Irrigation treatment totals were-


A B C D
 

29 32 34 45
 

Determine if there are differences in mean height growth due to
 
irrigation treatment with 95% confidence.
 

SOLUTION
 

Hypotheses:
 

(1) H0 : #R1 = #R2 = #R3 = #R4 versus H1 : not H0 

(2) H : c2= c3= c4 vc=ersus H : not H0 

(3) H0 : = #5o = = versus H : not H0 

Calculations:
 

C.T. = (140)2 / 16 = 1,225 
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BSTotat 	 = 42 + 122 + ... + 	 102 + 102 + 62 - C.T. 
= 1,338 - 1,225 = 113.0
 

SSRow 	 = (332 + 452 + 352 + 272) / 4 - C.T. 
= 1,267 - 1,225 = 42.0 

SSCo 	 = (292 + 342 + 422 + 352) / 4 - C.T. 
= 1,246.5 - 1,225 = 21.5 

SSTrt 	 = (292 + 322 + 342 + 452) / 4 - C.T. 
= 1,261.5 - 1,225 = 36.5 

SSError 	 = SSTotal - SSRow SSCot - SSTrt 

= 113.0 - 42.0 - 21.5 - 36.5 = 13.0
 

ANOVA table
 

Source SS MS
DF F-ratio
 

Row 42.0 3 14.00 6.46 (1)

Column 21.5 	 7.17
3 	 3.31 (2)

Irrign 36.5 3 12.17 5.61 (3)

Error 13.0 
 6 2.17
 

Total 113.0 15
 

Rejection Rules:
 

(1) Reject H0 if = 6.46 > F3,6,0. 05 = 4.76Fc 


(2) Reject H0 if FC = 3.31 > F3,6,0. 05 = 4.76 

(3) Reject H0 if Fc = 5.61 > F3 ,6,0. 05 = 4.76 

Conclusions: 

(1) Reject H0 and accept HI and conclude that there is a 
& difference in mean tree height growth after 3 years due
 
(2) to rows but fail to reject H0 in the second case and 

conclude that there was no effect due to columns with
 
95% confidence.
 

(3) Reject H0 and accept H, and conclude that there is a 
difference in mean tree height growth after 3 years due
 
to irrigation treatment with 95% confidence.
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4. Factorials
 

Sometimes it is desirable to test the effects of two or more nominal or ordinal scale factors and their interactions on some
dependent response variable. 
Each of these factors has a number
of levels or categories which may be fixed or random.
level of one When every
factor is combined once with every level of the remaining factors we have what is called a crossed experiment as opposed to a nested experiment when all these treatment combinations
are not present. 
These treatment combinations define the groups
of data whose variances are to be analyzed. 
 It does not take too
many factors, each with a minimum of two levels, before the experiment gets quite large and many F-values can be calculated and
tested for statistical significance. 
For example, three factors,
each with two levels, yields 2 x 2 x 2 = 
8 or 23 treatment combinations which generate seven sources of variation - three main
effects, three ist-order and one 2nd-order interaction terms, each
with only 1 degree of freedom (DF). 
 Due to the low numerator DFs
associated with all F-values such an experiment is said to be insensitive. 
 Usually higher order interaction terms are 
tested first
and if any of them are 
found not to be significant they are pooled
with the error term. 

applied in a C.R.D., 

These types of treatment arrangements can be
R.B.D., 
Latin Square or Split-plot design.
An example of a factorial C.R.D. model having fixed effects acting on an 
individual observation of the response variable, y, is:
 

Yiik = 1 + Ai + Bj + ABU1 + eij k 

where Yijk = 
response variable 
 i =,...,a
j = l,. bp = population mean effect 
 k =,...,n
 

Ai = ith factor A effect
 

Bj = jth factor B effect
 

ABij = factor A x factor B interaction effect
 

eijk = random error 

Assumptions: 

a2 
ZAi= and eijk NID ( 0, a 

b 
 ab
 
Z Bi = 0 and
J _ Z ABU = 0i j 
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Advantages of Factorial Experiments
 

1) 	Information is provided concerning interactions.
 

2) Greater efficiency in the use of available resources.
 
a) same number of experimental units is required to give same
 

information on a given effect with one factor experiment as
 
with a factorial
 

b) several one-factor experiments are required to give the same
 
information on main effects only


c) "hidden replication" - all treatment combinations are used to
 
estimate each main effect and interaction
 

3) 	Results are more comprehensive => wider range of inference.
 

4) 	Can gain knowledge about interactions without any additional ex
penditure.
 

5) Brings possible large and unsuspected interactions -tothe attention
 
of the experimenter.
 

6) 	Useful when resources permit only one experiment to be conducted.
 

7) 	Permits experimenter to study optimum input conditions to provide
 
maximum response.
 

Disadvantages of Factorial Experiments
 

1) Experiment more difficult to organize.
 

2) Calculations may be difficult if done by hand.
 

3) Practical problems in interpreting the results.
 

4) 	Experiments can become unduly large with only a few factors.
 

5) May be difficult to obtain homogeneous experimental material.
 

6) Some treatment combinations may be of no interest.
 

7) Greater chance of incorrect underlying statistical model.
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ANOVA Example # 3
 
Two-way Factorial in C.R.D.
 

A wildlife biologist wants to investigate the effects of sex and
 
diet on the mean calcium concentration of blood taken from birds
 
of a single species population. Ten female and ten male birds
 
are captured and five of each sex are given a plain diet while
 
the remaining birds are given a diet containing a growth hormone.
 
After a suitable time period blood samples are taken from all
 
twenty birds and the plasma calcium concentration is recorded in
 
mg/100 ml. Given the data below:
 

Regular Diet with hormone
 

Female Male Female Male
 

16.5 14.5 39.1 32.0
 
18.4 11.0 26.2 23.8
 
12.7 10.8 21.3 28.8
 
14.0 14.3 35.8 25.0
 
12.8 10.0 40.2 29.3
 

74.4 60.6 162.6 138.9
 

Determine whether bird sex, diet, and their interaction affect
 
mean blood plasma calcium concentrations with 95% confidence.
 

The four treatment subtotals are summarized in the table below:
 

Sex
 
Diet Female Male Totals
 

Regular 74.4 60.6 135.0
 
Hormone 162.6 138.9 301.5
 

Totals 237.0 199.5 436.5
 

SOLUTION
 

Hypotheses:
 

(1) H0 : AA = A. versus H,: AA not = AB 

(2) H0 : MM = MF versus H : p ,ot= F 
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Calculations:
 

C.T. = 	 (436.5)2 / 20 = 9,526.61 

Total SS = 16.52 + 18.42 + ... + 25.02 + 29.32 - C.T. 
= 11,354.31 - 9,526.61 = 1,827.70 

Treat 88 	= (74.42 + 60.62 + 162.62 + 138.92) / 5 - C.T. 
= 10,987.94 - 9,526.61 = 1,461.33 

Error SS 	= Total SS - Treat SS
 
= 1,827.70 - 1,461.33 = 366.37
 

Diet 88 	 = (135.02 + 301.52) / 10 - C.T. 
= 10,912.72 - 9,526.61 = 1,386.11 

Sex SS 	 = (237.02 + 199.52) / 10 - C.T. 
= 9,596.92 - 9,526.61 = 70.31 

Diet x Sex SS = Treat SS - Diet SS - Sex SS
 
= 1,461.33 - 1,386.11 - 70.31 = 4.91
 

ANOVA table
 

Source SS DF MS F-ratio
 

Treat 1,461.33 3 487.11 21.27 
Diet 1,386.11 1 1,386.11 60.53 (1) 
Sex 70.31 1 70.31 3.07 (2) 

D x S 4.91 1 4.91 0.21 
Error 366.37 16 22.90 

Total 1,827.70 19
 

Rejection Rules:
 

(1) 	Reject H0 if FC = 60.53 > F1 , 16 ,0.0 5 = 4.49 

(2) Reject H0 if FC = 3.07 > F1 , 16 ,0.0 5 = 4.49 

Conclusions: 

(1) 	Reject H0 and accept H, and conclude that there is a 
difference in mean calcium concentration of the blood
 
due to diet with 95% confidence, and
 

(2) 	Fail to reject H0 and conclude there is no evidence
 
that there is any difference in mean calcium concentra
tion of the blood due to sex with 95% confidence.
 

http:1,827.70
http:1,386.11
http:1,386.11
http:1,461.33
http:1,386.11
http:1,461.33
http:9,526.61
http:9,596.92
http:1,386.11
http:9,526.61
http:10,912.72
http:1,461.33
http:1,827.70
http:1,461.33
http:9,526.61
http:10,987.94
http:1,827.70
http:9,526.61
http:11,354.31
http:9,526.61
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ANOVA Example # 4
 
Two-Way Factorial in a R.B.D.
 

A research forester wants to study the effect of three scalp sizes
 
on the height growth of three tree species (3 x 3 = 9 treatments).

A large uniform site was selected at Ghoragali, Pakistan and 2-0
 
seedlings were hand-planted in a randomized block design. The nine
 
(9) treatments were applied at random to each of three blocks to
 
provide replication and "average out" the effect of a suspected

ground-water table gradient. Tree heights (in feet) were recorded
 
after 5 years and the resultant raw data are summarized below:
 

Scalp Block Subtotals 
Species Size I II III Scalp Species 

Chir 24" 4.5 4.0 3.7 12.2 
pine 18" 1.7 1.8 2.8 6.3 

12" 2.4 1.4 1.7 5.5 

Subtotals 8.6 7.2 8.2 24.0 

Blue 24" 3.7 4.3 3.9 11.9 
pine 18" 2.0 2.5 1.9 6.4 

12" 1.7 2.0 2.1 5.8 

Subtotals 7.4 8.8 7.9 24.1 

Oak 24" 2.4 3.5 2.9 8.8 
18" 2.1 1.8 1.9 5.8 
12" 1.8 2.3 1.5 5.6 

Subtotals 6.3 7.6 6.3 20.2 

All species 24" 10.6 11.8 10.5 32.9 
18" 5.8 6.1 6.6 18.5 
12" 5.9 5.7 5.3 16.9 

Subtotals 22.3 23.6 22.4 68.3 

Determine whether species, scalp size and their interaction yield
 
mean tree heights that are different from each other with 95%
 
confidence.
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SOLUTION
 

Hypotheses:
 

(1) H0 	 : C= AP = t0AK versus H, : not H0 

(2) H0 	 : '24 = 18= 12 versus Hi : not H0 

Calculations:
 

C.T. = (68.3)2 / 27 = 172.77 

Total SS 	 = 4.52 + 1.72 + ... + 1.92 + 1.52 - C.T. 
= 195.53 - 172.77 = 22.76 

Block s = (22.32 + 23.62 + 22.42) / 9 - C.T. 
= 172.89 - 172.77 = 0.12 

Treat SS 	= (12.22 + 6.32 + ... + 5.62) / 3 - C.T. 
= 192.48 - 172.77 = 19.71 

Error SS 	= Total SS - Treat SS - Block SS 
= 22.76 - 19.71 - 0.12 = 2.93 

Species SS = (24.02 + 24.12 + 20.22) / 9 - C.T. 
= 173.87 - 172.77 = 1.10
 

Scalp SS 	 = (32.92 + 18.52 + 16.92) / 9 - C.T. 
= 190.03 - 172.77 = 17.26 

Species x Scalp SS 	= Treat SS - Species SS - Scalp SS 
= 19.71 - 1.10 - 17.26 = 1.35 

ANOVA table
 

Source SS DF MS F-ratio
 

Block 0.12 2 0.06 0.33
 
Treat 19.71 8 2.46 13.67
 

Species 1.10 2 0.55 3.05 (1)
 
Scalp 17.26 2 8.63 47.94 (2)
 
Sp x Sc 1.35 4 0.34 1.89
 

Error 2.93 16 0.18
 

Total 22.76 26
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Rejection Rules:
 

(2) Reject H0 if FC = 3.05 > F2, 16 ,0.05 = 3.63 

(2) Reject H0 if = 47.94 >Fc F2, 16,0. 05 = 3.63 

Conclusions:
 

(1) Fail to reject H0 and conclude there is no evidence
 
that there is any difference in mean tree height growth

after 5 years due to species with 95% confidence, and
 

(2) Reject H0 and accept HI and conclude that there is a
 
difference in mean tree height growth after 5 years due
 
to scalp size with 95% confidence.
 

5. Split-plot
 

In some factorial experiments the researcher may find it more con
venient to apply some treatments to large plots and other treat
ments to small plots. The idea is to apply major (whole plot)

treatments at random to a set of replicated plots using a C.R.D.,

R.B.D. or L.S. 
 Each whole plot is then subdivided into a number

of split-plots and the minor treatments are applied at random once

within each whole plot. Such an experiment generates two error
 
terms, a whole plot error having low precision and a split-plot

error having higher precision. This is due to the restricted ran
domization which was placed on the split-plot treatments (nesting

the minor treatments within each major treatment). These error
 
terms are usually higher order interactions that are assumed not
 
to be significant. The model describing the fixed effects acting

on an individual observation of the response variable, y, in a
 
R.B.D. is:
 

Yijk = A + ri + A. + ei + Bk + ABjk + 6 ijk 

where Yijk = response variable i = 

= population mean effect k =1,...,b 

ri = ith block effect 

Aj = jth factor A (whole plot) effect 

ei, = whole plot random error 
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Bk = kth factor B (split plot) effect 

ABjk = factor A x factor B interaction effect 

6 ijk = split plot random error 

Assumptions:
 

'' J
ei, r-_1 NID ( 0, 2e )6ijk NID ( 0, 26 ) 

r a b ab
 
Ti = 0 , Z Aj = 0 , Z Bk = 0 and Z Z ABjk =0
 

i j k jk
 

ANOVA Example # 5
 
Split-plot in a R.B.D.
 

The seeds from three (3) tree species were planted on sites that were
 
prepared by four (4) different methods. The latter constituted the
 
whole plots which were replicated in three (3) blocks. Tree species
 
were assigned at random to the three subplots within each whole plot.
 
The field layout appears below with capital letters representing the
 
site preparation (whole plot) methods applied at random once in each
 
block designated by Roman numerals and lowercase letters for tree
 
species applied at random within each whole plot. Seedling counts
 
made at the end of the first growing season are also included.
 

I II III
 

a c b c b a b a c
 
A 85 123 104 B 70 63 45 D 75 56 86
 

c a b b c a c b a
 
B 83 51 67 C 114 139 81 A 134 115 94
 

a b c c a b a c b
 
D 31 54 73 A 107 60 88 C 121 178 153
 

b c a a b c b c a
 
C 134 158 102 D 20 33 49 B 98 117 79
 

Determine whether site preparation method, tree species and their
 
interaction yield mean seedling counts that are different from each
 
other with 95% confidence.
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SOLUTION
 

Hypotheses:
 

(1) H0 A, = All = A,,, versus Hi : not H0 

(2) H0 : IsP1 = AsP2 = ASP3 = AsP4 versus Hi : not H0 

(3) H0 : N = AB = tc versus : not HHI 0 

(4) H0 : /x= 0 versus H, : not H0 

Calculations:
 

Site Preparation

Blocks A B D
C Subtotal
 

I 312 201 39.! 158 1065
 
II 255 178 102
334 869
 

III 343 294 
 452 217 1306
 

Subtotal 910 
 673 1180 477 3240
 

Site Preparation
 
Species A B C 
 D Subtotal
 

a 239 175 304 107 825
 
b 307 228 162
401 1098
 
c 364 270 475 
 208 1317
 

Subtotal 910 673 477
1180 3240
 

C.T. = (3,240)2 / 36 = 291,600 

SSTotat = 852 + 1232 + -.. + 1172 + 792 C.T.-
= 341,576 - 291,600 = 49,976 

SSBtock = + 8692 + 1,3062) / (1,0652 12 C.T.
 
= 299,585.17 - 291,600 = 7,985.17 

SSPrepn = (9102 + 6732 + 1,1802 + 4772) / 9 - C.T. 
= 322,328.67 - 291,600 = 30,728.67
 

SSWhote = (3122 + 2552 + + 1022 + 2172) / 3... - C.T. 
= 330,697.33 - 291,600 = 39,097.33 

SSError a) = SSWhote - SSatock - SSprep 

= 39,097.33 - 7,985.17 - 30,728.67 383.50= 

http:30,728.67
http:7,985.17
http:39,097.33
http:39,097.33
http:330,697.33
http:30,728.67
http:322,328.67
http:7,985.17
http:299,585.17
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SSptt SSTotat - SSWhoLe 

= 49,976 - 39,097.33 = 10,878.67 

SSspecies - (8252 + 1,0982 + 1,3172) / 12 - C.T. 
= 301,726.5 - 291,6U0 = 10,126.50 

2SSsubitt = (2392 + 307 + .... + 1622 + 2082) / 3 - C.T. 
= 333,058 - 291,600 = 41,458.00 

SS SpxPr =SS Subptt - SSprepn - species 

= 41,458.00 - 30,728.67 - 10,126.50 = 602.83 

SSError b) = SSspi t SSSpecies - SSspxPr
 

= 10,878.67 - 10,126.50 - 602.83 = 149.34
 

ANOVA table
 

Source SS DF 
 MS F-ratio
 

Block 7,985.17 2 3,992.58 62.46 (1)
 
Prepn 30,728.67 3 10,242.89 160.24 (2)
 
Error a) 383.50 6 63.92
 

Species 10,126.50 2 5,063.25 542.68 (3)
 
Sp x Pr 602.83 6 100.47 10.77 (4)
 
Error b) 149.33 16 9.33
 

Total 49,976.00 35
 

Rejection Rules:
 

(1) Reject H0 if Fc = 62.46 > F2,6,0. 01 = 10.9 

(2) Reject H0 if Fc = 160.24 > F3,6,0.0 1 = 9.78 

(3) Reject H0 if = 542.68 > = 6.23Fc F2, 16,0. 0 1  

(4) Reject H0 if F, = 10.77 > F6, 16,0. 01  = 4.20 

Conclusions:
 

In all cases H0 is rejected and HI is accepted and conclude
 
that there is a difference in mean seedling count after one
 
year due to blocks, site preparation method, species and a
 
site preparation x species interaction with 99% confidence.
 

http:49,976.00
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6. 
Nested or hierarchical
 

In 
some factorial experiments every level of one factor does NOT
occur with every level of every other factor. For example a factory
may have five machines, each having four heads which are unique to
that machine; 
a city may have three schools, each having ten classes
with a unique set of students; a forested area having a single tree
species may contain four sites, each having three plots containing
a unique set of trees. 
 In the latter example plots are nested within sites and trees are nested within plots. 
The trees are unique to
each plot and the plots are unique to each site since the trees cannot be moved from one plot to another and the plots cannot be moved
from one site to another. Suppose we assume a C.R.D. and five tree
heights are measured on each plot. 
 The statistical model would be:
 

Yfjk = A 
+ S i + PJ() + ek(Ij)
 

where Yijk = 
tree height in meters 
 i = 

= population mean effect 
 k =1,...,5
 

Si = ith site effect
 

Pi(i) 
= jth plot effect within the ith site
 

ek(ij ) = random error 

To illustrate the effect of nesting on the analysis of variance
and associated F-tests 
(indicated by loops and arrows) two ANOVA
tables are shown, one crossed and the other a nested-factorial:
 

Crossed 
 Nested 

Source DF Source DF 

Sites (S) 
Plots (P) 
S x P 

3 
2 
6 

Sites (S) 
Plots/Sites 
Error 

3 
8 

48 
Error 48 

Total 59 
Total 59 

Note: 
The nesting of plots within sites results in a situation
where the main effect due to plots and the site 
by plot
interaction term cannot be separated.
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ANOVA Example # 6
 
Nested-factorial in a C.R.D.
 

A tree farmer wants to compare the effects of four sites and three
 
plots within each site on the height growth of existing pine trees.
 
Five trees are selected at random from each plot for height measure
ment in meters. Given the data below:
 

Site
 
A B C D 

Plot Plot Plot 
1 2 3 1 2 3 1 2 3 1 2 3 

15 11 16 17 22 11 13 19 14 10 12 15
 
12 10 17 14 18 10 10 22 12 11 14 19
 
11 9 13 15 15 13 12 17 17 9 10 13
 
13 8 14 16 14 8 11 14 19 12 11 16
 
8 10 15 12 16 12 14 18 13 8 13 17
 

59 48 75 174 85 54 60 90 75 50 60 80 
- - --.. .I -	 182-- 213-- 225 --	 190--


Determine whether sites and plots within sites yield mean tree
 
heights that are different from each other with 95% confidence.
 

SOLUTION
 

Hypotheses:
 

=
(1) H 0 	: AA /B = 4C P., versus H,: not H0 

= =
(2) H 0 : 1 A2 /3 versus Hi: not H0 

Calculations: 

C.T. = (810)2 / 60 = 10,935 

Total SS 	= 152 + 122 + ... + 162 + 172 - C.T. 
= 11,600 - 10,935 = 665.00 

Site SS 	= (1822 + 2132 + 2252 + 1902) / 2.5 - C.T. 
= 11,014.53 - 10,935 = 79.53 

Plot/Site 	A SS = (592 + 482 + 752) / 5 - (182)2 / 15 
= 2,282 - 2,208.27 = 73.73 

http:2,208.27
http:11,014.53
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Plot/Site B S8 = (742 + 852 + 542) / 5 - (213)2 / 15 
= 3,123.4 - 3,024.6 = 98.80
 

Plot/Bite C SS (602 902
= + + 752) / 5 - (225)2 / 15 
= 3,465 - 3,375 
= 90.00
 

Plot/Site D SS = 602 +
(502 + 802) / 5 - (190)2 / 15 
= 2,500 - 2,406.67 = 93.33 

Now sum all of the above Plot sums of squares within each
 
site to obtain:
 

Plot/Site SB = 73.73 + 98.80 
+ 90.00 + 93.33 = 355.86
 

Error SS = Total SS - Site SS -
 Plot/Site SS
 
= 665.00  79.53 - 355.86 = 229.61 

ANOVA table
 

Source SS DF 
 MS F-ratio
 

Site 79.53 3 26.51 - 0.60 (1)
Plot/Site 355.86 
 8 44.48 9.30 (2)

Error 229.61 48 
 4.78
 

Total 665.00 59
 

Note: 
 The F-ratios are constructed as follows:
 

Fsite = 
26.51 / 44.48 and FPOtZsit = 44.48 / 4.78e 


Rejection Rules:
 

(1) Reject H0 if PC = 0.60 > F3 , 8 0 . 05 = 4.07 

(2) Reject H0 if = 9.30 >FC F8,48,0.05 2.14
 

Conclusions:
 

(1) Fail to reject H0 and conclude there is no evidence
 
that there is any difference in mean tree heights due
 
to sites with 95% confidence.
 

(2) Reject H0 and accept Il and conclude that there is adifference in 
mean tree heights due to plots within
 
sites with 95% confidence.
 

http:F8,48,0.05
http:2,406.67
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Homogeneity of Variance
 

One of the inost important assumptions underlying any analysis of
 
variance is the fact that the variation associated with the obser
vations within each treatment or group is similar. This condition
 
is necessary so that a pooled error term can be calculated which
 
is used as the denominator of the F-test. There are three tests
 
available to verify homogeneity of variance, namely:
 

1) Bartlett's test
 
2) Hartley's F-max test
 
3) Cochran's test
 

By far the most commonly-used test is the first one. Be aware
 
that most statistical packages on a computer either do not have
 
these tests or they are not routinely used. Therefore I will pre
sent the details for the first test only.
 

Bartlett's Test
 

Hypotheses:
 

2 	 2 2 
HO : 1 = C2 = .... at 

Hi : at least one of variances different from the others
 

Calculations:
 

2 t t 2 
M= (( ln s0 t ) Z (n, - 1) - Z (n, - 1) lns 1 ) /C

ii 

2 t 2 t 
where SpooL = ZE (n, - 1) si ) / Z (n i - 1)

i 	 i 

t 	 t 
( SS) / ( df)

i 	 i 

C = correction factor 

1 + ( 	 t
Z (ni - l) "I-1 (E 

t 
(n i -. i) )-I) 3 (t 1 ) 

i i 
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t = number of treatments or groups

in = natural logarithm
 

Rejection Rule:
 
2
 

Reject H0 if Mc > t-1,1-a
 

Multiple-Comparison Procedures
 

Whenever an ANOVA F-test for the comparison of population means is

found to be statistically significant we do not know which means
 
are different and by what magnitude. We only know that one or more
of the means is different from the rest. 
 To further investigate

the nature of these differences the researcher may be interested
in specific comparisons between means before 
(a priori) or after

(a posteriori) the data are collected. There are a number of available procedures ranging from the liberal to the conservative based
 
on the number of significant differences detected. They are:
 

1) LSD (Least Significant Difference) approach

2) Dunnett's t
 
3) Tukey's procedure

4) S-N-K (Student-Newman-Keuls) method
 
5) Duncan's Multiple Range test
 
6) Scheffe's method
 

Note: 
 both the S-N-K and Duncan procedures are sequential meaning

that the numerator degrees of freedom associated with the

Studentized Range distribution are modified based on 
the
 
number of means 
in the range of means being tested.
 

Methods 1 and 2 are 
used when comparing all treatments against a
control. Method 1 is basically a modified t-test, i.e. the pairwise absolute differences between each treatment and the control
 
mean is compared with the quantity (LSD):
 

tv,1.- s_ - where v = error df
 
Yi - YC,
 

Method 2 is similar to Method 1 but utilizes a special table of
Dunnet's t-values in place of Student's t-values. The error rate
 
per experiment ,i.e. the probability of 1 or more significant com
parisions among the means given no real difference in the popu
lation, is controlled with Method 2 but not with Method 1.
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Methods 3, 4 and 5 utilize a Studentized Range table whose values
 

qt,v,a = R / S 

where t = sample size (number of means) for range R
 
v = error df
 
a = probability level
 

are multiplied by the standard error of a treatment mean, s_
 

which is equal to / (Erro- MS / n) where n = common yi 

sample size per treatment or group. 

These products are then compared to all possible pairwise differ
ences between ranked treatment means displayed in a two-way table.
 

When a researcher is more interested in making comparisons between
 
means other than pairwise, these contrasts are generally tested
 
with Method 6. Also when no control exists or there are an unequal

number of observations per subclass Method 6 should be used.
 
Contrasts of the form:
 

t _ t 
E ciYi where E c i = 0 
1 i 

are constructed and their absolute values are compared to the
 
square root of the quantity (a product of four terms):
 

t 2 
(t - 1) Ft.10v0, (Error MS) ( Z c i / n ) 

i 

With all methods if the pairwise differences between means are
 
greater than the products mentioned above then those differences
 
are statistically significant. The results of these comparisons
 
are generally summarized by underscoring with lines those ranked
 
means which are not significantly different.
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Chi-Square Tests
 

When categorical data (counts or frequencies assigned to classes)

need to be analyzed the Chi-Squared test statistic is often used.

Usually the data are displayed in a r x c two-way contingency table
 
or cross-tabulation. Each cell contains an observed count and the

margins of the table usually include the row and column subtotals.
 

Factor Factor B 
 J Row 

A 1 2 3 Totals
 

1 a b c 
 a 4-b +c
 

2 d 
 e f d+e+f
 

Column II a + d b + e c + f II grand total 
Totals 

Hypotheses:
 

H0 : 2 or more multinomial distributions are identical,
 
i.e. 	homogeneity
 

OR
 
no association between 2 or more multinomial dis
tributions, i.e. independence
 

Hi : not H0 

Test statistic:
 

2 r c 	 2 
= z ( o -Ei j 

where 	 OU = observed cell count or frequency
 

Eij = expected cell count or frequency
 

(row totali) (column total) / grand total 

r = number of rows (Factor A classes) 

c = number of columns (Factor B classes) 

Rejection rule:
 

2 2
 
reject H0 if N > X(r-1)(c-1),u
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Chi-Square Example 

Suppose a number of randomly selected forest stands were classi
fied into three (3) soil groups and three (3) forest cover types.
Given the following tabular observed counts: 

Soil Forest Cover Type j Row 

Group I II III Total
 

A 27 48 62 137
 

B 38 51 90 179
 

C 85 103 116 304
 

Column Total iF 150 202 268 If620
 

Determine if there is any linear association between soil group
 

and forest cover type with 90% confidence.
 

Hypotheses:
 

H0 : no association between forest cover type and soil
 
group distributions, i.e. independent
 

Hi : forest cover type distributions differ by soil group
 

Calculations:
 

2 
X = (27 - 33.145)2/ 33.145 + (48 - 44.635)2/ 44.635 

+ (62 - 59.219)2/ 59.219 +. ..... + 

(103 - 99.045)2/ 99.045 + (116 - 131.406)2/ 131.406 

1.139 + 0.254 + 
.... + 0.158 + 1.806 = 8.898 

Relection rule: 
2 2
 

reject HO if XC > X4,0.10 = 7.78
 

Conclusion:
 

Reject H0 and accept H, and conclude that there is a
 
difference between forest cover type distributions due
 
to soil group with 90% confidence.
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Model Building
 

Models are simplified abstractions or descriptions of reality.
They are idealizations because they are 
less complicated than
reality (states, objects or events) and hence easier to 
use.
 

Types of Models
 
Iconic: a representation of a state, object or event with only a
transformation in scale (looks what it represents), 
i.e. maps,
photographs, floor plans, flow charts.
 

Analogue: 
a model by which one property is used to represent another, i.e. graphs, contour line maps.
 

Syibolic: a depiction of a state, object 
or event in which symbols are 
used to represent properties, i.e. mathematical models.
 

Whenever researchers are interested in explaining past values
or predicting future values of a chosen dependent variable the
building of a model is required. The construction of models
enables researchers to develop relationships between facts 
so
that we can accumulate knowledge about reality which the 
complexity of reality tends to hide.
 

Steps in Model Building
 

1) clearly state your purpose for building a model
2) define your population and state the underlying assumptions
3) identify your dependent and independent variable(s)

4) collect the paired data => 
sampling methods
5) formulate the possible functional relationships between
Y and Xs using prior knowledge, creativity and intuition
6) estimate the regression coefficients of the model
7) check for violations of underlying assumptions

8) check for "proper" model behaviour

9) attempt to invalidate the model with a test data set
 
If unsatisfactory results are obtained at steps 7) or 8) the
model builder may return to step 5) and proceed to further im
prove or refine the model.
 

Note: 
most models in natural resources are probabilistic and
not deterministic so no cause-effect interpretations should be
 
made.
 

Errors in Models
 

Errors can occur due to: 
 a) measurement
 
b) sampling
 
c) misspecification
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Mistaken Causality
 

It was once said at the turn of this century that English people
 
(X) living in neighborhoods with heavy soot-fall were more likely
 
to get tuberculosis (Y) than those in areas having light soot-fall.
 
This supposition was, in later years, shown to be false by medical
 
research because X was neither necessary nor sufficient for Y. Yes
 
a change in X accompanied a change in Y but there was no causal re
lationship. A prediction could nonetheless be made. Subsequent
 
research showed that diet deficiencies produced tuberculosis. The
 
following loose chain of events had occurred:
 

a) dietary deficiencies => low-income groups
 
b) low-income groups => low-rent areas
 
c) low-rent areas => heavy soot-fall
 

Examples of Models
 

Mathematical models are used in many disciplines from economics
 
to chemistry to marketing to forestry to agriculture. Many ad
jectives can be placed in from of the word "model". Examples of
 
these are:
 

a) dynamic-equilibrium
 
b) maximization-minimization
 
c) iterative-recursive
 
d) input-output
 
e) sequential
 

Model Building Methods
 

One of the most common models in forest mensuration is a tree
 
volume equation. As we all know the volume of a tree can only
 
be measured correctly if it is cut down. However this action
 
kills the tree. In addition it is expensive to section a felled
 
tree, calculate the section volumes and add them together. So
 
both the destruction of the organism and the expense of measure
ment lead the researcher to derive a better solution to the pro
blem, namely develop a tree volume equation. Here, tree diameter
 
and height (independent variables) are functionally related to
 
tree volume (dependent variables). The functional relationship
 
may be linear or nonlinear and this formulation influences the
 
choice of methods for estimating the regression coefficients.
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Type of Method for
 
Functional Estimating
 

Relationship Coefficients
 

Linear 	 1) Least Squares
 
2) Maximum Likelihood
 

Nonlinear 1) Simplex algorithm
 
2) Gauss-Newton iteration
 
3) Marquardt's Compromise
 

Note: 	in model building there is always a tension between a quest

for simplicity and a need to obtain high precision.
 

Method of Least Squares
 

This procedure fits a linear equation to a set of observations
 
such that the sum of the squared differences between the obser
ved and predicted Ys is a minimum, in other words:
 

n 2 	 n 2 
Q 	 min = min Z ( Yi - yi ) (2)
i 	 i 

For the special case of one independent variable (p = 2) the
 
equation for 	a straight line is of the form:
 

Yi = b0 + b1 (xi) 	 (3) 

Assumptions:
 

1) Xs 	are fixed and known without error (Type I model)

2) Xs 	and Y are bivariately Normally distributed
 

3) ei x- NID (0, c ) 

If equation (3) is substituted into equation (2) and we take the
partial derivative of Q with respect to b0 and bi and set eachof these derivatives equal to zero, we will form a system

of two equations in two unknowns. The unique solution to this
 
system of normal equations is:
 

b1 = SPXY / 	 SSX and 	 b0 = y - b, (x) 
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To obtain a measure of reliability of the prediction or fore
casting power of equation (3) the standard error of the estimate
 
(SEE) or standard deviation about regression must be calculated
 
by taking the square root of the expression below:
 

2 n 2 	 n A 2
sy.X 

i 
e, / (n - 2) = 

1
. (yi- Y ) / (n -2) 

- Residual M.S. = (Total SS - Reg SS) / (n - 2) 

= (SSY - b I S ) / (n - 2) 

Linear Regression Calculations
 

The following seven (7) steps encompass all the necessary calcu
lations associated with the construction of a linear regression

equation, measures of its reliability and the testing of hypo
theses.
 

1) 	Obtain five uncorrected sums of squares:
 

2
Sx , E x y , Ey 2 ,xy 

2) 	Obtain three corrected sums of squares:
 

2SS X = x - ( Z x ) 2/ n 

2
SSy= E y - ( r,y ) 2/ n 

S pxy= xy -( x )( y )/n 

3) 	Calculate the simple correlation coefficient, r
 

r = 	 SPXY / SS x SSy 

4) 	 Calculate the regression coefficients, b0 (Y-intercept) 
and b, (slope) 

b = SPXY / SSX and b0 = y - b I (x) 
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5) 
Calculate the standard deviation about regression, s
 
(or standard error of estimate = > SEE) 
 YlX
 

SEE 	 = . (SS y - b i SPxy ) / (n - 2) 

6) 	Calculate the standard errors associated with the regres
sion coefficients
 

Sb 
0
= (SEE) J( l/N+X 2 /SS X) 

sb = (SEE) ( l/SS X ) 

With these standard errors Student's t-tests can be con
structed to check hypotheses about whether either the
 
slope or y-intercept is significantly different from zero.
 

Note: 
Be aware that both the regression coefficients, b0

and bl, as well as SEE have units associated with
 
them. 
The units of SEE and b0 , the y-intercept, are 
the same as those of Y while the units of b I are 
such that the product of it times X yields the same
 
units as Y.
 

7) 	 Construct an analysis of variance table to test the hypo
thesis H0 : no significant straight-line relationship of 
Yon X. H0 is rejected when Fc > FFp-l,n-p0a 

ANOVA Table
 

Source 	 SS 
 DF MS 	 F
 

Regression b1SPxy p 	 2 

xy - 1 s Peg MSReq 

MSError

Residual 
 SSe n - p S2yIx
 

Total 	 SSy n - 1
 

where p = number of regression coefficients
 

SSe	 =SSy 
- ( 	 b, ) SPxy 
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Regression Example
 

Forty-one open grown blue pine trees were selected at random from
 
a prespecified location in Swat District, Pakistan and the crown 
width (CW) in meters and DBH in cm were recorded for each tree. 
Assuming that the data come from a Normal population and the re
lationship between the two variables is CW = b0 + b, (DBIH) 
then using the method of least squares:
 

DBH CW DBH CW DBH CW
 

17.2 4.0 27.4 5.0 12.4 2.6
 
32.7 5.7 31.5 4.3 45.8 7.6
 
40.3 7.2 37.5 7.2 12.5 3.0
 
47.0 9.0 15.1 3.1 13.9 3.4
 
42.6 7.5 10.3 2.4 28.3 5.1
 
10.7 2.7 24.9 5.0 2.4 1.5
 
8.2 2.3 5.7 1.3 6.1 1.9
 
9.1 2.4 10.3 3.2 9.6 2.3
 
5.2 1.9 11.7 2.4 3.0 1.4
 
2.0 1.1 1.4 1.0 22.6 4.8
 

17.7 3.9 19.6 4.5 45.5 6.6
 
54.9 9.4 1.8 1.2 63.5 11.3
 
33.1 6.4 36.5 5.9 7.3 1.9
 
31.3 4.5 16.2 3.1
 

a) Calculate the simple correlation coefficient between CW and
 
DBH
 

b) Calculate the regression coefficients, b0 and bI
 

c) Calculate the standard error of the estimate, SyIx
 

d) Calculate the standard errors associated with b0 and bI
 

Calculations:
 

From the data given above (x=DBH and y=CW)
 

Z x = 874.8 Z x2 = 29,286.48
 

Z y = 171.0 E y2 = 968.12 Z xy = 5,262.64 

SS x = 29,286.48 - (874.8)2 / 41 = 10,621.235 

SSy = 968.12 - (171.0)2 / 41 = 254.925 

SPXY = 5,262.64 - (874.8) (171.0) / 41 = 1,614.084
 

http:5,262.64
http:29,286.48
http:5,262.64
http:29,286.48
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r= 1,614.084 / (10,621.235)(254.925) = 0.98 

b =1,614.084 / 10,621.235 = 0.15197 m/cm 

b 0 (171.0/41) - 0.15197 (874.8/41) = 0.928 m 

syl = / (254.925 - 0.15197 (1,614.084)) / 39 

- / 9.6326 / 39 = 0.5 r 

Sb 0" = (0.5) / ( 1 / 41 + 21.3362 / 10,621.235 

= 0.130 m 

s b (0.5) / 110,621.235 = 0.00485 m/cm 

The final results would be reported as follows:
 

Hypothesis testing:
 

H0 : all B. = 0 versus Hi : one or more B i not = 0 

ANOVA Table
 

Source SS 
 DF MS 
 F
 

Regression 245.292 1 245.292 
 981.17**
 

Residual 9.633 
 39 0.25
 

Total 254.925 40
 

Regression equationPresentation:
 

CW = 0.928 + 0.15197 (DBH) 
(0.130) (0.00485) 

n =41 R 2 = 0.96 s YI = 0.5 m 
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Multiple Linear Regression
 

When a functional relationship is hypothesized between Y and two
 
or more Xs there will exist a multitude of possible linear and/or
 
nonlinear mathematical models. The possible forms of these models
 
are based on 1) ad hoc procedures (guess work),
 

2) intuition and creativity,
 
3) prior experience, or
 
4) known biological principles.
 

The immediate question that arises is HOW does a biological model
ler select the "best" regression equation from a larger set?
 
There are three available approaches namely:
 

1) all possible regressions
 
2) stepwise regression
 
3) forced fit
 

Note: 	the arrow on the left hand side indicates increasing control
 
on the part of the researcher in the model building process.
 
There is always an interplay between statistical consider
ations and the cesires of the modeler to determine the
 
final outcome. The question is WHO is in control; the com
puter or you? There should be a balance or harmony.
 

All possible regressions: With this approach all possible 2k com
binations of models are fit to the data and a statistic called
 
Mallow's C is calculated for each submodel as follows:
 p 

Cp = (Error SS, / Error MS) - (n - 2p) 

where 	Error SS = residual SS for submodel i
 
Error MS = residual MS for the full model
 

(all Xs included) 
n = number of observations 
k = number of independent variables = p-1 
p = number of regression coefficients 

Next a scatterdiagram (plot) of Cp values versus p is drawn as well 
as a slanted straight line where Cp = p. The model with the low
est C value below this slanted line and having the smallest p 
is chosen. 

Stepwise regression: With this method there are three choices:
 

1) forward selection,
 
2) backward elimination or
 
3) a combination of 1) and 2).
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In each case the modeler specifies criteria (F-values or a levels)
that are used to determine which independent variables (Xs) are added or deleted from the regression equation at any given step. 
 A
s Lr2e X is chosen at each step so as to build an equation whichhas the lowest residual SS 
(or highest regression SS) and the least
number of Xs. 
 This iterative process continues until 
no further
candidate Xs 
can be found.
 

Forced fit: 
 With this approach the researcher subjectively specifies which independent variables 
(Xs) are to be included in the
model and no 
formal objective selection process is used.
 

Summary Statistics and Tests
 
Multiple correlation coefficient 
(R): This unitless quantity is used
to describe the strength of the linear association between a dependent
variable (Y) and several independent variables
by the (Xs). It is calculatedtaking square root of the coefficient of determination and itis usually adjusted for degrees of freedom.
 

Coefficient of determination (R2 ): 
 This unitless quantity represents
the proportion of the variation in Y "explained" or "accounted for"
by the one or more independent variables. 
 It is defined as:
 

R2 = Regression SS / Total SS
 

Hypothesis testing: 
 The F-value in a multiple regression ANOVA
table 
(when p > 2) tests the following hypothesis:
 
H0 : all regression coefficients are equal 
to zero, i.e.
 

there is no linear relationship between Y and the Xs
 
HiI : There is a linear relationship between Y and the Xs
 

Additionally, hypotheses regarding each of the regression coeffi
cients can be formulated and the associated t-tests are as 
follows:
 

10 : Bi = 0 versus iI : Bi not = 0 for i=0,..,p-i
 

tc = bi / sb ti n-p,a 
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Nonlinear Regression
 

With the advent of computers nonlinear regression techniques have
 
gained in popularity over the last 20 years although the necessary
 
mathematics was developed over 50 years ago. Many phenomena in the
 
biological world are truly nonlinear in nature such as mortality
 
functions and sigmoid growth curves. Although these curves can be
 
approximated by linear equations for restricted data ranges only
 
the nonlinear models behave properly over the full data range.
 
The most popular method for obtaining estimates of the regression
 
coefficients is the Gauss-Newton iteration technique. The idea
 
is to specify a set of starting values for the regression coeffi
cients and through a controlled iterative process changes are made 
to these coefficients so that the greatest reduction is achieved 
in the residual SS at any given step. This process continues un
til the residual SS reaches a minimum (either local or global) 
or the number of specified iterations is exceeded. 

Note: 	 the more complex the specified nonlinear model is, the more 
difficult it becomes to: 
a) obtain a unique functional form and 
b) assure that a global minimum residual SS has been found. 

Transformations and interactions
 

Model building is as much an art as it is a science and as such
 
calls on a lot of creativity. Often meaningful transformations
 
such as special functions (log, ln, sin, cos, /, e), powers, re
ciprocals, ratios and products of the Xs as well as the dependent
 
variable (Y) can lead to useful results that are scientifically
 
defensible. There is one commandment that should always be obey
ed when it comes to model building and that is: "Plot your data!". 
Look for trends, discover relationships between your variables and 
quantify the forms of these relationships through knowledge about 
families of curve shapes. 
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Analysis of Covariance (ANCOVA)
 

Sometimes a dependent (response) variable, whose sources of vari
ation are being examined and tested through a 
regular analysis of
variance, must be adjusted for the presence of some confounding
control variable. For example, take the case of a pine seedling

height growth study in which wereseeds collected from various
known sources (parent trees). These seeds were then planted atsevera1 locations covering a range of environmental conditions.
The height growth of the resultant seedlings wiere analyzed three
(3) years later to detect differences between seed sources. It
;,:as kno',n from the 
 start that seed weight significantly infiuen
u-d a seedling initial height growth so these weights as wel as
s;eed 1ig height were recorded. To prevent the draw:ing of false
 
cornc usions the researcher conducted an analysis 
 of covariancee,,herehy the seedl ing heights were adjusted for seed weight and
 
tihse adjusted means were tested for 
significant differences due

seed-o source. Essentially the statistical model is a mixture 
(f a regression and ANOVA model, namely: 

For a C.R.D.: 

yij = + b, (xi. - x) + a i + ei, 

where yi = response variable i = 

p= population mean effect
 

bi = regression coefficient
 

x= covariate (control variable)
 

a i = ith treatment effect 

ei = random error 

Once the dependent variable has been "regressed on" the covariate
and the treatment subtotals have been adjusted the ANOVA table and

hypotheses to be tested are the same as before. 

The analysis of covariance is also used by growth model builders 
.._.nc- the same functional relationship has been fit to several sets
of data, e.g. different species groups, and the researc-her wishes 
to test the hypothesis that their slopes and/or Y-intercepts are

Iud If 
mede er would proceed to combine 

l . such hypotheses are tested and not rejected then the 

o! 
the data sets and form a family

curves represented by one common regression equation instead of 
may. 
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Manuscript Reviews
 

It is the professional responsibility of every researcher to re
view the scholarly activities of his/her peers whenever you are 
asked to do so. Such reviews are hard work, require time to do 
a good job, and provide few personal rewards. Most requests for 
reviews are specific in nature and the author(s) usually want a 
response within four (4) weeks. If you cannot do so they usually 
ask you to return the manuscript. The nature of a technical re
view should be such that you treat your peer as you would want 
him/her to treat you, i.e. be constructive not destructive in 
your criticisms. You will discover that to provide a helpful 
review requires both patience and skill which are n ot instantly 
acquired. The main points or issues of concern in any review 
are 	usually written in a cover letter and the specific details
 
are 	often denoted in the margins of the manuscript. Also, the 
editors of journals will ask your advice as to whether or not
 
the manuscript should be published:
 

1) 	_ essentially as is. 
2) 	 _ only after minor revisions. 
3) 	 _ only after major revisions. 

4) 	 _ not acceptable. 

Here are the main questions that you should ask yourself as you
 
examine any manuscript:
 

TITLE 

1. 	 Is it clear and definitive, i.e WHAT, HOW, WHY, WHERE?
 
2. 	 Is it too long?
 

ABSTRACT or SUMMARY
 

1. 	 Doez it explain briefly what was done?
 
2. 	 Does it report what: results were obtained?
 
3. 	 Has the "main thrust" or "big idea" been stated well? 
4. 	 Are the keywords appropriate? 

INTRODUCTION 

I. 	Does it justify the publication, i.e state the reason(s)
 
for doing the research?
 

2 What is the problem or difficulty and who cares?
 
3. 	 Has the purpose or objective been clearly stated?
 
4. 	 Is the reader told what to expect in the balance of the
 

publication (is the stage set)?
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METHODS 

1. 	 Does it describe clearly and completely what was done?

2. 	 Does it contain all the information necessary for inter

preting and evaluating the results?
 
3. 	 Is there a 1:1 correspondence between the given methods
 

and the objectives, i.e. 
are 	they a logical outcome of
 
the 	objectives? 

4. Is irrelevant detail or information present that could
 
better be presented elsewhere or omitted entirely?
 

RESULTS AND CONCLUSIONS 

1. 	 Does the author state clearly what was found?
 
2. 	 Are any interpretations given?

3. 	 Are the conclusions and recommendations based on facts
 

or fiction (conjecture)?
 
Is there a clear distinction between conclusions and

inferences?5. Are the conclusions and recommendations reasonable?
 

TABLES 

1. 	Are they well conceived and clear?
 
2. 	 Are they self explanatory or is associated text required
 

for understanding?

3. 	Are they all necessary and if so, are there too many in a
 

row 	 so that the reader 
4. 	

looses his/her train of thought?
Do they help the reader to better understand the llanu
script?
 

PH{OTOGRAPIIS 

1. 	Are they clear and in sharp focus?
 
2. 	 Does each one illustrate the intended point?
3. 	 Are any poor land-management practices shown unintention

ally? 
4. 	 Are safety rules being violated in them?
 

MAPS, CHARTS, AND GRAPHS 

1. 	Are they presented in the best possible way, i.e. labels,

symbols, legend, captions, scale?
 

2. 	Are they readily understandable, i.e. distortion-free,
 
not 	confusing, relevant? 

3. 	 Do they really improve the manuscript? 
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GENERAL
 

1. Is the organization of the manuscript logical?
 
2. Is the writing clear, simple and direct?
 
3. Is there proper use of notation, symbols, terminology?
 
4. Is the tone suited to the intended audience?
 
5. Does the paper have unity and coherence? 
6. Are there any irrelevant parts?
 
7. Does the author's "big idea" dominate?
 

Writing for Publication
 

As you know the best information is useless unless it is communi
cated to someone who can use it (your client(s)). The manner in
 
which you "tell" your story is very important and should be given 
a great deal of thought. 7What are the priLnciples of good scien
tific writing? 
Research communications take many forms but let us focus on two: 
publicntions and file reports. In a publication you "communicate" 
while in a file report you "record". It is similar to the differ
ence between a warehouse and a showroom. The purpose of a ware
house is to store things; the purpose of a showroom is to display
things and makie them readily available. Although both buildings 
may house the same kind of material, they are constructed and used 
in entirely different ways. So it is with office reports and pu
blications: one is intended to store information; the other to 
make it readily available. Therefore, their appearance, form and 
size are different. 
How do we start? We start by forming an outline but before this 
task can be accomplished three pertinent questions must be asked, 
namely: 

1. What have I found? 
2. What does it mean?
 
3. Who cares-and why?
 

When these questions have been answered you are ready to write!
 
Think of the writing as the planning, execution and reflection of
 
an extensive trip. A lot of planning is usually done before going
 
on any long trip. Here are the main headings and questions that
 
you would ask yourself with regards to such a proposed trip: 

INTRODUCTION (like an invitation)
 

1. WHY are you going on the trip?
 
2- WHERE are you going?
 
3. HOW are you going to get there?
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Keep the introduction brief. You should be able to say all that
 
needs to be said in two paragraphs.
 

C £C ECTIVES 

1. WHAT do you expect to learn from your trip?
 

METHODS or PROCEDURES
 

1. 	WHAT "baggage" will you need for the trip?
 

This section should provide the reader with the necessary inform
ation to a) understand and interpret the results, and
 

b) judge the validity of the results. 

DOs and DON'Ts for eliminating "excess baggae. 

1) Don't get carried away with the baggage and forget about the 
trip itself.
 
Caution: Don't get carried away with telling what you did. 
The reader will be more interested in your results than in 
how you got there. 

2) 	 Don't make your fellow traveller (the reader) carry any more
 
baggage than is necessary. 

3) 	 Don't make your fellow traveller carry things throughout the
 
trip that can be picked up along the way.
 

,) 	 Don't drag your reader through all your pitfalls, detours and 
dead-ends while on the road. Just get straight to the point. 

5) 	 Do list all the facts and figures involved in setting up and
 
carrying out your study and then decide which are important
 
and 	 should be included and which are not. 

RESULTS and CONCLUSIONS
 

1. 	 WHAT happened on your trip?
 
2. WHAT does it mean (So what)?
 

This is the most important part of your publication. You want to
 
tell the reader what you learned but without drowning him/her in 
a sea of statistics. Often a few selected facts and figures will
 
achieve more and be retained longer than huge amounts of numbers.
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DOs 	and DONiTs
 

1) 	Don't let the reader interpret the contents of tables, charts
 
and figures. You tell the reader!
 

2. 	Tables And figures are like exhibits at a trial; they supple
ment arguments but do not replace them.
 

3) 	Don't dump the results on the reader but arrange them in some
 
logical order.
 

4) 	Take the most direct route and avoid going off at tangents.
 

5) 	Treat statistics with discretion and present only that level
 
of detail necessary to have the reader understand your major
 
message.
 

6) 	Avoid abrupt cutoffs and rambling fadeouts when ending your
 
manuscript.
 

Some Writing Style Tips
 

1) 	Why take twenty (20) words to convey an idea when five (5)

will do. Avoid wordiness; brevity is the order of the day!
 

2) Make liberal use of action verbs, i.e. compare, predict.
 
3) Don't use too many abstract nouns.
 
4) Don't use too many prepositions, i.e. to, of, by, etc.
 
5) Don't use too many adjectives and adverbs.
 
6) Use more conjunctions, i.e. moreover, furthermore, however,
 

but, although.
 
7) Use the active not passive voice, i.e. "the author measured
 

the trees" not "the trees were measured".
 
8) Don't use indefinite antecedents, i.e. use nouns instead of
 

pronouns unless the linkage is clear.
 
9) Don't be careless with words and don't promote ambiguity.
 
10) The use of acronyms is OK provided they are defined.
 
11) Do use proper notation, symbols and terminology.
 
12) Avoid roundabout statements, i.e. don't say things the hard
 

way.
 
13) Tables, figures and graphs can be placed in the body of the
 

text as well as on separate pages each with its own frontis
piece.
 

14) Functions and equations can be presented as tables.
 
15) Place as many tables and graphs as you like in the body of
 

your text provided the reader does not lose continuity of
 
thought.
 

16) You can use the first person instead of being impersonal.
 
17) Avoid the use of words with vague meanings like "evaluate",
 

"access", "develop", "perform" and repeated use of common

words like "shown", "made", "are", "used", "indicate". 
Seek liberal assistance from a thesaurus and use a variety
 
of words having the same meaning.
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la. One sample ... .................. ......... 2 
b. Two sample .......... ..................... 7 

2a. Population Variance Known .......... ............. 3 
b. Population Variance Unknown ... ......... . . . . 5 

3. Z = X -X 
a /-n 

4a. One-tailed test: obtain critical Z value from Student's 
t table with infinity df and given a 
by entry from bottom of table 

b. Two-tailed test: same as above but entry from table top 

5. t c = _x 

s /-nFf 

6a. One-tailed test: obtain critical t value from Student's 
t table with n - 1 df and given a by 
entry from bottom of table 

b. Two-tailed test: same as above but entry from table top 

7a. Unpaired data (independent) ..... ............ 8 
b. Paired data (dependent: use differences) ... ...... 2 

8a. Population Variances Known ................... 9 
b. Population Variances Unknown .... ............ .. 20 

9a. Population Variances Equal ........ ............. 10 
b. Population Variances Unequal .... ............ .. 15 

10a. Equal number of observations/sample .. ........ .. 11 
b. Unequal number of observations/sample .. ....... .13 

11. X- - ( Al - A2 

Zc =2/n 

where n = n, = n 2 

12a. One-tailed test: obtain critical Z value from Student's 
t table with infinity df and given a 
by entry from bottom of table 

b. Two-tailed test: same as above but entry from table top 
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13. 	 Xl- X - ( ttI - -2 ) 

a I (1/n, + 1/n 2 ) 

14a. One-tailed test: 
 obtain critical Z value from Student's
 
t table with infinity df and given a
 
by entry from bottom of table


b. Two-tailed test: same as above but entry from table top
 

15a. Equal number 	of observations/sample .. ........ .16

b. Unequal number 	of observations/sample .. ....... .18
 

16. 
 x- - ( Al - A 2 

Zc = / ( 2 1 + 022) / n 

where n = n I = n 2 

17a. One-tailed test: 
 obtain critical Z value from Student's
 
t table with infinity df and given a
 
by entry from bottom of table
 

b. Two-tailed test: same as 
above but entry from table top
 

18. 	 xl - - ( Al - A 2 

(a21 /nZc _/ , + 0 	 22 /n 2 ) 

19a. One-tailed test: 
 obtain critical Z value from Student's
 
t table with infinity df and given a
 
by entry from bottom of table
 

b. Two-tailed tCest: 
 same as above but entry from table top
 

20a. Population Variances Equal 
.... 
 ............. .21
 
b. Population Variances Unequal 
.... 
 ............ .26
 
c. Don't Know ...... ......................... 
 31
 

21a. Equal number 	of observations/sample.. . ....... .22
 
b. Unequal number 	of observations/sample .. ....... .24
 

22. 	 l- X2- ( Al - tL2 
tC = x 

POOL 2 / n 

where n = n= n2 and S (s2 1 + s2 2 ) / 2. 
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23a. One-tailed test: 	 obtain critical t value from Student's 
t table with 2n - 2 df and given a by 
entry from bottom of table 

b. Two-tailed test: same as above but entry from table top
 

24. 	 l - X - ( I1 - A2t -= _ _ _ _ _ _ _ 

_ Cr 
SPoOL / (1/n i +1/n 2 ) 

(n, - l)s 2
1 + (n 2 - i)s22 (SS I + SS 2 ) 

w h e r e s 0. L = ..-
n I + n 2 - 2 + - 2n I n 2 

25a. One-tailed test: 	 obtain critical t value fror. Student's 
t table with ni + n2 - 2 df and given a 
by entry from bottom of table 

b. Two-tailed test: same as above but entry from table top
 

26a. Equal number of observations/sample .. ........ .27
 
b. Unequal number of observations/sample .. ..... .. 29
 

27. 	 X - X- ( I -A2 
t 

C / (s21 + s 22 ) / n 

where n = n, = n 2 

28a. One-tailed test: 	 obtain one critical t value from Stu
dent's t table with n - 1 df and given
 
a level by encry from bottom of table
 

b. Two-tailed test: same as above but entry from table top
 

29. 	 l - x2 -l - A2 

t./ (s21 / n I + s 22 / n2) 

30a. One-tailed test: 	 obtain two critical t values from Stu
dent's t table, t with - 1 df and 
t 2 with n2 - 1 df and given a level by 
entry from bottom of table and use max 
OR else compute: 

I n I 

2 2 
t = (wl)tl + (w2)t2 wherc wI = S, /n I and w2 = s2 /n 2 

W1 + w 2 

b. Two-tailed test: same as above but entry from table top
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31. 	 Perform Preliminary Test on Population Variances to
 
Determine IF they are different
 

H : a2 Large < smalt 

H1 : 	 2
a g 	 > 2 
• Large 	 > smatt
 

2
Calculate FMax = s Large / s2sma LL 

32. 	 One-tailed test ONLY: 
 obtain 	one critical F value from
 
F table with ni - 1 numerator df, 
n - 1 denominator df and given 
a / 5 level: 

IF fail to reject H0 then pool sample variances 21
 

IF reject H0 and accept Hi then do NOT pool 
sample variances . . . . 26 
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Table 1. Areas of the Standard Normal Distribution
 

Z values
 
Z .00 .01 .02 .03 .04 .05 .06 .07 .08 .09 

0.0 .0000 .0040 .0080 .0120 .0160 .0199 .0239 .0279 .0319 .0359 
0.1 0398 .0438 .0478 .0517 .0557 .0596 .0636 .0675 .0714 .0753 
02 .0793 .0832 .0871 .0910 .0948 .0987 .1026 .1064 .1103 .1141 
0.3 .1179 .1217 .1255 .1293 .1331 .1368 .1406 .1443 .1480 .1517 
0.4 .1554 .1591 .1628 .1664 .1700 .1736 .1772 .1808 .1844 .1879 
0.5 .1915 .1950 .1985 .2019 .2054 .2088 .2123 .2157 .2190 .2224 

0.6 .2257 .2291 .2324 .2357 .2389 .2422 .2454 .2486 .2517 .2549 
0.7 .2580 .2611 .2642 .2673 .2704 .2734 .2764 .2794 .2823 .2852 
0.8 .2881 .2910 .2939 .2967 .2995 .3023 .3051 .3078 .3106 .3133 
0.9 .3159 .3186 .3212 .3238 .3264 .3289 .3315 .3340 .3365 .3389 
1.0 .3413 .3438 .3461 .3485 .3508 .3531 .3554 .3577 .3599 .3621 

1.1 .3643 .3665 .3686 .3708 .3729 .3749 .3770 .3790 .3810 .3830 
1.2 .3849 .3869 .3888 .3907 .3925 .3944 .3962 .3980 .3997 .4015 
1.3 .4032 .4049 .4066 .4082 .4099 .4115 .4131 .4147 .4162 .4177 
1.4 .4192 .4207 .4222 .4236 .4251 .4265 .4279 .4292 .4306 .4319 
1.5 .4332 .4345 .4357 .4370 .4382 .4394 .4406 .4418 .4429 .4441 

1.6 .4452 .4463 .4474 .4484 .4495 .4505 .4515 .4525 .4535 .4545 
1.7 .4554 .4564 .4573 .4582 .4591 .4599 .4608 .4616 .4625 .4633 
1.8 .4641 .4649 .4656 .4664 .4671 .4678 .4686 .4693 .4699 .4706 
1.9 .4713 .4719 .4726 .4732 .4738 .4744 .4750 .4756 .4761 .4767 
2.0 .4772 .4778 .4783 .4788 .4793 .4798 .4803 .4808 .4812 .4817 

2.1 .4821 .4826 .4830 .4834 .4838 .484? .4846 .4850 .4854 .4857 
2.2 .4861 .4864 .4868 .4871 .4875 .4878 .4881 .4884 .4887 .4890 
2.3 .4893 .4896 .4898 .4901 .4904 .4906 4909 .4911 .4913 .4916 
2.4 .4918 .4920 .4922 .4925 .4927 .4929 .4931 .4932 .4934 .4936 
2.5 .4938 .4940 .4941 .4943 .4945 .4946 .4948 .4949 .4951 .4952 

2.6 .4953 .4955 .4956 .4957 .4959 .4960 .4961 .4962 .4963 .4964 
2.7 .4965 .4966 .4967 .4968 .4969 .4970 .4971 .4972 .4973 .4974 
2.8 .4974 .4975 .4976 .4977 .4977 .4978 .4979 .4979 .4980 .4981 
2.9 .4981 .4982 .4982 .4983 .4984 .4984 .4985 .4985 .4986 .4986 
3.0 .4987 .4987 .4987 .4988 .4988 .4989 .4989 .4989 .4990 .4990 

3.1 .4990 .4991 .4991 .4991 .4992 .4992 .4992 .4992 .4993 .4993 
3.2 .4993 .4993 .4994 .4994 .4994 .4994 .4994 .4995 .4995 .4995 
3.3 .4995 .4995 .4995 .4996 .4996 .4996 .4996 .4996 .4996 .4997 
3.4 .4997 .4997 .4997 .4997 .4997 .4997 .4997 .4997 .4997 .4998 
3.5 .4998 .4998 .4998 .4998 .4998 .4998 .4998 .4998 .4998 .4998 
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Table 2. Student's t Distribution 

Probability of a numerically larger t-value 

----------------a level--------------
elf 0.5 0.4 0.3 0.2 0.1 0.05 0.02 0.01 0.001 

1 1.000 1.376 1.963 3.078 6.314 12.706 31.821 63.657 636.619 
2 .816 1.061 1.386 1.886 2.920 4.303 6.965 9.925 31.598 
3 
4 

.765 

.741 
.978 
.941 

1.250 
1.190 

1.638 
1.533 

2.353 
2.132 

3.182 
2.776 

4.541 
3.747 

5.841 
4.604 

12.941 
8.610 

5 .727 .920 1.156 1.476 2.015 2.571 3.365 4.032 6.859 

6 .718 .906 1.134 1.440 1.943 2.447 3.143 3.707 5.959 
7 .711 .896 1.119 1.415 1.895 2.365 2.998 3.499 5.405 
8 .706 .889 1.108 1.397 1.860 2.306 2.896 3.355 5.041 
9 .703 .883 1.100 1.383 1.833 2.262 2.821 3.250 4.781 

10 .700 .879 1.093 1.372 1.812 2.228 2.764 3.169 4.587 

i1 .697 .876 1.088 1.363 1.796 2.201 2.718 3.106 4.437 
12 .695 .873 1.083 1.356 1.782 2.179 2.681 3.055 4.318 
13 .694 .870 1.079 1.350 1.771 2.160 2.650 3.012 4.221 
14 .692 .868 1.076 1.345 1.761 2.145 2.624 2.977 4.140 
15 .691 .866 1.074 1.341 1.753 2.131 2.602 2.947 4.073 

16 .690 .865 1.071 1.337 1.746 2.120 2.583 2.921 4.015 
17 .689 .863 1.069 1.333 1.740 2.110 2.567 2.898 3.965 
18 .688 .862 1.067 1.330 1.734 2.101 2.552 2.878 3.922 
19 .688 .861 1.066 1.328 1.729 2.093 2.539 2.861 3.883 
20 .687 .860 1.064 1.325 1.725 2.086 2.528 2.845 3.850 

21 .686 .859 1.063 1.323 1.721 2.080 2.518 2.831 3.819 
22 .686 .858 1.061 1.321 1.717 2.074 2.508 2.819 3.792 
23 .685 .858 1.060 1.319 1.714 2.069 2.500 2.807 3.767 
24 .685 .857 1.059 1.318 1.711 2.064 2.492 2.797 3.745 
25 .684 .856 1.058 1.316 1.708 2.060 2.485 2.787 3.725 

26 .684 .856 1.058 1.315 1.706 2.056 2.479 2.779 3.707 
27 .684 .855 1.057 1.314 1.703 2.052 2.473 2.771 3.690 
28 .683 .855 1.056 1.313 1.701 2.048 2.467 2.763 3.674 
29 .683 .854 1.055 1.311 1.699 2.045 2.462 2.756 3.659 
30 .683 .854 1.055 1.330 1.697 2.042 2.457 2.750 3.646 

40 .681 .851 1.050 1.303 1.684 2.021 2.423 2.704 3.551 
60 .679 .848 1.046 1.296 1.671 2.000 2.390 2.660 3.460 
.20 .677 .845 1.041 1.289 1.658 1.980 2.358 2.617 3.373 
nf .674 .842 1.036 1.282 1.645 1.960 2.326 2.576 3.291 

------------- a level 

CIE 0.25 0.20 0.15 0.10 0.05 0.025 0.01 0.005 0.0005 

Probability of a larger positive t-value 
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Critical Values of X

2(df,a) Distribution
 
Table 3. 


Probability of a larger value
 
df 0.50 0.40 0.30 0.20 0.10 0.05 0.025 0.01 0.005
 

1 0.45 0.71 1.07 1.64 2.71 3.84 5.02 6.63 7.88
 
2 1.39 1.83 2.41 3.22 4.61 5.99 7.38 9.21 10.60
 
3 2.37 2.95 3.67 4.64 6.25 7.81 9.35 11.34 12.84
 
4 3.36 4.05 4.88 5.99 7.78 9.49 11.14 13.28 14.86
 
5 4.35 5.13 6.06 7.29 9.24 11.07 12.83 15.09 16.75
 

6 5.35 6.21 7.23 8.56 10.64 12.59 14.45 16.81 18.55
 
7 6.35 7.28 8.38 9.80 12.02 1.4.07 16.01 18.47 20.28
 
8 7.34 8.35 9.52 11.03 13.36 15.51 17.53 20.09 21.95
 
9 8.34 9.41 10.66 12.24 14.68 16.92 19.02 21.67 23.59
 

10 9.34 10.47 11.78 13.44 15.99 18.31 20.48 23.21 25.19
 

11 10.34 11.53 12.90 14.63 17.27 19.67 21.92 24.72 26.76
 
12 11.34 12.58 14.01 15.81 18.55 21.03 23.34 26.22 28.30
 
13 12.34 13.64 15.12 16.98 19.81 22.36 24.74 27.69 29.82
 
14 13.34 14.68 16.22 18.15 21.06 23.68 26.12 29.14 31.32
 
15 14.34 15.73 17.32 19.31 22.31 25.00 27.49 30.58 32.80
 

16 15.34 16.78 18.42 20.46 23.54 26.30 28.84 32.00 34.27
 
17 16.34 17.82 19.51 21.61 24.77 27.59 30.19 33.41 35.72
 
18 17.34 18.87 20.60 22.76 25.99 28.87 31.53 34.80 37.16
 
19 18.34 19.91 21.69 23.90 27.20 30.14 32.85 36.19 38.58
 
20 19.34 20.95 22.77 25.04 28.41 31.41 34.17 37.57 40.00
 

21 20.34 21.99 23.86 26.17 29.61 32.67 35.48 38.93 41.40
 
22 21.34 23.03 24.94 27.30 30.81 33.92 36.78 40.29 42.80
 
23 22.34 24.07 26.02 28.43 32.01 35.17 38.08 41.64 44.18
 
24 23.34 25.11 27.10 29.55 33.20 36.41 39.36 42.98 45.56
 
25 24.34 26.14 28.17 30.67 34.38 37.65 40.65 44.31 46.93
 

26 25.34 27.18 29.25 31.79 35.56 38.88 41.92 45.64 48.29
 
27 26.34 28.21 30.32 32.91 36.74 40.11 43.19 46.96 49.64
 
28 27.34 29.25 31.39 34.03 37.92 41.34 44.46 48.28 50.99
 
29 28.34 30.28 32.46 35.14 39.09 42.56 45.72 49.59 52.34
 
30 29.34 31.32 33.53 36.25 40.26 43.77 46.98 50.89 53.67
 

35 34.34 36.47 38.86 41.78 46.06 49.80 53.20 57.34 60.27
 
40 39.33 41.62 44.16 47.27 51.80 55.76 59.34 63.69 66.77
 
45 44.33 46.76 49.45 52.73 57.50 61.66 65.41 69.96 73.17
 
50 49.33 51.89 54.72 58.16 63.17 67.50 71.42 76.15 79.49
 
60 59.33 62.13 65.23 68.97 74.40 79.08 83.30' 88.38 91.95
 

80 79.33 82.57 86.12 90.40 96.58 101.88 106.63 112.33 116.32
 
120 129.33 123.29 127.62 132.81 140.23 146.57 152.21 158.95 163.65
 
200 199.33 204.43 209.98 216.61 226.02 233.99 241.06 249.44 255.26
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Table 4. Critical Values of F(df,,df2, 0.05) Distribution 

Dehorn Numerator df 
df 1 2 3 4 5 6 7 8 9 

1 161 200 216 225 230 234 237 239 241 
2 18.5 19.0 19.2 19.2 19.3 19.3 19.4 19.4 19.4 
3 10.1 9.55 9.28 9.12 9.01 8.94 8.89. 8.85 8.81 
4 7.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 
5 6.61 5.79 5.41 5.19 5.05 4,95 4.88 4.82 4.77 

6 5.99 5.14 4.76 4.53 4.39 4.28 4.21 4.15 4.10 
7 5.59 4.74 4.35 4.12 3.97 3.87 3.79 3.73 3.68 
8 5.32 4.46 4.07 3.84 3.69 3.58 3.50 3.44 3.39 
9 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 

10 4.96 4.10 3.71 3.48 3.33 3.22 3.14 3.07 3.02 

11 4.84 3.98 3.59 3.36 3.20 3.09 3.01 2.95 2.90 
12 4.75 3.89 3.49 3.26 3.11 3.00 2.91 2.85 2.80 
13 4.67 3.81 3.41 3.18 3.03 2.92 2.83 2.77 2.71 
14 4.60 3.74 3.34 3.11 2.96 2.85 2.76 2.70 2.65 
15 4.54 3.68 3.29 3.06 2.90 2.79 2.71 2.64 2.59 

16 4.49 3.63 3.24 3.01 2.85 2.74 2.66 2.59 2.54 
17 4.45 3.59 3.20 2.96 2.81 2.70 2.61 2.55 2.49 
18 4.41 3.55 3.16 2.93 2.77 2.66 2.58 2.51 2.46 
19 4.38 3.52 3.13 2.90 2.74 2.63 2.54 2.48 2.42 
20 4.35 3.49 3.10 2.87 2.71 2.60 2.51 2.45 2.39 

21 4.32 3.47 3.07 2.84 2.68 2.57 2.49 2.42 2.37 
22 4.30 3.44 3.05 2.82 2.66 2.55 2.46 2.40 2.34 
23 4.28 3.42 3.03 2.80 2.64 2.53 2.44 2.37 2.32 
24 4.26 3.40 3.01 2.78 2.62 2.51 2.42 2.36 2.30 
25 4.24 3.39 2.99 2.76 2.60 2.49 2.40 2.34 2.28 

26 4.23 3.37 2.98 2.74 2.59 2.47 2.39 2.32 2.27 
27 4.21 3.35 2.96 2.73 2.57 2.46 2.37 2.31 2.25 
28 4.20 3.34 2.95 2.71 2.56 2.45 2.36 2.29 2.24 
29 4.18 3.33 2.93 2.70 2.55 2.43 2.35 2.28 2.22 
30 4.17 3.32 2.92 2.69 2.53 2.42 2.32 2.27 2.21 

35 4.12 3.27 2.87 2.64 2.49 2.37 2.29 2.22 2.16 
40 4.08 3.23 2.84 2.61 2.45 2.34 2.25 2.18 2.12 
45 4.06 3.20 2.81 2.58 2.42 2.31 2.22 2.15 2.10 
50 4.03 3.18 2.79 2.56 2.40 2.29 2.20 2.13 2.07 
60 4.00 3.15 2.76 2.53 2.37 2.25 2.17 2.10 2.04 

80 3.96 3.11 2.72 2.49 2.33 2.21 2.13 2.06 2.00 
120 3.92 3.07 2.68 2.45 2.29 2.18 2.09 2.02 L.96 
inf 3.84 3.00 2.61 2.37 2.21 2.10 2.01 1.94 1.88 
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Critical Values of F(dfl,df2,0.05) Distribution
 

Denom Numerator df 
df 10 12 15 20 24 30 40 60 120 

1 242 244 246 248 249 250 251 252 253 
2 19.4 19.4 19.4 19.4 19.5 19.5 19.5 19.5 19.5 
3 8.79 8.74 8.70 8.66 8.64 8.62 8.59 8.57 8.55 
4 5.96 5.91 5.86 5.80 5.77 5.75 5.72 5.69 5.66 
5 4.74 4.68 4.62 4.56 4.53 4.50 4.46 4.43 4.40 

6 4.06 4.00 3.94 3.87 3.84 3.81 3.77 3.74 3.70 
7 3.64 3.57 3.51 3.44 3.41 3.38 3.34 3.30 3.27 
8 3.35 3.28 3.22 3.15 3.12 3.08 3.04 3.01 2.97 
9 3.14 3.07 3.01 2.94 2.90 2.86 2.83 2.79 2.75 

10 2.98 2.91 2.85 2.77 2.74 2.70 2.66 2.62 2.58 

11 2.85 2.79 2.72 2.65 2.61 2.57 2.53 2.49 2.45 
12 2.75 2.69 2.62 2.54 2.51 2.47 2.43 2.38 2.34 
13 2.67 2.60 2.53 2.46 2.42 2.38 2.34 2.30 2.25 
14 2.60 2.53 2.46 2.39 2.35 2.31 2.27 2.22 2.18 
15 2.54 2.48 2.40 2.33 2.29 2.25 2.20 2.16 2.11 

16 2.49 2.42 2.35 2.28 2.24 2.19 2.15 2.11 2.06 
17 2.45 2.38 2.31 2.23 2.19 2.15 2.10 2.06 2.01 
18 2.41 2.34 2.27 2.19 2.15 2.11 2.06 2.02 1.97 
19 2.38 2.31 2.23 2.15 2.11 2.07 2.03 1.98 1.93 
20 2.35 2.28 2.20 2.12 2.08 2.04 1.99 1.95 1.90 

21 2.32 2.25 2.18 2.10 2.05 2.01 1.96 1.92 1.87 
22 2.30 2.23 2.15 2.07 2.03 1.98 1.94 1.89 1.84 
23 2.27 2.20 2.13 2.05 2.01 1.96 1.91 1.86 1.81 
24 2.23 2.18 2..1 2.03 1.98 1.94 1.89 1.84 1.79 
25 2.24 2.16 2.09 2.01 1.96 1.92 1.87 1.82 1.77 

26 2.22 2.15 2.07 1.99 1.95 1.90 1.85 1.80 1.75 
27 2.20 2.13 2.06 1.97 1.93 1.88 1.84 1.79 1.73 
28 2.19 2.12 2.04 1.96 1.91 1.87 1.82 1.77 1.71 
29 2.18 2.10 2.03 1.94 1.90 1.85 1.81 1.75 1.70 
30 2.16 2.09 2.01 1.93 1.89 1.84 1.79 1.74 1.68 

35 2.11 2.04 1.96 1.88 1.83 1.79 1.74 1.68 1.62 
40 2.08 2.00 1.92 1.84 1.79 1.74 1.69 1.64 1.58 
45 2.05 1.97 1.89 1.81 1.76 1.71 1.66 1.60 1.54 
50 2.03 1.95 1.87 1.78 1.74 1.69 1.63 1.58 1.51 
60 1.99 1.92 1.84 1.75 1.70 1.65 1.59 1.53 2.47 

80 1.95 1.88 1.79 1.70 1.65 1.60 1.54 1.48 1.41 
120 1.91 1.83 1.75 1.66 1.61 1.55 1.50 1.43 1.35 
inf 1.83 1.75 1.67 1.57 1.52 1.46 1.39 1.32 1.22 
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Critical Values of F(dfl,df2,O.O1) 
Distribution
 

Denom 
df 1 2 3 

Numerator df 
4 5 6 7 8 9 

1 
2 
3 
4 
5 

4052 
98.5 
34.1 
21.2 
16.3 

5000. 
99.0 
30.8 
18.0 
13.3 

0103 
99.2 
29.5 
16.7 
12.1 

5625 
99.2 
28.7 
16.0 
11.4 

5764 
99.3 
28.2 
15.5 
11.0 

5859 
99.3 
27.9 
15.2 
10.7 

5928 
99.4 
27.7 
15.0 
10.5 

5982 
99.4 
27.5 
14.8 
10.3 

6023 
99.4 
27.3 
14.7 
10.2 

6 
7 
8 
9 

10 

13.7 
12.2 
11.3 
10.6 
10.0 

10.9 
9.55 
8.65 
8.02 
7.56 

9.78 
8.45 
7.59 
6.99 
6.55 

9.15 
7.85 
7.01 
6.42 
5.99 

8.75 
7.46 
6.63 
6.06 
5.64 

8.47 
7.19 
6.37 
5.80 
5.39 

8.26 
6.99 
6.18 
5.61 
5.20 

8.10 
6.84 
6.03 
5.47 
5.06 

7.98 
6.72 
5.91 
5.35 
4.94 

11 
12 
13 
14 
15 

9.65 
9.33 
9.07 
8.86 
8.68 

7.21 
6.93 
6.70 
6.51 
6.36 

6.22 
5.95 
5.74 
5.56 
5.42 

5.67 
5.41 
5.21 
5.04 
4.89 

5.32 
5.06 
4.86 
4.70 
4.56 

5.07 
4.82 
4.62 
4.46 
4.32 

4.89 
4.64 
4.44 
4.28 
4.14 

4.74 
4.50 
4.30 
4.14 
4.00 

4.63 
4.39 
4.19 
4.03 
3.89 

16 
17 
18 
19 
20 

8.53 
8.40 
8.29 
8.19 
8.10 

6.23 
6.11 
6.01 
5.93 
5.85 

5.29 
5.19 
5.09 
5.01 
4.94 

4.77 
4.67 
4.58 
4.50 
4.43 

4.44 
4.34 
4.25 
4.17 
4.10 

4.20 
4.10 
4.01 
3.94 
3.87 

4.03 
3.93 
3.84 
3.77 
3.70 

3.89 
3.79 
3.71 
3.63 
3.56 

3.78 
3.68 
3.60 
3.52 
3.46 

21 
22 
23 
24 
25 

8.02 
7.95 
7.88 
7.82 
7.77 

5.78 
5.72 
5.66 
5.61 
5.57 

4.87 
4.82 
4.76 
4.72 
4.68 

4.37 
4.31 
4.26 
4.22 
4.18 

4.04 
3.99 
3.94 
3.90 
3.86 

3.81 
3.76 
3.71 
3.67 
3.63 

3.64 
3.59 
3.54 
3.50 
3.46 

3.51 
3.45 
3.41 
3.36 
3.32 

3.40 
3.35 
3.30 
3.26 
3.22 

26 
27 
28 
29 
30 

7.72 
7.68 
7.64 
7.60 
7.56 

5.53 
5.49 
5.45 
5.42 
5.39 

4.64 
4.60 
4.57 
4.54 
4.51 

4.14 
4.11 
4.07 
4.04 
4.02 

3.82 
3.78 
3.75 
3.73 
3.70 

3.59 
3.56 
3.53 
3.50 
3.47 

3.42 
3.39 
3.36 
3.33 
3.30 

3.29 
3.26 
3.23 
3.20 
3.17 

3.18 
3.15 
3.12 
3.09 
3.07 

35 
40 
45 
50 
60 

7.42 
7.31 
7.23 
7.17 
7.08 

5.27 
5.18 
5.11 
5.06 
4.98 

4.40 
4.31 
4.25 
4.20 
4.13 

3.91 
3.83 
3.77 
3.72 
3.65 

3.59 
3.51 
3.45 
3.41 
3.34 

3.37 
3.29 
3.23 
3.19 
3.12 

3.20 
3.12 
3.07 
3.02 
2.95 

3.07 
2.99 
2.94 
2.89 
2.82 

2.96 
2.89 
2.83 
2.78 
2.72 

80 
120 
inf 

6.96 
6.85 
6.63 

4.88 
4.79 
4.61 

4.04 
3.95 
3.78 

3.56 
3.48 
3.32 

3.26 
3.17 
3.02 

3.04 
2.96 
2.80 

2.87 
2.79* 
2.64 

2.74 
2.66 
2.51 

2.67 
2.56 
2.41 
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Critical Values of F(df1,df 2 ,0.01) Distribution
 

Denom Numerator df 
df 10 12 15 20 24 30 40 60 120 

1 6056 6106 6157 6209 6235 6261 6287 6313 6339 
2 99.4 99.4 99.4 99.4 99.5 99.5 99.5 99.5 99.5 
2 27.2 27.1 26.9 26.7 26.6 26.5 26.4 26.3 26.2 
4 14.5 14.4 14.2 14.0 13.9 13.8 13.7 13.7 13.6 
5 10.1 9.89 9.72 9.55 9.47 9.38 9.29 9.20 9.11 

6 7.87 7.72 7.56 7.40 7.31 7.23 7.14 7.06 6.97 
7 6.62 6.47 6.31 .6.16 6.07 5.99 5.91 5.e2 5.74 
8 5.81 5.67 5.52 5.36 5.28 5.20 5.12 5.03 4.95 
9 5.26 5.11 4.96 4.81 4.73 4.65 4.57 4.48 4.40 

10 4.85 4.71 4.56 4.41 4.33 4.25 4.17 4.08 4.00 

11 4.54 4.40 4.25 4.10 4.02 3.94 3.86 3.78 3.69 
12 4.30 4.16 4.01 3.86 3.78 3.70 3.62 3.54 3.45 
13 4.10 3.96 3.82 3.66 3.59 3.51 3.43 3.34 3.25 
14 3.94 3.80 3.66 3.51 3.43 3.35 3.27 3.18 3.09 
15 3.80 3.67 3.52 3.37 3.29 3.21 3.13 3.05 2.96 

16 3.69 3.55 3.4? 3.26 3.18 3.10 3.02 2.93 2.84 
17 3.59 3.46 3.31 3.16 3.08 3.00 2.92 2.83 2.75 
18 3.51 3.37 3.23 3.08 3.00 2.92 2.84 2.75 2.66 
19 3.43 3.30 3.15 3.00 2.92 2.84 2.76 2.67 2.58 
20 3.37 3.23 3.09 2.94 2.86 2.78 2.69 2.61 2.52 

21 3.31 3.17 3.03 2.88 2.80 2.72 2.64 2.55 2.46 
22 3.26 3.12 2.98 2.83 2.75 2.67 2.58 2.50 2.40 
23 3.21 3.07 2.93 2.78 2.70 2.62 2.54 2.45 2.35 
24 3.17 3.03 2.89 2.74 2.66 2.58 2.49 2.40 2.31 
25 3.13 2.99 2.85 2.70 2.62 2.53 2.45 2.36 2.27 

26 3.09 2.96 2.81 2.66 2.58 2.50 2.42 2.33 2.23 
27 3.06 2.93 2.78 2.63 2.55 2.47 2.38 2.29 2.20 
28 3.03 2.90 2.75 2.60 2.52 2.44 2.35 2.26 2.17 
29 3.00 2.87 2.73 2.57 2.49 2.41 2.33 2.23 2.14 
30 2.98 2.84 2.70 2.55 2.47 2.39 2.30 2.21 2.11 

35 2.88 2.74 2.60 2.44 2.36 2.28 2.19 2.10 2.00 
40 2.80 2.66 2.52 2.37 2.29 2.20 2.11 2.02 1.92 
45 2.74 2.61 2.46 2.31 2.23 2.14 2.05 1.96 1.85 
50 2.70 2.56 2.42 2.27 2.18 2.10 2.01 1.91 1.80 
60 2.63 2.50 2.35 2.20 2.12 2.03 1.94 1.84 1.73 

80 2.55 2.42 2.27 2.12 2.03 1.94 1.85 1.75 1.63 
120 2.47 2.34 2.19 2.03 1.95 1.86 1.76 1.66 1.53 
inf 2.32 2.18 2.04 1.88 1.79 1.70 1.59 1.47 1.32 


