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INTRODUCTION 

The purpose of the International Benchmark Sites Network for 
Agrotechnology Transfer (IBSNAT) Project is to assemble and distribute a 
decision support software which enables its users to match the biological 
requirements of crops to the physical characteristics of land so that 
objectives specified by the user may be obtained. The decision support 
software consists of 1) a Data Base Management System (DBMS) to enter, 
store, and retrieve the "minimum data set" needed to validate and use the 
crop models for solving problems; 2) a set of validated crop models for 
simulating processes and outcomes of genotype by environment 
interactions; and 3)an applications program for analyzing and displaying 
outcomes of long-term simulated agronomic experiments. This decision 
support system is designed to answer "what if" questions frequently asked 
by policy makers and farmers concerned with sustaining an economically 
sound and environmentally safe agriculture. Sustainable agriculture 
requires tools that enable decision makers to explore the future. A decision 
support system must help users make choices today that result in desired 
outcomes, not only next year, but 10, 25, and 50 or more years into the 
future. 

But what confidence can we place in such predictions? A decision 
support system which purports to predict outcome in the future should be 
able to do the same for events in the past. Predicting outcomes of historical 
events is necessary to validate the system. In agriculture production 
outcomes are governed by weather, soil conditions, genetic make up of the 
crop, pests, and crop management. Predicting genotype by environment 
by management interactions clearly requires interdisciplinary research. 

The papers that follow reflect the interdisciplinary nature of the 
IBSNAT Project. They were presented in an IBSNAT-organized 
symposium during the 1989 American Society of Agronomy meeting held 
in Las Vegas, Nevada. The speakers came from Australia, Canada, the 
United Kingdom, and the United States, and belong to disciplines ranging 
from Agronomy, Economics, Engineering, and Plant Breeding. IBSNAT 
derives its strength from the contributions of individuals from many 
nations and disciplines to assemble a product for all to use. 
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THE STRUCTURE AND FUNCTION OF DSSAT 

J.W. Jones 
University vf Florida,AgriculturalEngineeringDepartment 

S.S. Jagtap 
InternationalInstituteof TropicalAgriculture,Nigeria 

G. Hoogenboom 
University of Georgia, AgriculturalEngineering 

G. Y. Tsuji 
University of Hawaii,Departmentof Agronomy and Soil Science 

Over the last 20 years, scientists have made considerable progress in the 
development of computer models that simulate the interactive effects of soil, 
weather, plant, and management factors on the growth and yield of crops. 
Two major goals of most of these modeling efforts were: 1) to better 
understand the processes that contribute to the growth and yield of crops, and 
2) to apply the models to improve crop management. Early crop models 
varied considerably in level of detail, approach, and input requirements. 
Although many early promises were made about the application of these 
models, skepticism was high. Major criticism focused on the lack of sufficient 
testing of the models, the difficulty to provide inputs to the models and to 
operate them, their general lack of availability, and their failure to include all 
possible factors that may affect crops in the field. 

During the last few years, skepticism has been slowly changing into a 
widely accepted view that crop models are highly useful tools for scientists 
who are pursuing the two stated goals. In addition, planners and policy 
makers who need information about agricultural production under alternative 
policies or practices have discovered the use and application of crop models. 
The structure, level of detail, and input requirements of many crop models 
have recently been evolving along similar lines. In addition, crop models are 
being made available on microcomputers with user's guides for their 
operation. This evolution has led to a much wider level of testing for many of 
the crop models than has ever occurred in the past. Much of this evolution can 
be credited to closer cooperation among scientists who have been developing 
the models in the IBSNAT and other projects. 

In the IBSNAT Project, scientists from several institutions have been 
developing and testing the models of various crops. These scientists 
collectively developed a standard set of inputs and outputs for the models 
(IBSNAT 1986a) and identified a set of functions that users of these models 
would use to apply them to their own situations. Then, a software system was 
developed to integrate the crop models with data bases to provide users with 
convenient access to the functions required to implement, test, and apply the 
crop models to site-specific conditions. The system, designed to allow users to 



evaluate the potential of different agricultural practices, is called the Decision 
Support System for Agrotechnology Transfer (DSSAT). DSSAT operates on 
microcomputers and is available with a User's Guide, to anyone who wishes to 
use it (IBSNAT 1989). The purpose of this paper is to give a brief overview of 
the structure and function of DSSAT. 

FUNCTIONAL CAPABILITIES OF DSSAT 

The design of DSSAT was based on a set of functional requirements 
described by I BSNAT (1986b). These requirements were to allow users to: 1) 
input, organize, and store data on crops, soils, and weather; 2) retrieve, analyze 
and display data; 3) validate and calibrate crop growth models; and 4) evaluate 
different management practices at a site. Users were expected to be 
individuals or teams of scientists from Agronomy, Soil Science, Engineering, 
and Economics involved in field research on crops, soils, and weather in efforts 
to evaluate alternate agrotechnologies for specific sites. 

Generally, it is envisioned that a DSSAT user would go through the 
foll-wing steps in adapting and applying the system to a new location or crop: 

1. Conduct field experiments on one or more crops. 

2. 	 Collect a minimum data set (MDS) required for validating the crop 
model. This includes crop, soil, and weather data (IBSNAT 1989). Run 
the model with the new data to test predictions. 

3. 	Conduct sensitivity analysis on the crop model to get a feel for the 
response of the model to alternative practices and weather conditions. 

4. 	Enter other soil data for the region and historical weather data for sites 
in the region. 

5. 	Select a set of management practices and simulate each of these over a 
number of years to determine average response and the uncertainty 
associated with each practice. Either historical weather data could be 
used or weather data could be generated. 

6. 	Compare the alternative practices using means, variances, and 
cumulative probability distributions of simulated yield, water use, 
season length, nitrogen uptake, net profit and other responses. 

Table 1 lists the different options that users can choose in DSSAT to create 
different management strategies, as well as the simulated output variables that 
can be analyzed. The six steps outlined above are needed to help provide users 
with a level of confidence in the crop models' capabilities to distinguish the 
responses of different management practices. The components and DSSAT 
structure that perform these functions will be discussed in the following 
sections. 
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DSSAT COMPONENTS AND STRUCTURE 

Figure 1 shows a schematic of the components of DSSAT V.2.1 and their 
relationships (IBSNAT 1989). The Data Base Management System (DBMS)
provides user friendly entry and editing of several types of data (IBSNAT 
1988). Retrieval programs are designed to extract the data from the centralized 
data base and create files for running the crop models. Output from the 

Table 1. Listing of the crop management options to create different strategies, 
and the crop performance variables that can be studied. 

Management Options Variables Available for Analysis 

Crop cultivar Grain Yield 
Starting Date of Simulation Pod Yield 
Planting Date Biomass 
Plant Population Season Length 
Row Spacing Reproductive Season Length 
Soil Type Seasonal Rainfall 
Irrigation Seasonal Fvapotranspiration 
Fertilization (Nitrogen) Water Stress, Vegetative 
Initial Conditions Number of Irrigations 
Crop Residue Management Number of Irrigations 

Total Amount of Irrigation 
Nitrogen Applied 
Nitrogen Uptake 
Nitrogen Leached 
Nitrogen Stress, Vegetative 
Nitrogen Stress, Reproductive 
Net Returns 

Um
 



models can be printed or graphically analyzed and compared with 
experimental observations. After validating a crop model, a more 
comprehensive analysis of yield results can be conducted using programs 
designed for evaluating of production strategies. These programs facilitate 
running crop model; for different soil types, planting dates, planting densities, 
varieties, irrigation amounts, dates, and strategies, and fertilizing timing, 
depth, and types over several seasons to determine the most promising and 
least risky combinations of management for the site. 
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Figure 1. Schematic drawing of DSSAT components. 



THE DSSAT SHELL 

The programs to perform the different functions outlined above are written 
in various computer languages. The crop models have been developed in 
FORTRAN, the data entry programs in dBASE Ill, and the graphics programs
in Quick BASIC and PASCAL. A shell program is written in the "C" language
to provide users access to any of the programs in DSSAT without having to 
worry about which language is being used and how to execute that particular 
program. The integration of the different components required definition and 
standardization of data structures, including those for all crop models. The 
DSSAT shell uses pop-Lip menus to guide users to these functions. Figure 2 
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Figure 2. Computer implementaion of the IBSNAT Decision Support System for Agrotechnology
Transfer, DSSAT V2.1, showing the main screen desplays for the user to gain access to: a) data 
entry, retrieval, summary, and utilities, b) crop growth models, c) weather generator and 
strategy evaluation programs which access crop models, and d) set-up utility to tailor DSSAT 
to individual user needs and computer resources. Arrow keys are used to move between 
functions. 
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shows the main screen displays for the user to gain access to a) data entry 
retrieval, and summary, b) crop growth models for validation purposes, c) 
weather generator and strategy evaluation programs which use the crop 
models, and d) utilities for tailoring DSSAT to individual user needs and 
computer resource limitations. Arrow keys are used to select specific tasks to 
be performed, and move between functions. 

The DSSAT software inciudes an install program that automatically creates 
all tile directories on the disk specified by the user. lnstallatkn options include 
tile installation of only the components desired by tile user which provides 
flexibility for putting components on different disks. A data file is maintained 
which specifies to the shell the path and name of each program and data 
component. Under the Utilities Menu, users can change the location of any 
DSSAT component. After any program is executed under DSSAT, control is 
passed back to the DSSAT shell which stays in memory. 

DATA BASE MANAGEMENT SYSTEM 

For validation, crop models are used to simulate crop responses under 
specific experimental conditions for which observed data are available. 
Validation requires a minimum data set (MDS) consisting of: 1) weather of the 
site and for the growing season during which the experiment was conducted; 
2) soil properties of tile site; and 3) management and experimental data 
(IBSNAT 1988). 

Weather Data 

The minimum required weather data includes latitude and longitude of the 
weather station and daily values of incoming solar radiation in MJ/m 2-day, 
maximum and minimum air temperature in C, and rainfall in mm. Besides 
these data, the Data Base Management System (DBMS) will also store optional 
data including dry and wet bulb temperatures and wind speed. The length of 
weather records for validation must be at least over the experimental duration 
and preferably should begin a few weeks before planting and continue a few 
weeks after harvest so that "what-if" type analyses may be performed. 
Weather data for years when experiments were not conducted and for other 
sites can be stored in DSSAT for predicting crop growth and yield under those 
conditions for evaluation and planning. The weather data could also include 
possible future weather conditions under pirojected "greenhouse" conditions 
(Curry et al. 1988). 

Soil Data 

The soil data in DSSAT includes the pedon and profile description data 
defined by the Soil Conservation Service (SCS), United States Department of 
Agriculture. These data are used to estimate parameters for the soil water 
balance subroutine used by the IBSNAT crop models. Some of the key pedon 
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data include SCS soil classification, surface slope, color, permeability and 
drainage class. Profile data by soil horizons include upper and lower horizon 
depth, sand, silt, clay contents, 1/3 bar bulk density, organic carbon, pH,
aluminum saturation, and root abundance information. A soil pedon and 
profile data base containing over 700 soils from samples collected around the 
world was obtained from the SCS laboratory in Lincoln, Nebraska, U.S.A. 
From this data base, data needed to derive soil model parameters were stored 
in DSSAT. This data base can be searched by country, pedon number, or soil 
classification name. 

There is also a program in DSSAT that allows users to enter their own soil 
data if it is not included in the data base. This program prompts the user for 
the data necessary to create a parameter set for that soil, which can then be 
used by the crop models. 

Management and Experimental Data 

Management data includes information on planting date, dates when soil 
conditionis were measured prior to planting, planting density, row spacing,

planting depth, crop variety, irrigation and fertilizer practices. Management

data are needed both for model validation and strategy evaluation
 
applications. The experimental data including weather data at the site, soil
 
data, crop growth data, soil water and fertility measurements are required for 
model validation. The IBSNAT recommendation of minimum data for model 
validation is similar among crops and is fully described by IBSNAT (1988). 

Data Retrieval 

The input and output formats for all IBSNAT crop models have been stan
dardized so that the same data bases for soil and weather can be shared among
models. Taking advantage of standardized data and their formats, the experi
ment and weather retrieval program links weather and experimental data di
rectly with the crop models by creating crop model input files in ASCII format. 
These files include crop management data, initial soil conditions, and weather 
data as well as observed data on crop growth and soil water taken periodically
during the crop growing season. The content and formats of these input files 
are published by IBSNAT (1986a).

The soil retrieval program searches soils in the data base and computes 
parameters required for the soil water subroutine of the crop models. The 
parameters include soil albedo, SCS runoff curve number, upper limit of the 
first stage of soil evaporation, drainage coefficient, and maximum daily root 
water uptake rate per unit length of root. The soil water parameters by layer
include lower limit for plant growth, drained upper limit, saturated soil water 
content, relative root growth distribution, and saturated hydraulic conductiv
ity. These soil model input parameters are derived from the soil data base. 
However, if the data are not available in the data base for a particular soil, then 
they can be manually entered by the user through an interactive program. 



Suninary Reports 

The DBMS provides several standard outputs that can be used routinely. 
These outputs include: 1) chronological listing of activities and events for an 
experiment including experimental operations, phenological events, sampling 
dates, and history of special events; 2) summary of preplant soil fertility and 
preplant soil water content for each layer in the profile; 3) date and total 
fertilizer inputs by plots; and 4) tables and/or graphs of maximum and 
minimum temperatures, rainfall, radiation, and degree days on a 10-day or 
monthly basis. For model developers and users, these outputs provide the 
capability to easily study results of experiments at their own site as well as the 
results from other sites. 

Utilities 

Utility programs have also been included in DSSAT to enhance its own 
usage. These include utilities for conversion of ASCII weather and growth 
analysis data into data base formats. 

CROP MODELS 

Four crop models are currently available in DSSAT: maize, peanut, 
soybean, and wheat. Compatible models for sorghum, millet, dry bean, rice, 
potato, and other crops are also being developed. These models are process 
oriented, and designed to have global applications and be independent of 
location, season, crop cultivar and management system. The models simulate 
the effects of weather, soil water, genotype, and nitrogen dynamics in the soil 
and crop, oi crop growth and yield. On a personal computer with a math 
coprocessor they each require less than one minute to simulate one growing 
season. 

The wheat and maize models were initially developed by the USDA 
Agricultural Research Service scientists in Temple, Texas (Jones et al. 1984; 
Ritchie and Otter 1984; Otter and Ritchie 1985; Jones and Kiniry 1986). Both of 
these models are commonly referred to as CERES (or Crop Environment 
Resource Synthesis) models. The models for soybean (SOYGRO V.5.42), and 
peanut (PNUTGRO V.1.2) were developed by a team of scientists from 
Agricultural Engineering and Agronomy departments at the University of 
Florida (Wilkerson et al. 1983; Jones et al. 1989; Boote et al. 1989). 

Genetic coefficient data are required by each crop model to simulate the 
differences in crop development, growth and yield between varieties. 
Examples of the genetic coefficients are the thermal or photothermal times 
required by a crop to reach a particular growth stage, such as flowering or 
physiological maturity, seed size, and maximum number of seed per pod (or 
head). A library of genetic coefficients is available for many varieties of the 
four crops (maize, peanut, soybean, and wheat) currently included in DSSAT. 
Procedures have been developed to obtain coefficients for cultivars and crops 
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that are currently not available. 
The IBSNAT crop models create standard sets of outputs which can be
 

graphically analyzed. DSSAT includes a graphics program specifically
 
designed to plot model outputs and experimental observations. Three types of
 
graphs can be plotted: 1)time course of variables related to plant growth
 
dynamics; 2) time course of environmental variables, soil water and root length
 
density by depths; and 3) end of the season simulated and observed responses.
 
These graphs provide users with visual comparisons of a model's validity
 
under local site and experimental conditions. Figure 3 shows an example
 
graph created by the DSSAT graphics program (Jones et al. 1989). In the graph,
 
simulated leaf, stem, seed, and canopy weights are shown along with weekly
 
observations of these variables for an irrigated soybean crop grown in
 
Gainesville, Florida, in 1978. 
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Figure 3. An example graph created by DSSAT for comparing simulated and 
observed soybean leaf, stem, seed, and canopy weights throughout a 
growing season (Jones et al. 1989). 



POLICY AND STRATEGY APPLICATIONS 

When a user is convinced that the model can simulate local results 
reasonably well, a more comprehensive analysis of yield results can be 
conducted using the model for different soil types, cultivars, planting dates, 
planting densities, and irrigation and fertilizer strategies to determine tile most 
promising and least risky combinations of management practices. DSSAT 
allows users to predict for a site the effects of management strategies over 
several years in contrast to the single-season simulation of actual experiments 
for validation. To achieve this objective, the strategy generator and evaluation 
program in DSSAT establishes model inputs for the desired combinations of 
management practices, generates multiple years of weather data for the 
location, runs the model(s), and analyses, and presents results to the user. 

Weather generators, WGEN and WMAKER, developed by Richardson and 
Wright (1984), and Keller (1982; 1987), respectively, are included in DSSAT. 
Each generator has two programs: one program to generate coefficients from 
historical weather data, and the second program to generate weather data 
using these coefficients. The WGEN requires daily long-term historical data on 
maximum and minimum temperatures, solar radiation, and precipitation, 
while the WMAKER uses monthly means and standard deviations of potential 
evapotranspiration, average temperature, precipitation, and wet days. 

The options available for developing strategies are displayed in the
 
generator's main screen, and listed in Table 1. For a given cultivar and
 
planting date, best irrigation and fertilizer strategies can be designed for
 
different soil types in the region or a farm. DSSAT also offers the option of
 
comparing performance of several crops concurrently to determine land use
 
potential. These are some of the common applications of DSSAT, their
 
variations and manifestations are numerous and can be best judged when
 
posed with a problem.
 

The strategy analysis program assists DSSAT users in evaluating relative 
merits of the simulated strategies with respect to any of the variables listed in 
Table 1, and identifies the best strategy. For the selected strategies, simulation 
results for several seasons are arranged in ascending order and each is assigned 
a probability equal to one divided by the number or seasons. From these, 
cumulative probability functions (CPF) are developed and used to select a 
strategy with preferred mean and variability characteristics. 

An example of the use of the strategy evaluation program is shown in 
Figure 4. This example, taken from Godwin and Vlek (1985), shows the CPFs 
of simulated wheat yields under five different nitrogen fertilizer rates (0, 30, 60, 
90, and 120 kg/ha), at three locations. The yield response to nitrogen was the 
highest in Rothamsted and lowest in Topeka, as depicted by the separation of 
the CPFs for the different nitrogen rates at each location. The CPFs also 
demonstrate that the variability (and range) in yields increased at Warooka 
with increasing nitrogen rates. The Warooka CPFs also show that there is 
about a 90 percent chance of yield being below 4 Mg/ha when no nitrogen is 
applied compared with about 50 percent chance with the 90 kg/ha rate. 
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In addition to crop yield, there are a number of other simulated variables 
that users can analyze (Table 1). For example, net profit can be selected and 
users can specify the various costs and market price for the crop to match local 
conditions and currency. When net profit is analyzed, the CPFs provide an 
estimate of the risk of making below an acceptable profit for each strategy. 

DISCUSSION 

The development of DSSAT and its components required close cooperation 
among a number of scientists at different institutions. The completion of 
DSSAT V.2.1 which contains four crop models was a milestone. This 
accomplishment clearly demonstrates the advantages of working together to 
develop such capabilities for agricultural system analysis. A framework, data 
format definitions, and software now exist for incorporating models of other 
crops and other models of the crops currently in the system. Cooperating 
IBSNAT scientists already have incorporated on a trial basis models for 
sorghum, ,ice, dry bean, barley, and millet, and each of these models can 
immediately make use of the same soil and weather data and strategy analysis 
capabilities of the system. 

One of the difficulties in accomplishing this level of system development 
was the definition of standard crop model inputs and outputs. As the models 
are currently being modified to include more stress effects, we have found that 
the standard input/output system must be changed. An effort is underway to 
publish a new set of input/output standards that will also allow more model 
developers to adapt their models for DSSAT. 

In closing, some comments must be said about the limitations of the 
system. Some limitations are in the ease of use and current capabilities of the 
software. Other limitations are in the capabilities of the crop models. The 
models still do not include all factors that may exist in fields. For example, in 
the current models, pests are not included, nor are phosphorus or potassium 
limitations. These limitations will require additional research and model 
development. In the meantime, users must understand these limitations as 
they interpret results for their applications. 

DSSAT was initiated before the issues of agricultural sustainability and 
global climate change were popular. Now that the system has been developed, 
it has considerable potential for use by scientists studying these long term 
issues. Modifications will be required as was demonstrated by Curry et al. 
(1988) in studying potential climate change effects on agricultural production 
in the southeastern United States. Research should be even more focused in 
the future to improve and test crop models so that future versions of DSSAT or 
its successors will continue to be useful to agricultural decision makers, 
planners, and policy makers. 
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ABSTRACT 

All IBSNAT crop simulation models incorporate coefficients that account 
for the way in which genotypes differ either in the duration of different 
developmental phases, in their response to specific environmental factors, or in 
morphological characteristics. These coefficients, which are required as model 
inputs, are referred to as genetic coefficients. The number of coefficients 
incorporated into the existing models varies from crop to crop. For maize, five 
coefficients have been incorporated: juvenile phase duration, grain filling
duration, photoperiod sensitivity, potential grain number, and grain growth 
rate. Soybean includes more coefficients than maize. The major additional 
coefficients relate to: duration of the flower initiation phase, threshold 
photoperiod, leaf production rate and size, pod growth duration and rate, and 
number of grains per pod. Wheat is somewhat similar to maize, but with the 
juvenile phase duration omitted and a vernalization requirement and standard 
stem weight included. The wheat coefficients are expressed as scaler values, 
unlike those for maize and soybean, but like the genotype characteristics 
reported by plant breeders. The models currently incorporate no coefficients 
for nutrients, physical stresses, or diseases and pests. 

INTRODUCTION 

Crop cultivars differ one from another in a whole array of morphological 
and other characteristics. Germplasm bank curators, variety testing and 
recommending authorities and plant breeders, spend a great deal of time and 
effort documenting the differences, recording the characteristics of different 
landraces, cultivars, and breeding lines, and summarizing their findings in lists 
for distribution to both the scientific and farming communities. Examples of 
such lists can be drawn for many crops from many countries. They differ in 
structure, presum,.,,ry depending on the preferences of the publisher, but all 



approximate to the general outline shown in Figure 1. Most contain 
information on all groups of characteristics, but differ in the aspects included in 
each group depending on the specific conditions of the particular crop or 
country. For winter wheat tile recommending authorities in France (ITCF: 
Institute Technique des Cereales et des Fourages) generally report on nine 
cultural characteristics and on seven disease resistances (Table 1). The U.K. 
authorities, the National Institute of Agricultural Botany (NIAB), report on 
similar cultural and disease resistance aspects, and also on quality; some 
aspects Such as protein content and kernel weight are of physiological and 
agronomic interest also (Table 1). For other crops similar lists are published, 
with the maturity rating (for maize particularly) often being given in terms of 
"degree day" or "heat unit" requirements rather than as i number of days, and 
with other quality characteristics being added as appropriate (e.g., oil and/or 
protein content for soybeans). In all lists, many characteristics are summarized 
in terms of a numerical scale; for example, I to 9,or I to 5, with one extreme 
indicating that expression of the character is at a high level, and the other 

Table 1. Examples of characteristics included in cultivar characteristic lists. 

A. Cultural 
characteristics: 
Winter Wheat, 
France 

1. 	Earliness 
2. Vernalization 

requirement 
3. 	Lodging resistance 
4. 	 Height 
5. 	 Cold resistance 
6. 	Tillering 
7. 	 Resistance to 

specified) herbicides 
8. 	 Resistance to 

sprouting 
before harvest. 

9. 	 Shedding resistance. 

B.Disease 
resistances: 
Winter Wheat, 
France. 

1. Eyespot 
2. Mildew 
3. Yellow rust 
4. Brown rust 
5. Black rust 
6. Scab 
7. Septoria 

C. Quality 
characteristics: 
Winter Wheat, 
United Kingdom 

1.Grain protein content 
2. 1000 grain weight 
3. Specific weight 
4. Endosperm texture 
5. Ease of milling 
6. Falling number 
7. Bread making quality 
8. Biscuit making quality 
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Figure 1. Outline of cultivar characteristic lists. 

extreme indicating low expression. Unfortunately, the scales used and the 
values attached to these scales still vary considerably (Table 2).

The reason for devoting effort to the production of such characteristic lists 
is the desire to improve the decision making process followed by plant
breeders and farmers. For plant breeders, the decision process may relate to
the choice of a potential parent from a germplasm bank, whereas for a farmer 
the decision relates to the choice of a cultivar for planting in a particular field. 
Many argue that the breeder's decision is best made with knowledge of a
whole array of characteristics. Because of this, considerable effort has been
devoted to defining sets of characteristics that should be measured and entered 
into the data lists by, for example, the International Board for Plant Genetic 
Resources and the various Crop Advisory Committees in the U.S.A, for 
particular landraces or cultivars. For a farmer who is interested in maximizing
net returns, the characteristics of interest are those that relate to yield and 
quality for particular field and management situations. 

Table 2. Examples of cultivar characteristic scoring scales 
winter wheat vernalization responses. 

A. International Board B. Wheat Crop C. Institut Technique
for Plant Genetic Advisory Committee, de Cereals et Fourages,
Resources. U.S.A. France. 

1: vernalization required 1: required 1: no requirement
2: intermediate 5: intermediate, 9: long requirement
3: no requirement not readily classified 

9: no requirement 



The relationship between yield or quality and particular characteristics is 
complex, and various computer-based systems have been developed to take 
into account empirical information on the relationships, and provide varietal 
recommendations for a specific set of conditions. One such system is the 
VARITCF system for selecting wheat cultivars in France. The characteristics of 
this system, and of all other similar systems, are shown in Figure 2. The 
empirical information used in the processor part of such systems is generally 
limited, particularly for a newly released cultivar. A simulation approach 
which functionally links the cultivar characteristics to produ..,ion and/or 
quality, and does not rely on the development of empiric relationships for each 
new cultivar, would thus be preferable. Such an approach could generate 
probability information over a longer time span than is feasible in the field. 
Development of this approach constitutes one of the main thrusts of IBSNAT. 
This approach depends on a clear definition of characteristics that are of 
significance to production and/or quality, on the availability of simulation 
models that link information on such characteristics to production and/or 
quality; and on the availability of information on such characteristics for each 
cultivar. 

FARM MANAGEMENT 
CULTIVAR DATABASE OPTIONS 
DATABASE soil & 

weather MARKET INFORMATION 

PROCESSOR 

Figure 2. Outline of system for making cultivar recommendations. 



GENETIC COEFFICIENTS 

In the simulation context, the characteristics for one cultivar have been 
termed the "Genetic Coefficients" for that cultivar. They can be defined as: 

Coefficients that summarize the way in which a specific crop cultivar 
divides up its life cycle, responds to different aspects of its environment 
(e.g., daylength, temperature, moisture stress, disease organism), or 
appears/changes morphologically. 

The number of ways in which genotypes can differ in their response to the 
individual components of the environment is legion. In consequence, the 
number of potential genetic coefficients is very large. However, the general 
aspects of adaptation to any given environment are determined by a few 
responses, and it is these that have been taken into account in the current 
IBSNAT models. The inclusion of more genetic coefficients summarizing the 
way in which a particular genotype responds to additional environmental 
factors may be necessary before the models are of use in some situations. 
Whether this is necessary will become clear as the output from the existing
models is compared with actual performance for a wide range of 
environments, locations, managements, and genotypes. Until this is done, it 
does not seem wise to incorporate complexity which may not be necessary.

The number and nature of genetic coefficients incorporated into the
 
different existing models varies somewhat from model to model. 
 However,
the scope of responses covered is illustrated by the maize, soybean, and wheat 
models. Subsequent discussion will be related to these. 

MAIZE COEFFICIENTS 

For maize there are five coefficients. Three relate to development, and the 
progression through the life cycle, while two relate to growth aspects. The 
development coefficients summarize either, a) the minimum duration of some 
of the phases that a maize plant passes through during its life cycle or, b) the 
modifications to these durations brought about by photoperiod. Not all phases
of development, which are delimited by specific developmental stages (Table
3), have genetic coefficients, some being assumed constant across all genotypes.
The phases that are considered variable relate to: a) the juvenile phase, b) the 
tassel initiation phase, and c) the linear grain filling phase. Of these, the 
minimum durations of the juvenile and grain filling phases are assumed to 
vary across genotypes, while the minimum duration of the tassel initiation 
phase is assumed constant for all genotypes. 

SOYBEAN COEFFICIENTS 

The number of stages into which the life cycle of the crop has been 
subdivided (Table 3) is greater for soybeans than for maize. Furthermore, for 



Table 3. Developmental stages for maize, soybean, and wheat. 

A. Maize B. Soybean C. Wheat 

1. Emergence 1. Emergence 1. Emergence 
2. Juvenile phase 2. Unifoliate 2. Terminal spikelet 

finished fully expanded initiated 
3. Tassel initiated 3. Juvenile phase 3. Onset of rapid spike 
4. Silking finished growth (80 C days 
5. Onset of linear 4. Flowers induced/ before anthesis). 

grain fill initiated 4. Onset of linear grain 
6. Physiological maturity 5. First flowers visible fill (120 C days after 

6. First pods 0.5 cm long anthesis). 
7. Last leaf 5. Physiological 

fully expanded maturity. 
8. Physiological maturity 

soybean, phases after flower initiation are often sensitive to photoperiod, 
unlike the usual situation for maize. There are, therefore, a greater number of 
coefficients that relate to development, even though some phases are assumed 
constant across genotypes. The development coefficients for soybean are like 
those for maize. They can be broken into two categories: the minimum phase 
durations, and the phase length modifiers. Like maize, soybean durations are 
not expressed in terms of chronological time, but unlike maize, in terms of 
"biological days" rather than "degree days". The temperature responses used 
in evaluating these "biological days" differ among the phases, with a 
"vegetative" response function (Fig. 4) being used for the juvenile phase, and a 
"reproductive" function for the remainder. 

The phase duration coefficients in the soybean model are complemented by 
two phase length modifiers; one deals with the response to photoperiod and is 
similar in concept to the one used in the maize model, while the other deals 
with the threshold photoperiod for response to be observed (Fig. 3), an aspect 
considered fixed in the maize model. 

The growth coefficients in the soybean model relate to both vegetative and 
reproductive growth. This definitions, as well as those for all the development 
coefficients, are presented in Table 4. 

WHEAT COEFFICIENTS 

Wheat is simpler than soybean, with staging of development similar to 
that for maize (Table 3). Only one minimum duration coefficient is used, but 
there are two modifiers: one for vernalization in addition to the usual one for 
photoperiod. There is also a coefficient that helps deal with tillering: standard 
stem weight. 

M
 



12. 

7 Maize 

- 10. 

0. r- 8. 
0 

-6. 

S4. 
BC 

S2. 

0~ 
0 6 8 10 12 14 16 18 23 

10 Soybean 

T9. 

8. 

6. 

5. 

3. 

C
0 2. 

Q I 

0 
0 6 8 10 12 14 16 ;8 20 

1.0. Wheat 

0.8

w 0.6. 

9 0.4 

0.2 

0.0 .. 

0 2 4 6 8 0 ;2 14 16 ;8 20 

Pholoperlod (hours) 

Figure 3. Effect of photoperiod on development for maize, soybean, and wheat.
 
Genotypic variation that is summarized in terms of model coefficients is indicated by arrows.
 



Table 4. Genetic coefficient definitions. 

PhaseDurationCoefficients 

GENERAL DEFINITION 

Flower 
Juvenile Initiation 

From the start 	 From full 
of growth until expansion of 
development the first true 
becomes leaf, or the end 
responsive to of the juvenile 
photoperiod. phase, to 

flower 
initiation. 

CROP SPECIFIC DETAILS AND UNITS 

Maize 	 Degree days 
from 
emergence 
above a base of 
8°C. 

Soybean Days at Days at 
optimum optimum 
temperature temperature 
from full and 
expansion of photoperiod. 
the first true 
leaf. 

Wheat 

Pod Initiation 

From first 
flower until the 
first pods are 
over 0.5 cm in 
length. 

Days at 

optimum 
temperature 
and 

photoperiod. 

Leaf Growth Grain Filling 

From first 
flower to the 
end of 
expansion of 
the last leaf. 

From the start 
of grain filling 
to 
physiological 
maturity. 

Degree days 
above a base of 
8 *C from 
170°C days (B 
= 8°C) after 
silking. 

Days at 
optimum 
temperature 
and 
photoperiod. 

Days at 
optimum 
temperature 
and 
photoperiod 
from firat 
flower. 

Degree days 
above a base of 
1C from 120°C 
days (B=0°C) 
after anthesis. 



Table 4. cont'd. Genetic coefficient definitions. 

Vegetative Growth Coefficients 

GENERAL DEFINITION 

Leaf 
Apperance 
Rate Leaf Size Stem Size 

Rate of Area of largest Weight of non
appearance of leaves on stressed stem 
true leaves at stem under (excluding
the tip of the non-stressed leaves and 
main stem. conditions, spike when 

stem 
elongations 
ceases.
 

CROP SPECIFIC DETAILS AND UNITS 

Soybean Leaves 2cm g 
(trifoliates) 
perday at 
optimum 
temperatures. 

Wheat g 



Table 4. cont'd. Genetic coefficieat definitions, 

Reproductive Growth Coefficients 

GENERAL DEFINITION 

Pod 
Appearance 
Rate 

Rate of 
appearance of 
pods under 
optimum 
conditions. 

CROP SPECIFIC DETAILS AND UNITS 

Maize 

Soybean 	 Pods per m2 per 
day. 


Wheat 

Shell 
Growth Rate 

Rate of dry 
matter 
accumulation 
during the 
main shell 
growth phase 
and under 
optimum 
conditions. 

mg per shell per 
day. 


Grain 
Grain Number Growth Rate 

Grain number Rate of dry 
per specified matter 
unit under accumulation 
optimum during the 
conditions. main filling 

phase and 
under 
optimum 
conditions. 

Number per plant. 	 mg per grain per 
day. 

Number per pod. 	 mg per grain per 
day.
 

Number per g dry mg per grain per
 
weight of stem (no day.
 
leaves) plus spike
 
at anthesis.
 

U 	 -_ 



Table 4. cont'd. Genetic coefficient definitions. 

Phase ModifierCoefficients 

GENERAL DEFINITION 

Vernalization 
Sensitivity 

Delay in development 
when plants are not 
completely vernalized, 

CROP SPECIFIC DETAILS AND UNITS 

Maize 

Soybean 

Wheat 	 Relative delay for each 
day of unfulfilled cold 
requirement, assuming 
that 50 days of cold 
treatment is sufficient 
for all cultivars. 

Photoperiod 
Sensitivity 

Delay in development 
when plants are grown 
in a non-optimum 
photoperiod. 

Days delay in tassel 
initiation in a 
photoperiod one hour 
longer than the 
optimum (12.5 hours). 

Ratio of duration of a 
photoperiod sensitive 
phase in a long 
photoperiod to the 
duration in a short 
photperiod Phases 
include flower 
initiation, flowering to 
first pod, and flowering 
to physiological 
maturity. 

Relative delay in spike 
initiation in a 
photoperiod one hour 
shorter than the 
optimum (20 hours). 

Photoperiod 
Threshold 

Photoperiod at which 
times to floral initiation 
and/or other 
development stage 
change from minimum 
values. 

Hours 
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Table 5. Wheat genetic coefficients and cultivar characteristics 
as presented in French and British recommending agency lists. 
Scoring scales shown in parentheses with lowest degree 
of expression first. 

Genetic Coefficient Cultivar Characteristic 

Vernalization sensitivity (0-9) Alternative (9-1) 

Photoperiod sensitivity (1-5) Precocite; Earliness (9-1) 

Grain filling duration (1-5) 

Grain number/weight (1-5) 

Kernel growth rate (1-5) 1000 Grain weight (9-1) 

Standard stem weight (1-5) Tillage (9-1) 

The "modifier" coefficients are based on the assumptions that development
rate increases linearly as vernalization proceeds to a maximum at 50 days (Fig. 
5), with the plant being sensitive to vernalization from emergence to floral 
initiation, and curvilinearly with photoperiod to a maximum at 20 h (Fig. 3).
Definitions for all coefficients involved with wheat are presented in Table 4. 

The values for each of the wheat coefficients, unlike those for maize and 
soybeans, are not presented as such, but are reduced to scale values running
from 0 (zero) for those genotypes showing minimum expression of the trait in 
question, to some upper value for those genotypes showing maximum 
expression. A list of genetic coefficients for wheat thus approximates more 
closely to the list of varietal characteristics presented by recommendation 
agencies (Table 5). However, few agencies provide information that can be 
easily related to grain number and grain filling phase duration coefficients. 

DETERMINATION OF GENETIC COEFFICIENTS 

Genetic coefficients can be determined in a controlled environment setting
indoors or outdoors. In a controlled environment chamber, factors of interest 
such as daylength or temperature, can be varied while all other factors are kept 
constant. Photoperiod, vernalization, and juvenile stage coefficients can be 
obtained in this way. However, plant growth indoors often differs markedly
from growth in the field, and the use of outdoor facilities is preferred. Artificial 

...... .. U. ...................




lighting at a low latitude location makes the determination of the coefficients 
possible and is currently being attempted at two different elevations in Hawaii 
(Fig. 6). 

However, the use of special "outdoor phytotrons" may not be appropriate 
for some crops, and the facilities are unlikely to be available to all workers. 
Thus, a third approach; estimation of the coefficients from field data sets in 
which dates of phenological events and yield components such as grain 
number and weight have been measured, is likely to be the one most widely 
applied. Application of this approach requires the collection of sufficient 
environmental data to run the model. This is accomplished iteratively by 
running the model with approximate coefficients, comparing model output 
with actual data, adjusting coefficients and repeating until acceptable fits are 
obtained. This approach can be used by editing the appropriate input files for 
the model, but is best accomplished by using software which follows a preset 
rules sequence, and which has been especially written for the purpose. Such 
software has been developed by IBSNAT. The Decision Support System for 
Agrotechnology Transfer (DSSAT) software is currently set up with rules 
packages for maize, soybeans, and wheat, but is flexible enough to allow the 
ready addition of other crops. 

Figure 6. Genetic coefficient experiment on Maui. 
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The genetic coefficient values obtained iteratively from a single experiment 
will not necessarily be correct for the genotype in question. Values for two 
coefficients that control the timing of one developmental event cannot be 
determined from just one data set. Data from several planting date and 
location experiments will thus be necessary to permit estimation of all 
coefficients. Furthermore, an estimation procedure that encompasses data 
from all experiments, rather than from one which simply averages the 
coefficients estimated individually, will be required. IBSNAT is currently 
working on software for such a procedure. 

FUTURE DIRECTIONS 

The genetic coefficients used in the IBSNAT crop models are thus 
coefficients that characterize certain aspects of a cultivar's performance. 
Coefficients determined in one region should be similar to those determined in 
other, possibly contrasting, regions. Whether this is so is a moot point, and one 
that requires further examination. Should it be proven, however, that the 
coefficients are functions of the environment in which the measurements were 
made, then redefinition of the coefficient(s) and recoding of the model(s) will 
be necessary. Examination of the universality of coefficients currently used, 
and hence of the correctness of the understanding built into the models, is a 
task that will have to be undertaken with some urgency in the near future; this 
task should be completed before the models are used in conditions different to 
those in which the coefficients were determined. 

The coefficients currently used relate in varying degrees to the 
characteristics reported for specific cultivars by agencies responsible for 
cultivar testing. This relationship needs to be further developed, with the 
ultimate goal being a situation in which genetic coefficients and varietal 
characteristic tests become one and the same. To reach such a situation, the 
way in which some coefficients are expressed may need to be changed, 
perhaps to a scaler base as has already been done for wheat. Equally, it may be 
necessary to change the methods of expression and add some aspects to 
varietal characteristics lists. To help in this, software such as that developed by
IBSNAT will be needed as an analytical tool for application to cultivar test data. 

Finally, it needs to be recognized that the array of genetic coefficients 
currently used in IBSNAT crop models does not encompass all aspects that 
may be of significance in determining the performance of a specified cultivar in 
a given region, elements that may well have been taken into account by the 
local cultivar testing agencies. Factors, that relate to physical stresses, diseases 
and perhaps also pests, will have to be taken into account before model 
outputs can be used directly for decision making at the farm level. 
Incorporation of coefficients that relate to such aspects, along with further 
validation of the effectiveness of the coefficients currently incorporated, is 
essential if modeling approaches are to achieve their potential for bringing 
greater precision and economy into some of the decision making steps of 
agriculture. 
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INTRODUCTION 

Crop models are becoming an increasingly valuable tool in assisting with
decision making at both the farm and regional level. One of the principal
deficiencies that keeps models from being more widely used is the lack of 
spatial and temporal variability in factors needed to predict the performance of 
a crop. The fundamental factors needed for use in predicting crop
performance include weather variability in space and time and soil properties,
and their spatial variability. A major function of the soil is to provide a
reservoir for plant water and nutrients. The supply of water and nutrients 
throughout tile plant life cycle influences the expansion rate of the growing 
organs and ultimately their economic yield. Thus, for functional models of
plant growth, we seek to describe the soil as a source of water and nutrients. 
When these resources are available in sufficient quantities, plant growth is 
controlled by aboveground atmospheric factors. When the soil-supplied
factors are not adequate, plant growth is reduced below the amount
determined by the atmospheric conditions. Because soils vary greatly in their 
capacity to hold water and nutrients, the soil properties that influence the 
plants are important. 

This paper discusses tile minimum number of soil and weather related 
properties that we believe are necessary to provide a relatively general
prediction of the soil-water supply to plants. The soil and weather information 
discussed is that needed for use in the functional models adopted by the 
IBSNAT Project (Uehara 1985) which presently include maize, rice, wheat, and 
soybean, and when sufficiently validated, potato, sorghum, millet, barley,
peanut, and dry bean. The models are limited to these crops because it is a 
prototype project. The goal of tile developers of the IBSNAT crop models is to 
predict the performance of a particular cultivar sown at any time on any soil in 
any climate for agrotechnology transfer. Models help to accomplish this goal
by defining soil, weather, management, and genetic information that should be 



collected in practically all experimental trials to help explain outcomes and 
thereby transfer the technology beyond the site and year of the trial. 

Most models used for evaluating crop production systems can be 
categorized as mechanistic or functional (Addiscot and Wagenet 1985). 
Mechanistic models are usually based on dynamic rate concepts. They 
incorporate basic mechanisms of processes and the appropriate continuity 
equations for the relevant flow rates. Mechanistic models are useful primarily 
as research tools for better understanding of an integrated systcm, aIL because 
of their complexity are usually only used by their authors. Functional models 
similar to those used in the Decision Support System for Agrotechnology 
Transfer (DSSAT) system are usually based on capacity factors and tieat 
processes in a more simplified manner, reducing the amount of input required. 
Functional models contain no less than daily time steps and can run through 
computers quite rapidly to evaluate outcomes over large space and time. The 
functional models also have modest input requirements making them useful 
for management purposes. Because of their simplicity, functional models are 
more widely used and independently validated than their mechanistic 
counterparts. 

It is often not possib!e or practical to directly measure the soil 
characteristics and properties required to execute a simulation model. Thus we 
have sought methods to approximate the needed soil properties from existing 
soil taxonomic data. These approximation methods, once they are established 
as reliable and accurate, provide the opportunity to estimate essential soil 
properties that are difficult, expensive, or time consuming to measure. 

Soil survey activities have resulted in the measurement and tabulation of a 
wide range of soil characteristics including texture, structure, organic matter 
content, and cation exchange capacity. Although these data alone are 
insufficient to meet the needs of simulation models, a major challenge is to 
"translate" them into the data required as model inputs. Procedures to obtain 
these "translations" have b .en discussed and extend into practical use by 
Bouma and van Lanen (1987). They defined "pedotransfer functions" as an 
expression that related different soil characteristics and properties with one 
another or to land qualities. 

WEATHER DATA REQUIREMENTS 

The minimum set of weather data needed for the IBSNAT models include 
daily values of solar radiation, maximum and minimum temperatures and 
rainfall. The radiation is important for accurate estimation of photosynthesis 
and evaporation. The temperature is primarily important in the determination 
of plant development rate, although it also helps in the evaluation of 
temperature related stress at extreme ranges of temperature and other soils and 
plant process phenomena related to temperature. Rainfall provides the 
potential water supply to the crop. 

Ideally, the weather data should be recorded at a site near where the model 
is to be used. The temperature and radiation data will probably not vary a 



great deal if the weather recordings are some distance from the site if the 
evaluation is about the same. However, rainfall is sufficiently variable spatially
that it must be measured at the site of interest for model testing or use of the 
model for prediction at a specific site. 

Most weather stations have historically measured rainfall and temperature
but not solar radiation. This is particularly the case when long weather records 
are required for multiple year simulations. When hours of sunshine data or 
percent sunshine data are available, solar radiation (Q) can be estimated using 
the following equation: 

Q=Q.*a + b* (N/N,)] [Ila] 

where Q, = clear day solar radiation predicted from latitude and day of the 
year. 

N = hours of sunshine 
N =hours of possible sunshine 
The coefficients a, and b are location dependent and are affected by such 

factors as latitude, elevation, and atmospheric qualities. When values of the 
coefficients are not known, approximate values are 0.24 and 0.5, respectively.

Values of Q,, and N. can be obtained from meteorology tables or calculated 
from relatively simple equations for any latitude and day or year. One 
problem with obtaining Q, where no measurements of solar radiation are 
available is the approximation of the relative transmissivity (T) of tile 
atmosphere. The Q,, value above the atmosphere is multiplied by T to obtain
Q. on a horizontal surface at the site of interest. In such a case, a value of T can
 
be approximated as 0.8. 
 If a limited amount of solar radiation data is available,
values from clear days can be divided by above atmosphere Q,, values to obtain 
a measured T value. 

If percent of sunshine data are available then they replace the N/N,, value 
in the equation above when expressed as a fraction. 

APPROXIMATION OF A LONG TIME SEQUENCE 
OF WEATHER VARIABLES 

When long-term weather records are not available, an alternative 
procedure is to use stochastic time-series modeling to generate a sequence of 
weather data with statistical properties similar to historical sequences. To
produce these sequences a short run of weather data is used to determine some 
coefficients describing the data, and the coefficients are in turn used to generate 
a longer seqi!,.nce of data making use of the random number generation
capability of the computer. One procedure which uses this approach, and 
which has been widely tested in the United States and several other locations,
is the WGEN generator of Richardson and Wright (1984). This publication
includes tables and maps of the required coefficients for the contiguous United 
States. 
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SOIL INFORMATION CONSIDERED TO BE UNIFORM FOR ALL SOILS 

The models do not use the physical properties of soil matric potential or 
conductivity as direct inputs. The input values are approximated through 
generalizations of measured values. This approach is used considering the 
high variability of the real values in space and time. The two variables 
approximated are the unsaturated hydraulic conductivity for all soils near 
matric potentials of -2 MPa and a constant for second stage evaporation that is 
also related to water flow at low water content. 

The hydraulic conductivity, K, is approximated on the assumption that all 
soils have a constant conductivity of 5 X10' cm day-' at the lower limit of water 
availability to the plant (LOL, volume %)or at a matric potential about -2 MPa. 
The relationship used is: 

- [1]K 5 X 10-1*eCi(SW LOL) 

where CT is a texture dependent coefficient that is approximated from LOL, 
and SW is the actual soil water content. All water contents in this paper are 
expressed in volume percent. The value for CT is obtained from the equation: 

CT= 1.2 - 0.025 * LOL [21 

This relationship is used primarily to determine the maximum possible 
daily uptake rate by plant roots as used in a single root radial flow model 
(Ritchie 1985). 

The second stage evaporation rate of soils begins when the water content at 
the soil surface approaches air dry conditions (Black et al. 1969). After this 
stage is reached there is a gradual decrease in the evaporation rate until the soil 
surface is wetted again. Probably because the diffusivity of all soils near the 
surface is about the same value for the first few days in second stage drying 
when the evaporation rate is relatively large, the constant C. in the evaporation 
equation: 

2
SC 1/t'' , [31 

has proven to be about 3.5 mm day -1/2 for many soils. In equation [31 YE2is 
the cumulative evaporation rate at time (t) in days from the beginning of stage 
two evaporation until soil is rewetted. 

Soil factorsneededfor model inputrelatedto soilwater 

The factors considered can be categorized into those that influence: 1)water 
entry and retention in soil; 2) loss of water by the evaporation process; 3) the 
limits of water retention capacity; and 4) the environment for root growth. 
They can be further categorized into single properties needed for the whole soil 
profile and those that vary with depth. 
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SINGLE PROFILE PROPERTIES 

Infiltration and runoff 

Infiltration of water into the soil is calculated as the difference between 
precipitation and runoff. Runoff is calculated using the USDA Soil 
Conservation Service (SCS) procedure known as the "curve number technique"
(Soil Conservation Service 1972). The procedure uses total precipitation in a 
calendar day to estimate runoff. The relation excludes duration of rainfall as an 
explicit variable, so rainfall intensity is ignored. Runoff curves are specified by
numbers which vary from 0 (no runoff) to 100 (all runoff). The SCS handbook 
provides a list of runoff curve numbers for various hydrological soil groups
and soil-cover complexes. The SCS technique considers the wetness of the soil, 
calculated from previous rainfall amount, as an additional variable in 
determining runoff amount. Tile technique has been modified for layered
soils. The wetness of the soil in tile layers near the surface replaces tile SCS 
antecedent rainfall condition. This modified procedure is considered by
hydrologists to be one of the most conservative models of runoff when only 
daily precipitation is known. 

To determine the runoff curve number for cropland soils, it is necessary to 
decide which of four hydrologic soil groups best describes the soil. Description 
of the groups is given in Table 1. The curve number (CN2) is determined from 
the slope of the site using information in Table 2. The carve number is 
modified for the degree of conservation practices followed as indicated on the 
lower part of Table 2. 

Table 1.The soil hydrologic groups needed for selection of a runoff curve number for croplands. 

Hydrologic group 	 Description 

A. Lowest Runoff Potential. 
Includes deep sands with very little silt and clay, also deep, rapidly permeable loess. 

B. Moderately Low Ruuoff Potential. 
Mostly sandy soils less deep than A, and loess less deep or less aggregated than A, but the 
group as a whole has above-average infiltration after thorough wetting. 

C. Moderately High Rurcff Potential. 
Comprises shallow soils and soils containing considerable clay and colloids, though less than
that of group D. The group has below-average infiltration after thorough wetting. 

D. 	Highest Runoff Potential. 
Included mostly clays of high swelling percent, but the group also inlcudes some 
shallow soils with nearly impermeable subhorizons near the surface. 



Table 2. Runoff curve numbers (CN2) for various hydrologic conditions, 
slopes, and conservation practices. 

Hydrologic Condition 

%slope A B C D 

0-2 61 73 81 84 
2-5 64 76 84 87 
5-10 68 80 88 91 
>10 71 83 91 94 

Modificationfor conservationpractices 

Good CN2 * 1.0 Fair CN2 * 1.04 Poor CN2 * 1.08 

Once the daily infiltration is determined a "tipping bucket" approach is 
used to distribute the water in the soil, or if there is no capacity for it, to 
increase drainage. It is assumed that water flowing through the soil at a faster 
rate than the drainage calculation discussed in the following section does so 
through connected macropores. 

Drainage 
Because water can be taken up by plants while drainage is occurring, the 

drained upper limit soil water content is not always the appropriate upper 
limit of soil water availability. Drainage rates among soils vary greatly. Many 
productive agriculture soils drain quite slowly, and may thus provide an 
appreciable quantity of water to plants before drainage stops. 

The drainage formula assumes a fixed saturated volumetric water content 
(SAT) and a fixed drained upper limit water content (DUL). Drainage takes 
place only when the water content is between these two limits. The daily 
drainage (DRAIN) from any depth (i) is 

DRAIN, = SWCON (SW- DUL ) *DLAYR, [41 

where SWCON is a drainage coefficient (unitless), SW is the soil water content 
and DLAYR is the depth of the layer (cm). The coefficient SWCON varies 
between 0 and 1 and represents the fraction of water between the actual water 
content and the DUL that drains in one day. Thus for a coefficient of 0.5 with 
the soil water at SAT, the water content would decrease to half of the difference 
between the two limits in one day. On the second day, half of the remaining 
water between the limits would drain, etc. Further details of this procedure are 
available in Ritchie (1985). 



Table 3. Permeability classification. 

Permeability class SWCON 

Very Rapid 0.85 
Rapid 0.75 
Moderately Rapid 0.60 
Moderate 0.40 
Moderately Slow 0.25 
Slow 0.05 
Very Slow 0.01 

When field values of SWCON are not available, the values are 
approximated from soil descriptions based on tile permeability classification as 
given in Table 3. 

Albedo 

Soil albedo (SALB) is the reflectance of solar radiation from the soil surface. 
It is input to the model because of its variability between soils. Under most 
circumstances, precise albedo values are not very important nor very sensitive 
in influencing the water balance. The soil albedo varies with surface roughness 
and wetness, usually being lower for wet and rough conditions. For the 

Table 4. Color modifiers. 

Color Albedo* 

Brown 0.13 
Red 0.14 
Black 0.09 
Gray 0.13 
Yellow 0.17 

*Add .01 for lighter modifiers and subtract .01 for darker modifiers. If the 
additionalmodifier "very" is present, add or subtract .02. 
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models, the soil albedo is used to calculate potential evaporation from the soil 
surface. Therefore, the approximations that are made are based on wet surface 
conditions. The color of the upper horizon is used to approximate the albedo 
as shown in Table 4. 

Upper limit stage one evaporation 

The upper limit constant (U, mm), like the albedo, is usually not vely 
sensitive in affecting crop productivity, but it can have an important influence 
on the amount of soil evaporation during periods when the soil surface is 
frequently wetted by rainfall. The equations for U are as follows: 

U = 8.+ 0.08 *CLAY SAND < 80, CLAY < 50 [41 

U = 5. + 0.15 * (100. -SAND) SAND> 80 [5] 

U = 5. + 0.06 * (100. - CLAY) CLAY > 50 [61 

where CLAY has a particle size less than 0.002 mm, SILT is between 0.002 and 
0.05, and SAND is between 0.05 mm and 2 mm, as defined by the U.S. Soil 
Classification System. For poorly drained soils, the above value for U is 
increased by a multiplier equal to (3.- 13. * SWCON), when the SWCON value 
is less than 0.23. 

DEPTH DEPENDENT SOIL PROPERTIES 

Extractable soil water limits 

The soil water limits needed as inputs to the IBSNAT crop models are 
defined as: a) drained upper limit (DUL), the highest field-measured water 
content of a soil after it has been thoroughly wetted and allowed to drain until 
drainage became practically negligible; b) lower limit (LOL), defined 
previously in this paper; and c) potential extractable soil water (PLEXW), the 
difference in water content between DUL and LOL. Procedures for 
determining the field-measured limits are presented in Ritchie (1981). Data for 
determining estimates of these parameters were taken from a survey 
conducted in the United States on this subject (Ratliff et al. 1983). They 
demonstrated significant departures between field-measured and laboratory 
estimates of extractable water. 

Empirical equations from the field data collected in the Ratliff et al. (1983) 
study should be applicable to most mineral soils if direct field measurements 
are not available. The equations should not be used for organic or volcanic 
soils. Details of the deprivation of the empiricisms used in this section along 
with the detailed data collected in the Ratliff et al. study are available in a 
special report (Ritchie et al. 1987). The report also provides comparisons of the 
estimated water limit values with field measurements. 



Separate equations are used for various ranges of soil textures in order to 
best approximate the extractable water limits. For soil with sand percent 
greater or equal to 75 percent, the following equations estimate LOL and 
PLEXW: 

LOL = 18.8- 0.168 *SAND SAND >_ 75% [71 

PLEXW m = 42.3 - 0.381 * SAND [81 

where the subscript "m" is used when estimating water content limits for 
mineral soils. For sand less than 75 percent, soils are separated into two groups 
according to their silt content for LOLm: 

SAND < 75% 
LOL m = 3.62 + 0.444 * CLAY [91 

SILT < 70% 
SAND < 75% 

LOL = 5.0 + 0.0244 * CLAY2 [101

SILT >_ 70%
 

For both silt groups:
 

PLEXW M= 10.79 + 0.05004 * SILT SAND < 75% [11] 

For all soil textures: 

DULM = LOLM + PLEXWm [121 

Approximatingthe influence of bulk density, organicmatter,
 
and rock fragments on extractablesoil water limits
 

The field measured limits of extractable soil water reported in the survey of 
Ratliff et al. (1983) did not contain samples with large variations in bulk density 
or organic matter. Thus the data did not p,'ovide sufficient information to 
develop relationships needed to account for the influence of bulk density and
 
organic matter on the extractable soil water limits.
 

For most deep soils, the water extracted by roots of annual crops decreases 
at depths greater than about 1.3 m, indicating a lack of complete extraction. 
However, because some roots reach deeper soil, some water is extracted from 
there. Thus, the LOL water content for those depths must be estimated in 
order to calculate PLEXW for use in soil-water balance evaluations. 

Many soils have relatively high bulk densities within part of the profile
which often limits the ability of roots to penetrate uniformly throughout the 
soil volume (Jones 1983). 

Rawls (1983) used 2721 samples from various horizons to develop a bulk 
density contour map based on percentages of sand and clay. The measured 



density data, for the -0.03 MPa water potential, were adjusted for organic 
matter using a published formula so that the results were for mineral soil bulk 
density. 

It is assumed that mineral soils of any specific texture combination have a 
mean mineral bulk density (Dm) such that DUL, LOL, and PLEXW are 
constant. Further, soils with densities higher than D, have lower than average 
PLEXW and higher than average DUL and LOL and vice versa for those with 
densities lower than D. 

Information from literature and from the Ratliff et al. (1983) survey were 
used to develop empirical equations to approximate D for mineral soils with 
less than 8 percent organic matter (OM). The three equations for various 
textural ranges are: 

D = 1.709 -0.01134 * CLAY SAND > 80% [131
 

D = 1.118 + 0.00816 *SAND + CLAY *
 
[0.008340 - 0.3606/(100 -SAND)] 20% < SAND < 80% [14]
 

D = 1.453 -0.004330 * SAND SAND < 20% [151
 

Voorhees et al. (1975) and Asady et al. (1985) reported data from 
compaction studies where the soil density for the same soil texture varied 
considerably. In each case, soil cores were brought into an equilibrium water 
potential in the -0.01 to -0.1 MPa range. In both studies, the water content at 
pressure potentials near DUL indicated that there was an increase in the water 
content of approximately 17 volume percent per unit density change (g/cm). 

Further, assuming that organic matter (OM) increases the DUL by 0.23 
volume percent for each one percent of OM, the following equation is used to 
modify the DUL value as calculated in equation 1121: 

DULC = DUL m - 197 * (D, - D) + 0.23 * OM, [161 

where D, is the measured 0.03 MPa bulk density from field samples, OMf is the 
measured OM and DUL is the estimated DUL when corrected for OM and 
density. 

No suitable laboratory-measured data were available to determine the 
change in PLEWX for soils with unusually high or low densities or with 
contrasting OM contents. The following equation was used to approximate 
how density and OM influence PLEXW: 

PLEXW, = PLEXW M+ 3.5 * (D, - D) + 0.55 *OMf [171 



LOLC follows as: 

LOL. = DUL -PLEXW, [181 

Equations 1161, [171, and 1181 produced results that are at least as good as 
those where laboratory procedures are used to estimate LOL, DUL and 
PLEXW. 

If measured D, values are not available for use in equations [161 and[17], 
default values can be approximated by the equation: 

D, (default) = [OMf * 0.224 + (100 -OM)* DJ/100 [191 

If rock fragments (particles greater than 2 mm diameter) are a significant 
quantity in soil, there should be a correction made in the estimation of 
extractable soil water. The rock fragments are usually reported as a weight 
percentage (RFW). Assuming the density of rock fragments to be 2.65 g/cm3, 
the following equation converts weight percent to volume percent (RFV): 

RFV = 1/[1 + 2.65 * (100 -RFW)/(RFW * D)] 1201 

The soil volume percentage (SV) excluding rock fragments is 

SV = 100 -RFV [211 

Assuming the rock fragments hold negligible water for plant use, the corrected 
soil water extraction limits are: 

LOL. -LOL *SV/100 [221 

DUL, = DULC *SV/100 [23] 

PLEXWe PLEXW * SV/100 [241 

where the subscript "e"represents estimated water content limits that have 
been corrected for rock fragments, density, and organic matter. 

Saturatedsoil water 

For this calculation we assume that for most cases the saturated water 
content (SAT) is equal to 0.85 of the total porosity. Thus the value is calculated 
from the equation: 

SAT = (1- DI/2.65) *85 [251 



Root weighting factor 

The root weighting factor (WR) is needed for detennining the root 
distribution for new growth each day. By definition, the depth of soil used as 
model input is to contain the full grown rootzone of the crop. The WR value is 
the weighting that each depth of soil will receive relative to the total WR values 
for depths where root growth is occurring, assuming good aeration and 
sufficient soil water content. Poor aeration and low soil water information 
from the crop models modifies the WR value. Because root growth is always 
more dominant near the surface under optimum water contents, a value of WR 
between 0 (zero) and I is calculated for each depth increment, i, from: 

(-0.02 * Z,)
 
WR = 1.* e 
 [261 

where Z is the depth of the center layer i. 
The value of WRi is modified by a constant factor based on the qualitative 

description of for the presence of roots in the soil. The modifiers are given 
below with the multiplier constant for WR shown in parenthesis: 

No roots seen (0.1)
 
Roots between peds (0.4)
 
Roots between horizontal planes (0.4)
 

Initial conditions for the water content 

If the initial soil water content at the depth is not increment specified or the 
inputs are not known, they can often be reliably estimated if the model is run 
beginning at a time when the initial conditions are at the LOL or DUL. In 
regions where the soil water supply is almost always depleted at the end of a 
season, the model can be run from that time until the sowing date by assuming
that the entire profile is at the input LOL values. The initial condition at the 
sowing data then becomes the values approximated from the off-season water 
balance, assuming a bare soil condition. In regions where the precipitation is 
almost always sufficient to provide soil water conditions at the DUL, just 
before sowing, then the input values can be assumed to be DUL at or just
before sowing. Procedures in the input program of the IBSNAT models allow 
for this possibility of providing initial soil water if it is not measured. 

SOIL FACTORS NEEDED AS INPUT RELATED TO 
NITROGEN DYNAMICS 

Extractable soil nitrate and annonium 

In many experiments the levels of nitrate and ammonium in the soil will 
not have been determined and in some cases will not have been determined for 



all layers in the soil profile. While there is no substitute for appropriately 
determined values for nitrate and ammonium approximations can be made in 
some circumstances. The INPUTS program incorporates an expert system type 
routine (termed NINIT) for estimating nitrate and ammonium. This routine 
functions by firstly inquiring about the immediate past cropping and fertilizer 
history of the soil and determining a probably crop N uptake. A rudimentary 
N balance is performed by making allowances for mineralization, possible N 
losses via leaching and denitrification, crop N uptake, and fertilizer additions. 
Following calculation of a mineral N balance NINIT attempts to determine the 
proportions of this mineral N in each of the ammonium and nitrate pools. This 
is done on the basis of soil texture and weighting factors for soil depth, organic 
carbon distribution, and previous rainfall. 

NINIT can also use a simpler procedure where no N balance calculations 
are attempted. Here the user is asked for the estimated size of the mineral N 
pool in the soil in units of Kg N/ha. The following guidelines are supplied: 

N status of Soil Mineral N range in soil 
Low <50 kg 
Medium 50 to 150 kg 
High 150 to 400 kg 

NINIT then calculates appropriate values for concentrations of nitrate and 
ammonium using a starting estimate of I ppm of ammonium in each layer with 
the balance of mineral N made up as nitrate. In soil layers with substantial clay 
or organic matter the concentration of ammonium is increased up to 3 to 4 ppm 
and the nitrate adjusted accordingly. NINIT will attempt to bias distributions 
of mineral N more heavily toward the surface. This procedure can also be 
performed by hand if you wish to create data files for use by the model with a 
text editor. It should always be remembered that these are approximations 
only and should not be used when attempting to validate the model. 

DMODmineralizationratemodifier 

Under most crop growing conditions this should have a value of 1.0. In 
other words, the predicted mineralization rate of the stable organic matter 
should be relatively correct. When soils which have not been disturbed for a 
long period of time (virgin soils, 20 years of pasture ley) are cultivated for the 
first time the minerlization rate will tend to be underpredicted. It is 
appropriate in these circumstances to use a value of 2.0 for DMOD. On some 
soils, such as the Andepts of Latin America, New Zealand, and Japan, where 
much of the organic matter is chelated by aluminum, the model tends to 
overpredict the mineralization rate. In these circumstances it is appropriate to 
use a value of 0.2 for DMOD. 



Organic carbon 

Soil organic carbon measurements are usually performed routinely as part 
of the soil characterization process. Sometimes these data are reported as 
organic matter percentage. Organic carbon can be estimated from organic 
matter percentage by dividing by 1.73. For applications where exact initial 
conditions are not critical, consult soil survey information for a relevant soil 
profile close in properties to the one you intend to use. The only general rules 
which can be applied to organic carbon is that generally it tends to be higher on 
heavier textured soils and it almost always decreases with depth. It will tend to 
be lower on more highly weathered soils and on soils with a very long 
cultivation history. 

CONCLUSION 

No doubt several improvements can be made in the estimation of weather 
and soil parameters used in functional crop models. Research is continuing not 
only to improve these parameter estimation procedures but also to provide 
more general and accurate relationships within the model. The models in this 
present state, however, are proving to be quite valuable for several 
applications. Further experience in model testing and use will continue to 
contribute to these improvements. 
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WHOLE-FARM SYSTEMS SIMULATION 

USING BIOLOGICAL CROP MODELS 
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P.K. Thornton, 
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INTRODUCTION 

The targeting of research and the translation of subsequent findings into 
technology packages which can be widely adopted by farmers constitute major 
problems in the development of agriculture in many countries. There are 
many factors that contribute to the difficulty in the identification and the delay 
in the adoption of technology, but most are related to an incomplete 
appreciation of the biological, economic, social, and cultural constraints that 
impinge on small-farm production systems in many parts of the globe. One 
way of attempting to deal with these factors is through the use of whole-farm 
modeling (Dent and Thornton 1988). This is a logical extension of the 
International Benchmark Sites Network (IBSNAT) Project's activities in the 
realm of applications, but at present lies outside the purview of IBSNAT's 
Decision Support System for Agrotechnology Transfer (DSSAT V.2.1). The 
principal advantage of farm system modeling as a methodology is that a 
specific technology can be assessed ex ante in a whole-farm context. For 
example, interactions between the various farm activities, during the course of 
the whole year are included in the assessment process. A full appreciation of 
the resource demands of the farm is necessary, and limitations of these as well 
as managerial and social implications will influence the impact of new 
agrotechnology on farmers and their families. 

Field experimentation, either in outlying research stations or in farmers' 
fields, is the normal basis for determining suitable crop technologies within 
most research frameworks. The results of experiments are heavily dependent 
on the season's climate sequence, the specific soil type on which the experiment 
takes place, and numerous management factors such as, pest control, plant 
population at establishment, and the timing of cultivation and inputs. The 
critical issue is whether the results from such crop experiments have much 
relation to the way technology packages based on them will operate in the 
fields of resource-poor farmers in a different place, year, and soil type, where 
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farming operations are constrained by socio-economic factors neither 
experienced nor, perceived at the research station. 

This paper describes the concepts behind some activities that are being 
carried out under the IBSNAT umbrella. These activities are concerned with 
the development of various techniques that could potentially improve the 
effectiveness of field experimentation within the agricultural development 
process. 

CROP MODELS 

The concept of crop simulation is well understood (Penning de Vries et al. 
1989). A suitable model can simulate daily crop growth, development and 
final yield in any fully specified environment, taking into account soil, climate, 
managerially controlled inputs, cultivar type, and season (Jones and Kiniry 
1986). IBSNAT has been heavily involved with the construction and 
commissioning of such models, and these have been amply described 
elsewhere. 

When confidence is establi-hed that a crop model can produce similar 
results to those obtained from field trials, a completely new model philosophy 
can be established. Field trials can be set up specifically to validate the models 
in a particular location, and these can then act as the medium for the generation 
of extension data. In particular, running the model for a specific site can 
involve the use of simulated weather time series. In this way, repeats of an 
experiment over many simulated climate years can be carried out on the 
computer, to produce an outcome distribution for yield (or other output of 
interest) related to a particular technology package. Production stability in 
relation to weather over time can then be investigated explicitly, for a particular 
set of input or management conditions. The use of different simulated weather 
sequences allows a distribution of yields to be assembled, which can then be 
expressed in cumulative form to facilitate analysis. 

Essentially, such biological models can be used to answer any technical 
question that involves factors to which the model is sensitive. Thus, which of 
five cultivars performs better at a given site within a given rotation, is a 
meaningful question that can be examined using detailed biological models. 
Figure 1 shows simulated results of five wheat varieties grown in Australian 
rainfed conditions. Yield variability under these conditions is substantial, and 
in terms of yield, the variety Titan stochastically dominates all the others. 

In addition, the normal experimental procedure can be turned around, by 
varying the cultivar-specific coefficients, to see what sort of genetic 
characteristics might be appropriate in a short-season crop that suits a farmer's 
objectives. (Tnis says nothing about how such a genetic blueprint might 
actually be produced in the breeder's plant pots.) 

Whilu some questions are meaningful, with respect to the level of detail 
that inheres in the crop model, some are clearly not, either because the model 
does not treat the factor involved, or because the sensitivity of the effect under 
investigation exceeds that built into the model. In terms of farmers' production 
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systems, there are a number of factors that it would be desirable for the model 
to be able to handle: 

1. Carry over effects from one season to another become important if crop 
rotations and crop sequences are to be included. Similarly, land often 
spends at least some of the year fallow, while soil water and nutrient 
levels are continually changing, even in the absence of crop cover. 
Such factors need to be taken into account if long-term crop production 
is to be simulated successfully. 

2. 	The agricultural systems of many smallholders in the tropics are rather 
complicated as two or more crops are often grown together at the same 
time, as a risk-reducing measure. Some 60 percent of all crop 
production in the tropics may arise from multiple cropping, in one of 
its many guises (Beets 1982). Other complications are introduced as 
many smallholders have livestock of some kind or another. The 
biological and economic interactions between crop and livestock are of 
great importance for many fa'mers in the tropics, and in many cases 
imperfectly understood. 

Work is proceeding on some of these aspects of the biological models as 
well as with other limitations to crop growth and development such as 
phosphorus availability, and weed, pest, and disease impact. The biological 
specification of the crop models currently available is quite impressive, but it is 
far from complete, and constitutes a severe constraint to the applicability and 
usefulness of a management-oriented farm modeling effort. 



TECHNOLOGY DESIGN AND SELECTION: THE ENTERPRISE LEVEL 

The risk related to weather and other biophysical factors associated with a 
particular management strategy can be exposed through replication to produce 
outcome probability distributions. Strategy comparison of biological output 
using stochastic dominance techniques such as that in DSSAT is only tile first 
step. Yield variability is only one of many factors that may be of importance to 
the smallholder farmer, and may not even constitute the major source of 
variation in the farmer's economic returns. Price uncertainty may be of even 
more importance, and strategies need to be compared in terms of their gross 
margin or net return. 

Consider the example in Figure 2. A traditional variety might be 
outyielded over the entire probability interval by an improved variety, and 
agronomically, the improved variety may be superior (Figure 2a). However, 
what if the improved variety: a) requires better seed-bed preparation, and b) 
matures somewhat later than the traditional variety. 

The first of these factors means that the variable costs of production will be 
increased with respect to the traditional variety. For the second, assume: a) 
that mean price decreases as time to harvest increases, and that b) price 
variability increases concomitantly (Fig. 2b). On combining the yield and price 
distributions, and subtracting the respective variable costs of production, the 
cumulative probability curves for gross margin per hectare present a very 
different picture compared with the yield curves (Fig. 2c). The traditional 
variety produces more stable gross margins and does better than the improved 
variety, in the sense of cumulative gross margins, in lower income years (below 
the point of intersection, Fig. 2c). 

If this cash crop is absolutely required to produce 100 units of money from 
the one hectare that the household grows, then clearly the improved variety is 
not suitable, as the probability of an income of less than 100 units is not 
negligible (about one year in ten). This example emphasizes that agronomic 
performance need not always be a good indicator of economic performance. 

An economic analysis of a single season's returns remains incomplete, 
however as nothing is said about what happens to the household's livelihood 
in the event of a sequence of poor years. Cash or resource carry-over effects 
from one season to another may' e of paramount importance (in broad terms, 
the farming system's economic sustainability), while low but dependable cash 
income may allow the household to subsist from one year to the next. High but 
variable cash income may spell disaster if many poor years are experienced in 
succession. 

TECHNOLOGY DESIGN AND SELECTION: WHOLE-FARM LEVEL 

Smallholders rarely operate only one farm enterprise. Changes in the 
management and/or performance of a single enterprise will have implications 
on other farm enterprises. Perhaps new technology has increased labor 
demands for maize production which, when seen in a whole-farm setting, puts 
a labor squeeze on the management of beans. To take such factors into 
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account, the modeling concept must be taken a stage further. 
There is an obvious need to have appropriate models for crop and livestock 

farm enterprises. This may increase the biological complexity involved, 
because of the interactions (McIntyre and Gryseels 1987). Some reorganization 
of individual models will be necessary to permit individual farm fields to be 
simulated in parallel so that allocation problems between crops for scarce 
resources can be studied and rotational alternatives explored. 

This next stage involves integrating a number of crop simulation models 
that can then represent rotational and multiple cropping practices, with 
e&-ments representing tile most important socio-economic factors that constrain 
or impinge upon agricultural production and decision making. With such a 
structure it becomes possible to examine alternative technologies within the 
farmer's total household framework. If the farm model is set up for a 
representative farm household in a district, technology can be designed with a 
much clearer notion of the likely adoption and the overall impact it may 
achieve on production. 

A number of approaches to socio-economic modeling have been pursued 
(Beck and Dent 1987), based on a variety of optimizing and non-optomizing 
techniques, but it is essential that the whole farm framework take into account 
consumption behavior, attitudes to risk, and borrowing and investment, and 
seasonal labor availability. 

In any farm model, revenue will be a function of farm production, which 
can be derived from simulations with the crop models and a knowledge of the 
seasonal variations of costs and prices involved. This revenue is used for 
family consumption, farm operating expenses, and for servicing any debt. The 
balance, whether negative or positive, results in reserves being built up or 
depleted, and investment or disinvestment on the farm, which affects 
subsequent production. 

A further layer to this framework consists of factors of two broadtypes: 
socio-economic constraints, and the most important of the host of non-technical 
factors that impinge on farmers' decision making. For example, labor use 
might depend on such things as the division of labor between the sexes, and 
household attitudes and objectives, as well as the availability of labor for hire in 
the district, and the household's ability to hire it. One of the ways in which 
some of the more-difficult-to-quantify factors can be handled is through the use 
of rule-based algorithms, or the if-then constructs of procedural computer 
language and expert system programmers. Work is in progress to attempt to 
link the way individuals make decisions to their socio-economic circumstances. 

Consider the set of factors that go to determine, ultimately, whether a new 
technology will be adopted by a particular group of households. The following
figures are preliminary attempts to identify and rank the important factors that 
have a bearing on the adoption of new phaseolus beans in Guatemalan 
smallholder farming systems (Fig. 3). 

Labor: does the new variety need more extensive weeding than the traditional 
variety? 



Cash inputs: is phosphorus fertilizer required for good yields with the new 
variety? 

Access to information: if the new variety needs to be grown using unfamiliar 
husbandry techniques, does the farmer have access to extension agents 
or neighbors who can give him the reqUired information? 

Varietalpreference: do the beans conform to local preferences such as taste, color, 
and size? 

Production variabilityand effects on tashflow: is the new variety higher yielding 
than the traditional variety under all circumstances, as far as can be 
ascertained? Ifnot, what are the effects of successive poor years on farm 
viability? 

The place of beans in the farmingsystem: how does the bean crop contribute to the 
farming system, and is the new variety able to perform all the functions 
of the traditional variety? 

Are the beans to be eaten or sold? If for home consumption, do they have a short 
cooking time and an acceptable palatability? If for selling off-farm, does 
the infrastructure and resource base exist to enable storage and 
transportation to the market? 

Consider varietal preference (Fig. 4), where a set of sequential questions
have to be answered positively for the variety to be acceptable to farmers. If 
the beans are for home consumption, then they must be black, have a short 
cooking time, and conform to Guatemalan notions of proper taste and texture. 
If beans are grown as a cash crop, then a market must exist, as well as the 
necessary infrastructure to get the beans to market at reasonable cost and with 
no quality loss. 

CASH 
LABOR INPUTS INFORMATION 

DEMANDS 

END-USE S PLANT A NEW _KPEEEC VARIETAL
VARIETY? PREFERENCE 

PLACE OF 
CROP IN HOUSEHOLDFARMING SYSTEM INNOVATIVENESS 

VARIABILITY & 
CASH FLOW EFFECT 

Figure 3. Factors that influence the decision to plant a new variety. 



As a further example, consider the factors that have an impact on potential 
household innovation. This suggests a primary classification of farm 
households into those owning land, and those farming land belonging to 
others. At the second level of classification, Figure 5 distinguishes between 
households with high or low cash reserves. It is hypothesized that social 
aspirations will be the major motivating force for innovation, followed by 
recent income levels. Risk attitudes will play a part in determining 
innovativeness in such households but is ranked below age considerations and 
equivalent in importance to household size. 

Figure 6 illustrates the potential model structure for handling this 
particular classification to determine likely innovation in a rule-based 
framework. At each step, questions preserving the hierarchy in Figure 5 are 
arranged in descending order of importance. These are then examined 
sequentially until an outcome (a particular potential for household 
innovativeness) is achieved. 

Such structures can be developed for all factors shown in Figure 5, and sets 
of rules can then be built either for incorporation in an Expert System 
framework, or subroutines written in standard computer language. These 
would then be linked together to interact with the bioeconomic farm model 
where necessary (for example, to determine cash available for the hiring of 

PLANT ARCHITECTURE
 
ACCEPTABLE
 

EARLY MATURING
 

HOME CONSUMPTION OFF-FARM SALE 

RIGHT COLOR MARKET EXISTSI I
 
RIGHT SIZE INFRASTRUCTURE EXISTS 

SHORT COOKING TIME TRANSPORT & STORAGE 
I COSTS ACCEPTABLE 

TRADITIONAL TASTE
 
& CONSISTENCY
 

ACCEPTABLE 

Figure 4. Sequential questions that must be answered positively if a 
new variety is to be accepted. 
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labor or for other inputs), as a first attempt to model farm decision making. 

A farm model such as this could be used in two major ways: 

1. To estimate the timing of the likely social, cultural and economic 
impact of a specific technology on farm households. By implication, 
such estimates will provide crop technologists with better guidance on 
research priorities. 

2. To determine he agricultural and regional policies such as price 
support, credit provision and extension networking, required to 
establish a specific technology in a district. 

By implication, the design and implementation of technology must be 
determined alongside, and simultaneously with, the design and 
implementation of farm and regional policy frameworks. Technology
development cannot be divorced from national social and economic policy.

Such constructs may then provide the linkage between biological models 
and the larger framework in which they are resident. The construction of farm 
models is underway, linked to case studies in Guatemala, Scotland and 
Malawi, that have recently been, or are soon to be initiated. 

Level 
1 LAND OWNER TENANT 
2 LOW High CASH RESERVES Low HIGH 

RISK AVERSION INCOME LEVEL RISK AVERSION SOCIAL ASPIRATIONS 
4 SOCIAL ASPIRATIONS AGE HOUSEHOLD SIZE INCOME LEVEL 

HOUSEHOLD SIZE EDUCATION DISCRFTIONARY AGE 
5 ACCESS TO CONSUMPTION 

INFORMATION 

INCOME LEVEL RISK AVERSION RISK AVERSION 

6 
AGE 

CASH GROWTH 
SOCIAL 

ASP;RATIONS 
HOUSEHOLD SIZE 

OFF-FARM ACTIVITY 

Farm 
Type 1 2 3 4 

Figure 5. Extent of innovativness according to household's cash reserves. 
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Figure 6. Potential model structure for handling innovation classification. 

TECHNOLOGY DESIGN AND SELECTION: REGIONAL LEVEL 

One logical step further in the scope of crop modeling is to make a 
contribution at the regional level. Policy makers work with a broad brush, and 
need to integrate agricuiural policies concerned with farmers' incomes and 
regional development on the one hand, with macro socia, and economic 
aspects involving income distribution, public welfaic, balance of payments and 
trade on the other. 

One way in which decision support can be provided involves the 
development of a spatial land-use data base for a region, based upon a 
Geographic Information System (GIS). A GIS can also contain data relating to 
soils, climate, existing farming systems, and the immediate socio-economic 
environment of villages and households, with linkages to whole-farm 
simulation models (MacMillan, Healey, and Furley 1989). Significant new 
research innovations have already been taken within the United States and in 
Europe with the objective of putting in place preliminary information systems. 

The system could then be set up so that crop models could be run for any 



location, by extracting the relevant soil and climatic characteristics (Robinson et
al. 1989). To illustrate, the system could then be used to identify a region for 
study, and for each locality, extract soil and climate information (nearest-site orinterpolated) to extract local socio-economic information (typical farm type
and size, village social structure, local market prices, etc.) and then carry out a
simulation involving a particular subsidized credit scheme together with a fer
tilizer application schedule, over many years of simulated weather. After this 
one can aggregate the results, and assess biological and farm income stability,
and household and village attitudes and objectives, to give an estimate of re
gional impact. 

Such a system could be used in a number of ways: 

1. To act as a store of information on farming systems that can be updated
continually, mainly by survey, to produce timely statistics of current 
and use patterns and production levels, and how these are changing 
over time. 

2. As a short-term policy tool, in relation to forecasting for the coming 
year or the current season. Regional simulations of yield and resource 
use would give an estimate of requirements for imports of agricultural
inputs and exports of commodities, of aid requirements in response to 
bad seasons, and of likely international loan requirements. 

3. 	As a longer-term policy tool, to investigate the effects of climatic 
change, or of substantial policy/trade changes to the farmers' 
economic environment on regional production and resource 
requirements. 

The problems involved in the construction of such an agrogeographic in
formation system, and the extensive data requirements relating to soil, climate,
and farming systems, should not be underestimated. However, the linking of 
GIS and dynamic simulation models is starting to receive attention. In addi
tion, methodologies have recently been developed at several of the CGIAR cen
ters and elsewhere that can be used to characterize large areas of land reasona
bly cheaply and quickly, (Carter 1989). Despite the magnitude of the task, this
integration of the biophysical, the socio-economic, and the geographic nature 
of farming systems, is a logical step in the progression of agricultural model
development, and it has the potential to become highly fruitful over the next 
few years. 

The intention of this paper has been to illustrate how crop modeling efforts 
can relate to larger social and economic problems within developing physiolo
gists are to have a real impact, efforts must be directed towards expressing
their scientific understanding in such a way that as to permit full expression of
production variability within a model framework. Only when this is achieved 
will it be possible to explore some of the developments presented here. 
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INTRODUCTION 

Agricultural production, already based on complex biological systems, is 
complicated further by the uncertainties of weather. Our inability to predict
weather over a season has always meant that farming practices are carried out 
in association with risk. Farmers do not know before they plant their crops
what the response to fertilizer or other inputs will be. The decisions farmers 
make are usually condiioned by years of experience and give due recognition 
to the likelihood of fa,!i 'r ,.s and boom years. 

However, agricultui,-c technology is not static, and new practices are 
continually evolving. How does one determine the success of any new
practice, especially as this will always depend on the weather? Ideally,
agriculturalists would have access to a long record of experimental results from 
a particular new practice (such as a new variety or fertilizer rate) spanning a 
diversity of seasons, before deciding if a new technology sh,uld become 
recommended practice. But, because long-term data of this type are seldom 
available, innovations are always judged under uncertainty. 

Crop models which simulate major biological interactions in agricultural
production systems as well as the effects of weather, can play an important role 
in providing appropriate information to decision makers. Such models can 
readily simulate properties, variety, and inputs such as fertilizer and irrigation.
The response to a particular practice over many years can be simulated and the 
outcome compared with other strategies. However, once such data have been 
assembled, they have to be interpreted. Arithmetic mean responses can be 
calculated from temporal data, but good decision making requires more 
information than simply a knowledge of the most likely response (Dent and 



Blackie 1979). It is desirable to know the risks associated with a particular 
strategy as well as the mean outcome. This paper describes the procedures 
available within IBSNAT's Decision Support System for Agrotechnology 
Transfer (DSSAT) for quantifying these risks and for evaluating strategies 
under uncertainty. 

DESCRIPTION OF IBSNAT CROP MODELS 

The first requirement for strategy evaluation is a model that performs 
reliably under appropriate biophysical conditions and accounts adequately for 
the important stochastic elements in the system. The crop models supplied 
with DSSAT are the CERES medels for wheat and maize (Godwin et al. 1989; 
Ritchie et al. 1989), the SOYGRO (Jones et al. 1988) model for soybean, and the 
PNUTGRO (Boote et al. 1989) model for peanut. Each of these models operates 
with a daily time step and utilizes the same set of inputs (IBSNAT 1990). Tile 
models are designed to require only a minimum of data inputs and strive for a 
sense of balance: no one component of the model is described at a level of 
detail beyond that of the most simply described component. Tile design goal is 
to simulate the growth, development, yield, and nitrogen response of the crop 
at any location. Currently the models have some limitations, as they can 
neither simulate the effects of pest and diseases, nor the effects of nutrient 
shortages other than nitrogen. Nor do the models have the capacity to simulate 
losses d ie to lodging or catastrophic events such as hail or typhoons. 

The models have been widely tested in a diversity of environments and 
performed reliably. The models simulate the processes outlined in Table 1. 
DSSAT-compatible models for rice, barley, sorghum, pearl millet, dry bean, 
and potato are at an advanced stage of development. Similar models for taro 
and cassava are also under development. 

Weather Estimators 

Performing strategy evaluation analysis with DSSAT requires a long-term 
record of daily weather data which is used by the crop models. But often there 
are only short runs of daily weather data available, or there are gaps in the 
record which render the weather data unusable for crop simulation. Weather 
data generation techniques have been developed to help overcome these 
problems. 
DSSAT provides access to two weather data estimation programs. Both are 
able to estimate daily weather data with similar characteristics to the actual 
weather data recorded at a specific site. The two estimators, WGEN 
(Richardson and Wright 1984) and WMAKER (Keller 1982; 1987), have been 
modified, revised, and linked to DSSAT. Both programs generate sequences of 
daily weather data from a table of coefficients and the computer's random 
number generation capability so that if weather coefficients are not available 
for a particular site, they may be estimated within DSSAT. The WGEN 
program requires the input of a sequence of daily weather data for at least five 
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Table 1.Processes simulated by the IBSNAT crop models. 

Water Balance 
1. Potential evaporation 
2. Transpiration 
3. Drainage 
4. Runoff 
5. Infiltration 
6. Effects of water deficits on plant growth processes 

Growth and Development 
1. Radiant energy interception and photosynthesis 
2. Growth of leaves, stems, roots and ears (pods in legume models) 
3. Ontogenetic development as affected by variety, photoperiod, and 

temperature 

Nitrogen Balance 
1.Mineralization and/or immobilization of nitrogen associated with 

the turnover of organic matter 
2. Nitrification 
3. Denitrification 
4. Urea hydrolysis 
5. Nitrogen uptake 
6. Leaching 
7. Effects of nitrogen deficit on plant growth processes 

The models can be used for a variety of purposes, including the 
following: 
1. Matching cultivars Lu environments; 
2. Determining appropriate irrigation management; 
3. Matching fertilizer practices to the environment to maximize
 

economic return and minimize nitrate losses to groundwater;
 
4. Optimizing the time of planting and seedling population. 
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years, and preferably for more than 10 years in order to characterize the 
coefficients. The WMAKER program requires either historic daily records 
(of five years or more) or historic monthly means (computed from at least five 
years of data) with standard deviations of specified weather data 
measurements. 

The weather estimators are particularly useful when only a short run of 
daily weather data is available as this can be extended to a useful length for 
strategy evaluation purposes. These estimators also offer considerable savings 
in disk storage space for weather data, since only a table of coefficients needs to 
be stork :, rather than a long record of daily data. 

STRATEGY EVALUATION UNDER UNCERTAINTY 

Many procedures for selecting optimal strategies under uncertainty have 
been developed, and some are described by Anderson (1974) and Anderson et 
al. (1977). The techniques used in DSSAT rely heavily on Bernoullian utility 
concepts, of which a brief overview follows. 

Consider the hypothetical case of grain yield response to fertilizer in three 
contrasting years (Fig. 1). In a favorable year (A) the response is linear over the 
range of rates applied. In an extremely unfavorable year (C) tile response is 
small but quadratic, with high rates of fertilizer leading to yield decreases. Tile 
response in other years (B)may have a different form. The problem of defining 
an optimal rate of fertilizer given this year-to-year variability is apparent. 

One solution to this problem involves simulating the response to fertilizer 
over a number of years. Figure 2 shows yield variability over a 50-year period. 
By ranking the yields associated with each of the fertilizer rates into ascending 
order and assigning a two percent probability (one year in 50) to each yield, a 
cumulative distribution function (CDF) can be formulated for each strategy 
(Fig. 3). These are not continuous, "true" CDFs, but linear-segmented 
approximations. The plotted CDFs convey a wealth of information. 

1. The range of response from any individual treatment can be readily 
ascertained. Thus, for strategy A (Fig. 3), yield response varies from 
500 to 2500 kg/ha. 

2. 	If strategies A, B,and C in Figure 3 are equally-spaced rates of fertilizer 
(such as 0, 30, and 60 kg N/ha), some insights into the nature of the 
response pattern can be gleaned. In low-yielding years (marked
"alpha" in Figure 3), little response is apparent since the CDFs for the 
rates lie close to each other. In higher yielding years (marked "beta" in 
Figure 3), the CDFs are widely separated, indicating a large response. 
Thus in this location large responses to fertilizer are most apparent in 
the highest yielding years (the most typical case). Tile CDFs also 
contain information concerning the frequency of particular responses. 
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Figure 1. Hypothetical yield response to applied fertilizer. 
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Figure 2. Variation in simulated yield and response to fertilizer over a 50-year 
period at Dubbo, southeastern Australia. Lower line 0 kg n/ha; upper
line 60 kg N/ha; intermediate line 30 kg N/h. 
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DISTRIBUTIONS FOR GRAIN YIELD AT DUBBO 
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Figure 3. Cumulative probability density function for simulated grain yield
 
response to three fertilizer strategies at Dubbo, southeastern Australia.
 
(A = 0 kg N/ha; B = 30 kg N/ha; C = 60 kg N/ha).
 

4. Tile "best" strategy can be identified in Figure 3 as the one most 
displaced to the right, in this case, strategy C. This strategy has a 
higher frequency of more favorable outcomes than strategy A (over tile 
entire probability interval) or strategy B (over the vast majority of the 
probability interval). 

When dealing with monetary variables such as net return, the individual 
farmer's attitude to risk must also be considered. Problems in interpretation 
can occur when the CDFs intersect. Procedures to separate them and identify 
the most risk efficient strategies become more involved and are described 
further below. The DSSAT package provides a mechanism for setting up 
strategies for simulation and evaluation. 

PROCEDURES WITHIN DSSAT FOR STRATEGY EVALUATION 

Strategy Initialization and Simulation 

DSSAT, through a series of dialog windows and user-friendly menus, 
allows the user to define a series of strategies for investigation. These strategies 
may involve various combinations and timings of inputs for one particular 
crop, or they may include comparison of strategies involving different crops. 
The user defines his objectives for the investigation in terms of yield or net 
return: for example, the user may wish to determine if a particular crop can be 
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grown in a particular area. These objectives should be defined in terms of 
hierarchical requirements. The first of these is to choose which crop to grow.
Second, an appropriate sequence of either historical or generated weather data 
is selected. If long records of daily weather data are not available, the DSSAT 
Strategy Evaluation program (SEP) provides ready access to tile two weather 
estimator programs described above. The user then specifies tle length of tile 
record to be considered keeping in mind that this should be long enough to 
capture the variation typically experienced at any Ic tion.
 

The user would next characterize each strategy by selecting a crop variety
 
and soil type from a data base. In the case of variety selection, a series of
"genetic coefficients" (see Hunt et al. in this proceedings) is accessed for the 
selected variety. The attributes of tile selected soil (see paper by Ritchie et al. in 
this proceedings) are accessed similarly. This interactive selection takes place 
via a dialog window and menu (Fig. 4).

Other aspects of the strategy which need to be specified are: a) the dates of 
planting, b) commencement date of the simulation, c) plant N-fertilizer rates,
with application dates, depth of placements and N-sources. The initial 
conditions for soil water, crop residue, and soil mineral nitrogen status are also 
defined in this window. The options available in Figure 4 thus determine the 
types of strategies that can be evaluated (i.e., varietal selection, planting time, 
irrigation amounts, fertilizer practices, and row spacing). 

Each strategy is in turn defined using these dialog windows before the 
simulations can be started. Upon completion of the simulations, crop model 
output files are loaded, and results are sorted and ranked as above. It is 
important to note that for any individual strategy the initial conditions used for 
each simulation will be the same. This is appropriate since the only stochastic 
element considered in these analyses is weather. 

Introduction So'ybean 3) Years Strategy Generator 

Strategy Evaluation allows a V Crop Variv BRAGG 
decision maker to rank crop I Planting Date. . 5UN-15 
managemnient strategies with I teginning Date JUN-14 a t rtati i D 'lants/ni2 29.90respect touncertainties in R Row Spacing (.914 m 
crop production indicators s Cod DEEI' SILTY CLAY 
(such as vield) I Irrigation ........... Rainfedand associated 
economic risks in response to F Fertilization No stress
Sdiffrent weather seLuences. U Ii ondtion Default e
F End ot definition forStrategy I 

OPTION [Q.uitevaluationl 
Dialog Window 

IBSNAT Strategy Evaluation %'2.1 

Figure 4. 



AnalyzingStrategies 

After running the simulations selected with the set-up options, analysis of 
the strategies commences. Within the SEP, strategy analysis is available for 15 
key variables (Fig. 5). For nonmonetary variables, means and standard 
deviations are calculated for each strategy and CDFs are generated. 

To provide an illustration of typical SEP outputs, consider tile example 
where a user wishes to examine strategies with differing planting times for 
soybean. After setting up the simulations for six different planting dates, the 
simulations are run. Ifgrain yield is selected as the variable for analysis, a 
screen such as that shown iin Figure 6 will appear. 

As indicated in the dialog window of this screen, the program will attempt 
to identify the dominant strategies. The analysis proceeds by graphically 
depicting the six CPFs associated with the six planting dates on the screen (Fig. 
7), allowing the user to examine the ranking of the strategies, theii variability, 
and the probability of various outcomes. The user can also examine plots of 
strategy means against variances (Fig. 8). Such "mean-variance" diagrams can 
contain important information concerning the trade-offs which users might 
make between attaining higher yields and achieving lower variabilities (see 
Anderson et al. 1977). 

In the case of monetary variables, the analysis proceeds further by 
attempting to identify the most risk-efficient strategy using the principles of 
stochastic dominance. Here the analysis can proceed further by introducing a 
menu (Fig. 9) which enables the user to specify the cost of each of the inputs 
associated with each strategy. If the CPFs of net return do not intersect, then 
the most risk-efficient strategy is identified (it lies completely to tile right of all 
other CDFs) and is termed first-order stochastic dominance. If no strategy 
dominates the others in this way, the analysis proceeds by attempting to 
identify the most dominant strategy using second-order stochastic dominance. 
Briefly, the second-degree rule assumes that the decision maker is averse to risk 
to some (unknown) degree, which implies that successive increments of 
revenue have diminishing utility values for the individual. Empirical studies 
have shown that most farmers are risk averse, to varying degrees, so the 
assumption is a reasonable one. Second-order dominance can be established 
by calculating and comparing the areas above and below the intersection point 
of successive pairs of CDFs. For a more thorough description, see Anderson 
(1974), but note that the procedure used in DSSAT is a somewhat modified 
version. 

It should be noted that the forgoing analysis may lead to the identification 
of not one, but a subset, of efficient strategies. In this case, further analysis by 
the user may be required outside of DSSAT, with due allowance made for the 
likely accuracy of tile simulated results. 

The CDFs of net return for six soybean planting dates are shown in Figure 
10. Tile 15 September planting never shows a positive net return, while there is 
only a 60 percent chance that planting on 15 August will give a positive return. 
Although DSSAT does not yet include facilities for taking account of price and 
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VARIABLES AVAILABLE FOR ANALYSIS 
I. Net Return 
2. Flowering-Maturity IDuration 
3. Sowing-Maturity Duration 
4. Total N-loss kg/ha 
5.Nitrogen stress in vegetative stage 
6. Nitrogen stress in reproductive stage 
7. Total Nitrogen uptake kg/ha 
8. Number of Irrigation-nm 
9. Cuiulative Irrigation-nim 
10. Water stress in vegetative stage
II. Water stress in reproductive stage 
12. Total Evapo-t rinspiratioil-rnin 
13. Total Rainfalt-rnm 
14. Total Biomass-t/ha 
15. Grain Yieht-t/ha 

No. RUNS 
I. 30 
2. 30 
3. 30 
4. 30 
5. 30 
6. 30 

STRATEGIES AVAILABLE 
SB: APR-15 
SB: MAY-15 
SB: JUN-15 
SB: JUL-15 
SB: AUG-15 
SB: SEP-15 

Use PAGE UP or PAGE DOWN to see more SELECTIONS 
n*m Variability Analysis 

1.Variable Analyzed ............ 4.ScreenType A
Grain Yield-t/ha 
2. Strategies Analyzed ..........
6 5. Scale/label N : N : N 
3. Strategy Numbers .............
1 2 3 4 5 6 
Select items to specify strategy analysis inputs. Then type A,G or Q.
[A-Analyze strategies; G-Analyze and plot selected strategies; or Q-Qtitl 

Figure 5. 

Grain Yield -t/ha 

No. Strategy Description %ean SD 

I S13: APR-15 
2 SB: MAY-15 
3 SB: JUN-15 
4 CB: JUL-15 

5 S;: AUG-15 
6 SB: SEP-15 

2.6237 0.6801 
3.7790 0.360 
3.6113 0.3635 
2.8580 0.4271 

1.4430 04406 
. 28 

Explanation
 
VARIABILITY ANAI.YSIS: This involves
 
apair-wise comparison of the cumulative
 
probability functions (CPF)of the strategies 
defined. The program attempts to find 
tie strategy or strategies that result in the 
maximui response for the selected variable. 
Ina pair-wise comparison, one strategy willdominate another ifthe CI'F lies to the right 
(if another strategy over its entire range; iii 
other words, for all climate coiiditions 
considered, the strategy whose CI'E lies 
entirely to the right always performs better 
than its rival, over the long term, in lerms 
of the variable of interest. Thus, ifthe 
CI'Fs for strategies A and Bcross, once or 
rmany times, then neither is elimninlated 
from the aialysis, since oiver some of 

wB-ackward, S-kip or Press 2 key 
Dominant strategy or strategies: 2 3 
NOTE: Mean values are shown by vertical arrows in all the plots. 

Figure 6. 
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Strategy No. I 

1. Market price/t ......................5. 0.50
330.0 Irrigation Costs/mm .... 
2. Base Production Cost/ha ...395.0 6. Irri. Fixed Costs/ha ..100.00 
3. N-fertilizer Cost/kg ................7. Cost/Irrigation appl... 12.50
0.50 
4. Cost/Fertilizer AppI ........ 5.00 8. Cost/1000 seeds ....... 0.05
 
Select Cost Factor [or E-nd, N-ext, S-ame costs for remaining strategiesi? 

Figure 9. 
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cost variability within and between seasons, graphs such as Figure 10 can serve 
as a useful preliminary step in analyzing the economic performance of different 
management strategies. 

CONCLUSIONS 

DSSAT constitutes an easy to use framework for conducting powerful 
analyses of the options available to agricultural producers. The package is 
designed in such a way that the flow of data and concepts follows a logical 
sequence appropriate for a new user. It includes a data base management 
system for entering soils, weather and experimental information, for use in 
validating the crop models for the user's own circumstances. DSSAT provides 
a mechanism for testing the crop models and allowing some preliminary 
sensitivity analyses with the data. In single season experiments, simulations 
can be readily performed so that some inputs such as plant population are 
varied and the outcomes compared with baseline simulations. After gaining 
some familiarity with the crop models, the user is ready to examine the 
strategy evaluation component of DSSAT. This sequence, from model 
validation and sensitivity analysis, to model applications in strategy 
evaluation, is captured in the design of DSSAT windo .,s that proceed from left 
to right within the DSSAT shell (see paper by Jones et al. in this proceedings). 

DSSAT is not a finished product, but a continually evolving tool. 
Limitations to the use of the crop models mean that the biology of agricultural 
systems can be represented only partially at present, although work is 
proceeding to incorporate the effects of pests and diseases, intercropping, and 
sensitivity to phosphorus. The facilities included for economic analyses are 
rudimentary, but at least they can provide an initial indication of where further 
effort might be profitably spent. Agrotechnology is not developed, tested, and 
released for individual farmers, but for regions. Increasing the sophistication 
of DSSAT and the models so that questions at a regional level may be 
answered, is the subject of current research efforts. 

The strategy evaluation component of DSSAT does, however highlight the 
importance of weather-driven variability in production systems. One of the 
many benefits of modeling is to attract attention away from the mean response, 
which in subsistence agriculture or in highly variable environments, can be a 
highly misleading measure of performance. In its present form, DSSAT is a 
powerful system for determining appropriate management practices for 
specific sites. The potential exists for the systems to form a valuable tool for 
agricultural policy analysis. 
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Introduction 

The purpose of the International Benchmark Sites Network for 
Agrotechnology Transfer (IBSNAT) Project is to assemble and distribute a decision 
support software which enables its users to match the biological requirements of 
crops to the physical characteristcs of land so that objectives specified by the user 
may be obtained. The decision support software consists of 1) a Data Base 
Management System (DBMS) to enter, store, and retrieve the "minimum data set"
(MDS) needed to validate and use the crop models for solving problems; 2) a set of 
validated crop models for simulating processes and outcomes of genotype by
environment interactions; and 3) an applications program for analyzing and 
displaying outcomes of long-term simulated agronomic experiments. This decision 
support system is designed to answer "what if" questions frequently asked by policy
makers and farmers concerned with sustaining an economically sound and 
environmentally safe agriculture. Sustainable agriculture requires tools that enable 
decision makers to explore the future. A decision support system must help users 
make choices today that result in desired outcomes, not only next year, but 10, 25, 
and 50 or more years into the future. 

But what confidence can we place in such predictions? A decision support 
system which purports to predict outcome in the future should be able to do the 
same for events in the past. Predicting outcomes of historical events is necessary to
validate the system. In agriculture production outcomes are governed by weather,
soil conditions, genetic make up of the crop, pests, and crop management. Predicting 
genotype by environment by management interactions clearly requires 
interdisciplinary research. 

The posters that follow reflect the interdisciplinary nature of the IBSNAT
Project, and offer graphic representations of the uses and potentials of IBSNAT's 
Decision Support System for Agrotechnology Transfer (DSSAT V.2.1). These posters 
were presented in an IBSNAT organized symposium during the 1989 American 
Society of Agronomy meeting held in Las Vegas, Nevada. Participants came from
Australia, Canada, the United Kingdom, and the United States, and belong to 
disciplines ranging from Agronomy, Economics, Engineering, and Plant Breeding.
IBSNAT derives its strength from the contributions of individuals from many
nations and disciplines to assemble a product for all to use. 
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Post-,r # 66 IBSNAT Symposium, October, 1989 

Use of IBSNAT models in water resource planning: Water withdrawals for irrigation 
during drought years. 

J.E. Hook, J.J. Rodrigues, and R.W. McClendon 

Ground water withdrawals for irrigation which could be expected during
years with geologic and agricultural drought were determined for the Georgia
Coastal Plain. The IBSNAT crop growth and water use models CERES-Maize V.2.0,SOYGRO V.5.42, and PNUTGRO V.1.0 were validated for South Georgia conditions.
Maximum potential (no-stress) and nonirrigated yields were calculated for maize,soybean, and peanut, planted on time, 20 days earlier and 20 days later for the years1938 to 1988. Agricultural drought occurrence was determined as those growing
seasons when predicted yields for non-irrigated crop <50% of those for no-stressyields. For the 15 worst drought seasons, irrigation amounts were calculated by themodels as amounts needed to bring yields between 80 and 90% of no-stress. Averageirrigation needed for corn, soybean and peanut in these drought seasons was 24.5,
19.8, and 14.5 cm, respectively. If all 1988.Georgia growers who irrigate these crops
used the above irrigation levels, as much as 2.5 billion cubic meters would be
withdrawn to meet moderate yields during drought years. 



USE OF IBSNAT MODELS IN WATER RESOURCE PLANNING
 
WATER WITHDRAWLS FOR IRRIGATION DURING DROUGHT YEARS
 

Background 

Recent droughts in the Southeast have increased awareness of limited water 
supplies in a region commonly considered to have abundant rainfall and 
inexhaustible groundwater reserves. For the first time in Georgia, irrigation wells 
must have permits, and pumping records must be maintained. As water resource 
planners struggle with methods of anticipating future water use patterns, they have 
little historical records upon which they can draw. Yet, water withdrawals for 
irrigation make up the greatest total water use in the Coastal Plain region of Georgia.
An inexpensive method is needed for estimating irrigation water needs, particularly
for drought periods, when competition and demands for water are greatest. 

This study demonstrates how three crop growth and water use simulation 

models of the IBSNAT family can assist in water use planning. 

Approach 

" CERES-Maize and PNUTGRO were adapted for high speed batch runs. 

" Weather records for 50 years were verified and solar radiation calculated. 

* Soil profiles were developed using field gravimetric tensiometric data. 

" The CERES-Maize, PNUTGRO, and SOYGRO models were run for three 
treatments (no stress, no irrigation, and irrigated) for each of the 50 years. 

* The 15 years (of 50) with the most severe yield reductions were identified, and 
irrigation amounts and dates were recorded for those drought years. 

* The model was tested for sensitivity to soil type (ISOILT), irrigation management
depth (DSOIL), and available water triggering irrigation (THETAC). Irrigation was 
restricted by changing the DSOIL and T-HFTAC until irrigated yields fell between 80 
and 90% of no stress yields, on the average. In this way excess irrif;ation was 
avoided. 

* The average 10-day irrigation requirements for the 15 drought years were 
computed for each crop. 

* The total water withdrawals for this drought year were computed from the 10-day
requirements and the area of corn, peanut and soybean under irrigation. 

See figures 1-10 



MODEL CHANGES
 
CERES-Maize V2.0 (Ritchie et al. 1988) was adapted for batch operation on the IBM 4361 model L05 usingVS FORTRAN 4.1 under VW/SP Rel 4.0 and CMS operating system:

suppression or removal of interactive I/O
rewriting the main routine to simplify

looping on treatments in the .MZ8 file
 
looping on 50 years of weather data
 

* reinitiallizing variables between each year and treatment
 
. printing season totals for major yield and water variables
 

* IPSOIL subroutine 
. Read saturated conductivity SWCN(L) of soil layers 

. SOILRI subroutine
"Add limits check on variables SWCON1 and SWCON3 of root water uptake equation
"Add computation for SWCN2(L) from PNUTGRO 

* WATBAL subroutine 
Removed iriigation from potential runoff

* Calculated drainage and soil water distribution as per PNUTGRO, using SWCN(L)
Calculated upflux and unsaturated flow as per PNUTGRO.

* Calculate water deficit for automatic irrigation after computing plant water uptake.
Use variable SWCON1, SWCN2(L), 
SWCON3 in root water uptake function, as per PNUTGRO. . Reduced total root water uptake TRWU by 10% before adjusting uptake for calculated transpiration(EPI). The effect of this was 1) to suppress the wide swings in TRWU and 2) to decrease the waterstress factors SWDF1 & SWDF2. 

PNUTGRO V1.01 (Boote et al. 1988) was adapted for batch operation on the IBM 4361:suppression or removal of interactive I/O
rewriting the main routine to simplify


looping on !reatments in the .MZ8 file
 
looping on 50 years of weather data


* reinitiallizing of variables between each year and treatment
* printing of season totals for major yield and water variables 
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Fig. 1 Soil water profiles for Lakeland sand (left) and Tifton loamy sand 
(right). The low available water content between the lower limit (LL) and 
upper limit (UL) created difficulties for the irrigation scheduling. The 
transition between adequate water with no plant stress and limited water with 
severe stress occurred rapidly. 
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Fig. 2 Grain yield predicted by CERES-Maize for no water stress, noirrigation, and irrigation for the 15 years of the 1938-1988 period with mostsevere yield loss when no irrigation was applied. Pioneer 3382 was plantedMarch 14 on Lakeland sand. (Bars are overlaid) 



Maize irrigated @ 23% to 0.6 m 
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Fig. 3 Total irrigation required as predicted by CERES-Maize for cornirrigated whenever available soil water in the upper 0.60 mdecreased below23% of the total available water. This scheduling method. predicted yiektswhich were an average 13% lower than no stress yields. 



Table 1. Effect of soil type and planting date on non-irrigated and ir'igatemaize yield and on irrigation required. For this set soil management depthwas 0.60 m and depletion for triggering irrigation was 23%. Later plantingshortened the growing season, decreased yields, and decreased irrigation.On the Tifton soil the 23% depletion resulted in excess irrigation and yields
near maximum. 

SOIL PLANTED NO-IR IRRI AMT NO-IR IRRI AMT 
- MR/ha - mm -- Mt/ha --- mm 

Lakeland 75 2.8 9.8 175 6.6 9.7 101
90 2.3 9.0 170 6.0 9.2 
 100

105 2.6 8.4 138 5.7 8.4 85
120 2.2 8.2 146 6.0 8.6 76 

Tifton 75 1.9 10.6 262 5.1 10.6
90 	 1.6 9.5 255 4.8 9.7 

211 
195

105 1.9 9.6 239 4.3 9.2 185120 1.8 9.2 230 5.2 9.3 164 
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Fig. 4 Seed yield predicted by SOYGRO for no water stress, no irrigation
and irrigation for the 15 years of the 1938-1988 period with most severe yield
loss when no irrigation was applied. Braxton (maturity group 7) soybean was
planted May 15 on Lakeland soil. (Bars are overlaid) 



Soybean irrigated @ 40% to 0.6 m 
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Fig. 5 Total irrigation required as predicted by SOYGRO for soybeanirrigated whenever available soil water in the upper 0.60 m decreased below40% of the total available water. This scheduling method predicted yieldswhich were an average 12% lower than no stress yields. 



Table 2. Effect of soil typ' and planting date on non-irrigated and irrigatedpeanut pad yield and on k:rigation required. For this set soil managementdepth was 1.2 m and depletion for triggering irrigation was 43%. Laterplanting lengthened the growing season, increased yields, and increasedirrigation. On the Tifton soil the 43% depletion resulted in inadequate
irrigation and lower yields than on the Lakeland soil. 

SOIL PLANTED NO-IR IRRI AMT NO-IR IRRI AMT 
Mt/ha --- mm --- Mt/ha --- mm 

Lakeland 120 2.2 5.5 172 4.2 5.6 100
135 2.5 5.6 168 4.3 5.7 104
150 2.6 5.9 192 4.4 5.8 113 

Tifton 120 2.5 4.9 262 4.2 5.3 77
135 2.7 4.9 255 4.3 5.3 84

150 2.6 5.2 239 4.3 5.5 96
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Fig. 6 Total pod yield predicted by PNUTGRO for 110 water stress, noirrigation, and irrigation for the 15 years of the 1938-1988 period with mostsevere yield loss when no irrigation was applied. Florunner peanut wasplanted May 1 on Lakeland soil. (Bars are overlaid) 



Peanut irrigated @ 43% to 1.2 m 
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Fig. 7 Total irrigation required as predicted by PNUTGRO for peanutirrigated whenever available soil water in the upper 1.20 m decreased below43% of the total available water. This scheduling method predicted yields
which were an average 6% lower than no stress yields. 



AVERAGE WATER NEED FOR 15 WORST DROUGHT YEARS 
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Fig. 9 Average irrigation required for ten-day periods of the 15 most severe 
drought seasons of corn, peanut, and soybean (not necessarily the same 15years for each crop.) Seasonal totals correspond to those of Figs. 3, 5, aid
7. (Bars are stacked) 



Irrigation of crops grew rapidly during
the 1970's, particularly in the South
west (Extension) District of Georgia, 
an area with abundant ground water at 
shallow (20 to loom) pumping depths.
During the 1980's, the statewide area 
under irrigation remained stable, but
shifts in which crops were irrigated
followed trends in overall crop pro-
duction (Harrison, 1987). In 1986, the 
irrigated crops were as follows: 

GEORGIA COOPERATIVE 
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EXTENSION SERVICE DISTRICTS 

Statewide 

Peanut 151,800
Maize 138,100 
Soybean 38,200 

Cotton 28,100 
Tobacco 12,800
Cash Crops 73,700
Pasture & Other 19,000 

Southwest 
ha 
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AVERAGE WATER NEED FOR 15 WORST DROUGHT YEARS 
BASED ON 1986 ACREAGES 
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Fig. 10 Total water withdrawals necessary to meet the average irrigationrequired for ten-day periods of the 15 most severe drought seasons of corn,peanut, and soybean in Georgia's Southwest District, based on 1986 irrigatedcrop areas. (Bars are stacked) 



Summary 

The CERES, PNUTGRO, and SOYGRO models were successfully used on both 
a microcomputer and a mainframe to handle 50-year simulations and multiple 
treatments in batch mode 

Crop yield and irrigation demand were very sensitive to soil water limits, soil 
management depth, and depletion allowance. 

For the 15 most severe drought years, average irrigation requirements were

73, 76, and 69% greater for corn, peanut, and soybean, respectively, than for the
 
average of all 50 years.
 

With "conventional" planting dates, irrigation withdrawals for corn and
 
peanuts overlap by a few weeks, an overlap which may be minimized, in some

instances, by delaying peanut planting. Soybean competes with peanut for most of 
their growing seasons, except during October. 

Water withdraw;'t were estimated for the region of greatest irrigated area. 

Conclusions 

Water withdrawals during drought are similar to low flow predictions in
planning water development and management. The IBSNAT models, when 
validated for the region, provide an effective means to evaluate water requirements
for irrigation and to determine the effect of management on the tirming and amount
of those requirements. Where aquifers are overdeveloped, strategies for minimizing
impact of water withdrawals, such as shifts in planting dates, different varieties or 
crops, and changes in soil water depletion triggering irrigation can be assessed. 
Where restrictions become necessary, as in drought situations, the models can help

9.termine impact of restriction method on yield and profitability of established crops 
can be estimated, if meteorological projections are available. 
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Coupling CERES Models and Dual-criteria Optimization Techniques for Strategic
 
Planning.
 

E.C. Alocilja and J.T. Ritchie
 
Michigan State University.
 

Two CERES models are coupled to dual-criteria optimization techniques for
strategic planning application. The first deals with profit and risk issues. The
CERES-Rice Model V.1.30 (Upland), is coupled with Pareto optimization and Min
max optimization techniques to identify the best planting date, fertilizer treatment,
and plant population that would return maximum profit and minimum grain yield
variability while taking into account constraints in the environment, resources,
and/or production policies, which are defined by the user. The procedure is
designed as a decision support tool to increase the user's understanding of the
upland-rice production system performance, help quantify profit and risk
preferences, and improve overall decision making ability. 

The second coupling is between the CERES-Maize Model V.1.0S, and the 
Pareto optimization technique to deal with the increasing concerns over
groundwater pollution from nitrate leaching. The coupling is designed to helpidentify the best nitrogen scheduling strategy for maize production as a trade off 
between profit and nitrate leaching subject to defined constraints. 



THE COUPLING OF CERES MODELS AND DUALCRITERIA OPTIMIZATION 
TECHNIQUES FOR STRATEGIC PLANNING 

SIMOPT 2RICE
 

Purpose
 

SIMOPT2:RICE is designed as a tool to identify the "best" sowing date,
fertilizer treatment, and plant population in upland rice production; 'best" in the 
trade off sense, with respect to profit and yield risk, subject to constraints in 
resources, environment, and/or production policies. 

Components 

SIMOPT2:RICE = CERES-Rice + Pareto + Min-max 

(Pareto and Min-max are multicriteria optimization techniques, Osyczka 1984.) 

Objective functions: 

To maximize expected profit and minimize yield risk. 

Definitions: 

Expected Profit ($ ha-1 ) = price of grain x mean yield - total cost 

Yield risk (t ha"1) = yield standard deviation 

Inputs to SIMOT2:RICE: 

Daily weather data; latitude; soil characterization; management practices; genetic
coefficients of the variety; constraint functions; upper and lower bounds of sowing
date, fertilizer treatment, and plant population; upper limit of the simulation runs;
and upper limit of the number of iterations. 

Outputs of SIMOPT2:RICE: 

1) "Ideal values": the maximum profit and minimum yield risk, when each 
objective function is evaluated separately. 

2) Set of Pareto optimal tecihnologies: those technologies, in terms of sowing date,
fertilizer treatment, and plant population, where profit cannot be increased without 
increasing yield risk. A Pareto optimal technology is a trade off between the "ideal 
values" of the two objective functions. 



3) Min-max optimum technology : a Pareto optimum technology which results inprofit and yield risk as close as possible to the "ideal values" considering the two
objective functions of equal importance. 

The application of SIMOPT2:RICE under Philippine conditions: 

Farm scenario: Los Banos, Philippines 

Weather data. 1959-1983 (25 years) 

Production costs: Based during the 1978 wet season, in Philippine peso (Capule and 
Herdt 1983). 

Constraint functions:
 
1)cash to buy fertilizer P1,400;
 
2) price of grain: P1,020 t 1
 

3) sowing date: June 20;
 
4) variety: IR36
 

Boundary values of the decision variables:
 
1) Fertilizer treatment: 0-400 kg N ha"1
 

2) Plant population: 10-500 plants m-2
 

Summary of results of the SIMOPT2:RICE (Figure 1): 

1) Maximum profit: P3,470 ha-1
 

2
(384 kg N ha "1 , 438 plants m- , yield: 7.71 t ha"1) 

Minimum yield risk-0.302 t ha- 1
 

2 (0 fert., 400 plants m- , yield3.16 t ha 1) 

Comment: The min-max technology, identified by SIMOPT2:RICE, is within the
recommended practice and expected yield in Los Banos. 

(See Figure 1 ) 

SIMOPT2:$N-MAIZE 

Purpose 

SIMOPT2:$N-MAIZE is designed to help identify the best nitrogen scheduling
strategy in terms of frequency, timing, and amount of fertilizer application with 
respect to profit and nitrate leaching in maize production. 

http:yield3.16
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Components 

SIMOPT2:$N-MAIZE = CERES-Maize + Pareto 

Objective Functions 

To maximize profit and minimize nitrate leaching 

Definitions 

Profit ($ ha- 1) = prica x grain - fertilizer cost - application cost 
(NOTE: Fixed production cost is not included.) 

Nitrate leaching (kg N h-1) = accumulated over the simulation period. 

Inputs to run SIMOPT2:$N-MAIZE 

Daily weather; latitude; soil characterization; management data; varietal genetic
coefficients; boundaries on the amounts of fertilizer; frequency of application; upper

limit of application date searches and iterations.
 

Output of SIMOPT2:$N-MAIZE
 

A set of Pareto optimal nitrogen scheduling, in terms of frequency, timing, and
 
amount of fertilizer application.
 

The application of SIMOPT2:$N-MAIZE under Hawaii conditions
 

Sowing date: November 28, 1984
 
Type and frequency of fertilizer application: urea, applied three times
 
Dates of application: Nov. 28, Jan. 6, and Feb. 10.
 
Irrigation + rain: 2,231 mm, from sowing until 398 days.
 

Constraint functions:
 

1) Cash available to purchase fertilizer: $1400.00
 
2) Cost of fertilizer $7 per 50-pcund bag.
 
3) Price of grain: $2.65 bu -1 or $0.104 kg-1 

Boundary values of the decision variables: 

0-90, 0-70, 0-50 kg N ha-1 urea 

9" 



Summary of results of the SIMOPT2:$N-MAIZE: 

Figure 2: Pareto optimal curve between profit and nitrate leaching 

1) Experimental comparison: 201 kg N ha-1 urea split equally three times as applied 
as above.
 

Actual yield: 7,679 kg ha-1
 

Simulated yield: 8,357 kg ha-1
 

2) Desirable output:
 
Max. profit = $839 ha "1
 

Min. nitrate leaching = 103 kg N ha-1
 

3) Pareto optimal curve. 

NOTE: Nitrate leaching is an accumulation from sowing until 398 days. 
(See Figure 2) 

Figure 3: Total N fertilizer vs. profit and nitrate leaching 

Identified alternative technology: 92 kg n ha- 1 

Profit: $769 ha "1 

Nitrate leaching: 105 kg N ha-1 

Figure 4: Pareto optimal curves of two application timings 

Experiment: Nov. 28, Jan. 6, and Feb. 10 
New application timing: Nov. 28, Jan. 13, and Jan. 28 

The new application timing results in a higher profit and lower nitrate 
leaching compared to the experimental timing. 

Figure 5: Pareto optimal curves of two application frequencies 

The three-split application results in a higher profit and lower nitrate 
leaching compared to the single application during sowing. 

/0 
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PARETO OPTIMAL CURVES OF TWO APPLICATION TIMINGS
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PARETO CURVES OF TWO APPLICATION FREQUENCIES 
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Concluding Remarks 

The coupling of CERES models with dual-criteria optimization techniques
has shown promise as an effective procedure towards the development of analytical
tools for strategic planning. SIMOPTI2:RICE is an alternative procedure foridentifying the best sowing date, fertilizer treatment, and plant population in the
trade off sense, with respect to profit and yield risk. SIMOPT2:$N-MAIZE is aprocedure that may be used to identify the best nitrogen scheduling, in terms of
frequency, timing, and amount of fertilizer application, in the trade off sense, with 
respect to profit and nitrate leaching. 
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The CERES Models of Crop Growth and Yield. 

J.T. Ritchie, D.C. Godwin, and U. Singh
Michigan State University, and the International Fertilizer Development Center.
 

The CERES family of crop models is used in the IBSNAT-DSSAT system topredict the performance of several grain crops. The two most tested models includemaize and wheat. Fully developed but less tested models include rice, sorghum,barley and pearl millet. The models are designed to use a minimum set of soil,
weather, genetic, and management information. The models are daily incrementing
and use daily weather data consisting of maximum and minimum temperature,
solar radiation, and rainfall. They calculate crop phasic and morphological
development using temperature, daylength, genetic characteristics, andvernalization where appropriate. Leaf expansion growth and plant population
provide information for determining the amount of light intercepted, which isassumed to be proportional to biomass production. The biomass is partitioned intovarious growing organs in the plant using a priority system. A water and nitrogen
balance submodel provides feedback that can alter the development and growthprocesses. Collaborators in the IBSNAT network in several countries have helped
with model development, testing, and improvement. 



THE CERES CROP MODELS OF CROP GROWTH AND YIELD
 

CERES Models 

1. Wheat 
2. Maize 
3. Rice 
4. Barley 
5. Sorghum 
6. Pearl Millet 

Original development team (besides authors): 

S. Otter-Nacke, West Germany 
H.A. Nix, Australia 
W.S. Meyer, Australia 
E.J.M. Kirby, United Kingdom 
J.N. Gallagher, United Kingdom 
J.D. Hesketh, U.S.A. 
C.A. Jones, U.S.A. 
J.R. Kiniry, U.S.A. 
E.C. Alocilja, Philippines 
L.A. Hunt, Canada 
G. Alagarswamv, India 
H.Harris, Syra 

CERES models simulate growth, development and yield using the following 
processes: 

1. Phenological development, especially as it is affected by genotype and weather. 

2. Extension growth of leaves, stems, and roots. 

3. Biomass accumulation and partitioning, especially as phenology affects the 
development and growth of vegetative and reproductive organs. 

4. Soil water balance and water use by the crop. 

5. Soil nitrogen transformations, uptake by the crop, and partitioning among plant 
parts. 

Model Features 

Designed for prediction and control 
Farm management decisions: See posters 66, 98, 103, 104. 
Genotype selection: See poster 70. 



Functional type 
a) uses rational empiricisms
b) capacity (not rate) concepts
c) daily incrementing 
d) user friendly, menu driven 
e) minimum input requirements

Can assume optimum water and nitrogen if desired. 
Plant stresses included. 
Water. See poster 102, and Figure 3. 
Nitrogen: see poster 99, and Figure 4 

Model Inputs 

Daily weather
 
a) Maximum temperature
 
b) Minimum temperature
 
c) Solar radiation
 
d) Precipitation
 

Genetic Coefficients
 
a) Juvenile stage: See Figure 1.
 
b) Photoperiod sensitivity: See Figures 1 & 2.
 
c) Threshold photoperiod: See Figure 1
 
d) Grain filling
 
e) Cold tolerance
 
f) Grain numbers
 
g) Grain filling rate
 
h) Stem size.
 

Soil Information 
a) Surface albedo 
b) Runoff curve number 
c) Drainage coefficient 
d) Depth dependent 

Soil Water 
a) Lower limit 
b) Drained upper limit 
c) Saturated 

Soil Nitrogen 
a) Initial N03 
b) Initial NH4 
c) pH 
d) Organic matter 

/c59
 



Development 

Phasic Organ 

Germination 
Emergence 
Juvenile stage 
Floral induction 
Anthesis 
Maturity 

Leef appearance 
Tillering 
Grain numbers 

Growth 

Expansion Mass 

Leaf 
Root 
Stem 
Reproductive 

Photosynthesis 
-light interception 
Partitioning to growing 
organs 
Dynamic with priority 
rules Influenced by stress 
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Fig 1. The relationship between development and photoperiod fora variety of maize. The basic vegelative phase is approximatelyequal to the juvenile stage. The other concepts requiringquantification are area idealized here. This type relationship is alsoused to express genetic variations in response to the environmentfor rice, sorghum and millet. Winter cereals have a similar systemexcept that their development is delayed by short days. They havelittle variation in juvenile stages, but if they require vernalization,
they remain in apparent juvenile state until vernalized. 
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Figure 2. 
CERES Maize model was testffor its capability to predict leaf number for hybrid X304C where the
photoperiod was quite different 
(Hawaii= 13.3 hrs., 
Texas= 14.5 hrs., Michigan= 16.2 hrs.).
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Figure 3. 
The impact ofplant water stress is calculated from the ratio of the maximum 
possible water uptake from the root system (Qmax) and minimum transpiration 
(Tmax). The processes of expansion growth (SWDF2) are more sensitive to stress 
than photosynthesis transpiration (SWDF1). 
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The impact of plant nitrogen stress is calculated from the ratio of the maximum possible N uptake
by the root system and the plant N demand. This ratio determines NFAC. The various indices
 
influence different processes.
 



Fig 5. World locations where model has been 
tested. Improvements are being made as the
models receives more testing. Improvements will 
be incorporatedinto version 3.0. 
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Testing CERES Maize in the tropics for predicting phenology.
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Figure 7. Testing CERES Maize in the tropics for predicting yields.
 

14000
o Tropeptic Eutrustox 

o 	 a Hydric Dystrondept 
0 Typic Paleudult p 1:1 
0 	 Maui
 

0
 

0C: 

03 <0
 

6000- 0 1oo 	 0 
- 6000A 	 BEST AVAILABLE DOCUMENT 

o. 	 0 

2000
2000 	 6000 10000 14000
 

Observed Grain Yield (kg/ha) 	 H9 



Poster 69
 

"19
 



Poster #69 IBSNAT Symposium, October, 1989 

SUBSTOR: A Model of Potato Growth and Development. 

T. Hodges, B.S. Johnson, and L.A. Manrique

USDA-ARS, Michigan State University, and Texas A&M University
 

The SUBSTOR potato model is being developed as part of an irrigated
cropping system modeling project for Eastern Washington. It is to be integrated withavailable models for other components of cropping systems such as other crops,
tillage methods, water movement and runoff, organic carbon/nitrogen dynamics,
mineral nitrogen transformations, water and fertilizer scheduling, pesticide
decomposition and movement, pest development and growth, and canopy
microclimate. At its present stage of development, the model includes the followingplant growth and soil processes: net photosynthesis, leaf area expansion, root
distribution, light interception, stages of tuber development, effects of nitrogen andwater stress on development, tops/root/tuber, dry matter partitioning, water 
movement (infiltration, runoff, drainage), evapotranspiration, nitrogen
transformations and movement, plant uptake of nitrogen, soil temperature, andrelease of mineral nitrogen through the breakdown of crop residue and organic
matter. A large part of the model is composed of the standard user interface and soil process subroutines identical to those in the other IBSNAT models. The model uses 
the standard IBSNAT input and output data files. 

I06t
 



SUBSTOR: A MODEL OF POTATO GROWTH AND DEVELOPMENT
 

A. Current Model Components 

1. IBSNAT standard modules
 
a) Soil water balance
 

1)ET 
2) Crop Water Stress 
3) Infiltration 
4) Runoff 
5) Drainage 

b) Soil nitrogen balance 
1) Ammonia/Nitrate transformation 
2) Organic/Mineral transformations 
3) Denitrification 
4) Movement of nitrate 

c) Soil temperature 
d) Crop residue/Organic matter dynamics 
e) Input subroutines 
f) Configuration subroutines 

2. Potato modules 
a) Net carbon balance 
b) Carbon partitioning 
c) Nitrogen uptake 
d) Nitrogen partitioning 
e) Nitrogen influence on carbon partitioning 
f) Leaf expansion 
g) Leaf senescence 
g) Root expansion 
i) Phenology 

1) Planting 
2) Emergence 
3) Tuber initiation 
4) Rapid tuber growth 
5) Senescence 

3. 	Other modules 
a) Irrigation scheduling 
Irrigation Options 
0 = no irrigation
1 = model calculates dates & amounts for daily irrigations 
2 = use file containing actual irrigation schedule. 
3 = calculate daily irrigation for a circle. 
4 = use file containing weekly irrigation 



99 = fill profile if swdf3<0.9
 
b) Nitrogen application scheduling
 

B. New Components Needed 

1. Tuber number 
2. Tuber quality 
3. Leaf/Stem/Branch partitioning 
4. Node and Branch Formation 
5. Erect/Recumbent growth habit 
6. Plant spacing/arrangement 
7. Interfacer to Cropping System Model
 

a) Canopy Microclimate
 
b) Tillage methods and effects
 

1) Water relations
 
a> infitration, percolation
 
b> runoff, evaporation
 
2) soil temperature 
3) Organic Matter/Nitrogen interactions 
4) Root growth
5) Interaction with depth/soil layers

6) Hilling/Furrowing effects
 
soil temperature
 
soil water distribution
 
irrigation, infiltration, and runoff
 

c) Weeds, Diseases, Nematodes, Insects
d) Pesticides/Fungicides/Fumigants Effects, transformation, and movement 
e) Models for other Rotation Crops 

C. Areas for Immediate Action 

1. Further improve modularity of program
2. Improvements in existing components: 
photosynthesis 
top/root/tuber partitioning 
tuber initiation and growth rate 
nitrogen uptake and partitioning
nitrogen effects on partitioning
leaf expansion and senescence 
Early leaf growth is too rapid. 
root length increase and distribution 
3. Leaf/Stem/Branch partitioning 
4. Node and branch initiation 
5. Tillage and residue effects 
6. Tuber number 
7. Tuber quality 



D. Summary 

1. Working model 
a) Compatible with IBSNAT data files 
b) Uses IBSNAT soil water and soil nitrogen modules 
c) Improved irrigation and nitrogen scheduling modules 

2. Major areas for improvement identified. 
3. Areas for immediate work identified. 
4. Reasonable results in preliminary simulations 



Sr - m is t ri R an d P c- c E F- WAL 

Dates Yields
 

Planting Harvest Observed Predicted
 

Day of Year Tons/llectare
 

lermiston Fields
 

Field 1 106 274 77.3 99.4
 

Field 2 89 233 64.9 59.3
 

Field 3 98 271 70.3 68.4
 

Field 4 117 284 70.9 93.0
 

Field 5 75 229 58.5 81.9
 

Field 6 81 250 72.7 83.9
 

Field 7 107 250 72.9 93.4
 

Field 8 91 264 70.5 64.6
 

Field 9 116 303 71.0 81.8
 

Field 10 98 303 78.5 88.7
 

Prosser Field
 

Prosser 105 273 n/a n/a
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Nitrogen and Varieties Experiment
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Commercial Potato Fields
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Prosser, Washington 1989 
Nitrogen and Varieties Experiment
Tuber Fresh Weight 
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DEtermination and Application of Field Derived Genetic Coefficients for CERES-
Maize Crop Model 

R.M. Ogoshi, L.A. Hunt, J.W. Jones, and G.Y. Tsuji
University of Hawaii, University of Guelph, University of Florida,
 

A field method to determine genetic coefficients (GC) for the CERES-Maize
model was developed to allow genotype evaluation without use of growth
chambers. Corn (Zea mays L.) cultivars Pioneer hybrid X340C, 3475, 3165, and 3790 were grown under optimal nutrient and irrigation at two sites on Maui, Hawaii with 
mean annual temperatures of 21.6 °C and 19.7 0C. Photoperiod was extended to 13.7,
14, 17, and 20 hours with incandescent lights. Dates of emergence, tassel initiation,
silking, and physiological maturity (PM) as well as daily maximum and minimum

air temperatures were recorded. Grain dry weight and weight per kernel wereobtained after PM. The GC values ranged between 286 and 305 GDD, 0.343 and 1.232
d h-1, 840 and 1032 GDD, 489 and 641 kernels plant-1, and 6.635 and 7.364 mg kernel- 1 
d-1 for P1, P2, P5, G2, and G3 for the four hybrids. The GC calculated for Pioneerhybrid X304C were comparable to those obtained by other researchers. The fieldderived GC for Pioneer hybrid X304C produced similar results to the other 
coefficients in simulations. 



DETERMINATION AND APPLICATION OF FIELD DERIVED GENETIC
 
COEFFICIENTS FOR CERES-MAIZE CROP MODEL
 

Introduction 

Researchers and farmers could use crop models to increase their productivity.
However, many genotypes are used in crop production and research, each with
unique developmental and growth responses to environment. To be useful,
therefore, crop models must be able to simulate the growth for many genotypes. 

Genotype characteristics can be summarized in terms of "Genetic
Coefficients" that document development in terms of thermal time or degree days,
photoperiodic influence on reproductive onset (table 1), and various other growth
and morphologic aspects. These coefficients, when used in a crop model, should

allow simulation of development and growth independent of temperature and

photoperiod differences among sites and years.
 

Genetic coefficients can be determined in growth chambers or phytotrons, butthere are disadvantages with these methods. The availability of growth chambers is
limited, and they are small and so restrict the number of genotypes that can be
evaluated at any one time. Alternative field methods of determining genetic

coefficients are thus desirable. 
 The present experiment was conducted to evaluate a
field method of determining genetic coefficients for the CERES-maize model. 

Photo 1: A typical photoperiod plot is illuminated by four 500 watt incandescent
lamps and separated from other photoperiods by 100% shade, black saran partitions.
Each photoperiod plot has two replications of four cultivars. Soybean are in the 
foreground. 

Methods 

Experimental Design: 
• multi-location, randomized complete block design
 
* two replications
 
Treatments:
 
" four corn (Zea mays) cultivars:
 

Pioneer hybrid X304C (tropical adapted)

Pioneer hybrid 3165 (136 days)
 
Pioneer hybrid 3475 (114 days)
 
Pioneer hybrid 3790 (95 days)

* Five photoperiods, natural daylength artificially extended with incandescent
lamps: 13.2 hours, 13.7 hours, 14.0 hours, 17.0 hours, 20.0 hours minimum 

irradiance: 0.75 W m"2 (300 to 800 nm)
* Two sites located on Maui, Hawaii (210N, 1560W):
Haleakala and Kuiaha 
mean annual air temperatures: 19.7 0C and 21.6°C 



Management: 
" optimal fertilization and irrigation
" row spacing 0.75 meters, row length 3.0 meters, plant spacing 0.2 meters 
* physical structure:
 

reps: 3 meters x 12 meters
 
lighting: four 500 watt incandescent lamps per photoperiod

partitions: 100% shade, black saran
 

Data: 
" daily maximum and minimum air temperatures
" dates of: emergence,tassel initiation, silking, and physiological maturity (black
layer) 
" number of kernels per plant
" weight of grain per plant 

Calculations: 
* degree days (DD)
 
DD = ((T max-Tmin)/2) - 8
 
* P1 (Ritchie et al., 1986)

P1 = DD from emergence to 4 days before tassel initiation when
 

photoperiod < 12.5 hours
 
P2 (Kiniry et al., 1983)


P2 = (Day of tassel initiation-Day of T.I. < 12.5 hours)/(photoperiod - 12.5)

when, Day of T.I. < 12.5 hours 
= Day that tassel initiation would occur if photoperiod
< 12.5 hours 
* P5 (Ritchie et al., 1986)

P5 = DD from 10 days after silking to physiological maturity
 
e G2 (Ritchie et al., 1986)
 
G2 = number of kernels per plant

* G3 (weight per kernel)/(days from 10 after silk to physiological maturity)
since, linear phase of kernel growth seems to start 10 days after 
silking (Duncan and Hartfield, 1964) 

Validation Experiments: 

Pioneer hybrid X340C experiments conducted at: 
Waipio and Waimanalo on Oahu, Hawaii; 
Olinda, Kuiaha, and Haleakala on Maui, Hawaii 

Results 

Coefficient Experiments 

Juvenile phase coefficient (P1; means determined in a proceeding experiment
at short photoperiods) differed between locations. 

Photoperiod sensitivity coefficient (P2) varied with photoperiod, and was noticeably
affected at shorter photo-periods. 



Grain fill duration coefficient (P5) also displayed large genotype and genotype by

location effects.
 

Maximum kernel number coefficient (G2), determined as kernel number per plant, 
was influenced by stover weight in most genotypes. 

Grain growth rate coefficient (G3), as for the other coefficients, showed large 
genotype by location effects.
 
Combined analysis of variance for most genetic coefficients, revealed highly

significant genotype by environment effects.
 

Genetic coefficients were averaged over all sites and photoperiods, even though the 
genotype by location interaction makes this approach somewhat questionable. The 
coefficients so determined, as shown below, were used in validation. 

Validation Experiments 

Simulated silking date, maturity date, and yield for Pioneer hybrid X340C, using the 
field determined coefficients, differed somewhat from actual. 

Conclusions 

• Difficult to determine some genetic coefficients at shorter photoperiods 

" Difficult to determine kernel number coefficient 

" Caution necessary when applying models 

Rerferences 

" Duncan, W.G.; and Hartfield, A.L. 1964. A method for measuring the daily growth
of corn kernels. Crop Sci. 4:550-551. 

" Kiniry, J.R.; Ritchie, J.T.; and Musser, R.L. 1983. Dynamic nature of photoperiod 
response in maize. Agron. 1. 75:700-703. 

" Ritchie, J. T.; Kiniry, J.R.; Jones, C.A.; and Dyke, F.T. 1986. Model inputs. p. 37-42. 
In C.A. Jones and J.R. Kiniry (eds.) CERES-Maize: A simulation model of 
maize growth and development. Texas A & M University Press, College 
Station, TX. 
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Variable Description 

P1 Duration of juvenile phase in 
degree days 

P2 Photoperiod sensitivity 
P5 Duration of grain filling phase in 

degree days 
G2 Maximum kernel number perplant 
G3 Maximum kernel gnowth rate 

Photoperiod X304C 3165 3475 3790 
Site (hours) (DD) (DD (DD) (DD) 

Haleakala 11.2 280 280 280 280 
Haleakala 11.7 300 280 280 290 
Kuiaha 11.2 380 350 380 350 
Kuiaha 11.7 380 290 320 300 

Average values wer takenfor subsequentanalyses. 



*iS .0. g * Tabl 0*3. 

Source 

Location 

Genotype 

Geno. xLoc. 

Pooled enor 

df 

9 

3 

27 

40 

P2 

** 

n.s. 

n.s. 

P5 

n.s. 

** 

** 

G2 

n.s. 

n.s. 

** 

G3 

n.s. 

n.s. 

** 

n.s. not significantat the 0.05 pebability level 
**significantat the 0.01 pvbability level 

Pioneer P1 P2 P5 G2 G3 
hybrid (DD) (d/h) (DD) (kernel/plant) (mg/kernel/d) 
X304C 340 5.0 960 600 6.1 

3165 300 7.8 1030 640 6.8 

3475 310 7.1 860 640 7.4 

3790 310 6.2 840 490 7.2 
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Estimation of County-level Corn Development and Yield 
with CERES-Maize Model 

R.J. Stefanski and J.A. Andresen
 
NOAA/CAC and USDA/WAOB.
 

A study was undertaken in 22 counties in three U.S. cornbelt states (Iowa,Illinois and Indiana) to determine suitability of the deterministic CERES-Maize cropmodel for estimating corn phenological thresholds and final yields. The seasons1983-1987 were included in the study. Precipitation and maximum and minimumtemperature input data were obtained from a single station site, while solar radiationdata were stochastically generated from the actual weather data. At least onerepresentative soil profile was used for each county. Required varietal coefficients ofa photoperiod-sensitive, full season hybrid were found to best estimate yield andphenological stages for all cases. Good results were obtained for observed vs.predicted yields with a root mean square error of 1.25 ton/ha. However, consistentunderprediction of yield was found in 1987. The presentation will include thestatistics and discussion of results, as well as limitations in applying the model. 
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Linking Modeled Crop Responses and Satellite Derived Vegetation Indices. 

J.A. Andresen, K.P. Gallo, and C.S.T. Daughtry

USDA/WAOB, NOAA/NESDIS, and USDA/ARS.
 

Objective assessment of crop development and yield solely through means ofprocess oriented simulation models or remotely sensed data may lead to unreliable or inconsistent results. The objective of this study was to analyze the simulated
results of a process corn model, CERES-Maize, with remotely sensed
NOAA/AVHRR data in the form of the normalized difference to improve current crop monitoring capabilities. The study took place on the Crop Reporting Districtlevel in three U.S. Cornbelt states, Iowa, Illinois, and Indiana during the 1986 and1987 growing seasons. Rate of biomass accumulation per unit of the normalized
difference vegetation index was found to vary through the growing season.However, the rates were consistent throughout the study area. Seasonal fluctuationsin the vegetation index values were examined for relationships to crop development
and senescence. 
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Modeling the Leaf Area Development of Different Maize Genotypes. 

G.J. Kovacs, J.T. Ritchie, A. Wei 'er, G. Mathe-Gaspar, and P. Mathe

Michigan State University, and University of Godollo, Hungary.
 

A new leaf area routine was developed for the CERES-Maize model toimprove its accuracy in predicting leaf area index by present research. It is based on
data from our own experiments with several genotypes and several publishedsources. The model uses two principal relationships: 1) the distribution of the area offully developed individual leaves as related to the final leaf number, and 2) the areaof expanding leaves as a function of collared leaf number and the final leaf number.
For the estimation of the total leaf area three levels of minimum data input optionsare provided: a) a single set of length and width of the fully expanded leaves with thecorresponding leaf number, b) only the area of the largest leaf and the leaves aboveit, and c) only the final leaf number. The principal genotype difference in leaf area iscaused by variation in leaf numbers, and to a lesser extent by leaf size. 

155 



MODELING THE LEAF AREA DEVELOPMENT OF DIFFERENT MAIZE
 
GENOTYPES
 

Purpose 

1. To provide a tool to estimate the growth of leaf area (LA) of maize. 

2. To quantify differences between the leaf area development of various maize
 
genotypes.
 

3. To include the area of the younger, expanding leaves in the estimation. 

4. To satisfy the need of modelers and those working in remote sensing who want
 
ground truth.
 

Materials and Methods 

1. Obtained several data sets:
 
a) locally and from other sources
 
b) on length and width
 
c) of collared and uncollared leaves
 
d) of different genotypes
 
e) measured frequently during the season.
 

2. Obtained weather data for the sites. 

3. Experimented with several eqaations to express the growth and distribution of leaf 
area. 

4. This version does not include solution for extreme stress conditions. Indications
 
are made from results.
 

Results 

1. The LA of the first two thirds of the leaves of any maize genotype, grown without 
stress, can be described by the Gompertz function (Richards) using the same set of 
parameters. See function (1) and Figure 1. 

2. The LA of the last (approx.) one third of the leaves decline from the Gompertz
function with a linear equation (Fig. 1). The threshold leaf number where the linear
declines begin is a function of the total leaf number (LNT). See function (2) and 
Figures 1 & 2. 

3. The slope of the linear-decrease is considered to be constant for all leaves. See 
functions (3), (4). 



4. The sum of the expanding leaf area of a plant (LAE) at a given moment can be
expressed as a function of the final area of the oldest expanding leaf. 
 See function (5). 

5. Under water or nitrogen stress the maximum leaf area decreased significantly andseveral larger leaves had approximately the same leaf area. The reduction of themaximum leaf size corresponded with the intensity of the stress. See genotype
883z045 on Figure 1. 

6. The relationships between the LA of the oldest to the rest of the expanding leavesdepends on the age of the plant, expressed as LN, and the genotype expressed as LNT,for the given climatic zone. See functions (6), (7), (8) together with the conditions
 
and Figure 4.
 

4. Functions: 

Distribution
 
LAG = 9 26.92*EXP(-7534*EXP(-O.2463*LN)) 
 (1)LND = 9.89-2.854*LNT + 0.0255*LNT*LNT (2)LAD = LAG(LND) (3)LAL = LAD-58*(LN-LND) (4) 

Expanding Leaf Area 
LAE = ;AEP*;AEF (5)
LAEF = 5.20-0.33*LNT + 0.42*LN (6)
LAEF = 1.48 + 0.60*LNT-0.708LN (7)
LAEF = 3.4 (8) 

Conditions
 
for (5): LN should be in [LND,LNT] closed interval;

for (6): if LN < 0.80*LNT-5.0
 
for (7): if LN > 0.85 + 1.6
 
for (8) if 0.85*LNT + 1.6 <LN < (0.80*LNT-)
 

5.0 LEGEND. 

LAG = Leaf area estimate by the Gompertz function, first part of the distribution 
curve of Figure 1. (cm2 /leaf) 

LN = Leaf number. 

LND = Leaf number at which the curve of a particular genotype deviates from the 
Gompertz function (Fig. I & 2). 

LNT = Total leaf number of a genotype within a given climatic zone. 



LAL = Leaf area by the linear segment of the distribution curve (cm2 /leaf) (Fig. 1)
 

LAE = Expanding leaf area of a plant. (cm2 /plant)
 

LAEO = 
Final area of the oldest presently still expanding leaf. (cm 2 /leaf) 

LAEF = Factor for calculation of LAE; it shows, for any wanted day, how many times 
of the area of the leaf following to the presently collared on equals to the summed 
area of the presently expanding leaves on the plant (Fig. 3). 



Conclusions 

To model the leaf area development of maize crop, the total leaf number can 
satisfactorily describe the differences among genotypes. 

More exact estimation of LA dynamics can be made by one or two minimum 
measurements during the season. 

The area of the noncollared leaves of a plant can be computed for any stage of 
development from the LA distribution. 

Application
 

Option 1: If measurements are not possible:
 

Distribution:
 

Step 1: Find the expectable final leaf number (LNF) of the genotype for the location.
 

StL-p 2: Apply the GL function. Use function (1).
 

Step 3: 
 Define the leaf number (LND) at which the curve of your particular genotype
derivates from the Gompertz function. Use function (2). 

Step 4: Calculate the area of leaves under the linear segment. Apply function (3) and 
(4). 

Expanding leaf area: 
Step 5: Estimate the area of expanding leaf area (LAE) by the relationships given by
 
Figure 4. 
 Use function (5), (6), (7), (8) according to the conditions given for them. 

Integration of the area: 

Step 6: Sum the area of full size leaves gained from GL-curve (step 2-4) until any day
of the season and add the corresponding LAE (step 5). 

NOTE: For step 6 you may need a routine to compute the leaf number of the day.
See CERES-Maize (Jones and Kiniry). 

Option 2: If leaf numbers can be counted:
 

Step 1: Counting 1. at stage 5-6 leaf. Mark leaf 5.
 

Step 2: Counting 2. at stage full size. Do not wait while the leaf 5 is not visible.
 



Apply option I (from step 2 to step 6).
 

Option 3: If leaf length and width can be measured:
 

Step 1: Measure collared leaves at stage 5-6 leaf. Mark the leaves nr.5.
 

Step 2: Measure collared leaves at stage when all leaves are collared. D o not wait 
until 5th leaf is lost. 

Apply option I (from step 5 and step 6) 

References 
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tigure i. oceled and measured leaf area distributions of different genotypes of maize as a function 
of the total leaf number. 
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Simulation Models for Grain Legume Crops. 

J.W. Jones, K.J. Boote, and G. Hoogenboom
 
University of Florida.
 

Simulation models were developed for soybean (SOYGRO), peanut
(PNUTGRO), and dry bean (BEANGRO) with essentially the same mathematical
structure. These mclels simulate the timing of reproductive development stages,and dry matter growth and yield, for different soil, weather, and management
conditions. Crop-specific data files provide coefficients to represent characteristics ofeach crop, and cultivar-specific data files provide coefficients for simulating the 
responses of different cultivars to the environment. These cultivar-specific
coefficients quantify the photoperiod responsiveness of the cultivar as well asvegetative and reproductive growth characteristics. Growth in each model is based on carbon, water, and nitrogen balances in the plant. A one-dimensional soil watermodel simulates water availability to the plants. The models require daily weather
data, soil water holding and root development characteristics, and managementinformation as inputs. Tests of the models at various locations indicate that majordifferences in development and yield due to changes in weather and water stress canbe simulated when inputs are reliable. The models are included in the IBSNATDecision Support System for Agrotechnology Transfer (DSSAT V.2.1). 



SIMULATION MODELS FOR GRAIN LUEGUME CROPS 

Models: 

SOYBEAN-SOYGRO V.5.42 
J.W. Jones, KJ. Boote, G. Hoogenboom, G.G. Wilkerson, S.S. Jagtap, and J.W. Mishoe 

PEANUT-PNUTGRO V.1.02 
K.J. Boote, J.W. Jones, G. Hoogenboom, G.G. Wilkerson, S.S. Jagtap 
COMMON BEAN-BEANGRO V.1.0 

J. White 

Introduction 

The GRO models are process-oriented computer models which simulate 
vegetative growth, reproductive growth, and yield of three grain legume crops:
soybean, peanut, and common bean. 

The models were developed to study growth and yield response of the crops 
as affected by various environmental conditions, different management practices,
and different genetic traits. 

The models have similar mathematical structures and computer codes. 

Pho.nology 

The dates of vegetative and reproductive grawth stages of the crops depend
primarily on temperature and photoperiod. Thermal or photothermal thresholds 
must be reached for new stages to occur. Water stress affects the durations of some 
phases. 
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Tissue Growth 

Dry weight growth rates of vegetative and reproductive tissues are based onphotosynthesis, respiration, and partitioning which depend on environment and 
crop growth stage. Growth respiration varies with the composition of the tissuebeing grown, and on growth stage. Nitrogen is formed in vegetative tissue as it 
grows and can be remobilized for seed growth. 
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IBSNA T Standard(INPUT Minimum Data Set 

FORTRAN Source 
35 Subroutines 

"MODEL m.icro Computer
 

Daily Time Steps 
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(MODEL) 

m Emergence 
* Flower Initiation

REPRODUCTIVE m Anthesis
 
DEVELOPMENT * Pod Set
 

m Seed Formation 
m Maturity 

m Photosynthesis 
m RespirationCARBON BALANCE 	 * Growth 
m Partitioning 
m Senescence
 

m Evaporation 
m Transpiration

WATER BALANCE * Water uptake 
m Infiltration 
* Runoff 
m Water flow 

NITROGEN BALANCE m %nitrogen 
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(INPUT]I
 

m PhotoperiodSens. 
m Temperature Sens. 
m Acc. Thresholds 
* Pod Growth RateGENETIC . Seed Growth Rate

TRAITS * # Seeds per Pod
* Pod AdditionRate 
m Leaf InitiationRate 
m Leaf Size 

* Photosynthesis 
m Growth Respiration 
n Maintenance Resp.

CROP m Temperature Sens. 
* PartitioningPARAMETERS * Stress Sensitivity
* Leaf Senescence 
m*Root Senescence 
m % Protein 
m Remobilization 
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(INPUTI
 

WEATHER 
VARIABLES 

SOIL 
VARIABLES 

CROP
MANAGEMENT 


m Solar Radiation
 
m Rainfall
 
m Maximum Temp.
* Minimum Temp.
 
m Latitude
 

m Saturated Water 
m Drained Upper Limit 
[]m Lower LimitDrainagen 
m*SRootRainagDistribution 
m Albedo 
m Runoff 

* Planting Date
* Plant Density
* Irrigation
* Cultivar 
n Soil Type 
m Weather Type 



OUTPUT 

m Total Canopy 
m Leaf 
m Stem 
* PodBIOMASS 	 m Seed 
m Root 
m LAI 

m Vegetative 	Stages
* Reproduct. Stages 
m # of Pods

DEVELOPMENT 	 *m#of Seeds 
m Shelling % 
m % Mature Pods 
m SLA 

m Soil Water 	Content
For Each 	 . Root Length Dens. 

m Soi Water Flow
SOIL LA YER 	 . Soil Water Uptake 

m Drainage 
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USER SELECTABLE
 
OPTIONS
 

CUL TIVAR 

PLANT DENSITY 


S TAR TING DATE 


IRRIGATION 

SOIL 

m Photoperiod Group 
@]Seed Size 
m Tested Lines 

* Row Spacing
* Plant Spacing 

m Water BalanceSG Planting 

m Rainfed 
* User Input 
m Automatic Irrigation 
m No Stress 

w Soil Type 
* Soil Classification 
* Rel Root Distr. 
m Fertility Factor 

* LocationWEATHER * Year 



Model Calibration 

Field data from one or more locations were used to adjust parameters in eachmodel. This primarily involved changes to partitioning coefficients and coefficients
affecting pod and seed addition, growth, and absorption. Examples of model
calibration are shown here for soybean (1978 data from Gainesville), for peanut (1976data from Gainesville) and common bean (1986 data from Gainesville, and 1985 data 
from CIAT). 
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CALIBRATION
 
GAINESVILLE, 1986
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CALIBRATION
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Model 	Evaluation 

The models have been tested at a number of locations under different
weather conditions. Examples are shown for soyb,.an grown in Illinois, Iowa,
Minnesota, Venezuela, and Costa Rica. The peanut model was tested in Florida in
1987 as shown in the figure. In India, PNUTGRO is being tested at seven sites with 
one or more years of data from each site. Data are being collected in several states in 
the USA and in several countries to test each model 
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CASTANA, IOWA, 1979 
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MORRIS, MINNESOTA, 1985
 
EVANS, IRRIGATED
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CIA-EL TIGRE, VENEZUELA, 1986
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CIA-EL TIGRE, VENEZUELA, 1986
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LA MONTANA, COSTA RICA, 1988
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Model Applications 

Scientists are also developing applications of the models for various 
purposes. In some cases, the models are being incorporated into larger computerized 
systems such as DSSAT, Geographic Information Systems, and various Expert
System Shells. Some of these applications are: 

" Irrigation Management 
* Pest Management 
* Variety Screening 
" Climate Change Impact Studies 
" Agroecological Zoning 
" Yield Forecasting 
" Teaching 
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STUD YOF WEATHER EFFECTS
 

Seed yield and days from R 1to 
R7 for Bragg as affected by 
temperature under 12 h days. 
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RESULTS FROM A RECENT STUDY ON THE IMPACT OF POSSIBLE 
CLIMATE CHANGE DUE TO THE GREENHOUSE EFFECT. THREE 
WEATHER SCENARIOS: STANDARD AND 2 SUGGESTED BY GCM's. 
CURRENT AND DOUBLE C02 LEVELS, IRRIGATED AND RAINFED 
CROPS WERE SIMULATED WITH SOYGRO. AVERAGES 
OF 30 YEARS OF SIMULATIONS AT EACH OF 19 SITES AND 
AND EACH WEATHER, IRRIGATION AND C02 SCENARIO. 
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Conclusions 

The grain legume models can be used to describe growth and yield at a wide 
range of locations with varying weather and soil conditions. 

Genetic coefficients are required to allow the models to adequately describe 
the growth of a variety in a given location. 

Yield levels predicted by tht: models do not include the effects of various 
stresses, such as diseases, nematodes, and nutrients. Thus, estimated yield levels 
must be interpreted in this context. 

The process of model maintenance, further testing, and improvement would 
be simplified by combining all models into one and allowing the CROPPARM files 
to fully define the differences among crops. This structure could easily be extended 
to other grain legumes, and perhaps to other crops. 



* The following improvements are
planned to be included in updated
versions of the model. 

* Nitrogen Fixation
NITROGEN BALANCE 	 m Nitrogen Uptake 

m Remobilization 

m Single Leaf ResponsePHOTOSYNTHESIS 	 * Row Light Interception 
m C02 

m Photoperiod Response
DEVELOPMENT * Temperature Response

* Improved Functions 

* Fertilizers 
OTHER? * Intercropping

m Pests & Diseases 
m Root growth 
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Nitrogen Fixation, Uptake, and Remobilization in Legumes:
 
A Modeling Approach.
 

G. Hoogenboom, J.W. Jones, and K.J. Boote.
 
University of Florida.
 

Nitrogen in the form of proteins is one of the key elements present in plant
tissues, arid controls many biochemical processes. Grain legume crops generally
acquire most of their nitrogen through fixation, while sometimes they extract nitrate 
or amnmonia from the soil solution. In previous versions of the crop simulation
models developed for soybean (Glycine max L.), peanut (Arachis hypogaea L.), and
drybean (Phaseolus vulgaris L.), i.e., SOYGRO, PNUTGRO, and BEANGRO, it wasassumed that nitrogen was nonlimiting. As part of the enhancement of the
CROPGRO models, new subroutines have been developed to simulate nitrogen
uptake, nitrogen fixation, and nitrogen remobilization. A priority scheme,
dependent on the nitrogen fixation capabilities of each species, determines thebalance between nitrogen uptake, fixation, and remobilization. A fraction of the
available photosynthates on a given day, based on the nitrogen demand and
developmental stage, is allocated to the roots and the nodules to allow for nitrogenfixation, nodule growth, and nodule initiation. Results will be shown for a legume
model with these nitrogen balance processes included. 



NITROGEN FIXATION, UPTAKE, AND REMOBILIZATION IN LEGUMES: A
 
MODEL ING APPROACH.
 

Introduction 

The current simulation models for legume crops, i.e., SOYGRO V.5.42, 
PNUTGRO V.1.02, and BEANGRO V.1.0, developed by the University of Florida, 
assume that nitrogen is available in unlimited quantities. Cost of protein synthesis 
is accounted for by using the energy cost of building protein tissue from nitrate. The 
models do not contain procedures to simulate nitrogen uptake and nitrogen fixation. 
Tissue is built at a fixed nitrogen concentration. Protein mining is initiated at the 
beginning of seed formation at the expense of nitrogen in leaves, stems, roots, and 
shells. 

To improve performance of the legume models, the processes which account 
for nitrogen uptake, nitrogen remobilization, and nitrogen fixation were added to 
the GRO models. 

Approach 

* As a basis for model modification the soybean (Glycine max. L.) model SOYGRO 
V.5.42 was used. 

* The organization of the code was modified to allow for state variables which 
account for total weight of difi,,rent plant components, e.g., leaves, stems, roots, 
shells, seeds, and nodules. State variables were added for total nitrogen, 
remobilizable nitrogen, and soluble carbohydrates. 

* Nitrogen demand for growth of new tissue is calculated based upon the sink 
strength of seeds and shells, and available carbohydrates from photosynthesis, after 
accounting for maintenance respiration costs. 

* Nitrogen demand is used to determine actual nitrogen uptake for both NH4 and 
N03 nitrogen remobilization, and nitrogen fixation. 

e Growth is either limited by the unavailability of carbon or nitrogen to build new 
tissue at the maximum N concentration. 

* If nitrogen is limited, the surplus of carbon is stored in a remobiizable 
carbohydrate pool. 

* This carbohydrate pool is used during the following days to fix nitrogen and grow 
new nodules. 

* Cost of protein s;'nthesis is accounted for during the time each process actually 
occurs. Cost of protein tissue, therefore, differs depending upon the source of 
nitrogen. 

C9Ob 



* The cost of protein from nitrogen fixation is highest, followed by the cost of

nitrogen uptake. Protein synthesis from remobilized nitrogen is least expensive

with respect to respiration costs.
 

Nitrogen Uptake 

* Nitrogen uptake is based upon the initial modules as developed for the CERES-
Wheat V.2.1 model. 

* A potential nitrogen uptake rate is calculated based upon nitrogen concentration
in the soil solution, maximum root uptake rate per unit of root length, total root
 
length per soil layer, and actual soil water content.
 

* If potential nitrogen uptake is more than nitrogen demand for actual growth of 
new tissue, uptake is reduced.
 

e If nitrogen demand is more than actual nitrogen uptake, demand is carried
 
forward for computation of nitrogen remobilization and fixation.
 

Nitrogen Remobilization 

- A fixed fraction of new protein tissue is assumed to consist of remobilizable
 
nitrogen.
 

* La addition, extra nitrogen left over after all growth processes have been accounted 
for, is added to the remobilizable nitrogen pool. 

* An additional fraction based on age of the aop, temperature, and photoperiod, isremobilized during the seed filling pericd reaching its maximum at physiological 
maturity. 

* Together with protein tissue used for nitrogen remobilization, an equivalent
amount of structural tissue is senesced. 

Nitrogen Fixation 

* Nitrogen fixation is based upon the initial model developed by Ingram, Jones, and 
Boote (unpublished). 

* Nodules are"lumped" into one big nodule which has a specific fixation activity,
relative growth rate, and turnover rate. 

9 Fixation will only occur if carbohydrates are available from the remobiizable 
carbon pool. This will cause at least a one-day delay in fixation. 

* Any leftover carbohydr-ates are used for growth of new nodule tissue. 



* Fixation and growth are either controlled by the soil environmental conditions or 
available carbohydrates. 

e Soil environmental conditions affecting nodule activity are: water content, 
temperature, and oxygen concentration in the top 0.30 m of the soil profile. 
(See Figures 1 & 2.) 
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Model Calibration 

- The modules, simulating the new pr,'ocesses, were added to the model in asequential basis to prevent errors. Data from Gainesville 1978 and 1981 experiments 
were used to compare simulated and field-measured data. 

* No data were available during this process to compare nitrogen mass, nitrogen
fixation rate, and nitrogen concentration in plant tissue with measured data. 

* The main data used to calibrate the model were the biomass growth curves, leaf 
area index, and final seed yield. 
e Initial specific nodule activity, nodule relative growth and turnover rate were 

based on published literature values. 

" Values were modified to be able to fit the data. 

* Results are shown for Bragg and Cobb, irrigated, asuming no nitrogen fertilization. 

(See Figures 3-6.) 
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Response to Nitrogen Fertilizer 

* To verify that the model is working properly with the new nitrogen routines, 
response to nitrogen fertilizer was tested. 

* The nitrogen fixation routine was turned off, assuming that the legume models 
act like the cereal models. 

* Nitrogen fertilizer was added at increments of 10 kg/ha. 

* Fertilizer was started at emergence and applied at 10-day intervals. 

" After a total of 100 kg/ha had been applied, evenly distributed over the season, 
additional fertilizer was added at emergence. 

* Additional nitrogen application during vegetative growth showed a better 
response than during reproductive growth, demonstrating that vegetative tissue is 
needed to grow pods. 

* SENSITIVITY: Cobb, 1981, Irrigated, Gainesville 
(See Figures 7-11) 
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Specific Nodule Activity 

" The initial specific nodule activity is set at 0.098 gram N/gram nodule mass/day. 

" Specific nodule activity controls nitrogen fixation rate. 

" Simulations were made with specific nodule activity at 0.098 (standard value),
 
0.050, 0.075, 0.125, and 0.150.
 

" Nodule mass was very sensitive to specific activity.
 

" Nitrogen fixation per day was not significantly affected by nodule activity, due to
 
the interaction between nodule mass and fixation rate.
 

e Therefore biomass and leaf are index also were not significantly different.
 

*SENSITIVITY: Cobb, 1981, Irrigated, Gainesville 

(See Figures 12-17.) 
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Carbohydrate Remobilization 

* If insufficient N is available for growth, left over carbohydrates are stored in a
 
remobilizable carbon pool.
 

* This pool is the ONLY source of carbon for both nitrogen fixation and nodule 
growth. 

o A relative rate determines the release of carbohydrates for allocation towards the 
nodules. 

" This initial rate was set at 0.75 g C/g C in the carbon pool. 

" Simulations were made with relative remobilization rates at 0.75 (standard), 0.25,
0.55, and 0.95. 

o The model showed a sensitivity to relative carbon remobilization. Especially leaf 
area index and seed growth were affected. 

• SENSITIVITY: Cobb, 1981, Irrigated,Gainesville 

(6ee Figures 18-21.) 
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Nitrogen Remobilization Rate 

• The initial maximum relative remobilization rate is set at 0.040 g N/g N in the 
remobilizable nitrogen pool. 

* Nitrogen remobilization is allowed to start early during vegetative growth as soon 
as the N pool has been established. 

* The remobilizable nitrogen pool is bascd upon the difference between initial 
protein content of young tissue and protein content of tissue at senescence. 

e Simulations were made with a relative remobilization rate at 0.040 (standard),
0.020, 0.030, 0.050, and 0.060. 

- The model showed a very significant sensitivity to the relative remobilization 
rate. 

a Both high and low relative remobilization rates cause a reduction in growth and 
final yield. 

e SENSITIVITY: Cobb, 1981, Irrigated, Gainesville. 

(See Figures 22-26.) 
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Conclusion 

a This preliminary version of the soybean crop model SOYGRO V.5.99 which 
includes modules to simulate nitrogen uptake, nitrogen fixation, and nitrogen 
remobilization gives similar results as the old version 5.42 (See poster 74). 

* Data on tissue nitrogen concentration, nodule mass, and nodule activity are 
needed to calibrate these new modules. 

* After model calibration and validation the same nitrogen modules will also be 
introduced in the crop models for peanut and dry bean, assuming different nodule 
activities, nodule growth, and specific root nitrogen uptake rates. 

* This new SOYGRO model will be combined with the new light interception and 
hedgerow routines (see poster 98). 

* The possibility exists that a generic model will be developed for legumenous crops, 
including soybean, peanut, and drybean. 
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Simulating Crop Growth and Photosynthesis Response 
to Row Spacing. 

K.J. Boote, J.W. Jones, and G. Hoogenboom
 
University of Florida.
 

Response to row spacing may be poorly predicted by crop models which 
assume a horizontally-uniform distribution of leaf area index (LAI). A canopyphotosynthesis subroutine to predict daily canopy assimilation for incomplete
hedgerow canopies has been developed and incorporated into our IBSNAT crop
models. The subroutine considers latitude, day of year, time of day, row direction,row spacing, canopy height, width, LAI, leaf angle distribution into 0-30, 30-60, and
60-90 degree classes, quantum efficiency in low light, and maximum leafassimilation in saturating light. The photosynthesis and light interception
subroutine runs with an hourly interval during the day and computes canopyshadow cast, light interception, and photosynthesis over two classes of leaves: sunlit 
versus shaded LAI. Simulated results of the hedgerow photosynthesis model 
compare well with measured canopy photosynthesis of soybean (Glycine max L.)grown in 46 and 92 cm row spacings. The SOYGRO, PNUTGRO, and BEANGRO
models with the hedgerow photosynthesis subroutine are now more responsive to 
row spacing, plant spacing, and plant density. 



SIMULATING CROP GROWTH AND PHOTOSYNTHESIS RESPONSE 
TO ROW SPACING 

The Problem 

SOYGRO, PNUTGRO, and BEANGRO crop growth models are insufficiently
responsive to row spacing because they assume a horizontally uniform leaf area 
distribution. 

Objectives 

* To develop and test a simple hedgerow canopy photosynthesis subroutine. 

* To inc.'rporate hedgerow photosynthesis into SOYGRO and test model 
response to row spacing. 

Hedgerow Photosynthesis Model 

Shadow Projection: 

In Figure 1, the canopy envelop is defined to have a height and a width, with 
the effective curvature at the top and bottom of the canopy equivalent to a half circle 
with radius equal to 1/2 width. 

The fraction of the soil surface shaded by the canopy (FRACSH) is computed.
Although not shown, we consider spherical cylinders if plant spacing in the row 
exceeds canopy width. 



CANOPY HEDGEROW WITH HEIGHT, WIDTH, AND EFFECTIVE ANGLE 
INPLANE PERPENDICULAR TO THE ROW 
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Light Interception 

The total PAR (PARTOT) is distributed into direct and diffuse components
depending on solar elevation. 

Light absorbed by sunlit and shaded LAI is computed as described by Spitters
(1986. Agric. and For. Met. 38:231), except that direct beam interception is restricted to 
the fraction of soil shaded by the canopy. 

Direct beam is absorbed by sunlit LAI. 

Some direct beam is scattered and absorbed as diffuse light by all leaves. 

Depending on the fraction sunlit soil and solar elevation, some direct beam is 
reflected from the soil to the canopy and is absorbed as diffuse light. 

Skylight is intercepted and absorbed by leaves using an effective width 
approach of Goudriaan that considers the path between the rows, canopy width, and 
height. 

Leaf and Canopy Assimilation 

Photosynthesis of sunlit LAI (SUNLAI) and shaded LAI (SHDLAI) is
 
computed using a modification of Spitters (1986) and Gijzen and Goudriaan.
 

SUNLAI = (FRACSH/KDIR) * (1.-EXP(-KDIR * LAI/FRACSH)) 
SHDLAI = LAI - SUNLAI 

Leaf rates are computed with asymptotic exponential equations which use as 
inputs QE, LFMAX, and absorbed light. 

Assimilation by shaded LAI is computed using the average diffuse intensity
absorbed by shaded leaves (SHDPAR). 

PGSH 	= SHDLAI * LFMAX * (1.-EXP(-QE * SHDPAR/LFMAX)) 

Assimilation by sunlit leaves is computed with the same equation assuming
sunlit leaves receive SHDPAR plus direct beam. A three-point Gaussian Integration
integrates over the range of leaf angles expected (according to the approach of 
Goudriaan). Assimilation is summed over SHDLAI and SUNLAI. 

Testing Hedgerow Photosynthesis 

Experimental 

1. 	 Soybean (Glycine max L.) CV. Cobb was planted June 21, 1987 in 91-cm row 
spacings in north-south rows at 43 plants m-2 . 

2. 	 Apparent canopy photosynthesis (ACP) and total dark respiration (RESP) 
were measured hourly from sunrise to noon using a portable mylar chamber 
(0.498 m3 volume) and the LI-COR 6250 photosynthesis system. Total canopy
photosynthesis (TCP) was estimated as ACP plus the absolute value of RESP. 
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PREDICTING CANOPY HEIGHT AND WIDTH 

RATE OF INCREASE IN CANOPY HEIGHT AND WIDTH 

IS PREDICTED AS A FUNCTION OF RATE OF INCREASE 

IN V STAGE (FIG. 8, 9 & 10). RATE IS INFLUENCED 

BY TEMPERATURE, WATER DEFICIT, LIGHT, AND 

TERMINATION OF NODE GROWTH. RELATIONSHIPS 

WORK WELL FOR OTHER DATA SETS TESTED, 

INCLUDING INDETERMINATE CULTIVARS. 

FIGURE 8
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PREDICTING HOURLY PAR AND CANOPY PG
 

HOURLY INSTANTANEOUS PAR IS GENERATED FROM 

DAILY PAR USING A FULL SINE FUNCTION PROPOSED 

BY CHARLES-EDWARDS AND ACOCK (1977. ANN BOT 

42,49). THIS FUNCTION SIMULATES PAR VALUES 

COMPARABLE TO THOSE OBSERVED AT MID-DAY. 

CANOPY PG IS PREDICTED IN THIS HOURLY LOOP 

AND SUMMED OVER THE DAY (FIG. 11 AND 12). 
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FIGURE 12. PREDICTED CANOPY PG VS. TIME OF 

DAY FOR 46-CM ROW SPACING ON DAY 182. SOYGRO 

IS PRODUCING THE LAI (AND BIOMASS) WITH THE 

ASSIMILATE PRODUCED. LFMAX ISSET AT 1. 146 

MG C02/M2-S AND QE IS FIXED. 
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SOYGRO Simulations with Hedgerow PG 

1. 	 Figure 13: Simulated versus measured canopy PG at mid-day for Cobb soybean 
grown in 46 and 91 cm rows in 1987. 

2. 	 Figure 14: Simulated versus observed light interception at mid-day for Cobb 
soybean grown in 46 and 91 cm rows in 1987. 

3. 	 Figure 15: Simulated versus observed LAI for Cobb soybean grown in 46 and 
91 cm rows in 1987. 

4. 	 Figure 16: Simulated versus observed dry matter accumulation for Cobb 
soybean grown in 46 and 91 cm rows in 1987. 
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FIGURE 15
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FIGURE 16
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Simulated Yield Response to Row Spacing
 

Experimentai data (courtesy of K.S. Useni 1989. M.S. Thesis, Univ. of Florida)
 

Cultivars: Hartz 5370 (MG5) 
Centennial (MG6) 

Planted 
UFV-1 
26 June 1987 

(MG9) 

Row Spacing 15 Spacings (30 to 300 cm) 
Plant Density 21 Plants per m length row 

Results: Figures 17 through 19 indicate the hedgerow version of SOYGRO is more 
sensitive to row spacing than SOYGRO V.5.42 was. In fact, the response of V.5.42 is 
caused by plant population only, not spacing. 
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FqGURE 18
 

2800 

2400 CENTENNIAL 

o 2000 

ci 1600 
1200 " OBSERVED 

w 
c) 

800 

400 

- SIM, HEDGE 

SIM, V5.42 

0 -I 

0 

I 

0.4 

I I I 

0.8 1.2 1.6 2.0 

ROW SPACING, M 

2.4 2.8 



FIGURE 19
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Conclusion 

Canopy PG can be accurately predicted using leaf traits: LFMAX and QE. 

Using LFMAX(1.146 mg m-2 s- 1) and QE (0.0524 mol/mol) as inputs to the
hedgerow version of SOYGRO results in growth and yield of soybean only slightly 
greater than that predicted by the original SOYGRO V.5.42. 

We plan to use a hedgerow canopy PG subroutine in SOYGRO, since it gives
the advantage of better response to row spacing and allows the input of 
physiologically meaningful leaf traits. Response to C02 can easily be incorporated 
into these leaf level traits. 
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Nitrogen Dynamics in IBSNAT Crop Models. 

D.C. Godwin and U. Singh

International Fertilizer Development Center (1FDC)
 

Muscle Shoals, Alabama.
 

The nitrogen submodel of the CERES crop models is closely coupled to the
CERES water balance and plant growth routines. The submodel simulates the 
processes of organic matter turnover with the associated mineralization and/or
immobilization of N nitrification, denitrification, and hydrolysis of urea. Fluxes of
nitrate and urea associated with water movement are also simulated. N uptake is
simulated as a process that is sensitive to soil N concentrations, root length density,
soil water availability, and plant N demand. In addition to these processes, the N
submodel of the CERES-Rice model simulates floodwater and paddy soil
transformations affecting the supply of N to the plant. The model simulates the
effects of nitrogen deficiency on photosynthesis, leaf area development, tiUlering,
senescence, and remobilization of N during grain filling. The minimum data set for
the submodel is described, and examples of validation are provided. 



NITROGEN DYNAMICS IN IBSNAT CROP MODELS 

Background 

The nitrogen submodel developed at IFDC is designed to interact with the
CERES 	water balance and crop model growth routines. It is currently functional
within 	the CERES wheat, maize, barley, sorghum, and millet models as well as 
SUBSTOR-POTATO, and is currently being incorporated into the GRO grain legume
models developed at the University of Florida. The N submodel is designed to be
simple 	and require few inputs, as well as to operate on a daily time step, and with the 
CERES-layered water balance model. A highly modified version works with the 
CERES-Rice model. 

Processes Described 

A. 	Upland
 
The upland model simulates the processes of mineralization,


immobilization, urea hydrolysis, movement of urea and nitrate with drainage and 
evaporation, nitrification, and denitrification, uptake of N by the plant and the
expression of the effects of plant N deficiency on leaf expansion, senescence, tillering,
and photosynthesis. Remobilization of N within the plant during grain filling is 
also simulated. 

(See Figure 1) 

B. Lowland 
The rice model is designed to operate under permanent flooding, fully

upland, or intermittent flooding conditions. It simulates the processes described 
above with allowances for flooded conditions and also simulates the following 
processes associated with the presence of floodwater: runoff over the bund, diffusive 
fluxes of NH4 +, N03-, and urea between soil and floodwater, floodwater biological
activity, fioodwater pH, and ammonia volatilization. 
(See Figure 2) 

Inputs 	Required 

In addition to the inputs required for growth and water balance simulation, 
the nitrogen submodel requires the following inputs: 

1. Soil: 
For each layer in the profile: 

Bulk density 
Organic carbon 
KCL-extractable N03" &NO4 + at some time on or before planting 
Soil ph (1:1) 

2. Crop Residues or Green Manures: 



Residue dry matter
 
Depth of incorporation
 
C:N ratio 

3. 	Fertilizers:
 
Amount (kg N/ha)
 
Dates of application
 
Placement depth
 
N source
 

4. Additional inputs required for rice model:
 
Surface-layer CEC
 
Fertilizer incorporation method
 

Weekly values for: 
NO3 and NH4+, NH3, ammonia and denitrification losses. 

Testing 

The simulation of crop response to N has been extensively tested. Sometypical examples for wheat, maize, sorghum, and rice are shown. Summary testingof the wheat model against 233 experimental points indicates that in general itperforms reliably. Some testing of N balance has also been performed, and moredetail,-d testing of the N transformations is continuing. Testing of the rice model is
in the early stages, but preliminary results are very encouraging.

(See Figures 3-8)
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Systems diagram of Lowland Nitrogen Model.
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Phosphorus Dynamics in IBSNAT Crop Models 

U. Singh and D.C. Godwin
International Fertilizer Development Center (IFDC)
 

Muscle Shoals, Alabama.
 

A phosphorus submodel of the CERES models is under development at IFDC.
It is closely coupled to the CERES water balance, nitrogen balance, and plant growthroutines. The submodel will simulate the processes of absorption and desorption of
P, organic P turnover, and the dissolution of rock and fertilizer phosphate. The
model also simulates P uptake and the effects of P deficiency on photosynthesis, leaf
expansion, tillering, senescence, assimilate partitioning, and plant development. Puptake is simulated as a process that is sensitive to soil P concentrations, root length
density, soil water availability, nitrogen availability, and plant P demand. The
phosphorus submodel is sensitive to broadcast versus banded application of
fertilizer. For inputs, the model requires commonly available soil parameters to 
generate organic P, labile P and solution P pools, and P buffering capacity. 



PHOSPHORUS DYNAMICS IN IBSNAT CROP MODELS 

Background 

The IBSNAT CERES, GRO and SUBSTOR crop models simulate growth,
phenology, water balance, and nitrogen balance in cereals, grain legumes, and root 
tuber crops, respectively. A common phosphorus submodel is being developed at 
IFDC for each of these models. The procedures used to simulate soil P dynamics and 
P uptake in the IBSNAT models rely on the presence of growth, water balance, and 
nitrogen balance componenis of the models. The P model operates on a daily time 
step, requires few inputs, and uses a layered soil model. 

mocesses Described 

Soil P Dynamics 

The model simulates: 
1. Dissolution of fertilizer or rock P. 
2. Absorption or desorption of labile P. 
3. Mineralization and/or immobilization of organic P (Fig. 1). 

The rates of each of the processes are affected by: 
1. size of the labile pool
2. prevailing soil water and temperature conditions (as simulated by the CERES 
models). 

Organic P tarnover is also controlled by the C:N:P ratio of the organic matter. 

Fertilizer Placement and Sources 

The model simulates either broadcast or banded application of fertilizer. 
Routines to simulate dissolution of rock phosphate and modified rock materials are 
currently being developed. 

P Uptake 

The P Uptake process is simulated as a function of root length density, soil 
water status, shoot and root biomass, N and P concentrations, and soil mineral N 
and soil solution P concentrations. The daily P demand is the sum of demands due 
to new gro wfdt and deficiency in the tissue. The new growth demand is the amount 
of P required at critical concentration for the growth of new tissues. The deficiency
demand on tOe, other hand is the amount of P required to raise ',e actual P 
concentration to the critical P concentration (Fig. 2). 

The daily P demand is reduced if the actual N:P ratio for that day is greater
than the upperbound N:P value, i.e., effect of N stress on P uptake. Likewise the N 



demand in the N submodel is reduced if the N:P ratio falls below the lowerbound 
value. The N:P ratio must lie within the bounds shown in Figure 3. 

The P supply for each layer is calculated using soil solution P concentration,
maximum uptake per unit root length, root length density, and soil moisture index.
The actual P demand is further reduced if it exceeds the amount of P supply that day. 

Growth and Development 

The model simulates the effect of P deficiency on leaf expansion, tillering, 
senescence, assimilate partitioning, and, in severe cases, delay in phenological
development. Remobilization of P during grain filling is simulated using processes
similar to that employed by the N submodel. The yield reduction due to P deficiency
is mainly accounted for by decline in grain numbers (Fig. 4). 

Additional inputs (refer to N poster #99) required by P model are: 

1. Soil: 
For each layer in the profile:
 
Extractable P
 
Organic P
 
P isotherm values
 

or 

Extractable P
 
Effective CEC
 
Texture
 
CaCO3
 
KCI extractable Al
 
Extractable Fe
 
pH (KCI)
 

2. Fertilizers: 
Amount (kg P/ha) 
Dates of application 
Placement of depth 
Method of placement 
P source 

Outputs 

User-specified interval (minimum daily) "alues for: 

Solution P concentration in each layer 
Labile P concentration (resin extractable equivalent) for each layer 
Plant P uptake 
Plant P concentration 
P stress indices 



Testing
 

(See Figures 5-7)
 

Future Activities
 

Testing of the model with field data from around the world is a high priority.
P model validation experiments are currently in progress in Kenya, the Philippines,
India, Hawaii, Malawi, Syria, and Indonesia. 
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Figure 1.
 
Phosphorus Pools and Their Relationship in the CERES Model.
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Figure 4. Effect of soil labile P concentrition on grain number as simulated by the CERES-Maize model.
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Figure 6. Comparison of observed and predicted P availability index as related to resin extractable P
 

(observed data: Sharpley et al. 1984).
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Figure 7. Simulated maize grain yield response to applied P at 
two levels of N application.
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Intelligent Estimator of Genetic Coefficient for IBSNAT Crop Models. 

L.A. Hunt, J.W. Jones, and K.J. Boote
 
University of Guelph, and University of Florida.
 

IBSNAT is developing crop growth and yield simulation models for 12 major
food crops and a decision support system to aid agrotechnology transfer around the
world. These models require genetic coefficients to simulate development andgrowth of cultivars in response to weather and management conditions. Because ofthe extensive experimental set ups and procedures involved in obtaining these data,they are rarely available except for a few cultivars. This limits the scope of model
applications and technology transfer. To make the models globally applicable, a rule
based intelligent genetic coefficient estimator was developed using minimum input
data. The inputs required are phenology dates, node number and biomass at thebeginning of the reproductive stage, and end of the season growth analysis. The
estimator combines knowledge about crops, growth analysis data, and mathematical
optimization to arrive at a set of genetic constants that match field observed 
measurements. The estimator will enhance ability of the IBSNAT models to
simulate growth and development of cultivars grown anywhere in the world. 

cO9 



Intelligent Estimator of Genetic Coefficientes foi,IBSNAT Crop Models 

IBSNAT's Genetic Coefficients 

IBSNAT is developing crop growth and simulation models to predict
performance of diverse cultivars on a global scale, independent of location, season, 
and management. 

The IBSNAT approach to development of generic models is to use

coefficients that specify genotypes response to environment. These are termed
 
genetic coefficients.
 

They summarize quantitatively, how a particular cultivar responds to an
 
array of environmental factors, such 
as maximum and minimum temperature,

daylength, and soil and nutrient contents.
 

Statement of the Problem 

Genetic coefficients can be determined in the field or in a controlled
 
environment setting.
 

Because of extensive experimental setups and procedures involved in 
obtaining these data, they are now available unly for a few cultivars. This limits the 
scope of model applications and technology transfer. 

To make the models globally applicable, a rule based geretic coefficiEnt 
estimator is being developed using minimum data sets on phenology, yield 
components, and weather. 

Goals 

Evaluate the rule based genetic coefficient estimator for several soybean 
cultivars and locations. 

Demonstrate potentials of this approach and highlight limitations. 

Approach 

The process of estimating genetic coefficients involves running the model 
with appropriate coefficients for a cultivar until the difference between model 
prediction and observed data is within a specified tolerance. 

This process is accomplished by varying values of genetic coefficients, one at a
time, until the predicted value matches a target measured value. A target measured 
value is defined for each genetic coefficient. 

The process is repeated for all other coefficients. 



Definitions: Genetic Coefficients 

Grain Filling Phase Coefficient- Duration of the phase from first flower to
physiological maturity. 
 This is expressed in days at optimum temperature and
 
photoperiod.
 

Leaf Appearance Coefficient- Rate of appearance of trifoliate leaves on the main
stem. 
 This is expressed in number of leaves per day at optimum temperature and
 
photoperiod.
 

Pod Appearance Coefficient- Rate of production of pods under short day condition.
 
This is expressed in number of pods per m2 
day-1 at optimum temperature and
 
photoperiod.
 

Shell Growth Coefficient- Rate of dry matter accumulation in shells from when they
 
are about 0.5 cm in length to maximum dry weight, mg shell day-1
 

Seed Growth Coefficient- Seed growth rate during linear filling and under optimum
 

conditions, mg seed day -1 . 

Seeds Per Pod- Mean number of seeds per pod. 

Photoperiod Sensitivity Coefficient- Relative duration of phase length in long
photoperiod. This is expressed as ratio relative to the duration of the same phase in

short photoperiod. Both at optimum temperature. 

Threshold Night Period Coefficient- Shortest night length at which the time to

various development stages is still a minimum. 
 This is expressed in hours. 

Flower Initiation/Induction Coefficient- Duration of the phase from full expansion

of the first true leaf to flower induction. This is expressed in days under optimum

temperature and photoperiod.
 

Pod Initiation/Induction Phase Coefficient- Duration of the phase from first flower
until the first pods are over 0.5 cm in length. This is expressed in days under 
optimum temperature and photoperiod. 

Leaf Growth PhaseCoefficient- Duration of the phase from first flo er to the end ofexpansion of the last leaf. This is expressed in days at optimum temperature and 
photoperiod. 

Minimum Data Required For Estimating Genetic Coefficients 

Weather 
1. Daily maximum and minimum temperature, °C. 
2. Daily rainfall, mm/day. 
3. Daily solar radiation, MJ/(m2 day). 

34)1 



Crop 

1. Dates of 
a. 50% plant with flower 
b. 50% plants with pods just starting to expand. 
c. 50% plants with last leaf expanded. 
d. 50% plants at physiological maturity. 

Growth Analysis Data 
a. Biomass at flowering. 
b. Nodes on the main stem at flowering. 
c. Seed biomass. 
d. Number of seeds. 
e. Leaf area index. 

Management Data 
1. Planting date. 
2. Row spacing. 
3. Plant population. 



TARGET VARIABLES AND GENETIC COEFFICIENTS
 

Target Variables 

V-Stage at Flowering 

Seeds/m 2 at maturity 

Shelling Percent 

Weight per Seed 

Target Variables (Development) 

First Flowering date 

Date of First Pod 

Date of Last Leaf Expansion 

Physiological Maturity Date 

Coefficient 

Leaf appearance rate 

Pod appearance rate 

Shell growth rate 

Seed growth rate 

Photo. 	sensitivity 
Thres. night length 
Flower ind. phase
Pod induction phase 

Leaf growth phase 

Photo. sensitivity 
Thresh. night length 
Seed growth phase 



GENETIC COEFFICIENTS 

Coefficient Range of values 

Growth Related: 

Leaf appearance rate 0.30-0.45 Days1 

Pod appearance rate 100-300 m2day-1 

Shell growth rate 9-25 mg day1 

Seed growth rate 5-12 mg day-1 

Seeds per pod 1-3 

Development Related (6) 

Photoperiod sensitivity 1-35 days; ratio 

Threshold night length 6-12 hours 

Flower induction phase 3-8 days 

Pod inducion phase 4-15 days 

Leaf growth phase 5-26 days 

Seed growth phase 39-47.5 days 
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V-Stage at Flowering 
Biomass as Flowering 
Seed yield 
SeedS/m2 at maturity 
Shelling Percent 
Weight per Seed 
Maximum LAI 
R1 Date 
Date of First Pod 
R7 Date 

V-Stage at Flowering 
Biomass as Flowering 
Seed yield 
Seeds/m2 at maturity 
Shelling Percent 
Weight per Seed 
Maximum LAI 
R1 Date 
Date of First Pod 
R7 Date 

RESULTS
 
EVANS
 

MEASURED 

4.0 

726 

2271 

-

-

4.88 
188 
208 
266 

WILLIAM
 

8.1 

2875 

3045 


7.39 

184 

199 

256 


PREDICTED
 
3.69
 
743
 
1960
 

3.65 
182 
207 
257 

8.3
 
2754
 
3045
 

7.50
 
184
 
199
 
256
 



V-Stage at Flowering 
Biomass as Flowering 
Seed yield 
Seeds/m2 at maturity 
Shelling Percent 
Weight per Seed 
Maximum LAI 
R1 Date 
Date of First Pod 
R7 Date 

RESULTS
 
BRAGG
 

MEASURED 


1455 

3041 

2223 

-

0.144 
4.68 

211 

233 

282 


PREDICTED
 

1526
 
2970
 
2084
 
a 

0.144 
4.68
 
211
 
232
 
281
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VARIATION OF ESTIMATED GENETIC
 
COEFFICIENTS WITH MATURITY
 

GROUP
 

Evans 
Coefficient MG 0 

Leaf appearance rate(Days") 0.33 
Pod appearance rate(m2 day"1 ) 160 
Shell growth rate (mg day-) 11.28 
Seed growth rate (mg day-) 6.0 
3eeds per pod 2.2 

?hotoperiod sensitivity (days) 1.71 
[hreshold night length (h) 9.50 
Flower induction phase (days) 3.00 
.od induction phase (days) 11.0 
eaf growth phase (days) 47.50 
eed growth phase (days) 47.41 

William 
MG 3 

0.31 

130 

11.28 
6.0 

2.2 


4.00 
11.2 
8.50 
7.00 
14.50 
45.30 

Bragg 
MG 7
 

0.33
 
200 
11.28
 
6.5 
2.0 

9.00 
12.2 
6.00 
8.50 
9.10 
46.25
 



Conclusions 

The rule based estimation method is a viable approach for determining 
genetic coefficients for soybean cultivars. 

The method is sensitive to measurement errors. Thus using end of the 
season measurements may lead to incorrect genetic coefficients. This problem could 
be eliminated by within season measurements. 

Genetic coefficients vary among locations and cultivars of different maturity
groups. This location specific variability may be captured using multi location trials 
for computing genetic coefficients as an alternative to the one experiment/one 
treatment approach presented here. 
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Simulation of Soil Water Balance in IBSNAT Crop Models 

B.S. Johnson and J.T. Ritchie
 
Michigan State University
 

IBSNAT crop models account for the influence of soil water availability oncrop growth by calculating the water balance for up to 15 user-specified soil layers ona daily basis. Separate calculation of soil and plant evaporation and the simulation
of downward movement of water in the profile using a cascading approach are
distinguishing features of the water balance routines. Additional processes
simulated include runoff and infiltration, upward or downward unsaturated flow ofwater, and drainage from the bottom of the profile. Daily values for solar radiation,maximum and minimum air temperature, and precipitation are needed as weatherinputs are independent of depth and are used to describe the profile rate of soil
evaporation. Plant growth and development depend on interactions between thesoil water balance and nitrogen dynamics component of the crop models. 



Simulation of the Soil Water Balance in IBSNAT Crop Models 

Introduction 

The soil water balance is calculated in the IBSNAT crop models to account for 
possible yield reduction caused by soil and plant water deficits. The model calculates 
the profile water balance on a daily basis using the equation: 

S = P + I- R - Ep- Es- d [1] 

where the change in profile water content, S, is the result of the input of 
precipitation, P, and irrigation, I, minus runoff, R. Outputs considered in [1] are 
evaporation from plants, Ep, evaporation from soil, Es, and drainage from the 
profile, D. 

The soil water is distributed in several layers (up to 15) with depths specified
by the user as illustrated in Figure 1. Water content in any soil layer (SW) can 
decrease by root absorption, flow to an adjacent layer, or by Es in the case of layer 1. 
The processes simulated in the water balance routines are treated separately after 
describing the required inputs. 

L Inputs 

The limits to which water can increase or decrease are also shown in Figure 1. 
They are input for each layer (i) as the lower limit of plant water availability (LLi),
the drained upper limit (DULi), and the saturation water content (SATi).
Determination of these soil water extraction limits have been described in Ritchie et 
al. (1986). They must be appropriate for soil in the field, especially where the water 
input supply is marginal. Laboratory evaluation of wilting point and field capacity is 
usually inaccurate for establishing the field limits of water availability (Ratliff et al. 
1983). 

Soil inputs needed for the water balance calculations, but not considered to be 
related to depth, include the soil albedo (SALB), the upper limit of stage 1 soil 
evaporation (U), the constant for calculating the profile unsaturated drainage rate 
(Kd), and the curve number (CN) used to calculate runoff. 

II. Infiltration and Runoff 

If rain and/or irrigation occur on a day, runoff is calculated using a 
modification of the USDA- Soil Conservation Service (SCS) curve number method. 
The procedure uses total precipitation (rain + irrigation ) from one or more storms 
occurring on a calendar day to estimate runoff. Tie curve number concept was 
empirically derived to approximate the amount of runoff when only daily rainfall is 
known. This method excludes duration of rainfall as an explicit variable, so rainfall 
intensity is ignored. Runoff curves are specified by numbers that vary from 0 (no
runoff) to 100 (all runoff). 



The SCS procedure utilizes antecedent rainfall amounts to determine theimpact of soil wetness on runoff. The modification of Williams et al. (1984)
considers the wetness of the soil in layers near the surface. Figure 2 shows the

relation between precipitation and runoff, for wet and dry soil conditions.
 

III. Soil Water Drainage 

Water is moved downward from the top soil layer to lower layers using acascading approach. Water entering a layer in excess of the holding capacity of thatlayer (SATi-SWi) is passed directly to the layer below by saturated flow. Drainage byunsaturated flow occurs when the current water content of a layer (SWi) is between
DULi + .003 and SATi. The equation used to calculate drainage is based on: 

SWt = (SAT - DUL)exp(-Kdt) + DUL 
[2] 

where SWt is the water content t days after drainage begins and Kd is a conductanceparameter that is assumed to be constant for the whole profile. Figure 3 shows agraph of the loss of water from soil with contrasting values for Kd using [2].
model uses an approximation of [2] so that time is not used explicitly in the 

The 

calculations: 

dSWt/dt = -kd(SWt - DUL) [31 

Thus, Kd represents the fraction of water between DUL and SWt that drains in oneday. Using the relationship given in [31, drainage rates can vary greatly between soils(Fig. 4). Permeability and texture are common soil survey descriptions that can berelated to these inputs as indicated in Figure 4. Soil texture mainly influences the
magnitude of SAT-DUL and values for Kd can be approximated from permeability
 
classes.
 

IV. Soil and Plant Evaporation 

The calculations for Es and Ep in equation [1] are taken primarily from thework of Ritchie (1972). Relationships developed in this work facilitate the separatecalculation of Es and Ep in the presence of a crop after estimating the potential
evaporation rate Eo). 

Potential Evaporation 

The main difference between this part of the water balance routines and theRitchie model is that a Priestley-Taylor type equation (1972) is used instead of thePenman equation to calculate Eo. A key variable used to estimate Eo is the combined crop and soil albedo (ALBEDO) which is calculated from the leaf area index (LAI) andthe input bare soil albedo (SALB). The potential rate of soil evaporation (Eos) is
calculated from the estimate of Eo. 



Soil Evaporation 

The Es calculations are based on the premise that Es takes place in two stages:
1) the constant rate stage; and 2) the falling rate stage. During the constant rate stage
Es is equal to Eos until the input upper limit of stage 1 evaporation (U) is reached. 
When measured in thE field, U varies from about 5 mm in sands and heavy
shrinking clays to about 14 mm in clay loams. During stage 2 drying Es from below a 
crop canopy is assumed to be identical to evaporation from a bare soil. Cumulative 
Es during stage 2 drying of an initially wet, deep soil is expressed by the equation: 

Es = at' /2 [4] 

where measured values of the coefficients a are about 3.5 mm d 1/ 2 for a diversity of 
soils. The impact of the parameter U on the rate of Es in the presence (LAI=3) and 
absence (LAI = 0) of a crop is illustrated in Figure 5. 

Plant Evaporation 

Although the IBSNAT crop models calculate Ep for conditions where soil 
water limits Ep, the equations given in this section are for nonlimiting conditions. 
When leaf area index (LAI) is less than or equal to 3.0. 

Ep = Eo(1.0 - exp(-LAI)) [5] 

and when LAI exceeds 3.0, 

Ep = Eo [6] 

If the sum Es + Ep is greater than Ep, 

Ep = Eo - Es [7] 

The conditional equation [7] is necessary because values for Es and Ep are calculated 
independently and their sum can exceed Eo on a given day. This possibility can be 
explained by the fact that [5] and [6] were developed for estimating Ep when the soil 
surface is dry. The impact of soil water deficits on root water uptake, and therefore 
Ep is considered in VI. 

V. Unsaturated Flow 

Upward or downward flow of water at soil water contents between the LL and 
DUL is accounted for by the first calculating the relative water content of successive 
layers (i and i+1): 

THET1 = SWi - LLi [81 

THET2 = SWi+j - LLi+I [91 



Values for THET1 and THET2 are not allowed to be less than 0. Thus, water contentis normalized to the LL and a single diffusivity (DBAR) function of water content 
can be used for all soils (Fig. 6). The flow of water is then calculated: 

FLOW = DBAR(THET2 - THET1)/((DLAYRi+I + DLAYRi+l).05) [101 

where DLAYRi and DLAYRi+l re- -osent the depths (cm) of successive soil layers.
The value for SWi is then increased, and the SWi+l is decreased by the amount of
FLOW. Negative values for FLOW correspond to downward movement of water. 

Several features of these calculations are illustrated in Figure 7 where the
DBAR function and daily FLOW correspond to downward movement of water.
 

Several features of these calculations are illustrated in Figure 7 where the
DBAR function and daily FLOW from layer i to layer i+1 were calculated for

different scenarios in terms of THET1. First, when the water content of layer i is
quite high (THET1 = 13%), flow is downward (negative) for most of the THET2
 range. Second, flow is upward (positive) when the relative water content of layer i+l(THET2) exceeds that of layer i (THET1). Finally, the absolute values for FLOW were 
generally less than 1 mm d-1 in this example where the depth of layers i and i+1assumed to be 15 cm. 

was
Because the magnitude of FLOW is inversely proportional tothe average layer depth, doubling the depth of each layer would reduce FLOW by a 

factor of 2. 

VI. Root Water Absorption 

The water balance routines calculate root water absorption using a law of thelimiting approach in which the l:.rger of the soil or root resistance determines theflow rate of water into the roots. The soil limited water absorption rate (qr) considers
radial flow to single roots. The equation used to calculate qr in the model is: 

qr = (264 x 10-3 exp(62(SWi - LLi))/(6.68 - In Lv) [111 

where Lv is the root density (cm cm-3 ). The derivation of [11] has been described inRitchie (1985) and Jones et al. (1986). Figure 8 is a graph of equation [11] and showsthe threshold available water content above which plant conductance of water begins
to dominate the uptake rate. A flow rate of 0.03 cm 3 cm- 1 d-1 was chosen as an 
approximate maximum plant limited flow rate. 

rhe soil- or plant-limited maximum absorption rate is converted to anuptake rate for an individual layer using the Lv and the depth of the layer. The sum
of the maximum root absorption from each soil depth (RWU i) gives the maximum
possible uptake from the profile (TRWU). If TRWU exceeds the Ep rate calculated in[51 through [7], the RWUi are reduced proportionally so that the uptake becomes
equal to Ep. The Ep is set equal to TRWU if the value of TRWU is less than the 
initial estimate of Ep. 

http:LLi))/(6.68
http:DLAYRi+l).05


VII. Soil Water Deficit Factors 

The soil water deficits SWDF1 and SWDF2 are 0 to unity factors used in the 
growth routines of the crop models. Both factors depend on the relation between the 
maximum calculated plant evaporation rate, Ep, and values for TRWU calculated in 
the previous section. Figure 9 shows that SWDF1 and SWDF2 are functions of the
ratio TRWU/Ep. Values of 1.0 correspond to negligible water stress so that the 
indicated processes occur at the potential rate. SWDF1 equals 1.0 when TRWU > Ep
and SWDF2 equals 1.0 when TRWU/Ep > 1.5. Thus, the model accounts for the 
tendency for photosynthesis and transpiration (Ep) to be less sensitive to soil water 
deficit stress than leaf and stem extension growth and tillering. 

VIII. Future Improvements 

Modifications of the runoff/infiltration routine (section IU)and the drainage
routine (section III) are being tested. 

Punoff Infiltration 

Because rainfall intensity is ignored in the SCS curve number method, it will 
not normally provide accurate runoff and infiltration information for a specific
storm. If greater accuracy is desired, a more physically based approach is required
which would include input information regarding storm intenrities. One approach
involving the use of nonlinear infiltration model that determines time-to-ponding
has been evaluated (Chou and Ritchie 1989). 



Drainage 

Two problems associated with the drainage calculations are being addressed.First, a cascading approach 1s used to pass water exceeding the holding capacity of alayer to the layer below. Of course there is a limit to the amount of water that can move through a layer in a singe day. This limit is dictated by the saturated hydraulicconductivity (Ks) of the soil. Layer specific Ks values may be incorporated to impose
the appropriate limits on water flow. 

The second problem involves the use of a single conductance parameter inequation [31 to calculate drainage rates for the whole profile. The use of a constant
Kd value is based on the observation that, in most soils, the most limiting layer to
water flow dominates the rate of drainage from all parts of the profile. However,
when the most limiting layer is near the surface, the water content of layers below
the limiting layer never reach SAT. This phenomenon can be simulated using [31
with layer specific Kd values which may be input or calculated from currently

available soil inputs.
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The CERES-Rice-Blast Simulation Model 

P.S. Teng, S.B. Calvero, and C.Q. Torres

University of Hawaii, and IRRI, Los Banos, Philippines.
 

Leaf blast caused by Pyriculariaoryzae was modeled using a logistic equationand by means of systems simulation. The logistic equation enabled simulation ofloss in leaf area resulting from increase in blast severity, and the correspondingbiomass changes in several plant tissues. The blast systems simulation model usedthe same set of input variables as the CERES-Rice model it was coupled to.Additional parameters required to run the coupled model were initial number ofblast lesions and coefficients for dispersal, deposition and infection. Sensitivityanalyses and validation experiments were conducted at IRRI, Los Banos, in 1988 forthe CERES-Rice and the coupled model. CERES-Rice predictions of biomass wereacceptably close to empirical measurements. The coupled model did not accuratelypredict biomass changes measured in a wet season experiment, although trends ineffects were similar. The coupled model was used to generate isoloss curves fordifferent levels of leaf loss in irrigated rice. Loss percentages generally agreed withreported empirical data from several tropical locations. 



CERES-RICE BLAST SIMULATION MODEL 

Objectives: 

1. To validate the CERES-Rice model. 
2. To use the CERES-Rice model to experiment with potential blast effects. 
3. To couple CERES-Rice to Blast model. 
4. To validate CERES-Rice/Blast coupled model. 

Methodology 

IBSNAT CERES-Rice Model Flowchart 

Coupling Methods: 

Method 1 of Interfacing 

In Subrouting growth 
Using one severity
 
Throughout crop stage
 
Data SEV/n/

PLA=PLA-(PLA*SEV) 
where PLA= Potential Leaf Area
 
SEV = Severity variable
 
n= Severity value (proportion)
 

Method 2 of Interfacing 

In subroutine growth

Using severities produced from the logistic function of:
 
dx/dt = rx(l - x)
 



IBSNAT CERES RICE MODEL FLOWCHART
 

DIRECTORIESBY OPEN ENTSTART OF SIMULATION 

F READS VALUES FROM INPUT PARAMETERS AND 

PROMPTS USER TO START SIMULATING THE EXPERIMENT
 

CHOSEN OR TO MODIFY SOME VARIABLES
 

SIMULATES THE EXPERIMENT CHOSEN VIA WEATHER, SOIL, 
FERTILIZER, IRRIGATION DATA AND GENETIC COEFFICIENTS 

OF THE VARIETY USED IN THE MODEL 

WRITES INPUT VALUES TO OUTPUT FILES 

END OF SIMULATION RUN
 



NOTE: Experimentation and sensitivity analysis done with the genetic coefficientsof 1R50 varieLy, 1988 IRRI lowland weather data, and the Typic Eutrandept soil data 
set. 
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Fig. 1. 	Simulated leaf weights at different 
severity levels. 
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Fig. 2. 	 Effects of modifying disease progress 
curve derived from the logistic function 
on grain yield (this caption applies to 
the following 4 graphs). 
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Results:Sensitivity Analyses/Experimentation 

(12) Methodologies 

Model validation experiments were conducted during the 1988 wet season by IRRI.
Prediction of yield and yield components with blast effects were don_ hy coupling theIRRI developed blast model to the IBSNAT CERES-Rice model. Sensitivity of themodel was determined by plotting observed and predicted values and by statistical
analysis using differences of means in pooled variance. 
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Fig.4. Severity levels obtained from the field. 



Validation with blast model
 

Results
 

Caption for the following figures:
 

Figure 5: Differences in observed and simulated LAI, tiller no., leaf panicle, stem and
 
biomass weights at different severily levels obtained from the field.
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Conclusions 

Figure 6: Observed and simulated bulk yield at different severity levels obtained 
from the field. 

NOTE: Validation done using the data from the 1988 wet season IRRI blast model
validation experiment using IR50 variety. 

1. The CERES-Rice model can estimate yield and biomass at any given condition ofweather, soil, genetic factors, irrigation, and nitrogenization. 

2. With the incorporation of different severity levels to the program model canestimate yield and biomass losses of rice at any given time. 

3. Preliminary validation of blast and blast-coupled IBSNAT CERES-Rice model inpredicting severities, and yield components, respectively, suggests that simulatedvalues did not correspond well with the actual data. Although, a similar trend wasobserved in both field and predicted, further modification and validation of the
models are needed. 
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Decision Support System for Agrotechnology Transfer. 

A. Tang, J.W. Jones, D. Imamura and G.Y. Tsuji
 
University of Hawaii and University of Florida.
 

Collaborators of the International Benchumirk Sites Network for
Agrotechnology Transfer (IBSNAT) project have developed a user-oriented software 
entitled DSSAT V..1. The acronym stands for Decision Support System for 
Agrotechnolugy Transfer and represents the combined efforts of many. The DSSAT
shell provides the user with access to soil, crop and weather data bases, and crop
simulation models which are coupled to predict outcomes of alternative 
management strltegies. The DSSAT software is a powerful tool that offers 
agriculture research a new way to evaluate crop species, cultivars, and management
inputs and practices, for adoption by farmers. Four crop simulation models, CERES-
Maize, CERES.-Wheat, SOYGRO, and P"UTGRO, are part of the current version. 
Eight additional models are planned for inclusion at later dates. 

v)



DECISION SUPPORT SYSTEM FOR AGROTECHNOLOGY TRANSFER 

Introduction 

Risk and uncertainty restrain decision making and stand as major obstacles to 
agricultural change and development. Farmers and policy makers are not unwilling
to make changes in agriculture for the better, but the uncertainty of maling the right
decisions hinders development. While transference of technology, as used in non
agricultural industries, has promoted global industrialization without concerns of 
biophysical influences on the environment, transference of agro-production

technology seeks to increase farm productivity and preserve land quality.
 

Agrotechnology transfer can succeed, but questions hinder the acceptance of new 
ideas. How does the user determine whether a new innovation will succeed? Will 
it improve productivity? Will production be stable and sustainable over time? 

It is almost impossible for a human mind to integrate the vast amounts of new 
information associated with innovation in order to determine its rate of success. As 
a result, trial and error experimentation has consumed the careers of many
researchers, and information that farmers and policy makers need to make sound 
decisionmi has been delayed. 

To accelerate the process of technology transfer, the Internationl Benchmark Sites 
Network for Agrotechnology Transfer (IBSNAT) prc, -2ct has assembled a prototype
Decision Support System for Agrotechnology Transfer (DSSAT) software program
which will allow users to have acr.2ss to information which will support decision 
maling. 

DSSAT v.2.1 combines soil, crop, and weather data bases, with crop models and 
application programs, to simulate multi-year outcomes of crop management
strategies. It is a microcomputer software package integrating the effects of soil, crop,
weather and management options so that the user may ask "what if" questions and 
quickly simulate result3 on a desk top computer. 

Linked with the crop models, are decision making tools in the form of a strategy
evaluation program. This program is designed to assess the levels of crop
productio,. sustainability and stability. 

Data Base Management System (DBMS) 

The DSSAT Data Base Management System (DBMS) is used to organize and store
natural resource data bases (soils and weather), and the Minimum Data Set (MDS).
MDS is a standard set of data on weather, site, experiment, and management for
operating crop models. The DBMS provides user-friendly data entry and retrieval 
programs which enable the user to link the DBMS to the crop models. It also 
contains a program which enables the user to produce standard summary reports of 
both experiment and weather data. 



Experiment Data Base 

The Experiment Data Entry program allows the user to enter the MDS into DSSAT.
It allows the user to enter, edit, and print their data set. 

Weather Data Base 

The Weather Data Entry program allows the user to enter daily weather datarecorded in Form C of the MDS. This program allows the user to edit, update, and

append the Weather Data Base.
 

Soil Data Base 

DSSAT's Soil Data Base is presently comprised of Soil Management Support Services(SMSS) international benchmark soils collected and analyzed by the National SoilSurvey Laboratory of the Soil Conservation Service (SCS). From this data base, youcan retrieve information using the Soil Data Retrieval program to create a soil file
for the retrieved data for the crop models. 

User's Input 

Standardized information is extremely useful, but what makes DSSAT sopowerful is its versatility. For example, the User's Input Data Base allows the user toenter soils data cohcted by their nadonal soil survey organization. Data is entered
into the User's Input program using a standardized format which creates files calledSPROFILEs. Included in this program is a retrieval program that allows the user toretrieve their own soil profiles and combine them with the Weather Data Base andthe Experimental Data Base. All of this information can then be retrieved and put
into the Input Files for Crop Models. 
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Crop Models 

The predictive capabilities of DSSAT stem from the use of crop models which
simulate the growth processes of crops. The IBSNAT crop models: CERES-Wheat,
CERES-Maize, SOYGRO and PNUTGRO are designed to have global applications,
and constructed to be independent of, and able to accommodate, differences inlocations, seasons, crop cultivars, and management systems. Crop models helpassess crop performance in locations where the crops have never been grown, under
management strategies that have never been tried. Crop models enable users to
quickly assess the suitability of particular lands for specific crops, estimateproductivity of the land, and prescribe soil and crop management practices to obtain
optimum production for specified conditions. 

Capabilities 

Crop models are run using the Input Files from the DBMS. Crop models are not a
static product. The following posters illustrate information that will improve the

predictive capabilities of the models.
 

Crop Models. 
67: Coupling CERES Models and Dual Criteria Optimization
Techniques for Strategic Planning.
63: CERES-Maize Models of Crop Growth. 
69: Substor: A Model of Potato Growth and Development.
74: Simulation Models for Grain Legume Crops.
98: Simulating Crop Growth and Photosynthesis Response to Row 
Spacing.
 

Phenology
70: Determination and Application of Field Derived Genetic 
Coefficients for CERES-Maize Crop Model.
73: Modeling Leaf Area Development of Different Maze Genotypes.
101: Intelligent Estimator of Genetic Coefficients for IBSNAT Crop
Models.
 

Water Balance:
 
66: Use of IBSNAT Models in Water Resource Planning: Water 
Withdrawls for Irrigation During Drought Years.
102. Simulation of Soil Water Balance in IBSNAT Crop Models. 

Nutrient Modules: 
97: Nitrogen Fixation, Uptake, and Remobilization in 
Legumes: A Modeling Approach.
99: Nitrogen Dynamics in IBSNAT Models 
100: Phosphorus Balances in IBSNAT Crop Models. 

IBSNAT Crop Models 

Cerealais: 
CERES-Maize 



CERES-Wheat
 
CERES-Sorghum
 
CERES-Millet
 
CERES-Rice
 
CERES-Barley
 

Grain Legumes:
 
SOYGRO
 
PNUTGRO 
BEANGRO 

Root Crops:
 
SUBSTOR-Potato
 
SUBSTOR-Cassava
 
SUBSTOR-Aroid
 

Validation: 

A significant achievement in the validation process has been the
establishment of the minimum data set (MDS) to describe experimental conditions
and results at any site. Minimum data sets are critical for calibration and validation
of crop models at new sites. Models which are validated can then be used as part of
the Strategy Evaluation for simulating outcomes over an extended period of time.
Validation of crop models, or how accurately the model predicts the results of site 
expei dents, requires five steps: 1) perform an experiment, 2) measure experimental

conditions for inputs required by the model, 3) measure real system performance, 4)
 
run the model to simulate the experiment, and 5) analyze the simulated results in
 
comparison with the observed results.
 
As a result of this validation process, IBSNAT crop models are credible resources.
 

Application Programs
 

Systems analysis and validated simulation models provide an alternative method

for representing the production problem. Strategy evaluation, which utilizes
 
simulation models, is a versatile, flexible and powerful tool that can be used to

evaluate production strategies rapidly. Using this tool you can predict the outcome

of experiments never tried before, or test the desirability of a new cultivar, product,
 
or management technique. Some applications of strategy evaluation might be:

determination of best planting date; and timing and amount of irrigation and/or
 
fertilizer.
 
There are two major components to this management capacity of DSSAT: Weather

Estimators and Strategy Evaluation.
 

Weather Estimators
 
There are two weather estimators in DSSAT: the WGEN (Richardson and Wright,

1984) and WMAKER (Samani et al., 1987). Both of these programs estimate daily

weather data that have similar statistical characteristics as the actual weather at the

analysis site. They estimate daily weather data from weather coefficients which are
 
determined by each program from historical weather data provided by the user.
 



WGEN: Requires five years of historic daily records. 
WMAKER: Requires either historic daily records of five years or more, or historic
 
monthly means.
 

Strategy Evaluation 

The crop model simulations are an extremely important facet of DSSAT.
Linked with the crop models is ai, economic analysis program which helps the user
determine effective management stitegics. This part of DSSAT allows the user to
ask "what if" questions, and simulate outcomes that provide alternatives to 
management strategies.

After the user has defined objectives for the investigation in terms of crop yield or
 
net return, they can use the strategy evaluation menu, to perform two kinds of
 
analyses:

1. Variability Analysis: Allows the user to compare strategies in terms of simulation 
outputs such as yield, irrigation water requirements and nitrogen uptake.
2. Stochastic Dominance Analysis: Calculates net returns from a set of user-defined
strategies. This program can be used to assess the economic performance of particular
input combinations. 
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Agrotechnology Applications
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Cumulative probability versus yield (or profit) curves for low and high sustainabil
ity strategies. Each point represents the outcome for a particular year. A compari
son of the strategies for 16 consecutive years demonstrates that the curve on the 
right is more productivc and stable and; therefore, more sustainable. 
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Cumulative probability versus yield (or profit) curves for low and high stability
strategies. Levels of productivity for both strategies as represented by mean yields
(or profits) are similar. However, a comparison of the strategies for 16 consecutive 
years demonstrates that the curve with the lower variance (steeper slope) is more 
stable. 



DSSAT Applications 

DSSAT places in a critical number of users' hands the immense computational 
power and memory of computers, and the experience and knowledge users need to 
diagnose, interpret, and prescribe solutions to site-specific problems. Today changes 
are so rapid we no longer have the luxury of time to find solutions for new problems
in traditional ways. In the past we found solutions by conducting long trial-and
error experiments. But now, solutions found in this way are often obsolete by the 
time they are attained. 

DSSAT was designed primarily for user groups in agriculture, but owing to its break 
with traditional ways of diagnosing and prescribing solutions, it has been adopted by
other types of useis. The emergence of issues which require assessment of 
conditions not in the past or present, but in the future, call for the type of problem
solving capabilities DSSAT has. 

Global Climate Studies 

The U.S. Environmental Protection Agency and U.S. AID plan to use DSSAT to try
and predict the effects of greenhouse warming on sustainabl2 agriculture, and the
PAN-EARTH Project, will use DSSAT to glimpse a world changed by man's 
activities. In cases such as these, conducting experiments is not possible or practical.
 
For example, the effect of global climate change on world food production in 2050,
 
cannot be measured by experimentation; the effects must be estimated from our
 
knowledge of processes and mechanisms, and this is what DSSAT is about.
 

Geographic Information Systerm (GIS) 

Re:ently, the advent of computer technology in the form of Geographic Information 
Studies (GIS) coupled with simulation models such as those found in DSSAT, has 
made new techniques available for utilizing soil survey information. The mapping
capabilities of GIS combined with the simulation and predictive qualities of DSSAT 
will offer increasingly sophisticated and accurate land use planning in the near 
future. 

Whole Farm Systems Model (NFSM) 

Farming systems research has evolved in response to the realization that new 
agrotechnology should be assessed within the context of the whole farming system of 
a potential user. The potential exists for designing improved agrotechnology
packages that are related to farm household resources and farmer objectives, using
whole-farm simulation models in which various crop models are embedded. The 
benefits resulting from such ex ante experiments are many and varied. 

Genetic Coefficients 

A new approach being evaluated by IBSNAT is the replacement of trial-and-error 
testing over many locations and years with varietal testing through crop simulation 
of multi-year performances. This approach would not only lower varietal testing 



costs and accelerate the testing process, it would enable potential cultivar users to assess the suitability of each new cultivar in any location for any period quickly and
inexpensively. Genetic coefficients are, in essence, the behavioral fingerprint of a crop cultivar. They summarize, quantitatively, how a particular cultivar responds to 
an array of environmental factors and make it possible for models to predict ihe
performance of diverse cultivars on a global scale. 

Pest-Crop Modeling 

Insects, pathogens, weeds, rodents and birds: all can be pests, undesired and variously
destructive, but all are capable of being understood and even predicted. An increased
understanding of pest-crop systems may eventually lead to pest-crop models which
could predict pest outbreaks and even suggest strategies for their n-nagement. See 
poster No. 103: The CERES Rice-Blast Simulation Model. 

These are only a few examples of what DSSAT, with its generic models and modular 
components, may be able to accomplish. It is capable of helping create a global
knowledge base which will aid in producing and updating technology transfer. 
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