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FOREWORD 

To understand the time path of agricultural development, the causes for the 
variability in sectoral outputs must be examined as part of the general process of 
economic growth. Such an examination is the focus of this report by Juan Eduardo 
Coeymans and Yair Mundlak, which appears at a time when there is a great deal of 
interest in the ability to sustain agricultural as well as general economic growth. 

This research extends beyond previous studies of agricultural growth at IFPRI by 
Mundlak and his associates by looking at the economy as consisting of five sectors 
that vary in their degree of tradabiiity as well as in other attributes that caused 
differential response to the rapidly changing econowi ic conditions in Chile from 1960 
on. The study uses an input-output table to structure the flow of intennediate products 
between agricuhure and the other sectors of the economy and shows how develop­
ments outside agriculture affect agricultural ability to compete for resources and to 
change its producti /ity 

One of the many findings of the study is that it wa: only when a stable maro 
environment was achie-ved that agriculture, and the economy at large, started to grow. 
IFPRI has pursued the study of the effects of macro and trade policies on agriculture 
in the context of other developing-country experiences. The Bias Against Agriculture: 
Trade andMacroeconomic Policies in Developing Countries,a,book published jointly 
with the International Center for Economic Growth, contains eight country studies 
and three regional surveys undertaken by IFPRI researchers and their collaborators. 

Per Pinstrup-Andersen 
Director General 
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SUMMARY 

On the whole, agricultural share in total output declines in the process of eco­
nomic growth. The major reason for this is the small income elasticity for food. 
However, a small open economy can overcome the demand constraint to the growth 
of agricultural production by expanding its net exports. Chile serves as a good 
example; its share of agriculture in total output averaged 9.46 percent in the period 
1986-90, as compared with an average value of 9.66 percent in 1960-64. The rela'ive 
long-term constancy of this share in Chile is a sharp departure from the experience of 
most countries. The option of maintaining such a constant share is not open to all 
countries of the world combined because that would be inconsistent with income­
inelastic demand. Furthermore, this share was not stable; it fluctuated over the 
30-year period and reached its lowest level of 7 percent in 1973, the last year of the 
Allende government. 

The time path of the agricultural share in total output is determined by the 
differential growth rates of agriculture and nonagriculture, and these varied consider­
ably over time in Chile as elsewhere. This study examines the causes for this 
variability in sectorai outputs and the relative long-term constancy of the share of 
agriculture by studying the broader issue of the determinants of sectoral growth. It is 
believed that such broadening of the framework for the analysis of the performance 
of agriculture is essential for understanding the trajectory of agricultural develop­
ment. The CtJ lean economy is a very interesting case for such a study in view of the 
various policies that have been tried out in a short time span. Most studies of the 
consequences of such policies have concentrated on the short-termnmacro aspects, but 
little has been said about their long-term effects on overall and sectoral growth. 

Economic growth is achieved through the accumulation of physical and human 
capital and changes in the available technology. By and large, the literature on 
theoretical growth concentrates on tile long-run aspects of the growth process and so 
takes no account of the prevailing economic environment. Does this provide a good 
guideline for empirical analysis? A review of the Chilean experience shows that 
during 1936-70, per capita income grew at a relativeiy steady rate of 1.6 percent per 
year. This growth was interrupted as a result of the shocks to the economy introduced 
initially by the Allende government (1970-73) and the difficulties of returning to 
normality, and later by the recessions of 1975 and 1982 that were triggered mainly by 
unfavorable external conditions. Basically, there have been two periods of catching 
up: 1976-81, which was followed by a deep recession in 1982, and the subsequent 
period of continuous growth through 1992. Both the fall and the subsequent rise of 
output are results of government poficies-some, of course, with negative effects. 
Such policies, in part specific to agriculture and in part general, affected the.economic 
environment and thereby affected the growth performance. The economic environ­
ment affects sectoral growth through its effects on factor productivity and resource 
allocation. 



For the purpose of this study the economy is decomposed to five sectors, listed in 
decreasing order of their degree of tradability: mining, agriculture (including fisher­
ies), manufacturing, services, and government. The product of each sector consists of 
intemiediate inputs purchased from other sectors and the value added of the sector 
produced by capital and tabor, and also land in the case of agriculture. 

The available technology -1 any point in time provides producers with more than 
one technique of production of which they use only a subset. The choice of the 
techniqies to be used, referred to as the implemented technology, is determined by 
the incentives that affect their profitability and by the constraints to their use. The 
empirical production functiotns that relate sectoral outputs to inputs represent the 
implemented technology, and as such they defend on the economic environment. To 
capture this dependence, the empirical analysis allows the coefficients, and therefore 
the factor productivity and factor shares, to vary in response to the prevailing 
economic environment. This framework makes it possible to evaluate the changes in 
productivity that are associated with changes in economic variables and thereby to 
decrease the unexplained residual of total factor productivity. 

Different techniques have different factor requirements and therefore their imple­
mentation at any time depends on the prevailing factor stupply at the sectoral level. 
Given the total factor supply, the intersecuoral allocation of resources depends on the 
differential returns, and these in turn are affected by the product and factor prices. An 
empirical off-farm labor-migration equation is obtained to quantify tile response of 
labor migration to changes in the differential income between agriculture and the 
nonagticultural sectors. The migration was larger when the income differential was 
relatively high and the unemployment rate in nonagriculture was low. Accordingly, 
the deterioration of economic conditions in the 1970s reduced the rate of off-farm 
migration and thereby increased the agricultural labor supply. 

The study period (1962-82) includes years with vety high unemployment rates, 
indicating that wages were not market-clearing. Wages in nonagriculture were deter­
mined by a bargaining process with government guidelines during the volatile years 
of the 1970s. With wages given, employment in nonagriculture was determined by 
labor demand, and when this was low a large unemployment resulte 1 . 

The sectoral investment was detenined by the rate of return, and institutional 
factors. An improvement in the sectoral incentives increased the rate of reurn, 
thereby increasing the investment and the capital stock; this facilitated the introduc­
tion of new techniques that were more capital-intensive than the prevailing ones. 

The output of each sector consists of three types of products: importable, export­
able, and nontradable. The sectoral prices are weighted averages of the prices of these 
components. The prices of the tradable components are world prices, whereas the 
prices of the nontradable products are determined by the domestic supply and de­
mand. Changes in policies, as well as in the external conditions, affect the prices of 
the various components differentially. Such changes in the relative prices affect the 
intersectoral allocation of resources as well as the choice of techniques. 

The model allows quantitative evaluation of the effects of the various determi­
nants of sectoral growth within the Chilean economic environment of 1962-82. In 
ge"neral, sector-specific policies affect sectoral prices and thereby sectoral outputs. 
The strength and the nature of such effects are examined by simulating the response 
of the economy to price changes. 'Ihe various experiments investigated indicate that 
the sectoral composition of the simulated economy is strongly influenced by changes 
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in the relative prices across sectors. The response is gradual and may take a long time 
to complete. It is tberefore important to distinguish in the discussion of supply 
response between the magnitude 'id the speed of the response. 

The response of agricultural output to a 1.0 percent increase in its price results in 
a 0.3 percent increase in agricultural output in 3 years and a 1.0 percent increase after 
10 years. This corresponds to implicit supply elasticities of 0.3 and 1.0 after 3 years 
and 10 years, respectively. The weak response of agriculture in the short run explains 
the pessimism of the structuralists regarding the effect of price policy on agricultural 
output. The essence of these results is that the response is rather sizable but requires 
time to materialize. This distinction between magnitude and speed is extremely 
important in that it highlights the impottance of having persistent economic policies. 

The reason for the gradual response is that changes in the structure of the 
econcmy require reallocation of resources, and this is time-conuming. The sluggish­
ness in resource mobility is a reflection of the nature of factor supply and is not 
specific to changes instigated by price changes. A similar pattern is expected to exist 
in response to othe-r changes in the economic environment. This means that there are 
no shortcuts for changing the structure of the economy--a point that is often over­
looked in the discussion of policy. 

A comparison of tile adjustments made by labor and capital to changing prices 
shows that the capital stock on tile whole is more technique-specific than labor. 
Therefore, the adjustment ill the sectoral composition of the capital stock is carried 
out largely through ncvw investment and requires more time than adjustment of the 
composition of the labor force. The slow speed of factor response to prices explains 
the differences in factor prices that prevail persistently across sectors. 

For part of the study period, manufacturing was protected to improve its profit­
ability. The response of manufacturing to a price change is much stronge: than that 
observed in agriculture. An increase in the price of manufacturing by 1 percent leads 
to a 4 percent increase in output after 10 years, implying a supply elasticity of four. 
The expansion comes mainly at the expense of services, with mining contributing to 
the expansion ofmanufacturing capital. This illustrates that the development ofranufac­
turing need not be at the expense of agriculture, as is often implied in the development 
literature that proposes taxing agriculture as a means of developing manufacturing. 

The main event in the study period was the outcome of general, rather than 
sector-specific, policies. Such policies affect the level of domestic prices and thereby 
the real exchange rate; the price of the tradable goods in terms of the nontradable 
goods. The index of the real exchange rate varied in the study period from 77 to 131 
and climbed to still higher levels in the post-study period, reaching a level of 147 in 
1985. A change in the real exchange rate affects sectoral prices according to tile 
sector's degree of tradability; the more important is the tradable component in 
sectoral output, the more susceptible is the sectoral price to changes in the real 
exchange rate. The strength of the effect is directly related to the degree of openness 
of the economy. Indeed, a simulated increase in the real exchange rate causes a strong 
increase in output of mining and agriculture, the more tradable sectors. The resources 
needed for the expansion of these sectors are provided by services, which constitute 
the least tradable sector. The long-run effect of an increase in the real exchange rate 
on agriculture is to reduce the off-farm migration and thereby increase employment 
in agriculture at the expense of nonagriculture. Wages increase in all sectors and this 
leads to an increase in the share of wages in total income. The importance of the real 
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exchange rate for agrici'ture has been shown by the actual growth of agriculture in 
the 1980s, which is largely outside the study period. 

The polit.,cal and economic volatility in the study period cannot be considered as 
a steady-state situation, nor for that matter can it be assumed that there was no gap 
between the available and implemented technology. Thus two fundamental premises 
of the theoretical discussions of growth are not maintained. A key variable, the 
investment-output ratio, fluctuated over the period 1960-90 in the range of 13-23 
percent, implying fluctuations in the rate of capital accumulation. Changes in the 
capital stock affect output directly as well as indirectly, through the effect on the 
choice of techniques. 

Simulating the economy with an increase of one percentage point of the invest­
ment-output ratio over and above its historical path results in a considerable increase 
of output. When such a simulation is carried out with wages maintained at their 
historical levels, output increases by 7.7 percent after 10 years, and 19.8 percent after 
20 years. An increase in capital has a substitution -'d expansion effect on labor 
demand. The simulation indicates that the expansion effect dominated and labor 
demand grew considerably with the increase in investment, leading to a decline of 
unemployment by 11 percentage points in 1982, a year with an unemployment rate of 
18 percent. This exercise also shows the importance of physical capital for growth­
a point that has often been lost in recent discussions of growth. 

The main decline in the investment-output ratio was caused by the policies of the 
early 1970s, and it took a long tinie for this ratio to return to its level of the 1960s. To 
evaluate the cost of the political instability of the 1970s, the economy is simulated 
under tile assumption that the ratio is maintained at a 20 percent level, which was 
typical for the 19 60s. The simulation hevins in 1974 and the effect is dratim',tic; in 
1982, eight years after this change is introduced, output increases by 14.5 percent 
with endogenous wages and by 20 percett when keeping the wages at their historical 
level. Unemployment in 1982 would have declined by 5.1 and 11.2 percentage points 
in these two cases, respectively. 

An extremely important feature of the Chilean economy in the study period is the 
resiliency of the real wages in nonagriculture Any simulated improvement in the 
economy that leads to an increase in labor demand has a stronger effect on wages than 
on employment. 'Imis result reflects the empi:'ical wage equations and shows how 
institutional arrangements that interfere with market performance can choke up the 
growth process. 

Chile, being a small economy, depends greatly on its relationships with tile world 
economy. 7,:temal terns of trade affect its economy and historically have been the 
cause of business cycles. An improvement in the terms of trade has a favorable effect 
on the volume -.f trade and therefore on the introduction Df new techniques that cause 
an irreversible technical change. A similar effect is obtained by keeping the economy 
open to trade and to capital flow. 

The cyclical variations affected growth. It is found that during recessions there 
was less incentive to expand technology. Favorable external conditions affected 
positively the productivity of manufacturing and services. To a great extent, the effect 
of the external conditions comes from its impact on the productivity of sectoral 
nontradable components of output. Although the elasticity of productivity with re­
spect to the external conditions is positive for the two sectors, it is anticyclical in 
manufacturing and procyclical in services, the least tradable sector. 
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The long-term bias of technology is lbor-saving in agriculture and labor-using 
in manufacturing and services. It is suggested that restrictions on import of machinery 
prevented the country from taking advantage of the capi'al-intensive techniques. 

The agrarian reform that was carried out throughout a good part of the study 
period had a slight positive effect on agricultural outpJt in its beginning and a 
negative effect in the final years. 
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2 

INTRODUCTION 

The 1962-82 study period falls within four very different administrations in 
Chile: Alessandri (1958-64); Frei (1964-1970); Aliende (1970-73), who tried to 
implement a socialist regime; and the military regime of Pinochet (1974-90). Their 
widely different economic policies, combined with changing, and at times volatile, 
external events-particularly the terms of trade and international rates of interest­
strongly affected the performance of the economy. The outcome is well illustrated in 
Figure 1, which shows the per capita gross domestic product (GDP) in the period 
within a historical perspective. Coming out of the Great Depiession of the early 
1930s, the country enjoyed a continuous growth with relatively small interruptions up 
until 1971. This was followed by a sharp decline climaxed by the recession of 1975. 
A short period of recovery, beginning in 1976, culminated in the recession of 1982. 
The subsequent post-study period (effective through 19)2) has been a period of 
vigorous and stable growth. 

To provide a background of the prevailing economic environment pertinent to the 
study, some of the imlortant events that took place during this relatively short period 
of 20 years are listed below. Some of these developments are reviewed later in more 
detail in connection with the discussion of specific subjects. 

Figure I-Per capita gross domestic product, 1909-90 
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1. Large changes in the fiscal and public deficit: reduction of the deficit at the end 
of the 1960s; a huge increase during the Allende period that led to inflation of the 
order of 700 percent; decrease of the deficit beginning in 1974; and declining 
inflation since 1975 to levels below 15 percent in 1992. 

2. Fluctuations in exchange rate policies: fixed exchange rate up to 1962; passive 
crawling peg during the Frei period; exchange rate controls and multiple exchange 
rates during tie Allende period; a mixture of passive crawling peg and sudden 
changes in the 1974-77 period; an active crawling peg since 1977-78; fixed exchange 
rate in 1979-82, and abandonment of the fixed rate in mid-1982. 

3. Important changes in trade polices: a foreign exchange ci.sis at the end of 1961 
that led to import controls; a decline in controls since 1965 and modest liberalization 
of trade at the end of the 1960s; a reversal of this attempt during tile Allende period; 
and a ma.sive trade liberalization since 1975-as a result of this, and other policies, 
exports have grown at a high rate since then. 

4. Price controls during the 1960s: a substantial increase in controls during the 
Allende period and complete liberalization under Pinochct. 

5. Controls of interest rates during the first three ,.iiinistrations and complete 
liberalization of interest rates and financial markets, leading to a boom in financial 
markets during the Pinochet period. 

6. Liberalization of the capital account in 1979, which led to huge flows of 
external credits, but these have been severely reduce-d since 1982. 

7. Huge fluctuations in the terms of trade, especially in copper price, whch varied 
in the range of US$O.67-US$2.08 per pound. Copper constituted more than half of 
total export value during the study period. 

8. High international liquidity, which, together with overoptimistic expectations
of growth and fixcd exchange rate policy, led to high external flows of capital at the 
end of the 1970s; a rise in international rates of interest in 1981 that imposed a 
substantial increase in the cost of servicing the climbing, foreign debt; a severe cut in 
the external flows of capital in 1982 that triggered a severe rLcession ii that year. 

9. Uncertainty about property rights and direct public control of production: 
nationalization of big copper mines from the mid-1960s to early 1970s; an agrarian 
reform that began in 1965, accelerated at the end of the 1960s and early 1970s­
affecting about 50 percent of the irrigated land-and was partially reversed at the 
beginning of the military regime; nationalization of over 500 of the largest private 
enterprises of manufacturing and services during the Allende period; reversal of these 
nationalizations under Pinochet, and privatization of additional public firms during 
this same administration, a process that still continues. 

The recessions of 1975 and 1982, which were in part triggered by external events, 
are the most important turning points in the evolution of the economy. Thus, per 
capita income in 1981, prior to tile recession of 1982, was only 4.9 percent higher
than that of 1971, whereas that of 1988 was lower than that of 1981 and only 3.6 
percent higher than in 1971. The low growth rates implied by these figures affected 
the labor market; real wages in 1980 and 1990 were still at the 1970 level. Unemploy­
ment increased dramatically in 1974-75 and stayed at much higher levels than the 
historical average until 1088. 

It is not surprising, therefore, that the Chile;ti economy has attracted the attention 
of economic researchers. A description of the ruacro events and policies during the 
1960s appears in Ffrench-Davis (1973), Behrman (1977), and Corbo (1974). The 
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events of the 1970s are discussed by Barandariin (1"74), Corbo (1983, 1985b), 
Corbo and Solimano (1991), Ramos (1984), Harberger (1982, 1985), Edwards and 
Cox (1987), de la Cuadra and Hachette (1991), Arellano (1988), and Fontaine (1989). 
Largely, these studies describe the policies and most important events and provide an 
interpretation of the facts. The quantitative studies deal mainly with the short-term 
macro changes. 

There is a big question as to how and to what extent changes in the economic 
environment affect growth. This is an extremely important subject dhat is not well 
understood by economists. Much of the emphasis in the growth literature is placed on 
human capital, the role of which is evaluated within a framework of a competitive 
economy in a steady-state equilibrium. The level of education in Chi!e did not 
fluctuate much during the study period; therefore, this variable cannot account for the 
changes in output. Thus, relating changes in grow:h to the economic environment is 
a challenging task, and this study is an aten-ipt in that direction. 

The main interest here is in ,ectoral growth, which, unlike the assMnption made 
in some of the theoretical studies, is not balanced in that the various sectors need not 
grow at the same rate. Thus, in this study the analysis is carried out at the sectoral 
level. Changes in the economic :nvircnment have a differential effect on the various 
sectors, and this is reflected in changes in the sectoral resource dllocation and 
productivity growth, which !ead to changes in the sectoral composition of output, 
employment, and capital. 

-This framework allows an understanding of the major developments in agricu l
ture that result from changes not specific to agriculture. A first impression of the 
development of Chilean agriculture is given in Figure 2. The decline in the share of 

Figure 2-Share of agriculture in total value added and total employment, 
1960-90 
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agricultural output in the late 1960s and the beginning of the 1970s is related to the 
relatively low agricultural prices, which in part reflect price controls, and the agrarian 
reform. However, the price effect was in part compensated for by the low farm wage. 
The high unemployment in the cities in the late 1970s and the first half of the 1980s 
contributed to retention of labor in agriculture and thereby to depression of agricul­
tural wages. The comeback of the share of agriculture in total output in the 1980s is 
related to a reversal of the situation. The favorable conditions in agriculture in this 
period also affected off-farm migration, thereby stopping the steep decline in the 
agricultural share in the labor force that was observed during 1960-73 in many other 
countries. These and related developments are better understood within the broad 
view taken in this study. 

In Chapter 3 an overview of the model is provided, and the main relationships, 
which are studied in more detail in subsequent chapters, are introduced. The reader 
may want to read Chapter 3 superficially and return to it after reading Chapters 4-7, 
which are devoted to the empirical analyses, including the specification of the various 
equations. In Chapter 4 the approach taken in the analysis of both factor productivity 
and its response to the changes in the economic environment is described and 
estimates of the sectoral production functions are provided. The behavior of the labor 
markets is analyzed in Chapter 5 by analyzing the off-farn labor migration and the 
determination of sectoral wages in nonagriculture. The intersectoral allocation of 
investment and its dependence on the differential rates of return are dealt with in 
Chapter 6. An analysis of the behavior of sectoral prices and their dependence on 
international prices and the macro policies is provided in Chapter 7. In Chapter 8 the 
various components of the model are assembled to simulate the economy and to 
examine its response to changes in relative prices including changes in the real 
exchange rates. The growth aspects of the model are discussed in Chapter 9, and some 
,general conclusions are given in Chapter 10. 

The study is based on a great deal of data. The major series are reported in 
Appendix 1.A supplementary publication, available upon request, describes the data 
and the sources and explains the construction of the variables used in the study. The 
figures in the report are based on these data and on results of tile calculations, as 
explained in detail throughout the discussion. 
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3 

THE MODEL 

The study deals with sectoral growth in Chile in the period 1962-82. This is not 
the ideal period for which to study growth in the way that economists think about 
growth as a long-term process. Not only is the study period short, but it also covers 
some very unstable years as a result of some shocks that one would like to think are 
not recursive. However, the economic volatility offers an interesting case for exam­
ining some effects that such shocks have on the growth process. 

The model assumres that the economy consists of four sectors aside from govern­
ment: agriculture, mining, manufacturing, and services. Explicit account is taken of 
the intermediate inputs, or intersectoral flow of outputs. This calls for a distinction 
between sectoral prices of value added and prices of gross output, or simply product 
prices. Output decisions are taken in response to value-added prices. The value-added 
price in one sector changes when the product price of this sector changes and also 
when there is a change in the product price in any of the sectors that provide 
intermediate inputs to that particular sector. The model is similar in some respects to 
the supply side of some computable multisectoral general equilibrium models for an 
open economy (see Dervis, De Melo, and Robinson 1982). This resemblance is 
largely of form and not of substance. Several features distinguish this study from the 
majority of such models; the more important ones are the treatment of technology and 
treatment of the factor markets. 

First, the technology of each sector is endogenously determined by economic 
variables. Producers decide simultaneously on the techniques of prod[iction to be used 
and on the intensity of their utilization as determined by the inputs allocated to them. 
Second, the behavior of the factor markets is strongly influenced by dynamic considera­
tions that prevent the markets from maintaining the conditions of static equilibrium. 

In these respects the study is similar to the two-sector model of Cavallo and 
Murdlak (1982) and Mundlak, Cavallo, and Domenech (1989) for Argentina. However, 
the extension to more sectors, and particularly the introduction of intermediate inputs, 
adds additional important aspects. Besides, there is an important difference between the 
two economies. During a large part of the study period, the Chilean economy had a 
considerable rate of unemployment, whereas that was not an important problem in 
Argentina. The persistence of unemployment in the 1970s influenced the formulation cf 
the behavior of the nonagricultural, or urban, labor markeb. The prevailing wages in the 
urban sectors were not necessarily market clearing. They were affected largely by the 
macro environment, unemployment, and the institutional settings. This is in contrast to 
the wages in agriculture, which basically clear the market. Wage differences between 
agriculture and nonagriculture are a major determinant of off-farm migration, which in 
turn determines the labor supply in agriculture and nonagriculture. 

A general description of the structure of the model follows. The details and the 
empirical analysis are discussed in subsequent chapters. The data base for the study 
is provided in Appendix 1. 
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Technology 

Gross Sectoral Output 
Output. Sectoral output consists of value added and intermediate inputs flowing 

from other sectors. The sectoral production function is assumed to be additive in these 
two components. Intermediate inputs are related in fixed proportions to the sectoral 
output. The sectoral labels are I for agriculture; 2 for mining; 3 for manufacturing; 4 
for the rest of the economy, exclusive of government, to be referred to as "services"; 
and 5 for government. The real quantities are valued at 1977 prices, which is the base 
year of the National Accounts. Real prices, unless indicated otherwise, are nominal 
prices deflated by the consumption deflator, PC. 

X- Aj X+V, i,j= 1,...,5, (1) 

where X. is gross output, A is an input-output coefficient indicating the level of input 
originating in sector i needed to produce a unit of product in sectorj, and V is real 
value added. All quantities, including the input-output coefficients, are measured in 
1977 prices. 

Ideally, the input-output coefficients should be endogenized, but this would 
require a time series of input-output tables that does not exist. There are only two 
input-output matrices for Chile and those are not easily comparable because of 
changes in definitions. 

Value Added. The formulation of the production function of sectoral value added 
follows the approach of endogenous productivity as explained in Chapter 4. The 
available technology consists of more than one production function. The subset of the 
functions that are actually used at any time, referred to as the implemented technol­
ogy, is determined by state variables. The frontier of tihe implemented technology 
provides the implemented production function. This frontier changes with the state 
variables, and this is taken explicitly into account in formulating the production 
function. The production system is approximated by a system consisting of two 
identities and two stochastic equations. In writing the system, the competitive equi­
librium conditions are utilized where factor shares are equated to the production 
elasticities. The production system for a given sector is 

Inv.= F(.)+ B(.)Ink., (2) 
=B.(.) Sj - (1/2)n,, In k, (3) 

S = 7t + s'n + n Inkk.l+ E' and (4) 
0j j I Ij kiI j kj 

r ) = +SJ'ltj ++ + Ea'r S.''t1I Si (5) 

where, unless indicated otherwise, the variables are for year r; 

v = VIL,
 
L = employment,
 
Kt., = real capital stock at the end of year t-1,
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k = capital-labor ratio for year t defined as Kt.IIL ,
 
S = share of nonwage income in value added,
 
s = a vector of state variables,
 
E = stochastic term,
 
B(.) = slope of the function,
 
r(.) = intercept of the function, and
 
n = parameter to be estimated.
 

The function his the form of a Cobb-Douglas function, but it is more general in 
that the coefficients depend on the inputs and the state variables. The dependence of 
the production elasticity ol Ink makes the function quadratic in Ink, as in the translog 
function. A similar system was estimated for Argentina by Cavallo and Mundlak 
(1982) and Mundlak, Cavallo, and Domenech (1989). 

A major consideration in the empirical application of this approach is the choice 
of state variables. In general, the state variables consist of the available technology, 
constraints, and incentives. This is discussed in detail in Chapter 4. 

This approach was applied successfully to agriculture, manufacturing, and services. 
For reasons discussed in Chapter 4, a different approach had to be applied to mining. 

Inputs 

Labor Demand 

The demand for labor in agriculture, manufacturing, and services is deterined 
from the value marginal productivity of labor. Using the adding-up property, the 
labor share for each of these sectors is (1 - S1), determined from the production 
function, and the definition of the labor share is used to determine labor demand: 

(1 - SJ)= IVL/(V - )PJ, j= 1,3,4, (6) 

where W is the sectoral real wage or cost per unit of labor, T is real indirect taxes 
paid by the sector, and P is the real price of value added. 

In accordance with the specification of the production proccss in mining, it is 
assumed that the employment is proportional to output. The employment in govern­
ment is exogenous in the empirical analysis and in some simulatioIs, whereas in 
others it is endogenized by assuming that the government value added constitutes a 
constant proportion of output; that the value added is equal to th, product of the 
government wage and employment; and that the government wage varies in the same 
proportion as the average nonagricultural wages. 

Labor Supply 
The overall labor supply is assumed to equal the historical values. The allocation 

of labor between agriculture and nonagriculture is determined by the migration 
equation. Assuming a constant participation rate in the labor force, the labor supply 
in agriculture at time t is obtained by adjusting the labor force at t-1 by the natural 
growth rate and subtracting from it the off-farm migration: 

Li = L,.(I + n) -M, (7) 
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where M is the number of off-farm migrants, and n is the natural rate of population
growth. The migration is an outcome of an economic decision, summarized by the 
migration function, written in a general form as 

where 
in = M(d, u, RL), (8) 

m = MLI, which is the proportion of the agri­
cultural labor force that migrates to non­
agriculture, 

d = income differential between agriculture 
and nonagriculture, 

u = unemployment rate in nonagriculture, and 
RL = ratio of the labor force in nonagriculture to 

that in agriculture. 

It is assumed that agricultural wages are market-clearing and therefore there is no 
unemployment in that sector. 

It is expected that migration increases with the income differential and with the 
share of nonagriculture in the labor force and declines with unemployment. 

The flow of migrants is obtained from 

M = in L1. (9) 

Nonagricultural Wages 
Wages in the nonagricultural sectors were affected by market and institutional 

forces, taking the form of official guidelines for wage determination. These were 
based on the overall macro environment as well as the specific conditions of the 
particular industries. The actual contracts differed from the guidelines, reflecting the 
influence of economic conditions and bargaining power of labor unions. 

The sectoral wage equations ire of the augmented Phillips curve type. Under the 
assumption of price homogeneity, a constant inflation rate leaves real wages un­
changed. Changes in inflation rates affect real wages in the short run. The other 
determinants are unemployment and the rates of change of past real wages. It is 
expected that higher unemployment levels reduce the bargaining or market power of 
labor to increase wages. Real wages are obtained by deflating nominal wages by the 
National Accounts consumption deflator (PC). 

For the purpose of estimation and simulation, the function has the following 
general form: 

wit = 1. 1u, Ap, wit- ,.), j = 2,3,4, (10) 

where w is the I:n of real wage, and Ap is the inflation rate. This subject is discussed 
in detail in Chapter 5. 

Urbap Unemployment 
The rates of nonagricultural unemployment and nonagricultural labor force (L,,,,) 

are 'etermined by the following identities: 
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u( 	 LI)Lnas i=2,3,4,5, and (11) 

! L,,, - LT - L1, (12) 

where LT is the overall labor force in the economy, exogenously determined. 

Capital 

The sectoral capital stock is obtained from the following identity: 

Kj,= Kj,.I +I,- L,, j= 1,2,3,4, 	 (13) 

where Ijis the gross real investment in fixed capital and D. is the depreciation of real 
i 

capital in sectorj, determined by using exogenous sectoral depreciation rates. 

Sectoral Investment 
The sectoral investment is determined conditional on overall investment: 

/-=Oj 1, j = 1,2,3,4, 	 (14) 

where 0. is the share of sectorj in total investment. It is assumed that the government 
has no )investment. However, public finns are treated as private firms and their 
investment is included in the sectoral investment, and specifically, the investment in 
infrastructure is attributed to services. The share of sector j in total investment is 
assumed to be determined by the competitive position of the sector as determined by 
its rate of return compared with that of other sectors. Rates of return are decomposed 
into expected and transitory components. The expected and current rates of return are 
determined inside the model. 

Omitting time subscripts when unnecessary, a sectoral investment share equation 
is written in general form as 

E).=H(R,R ,11K,,0 , , Z), 	 (15) 
where 

R' 
= a vector of the expected rates of return in 
tle sectors under consideration, 

R
j 

= transitory component of the actual rate of 
return, 

I/K = ratio of the total investment in year t to the 
total capital stock in yea" t-I, and 

z = a vector of exogenous variables. 

Rates of Return 
The rate of return of each sector is obtained as the ratio of nonwage income, net 

of taxes and depreciation, to the capital stock: 

S. (V - T)P -DPk-T 
(16)
R1 
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where Pj is the real price of capital inj, Tj is the real tax on profits inj, and all of 
these are deflated by PC. 

In analyzing the productivity in agriculture, the measure of capital includes the 
value of land at constant prices. In the case of agriculture, for some purposes the 
relevant measure of the rate of return should also include land in the denominator. 
This provides another measure for the agricultural rate of return, labeled RA,, where 
the denominator of equation (16) has an additional term, the value of land, deflated 
by PC. 

Prices 

In a small open economy the domestic prices of tradable goods are determined by
international prices, the nominal exchange rate, commercial policies (tariffs in the 
case of importables and subsidies for exportables), and internal marketing margins.
On the other hand, the prices of nontradables are determined by the domestic supply
and demand. This distinction between tradables and nontradables is difficult to apply
empirically because all sectors have both traded and nontraded components in their 
on.put. In reality, each sector can be thought of as an aggregate of three components:
importable, exportable, and nontraded. The nontraded component can reflect either 
nontradability or a decision not to trade. 

Viewing the sectoral output as an aggregate output implies that the sectoral price
is an aggregate of the prices of its three components. Using a geometric average, the 
sectoral price is written as 

-= oP P,, P (17) 

where P,.jand Pj are the domestic prices of exportables and importables defined 
below, and P. is the price of the nontraded component. 

The elasticities indicate the relative weight of the components in the sectoral 
output. The price of the nontraded component is assumed to equal its average cost. 

'Equation (17) is used to determine the real prices of agriculture, mining, and manu­
facturing. As the analysis is conducted conditional on PC, the price of services is 
determined from the identity of the consumption deflator: 

I= pj P , . j = 1,...,5, (18) 

where the price of the government sector, P5, is exogenous in most of the simulations. 
The weights in equation (18), pj, vary over time. 

Under the small-country assumption, import and export prices at user (or retail)
level in domestic currency of the base year are derived from 

Pj = Pe ( I + t .) F/PC, j = 1,2,3, and (19) 

=P jP,*(l + j) E/PC, j 1,2,3, (20) 
where 

P. = f.o.b. dollar price of sectorj exports, 
1,j = rate of subsidy on exports, 
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E = nominal exchange rate, 

P = c.i.f. dollar price of sectorj imports, and 

t = sum of the tariff rate and trade margins on 
sectoral imports; tariffs and subsidies are 
exogenous.
 

Other Identities 

Value-added Prices 

The decisions taken by producers are based on the price of value added. These 
prices are obtained by subtracting the cost of intermediate goods from the product 
prices. For this, two identities are used, one in nominal terms and the other in 1977 
prices, the same as equation (1): 

(21)X.NP = YA X.NPi+ VNP, and 

=Xj EAijXj + Vj , (22) 
i 

where NP.Y is the nominal price of input from sector i used in sectorj. Using these two 
identities the non-zt! price of-'. -aueadded is 

NPj - EA jjN j 
NP,= 1- i (23) 

i 

The real prices of value added are obtained by replacing the nominal prices in 
equation (23) with the prices deflated by PC. 

P- E APiji 
i (24) 

Ii 

=where P1 NP./PC, Pj = N -/PC, and Pij N -/PC. 

Price of Government Output 

Due to the peculiaritier of his sector, the nominal price of its value added is 
assumed equal to its average cost, whic' consists of wages only: 

V5 Np,5 = NW5 L5. (25) 

Then, 
NP =NR, L5 / , (26) 
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and the real price of value added is obtained by dividing this equation by PC to yield 

P,5 = WVL5 /V. (27) 

The productivity and employment of goveminent, and therefore output, are taken as 
exogenous. Once the price of government value added is determined, the nominal 
price of government output is solved by using equations (21) and (22) and the 
definition of value-added price, similarly to equation (23): 

NF = NPI 1- Ai + A,5 NJ 5, (i = 1,2,3,4,5). (28) 

The real price of the sector is obtained by dividing equation (28) by the consump­
tion deflator to obtain 

P5 = P[ I - iZ 5 +E AiSA "I (29) 

Prices of Intermediate Inputs 
The number of sectors of the input-output matrix used in the computation of 

National Accounts is 64. The practice used in tile computation of the National 
Accounts is to assume that the proportional changes through time of the price index 
of any given sector of the 64 sectors is independent of the output destination. 
However, this property is not fulfilled in the model due to its level of aggregation. 
Instead, the prices of intermediate inputs used by the different sectors of the model 
are specified as simple linear functions of the corresponding product price of the 
sector of origin. The coefficients that link the product and intermediate prices are the 
historical ratios between them: 

N /NN = historicallevels, (ij = 1,2,3,4,5). (30) 

Deflating the prices by PC, the equation used in the model is obtained. 

Prices of Sectoral Capital Stocks 
Capital stocks are valued at replacement cost. Therefore, the prices of sectoral 

capital stocks are determined from the prices of investment goods, and those in turn 
are related to the prices of the sectors of origin: 

=NP,=EX.NPI, (ij 1,2,3,4), and (31) 

NPI/NP = Ki, (32) 

where?i is the historical ratio of investment goods originating in sector i used in real 
gross investment in sector j, both quantities are in 1977 prices, K,is the historical 
value of the ratic in equation (32), and NPIj is the nominal price of investment goods 
originating in sector i. Deflating the nominal prices by PC, the real price of capital is 
obtained: 
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Pj =X KIP, (i,j= 1,2,3,4). (33) 

In the case of agriculture, capital is used in two forms, with and without land. The 
amount of land was assumed to be fixed, but its value is allowed to vary. The value 
of land is obtained by multiplying the area by the price of land and deflating by PC. 

Miscellaneous
 
The stock of capital in agriculture, ncluding land in 1977 pesos, can be written as
 

KIA = Ki + A, (34) 

where A is the cultivated land valued at ;977 prices. 
Overall value added is 

V,= V, ("=1,2,3,4,5). (35) 

Let POPbe total population, then the overall productivity is determined as 

y = V/POP (36) 

Real indirect taxes on sectoral output are determined under the assumption that the 
tax rates are exogenous: 

T = tj, (j= 1,2,3,4). (37) 

Similarly, real direct taxes on profits are determined by assuming exogenous tax rates: 

Tj --t=rRKj, (j = 1,2,3,4), (38) 

where RK is real sectoral profits, obtained by 

RJ i = (V- ) P - - L - -D 4, (j = 1,2,3,4). (39) 

The real depreciation of the capital stocks is determined by assuming exogenous 

rates applied to lagged capital stocks: 

=D dj Kj-I, (j = 1,2,3,4). (40) 

The share of total wages in total income is determined as 

sL j ___-
(41)

EXHLi 

J 

Finally the peak of the overall productivity lagged one year, used as a state 
variable in the production functions, is obtained from the following identity: 

2[[ln - PEAK,,I + (Iny,1 -. PEAK,1 )]+ PEAK . (42) 
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The determination of the other state variables of the production functions is explained 
in Chapter 4. 

Empirical Analysis 

The empirical analysis, described in Chapters 4-7, consists of estimating equa­
tions (2)-(6), (8), (10), (12), (15), and (17). Although the model is largely recursive, 
several variables are determined simultaneously. Because of its size, the system was 
estimated by blocks. The empirical results and the various identities are used for the 
simulations that are discussed in Chapters 8 and 9. 

The Working of the Model 
It is useful to -imnarize the working of the model with reference to the above 

equations by reviewing the response to a change in product prices. Total resources 
and the available technology are held constant. The system is recursive, and at time t 
the lagged values of the endogenous variables as well as the lagged and current values 
of the exogenous variables are known. 

The ,;hange in product prices affects the price of internediate inputs, and as a 
result ,ihe price of value-added changes according to equation (24). The prices are 
state variables in the production function, and consequently the factor shares as well 
as total output are affected directly, as seen from the production block in equations
(2)-(5). The change in value-added price and the factor shares changes tile rate of 
return, as seen from equation (16). The change in the rates of return affects the 
expectation for future values of these variables and thereby, according to equatio, 
(15), the sectorai allocation of investment and in turn, by equation (13), the sector 
capital stock. 

The cha'nge of the production functions also affects the labor demand as implied
by equation (6). In agriculture, where the wage rate clears the labor market, this 
change causes a change in the wage rate. In nonagriculture, a change in labor demand 
changes the sectoral employment and hence the total employment in nonagriculture. 
Umemployment in nonagriculture is detennined by equation (11) as tile difference 
between total supply and demand for labor at tile ongoing wages and thus is affected 
from the demand side. 

According to equation (10), uneimployment affects the nonagricultural wages and 
thereby the fann/off-farn income differentials, whether measured by wages or aver­
age labor productivity. The changes in the income differential, unernpioyment, and 
the sectoral labor composition affect the off-farm migTration, according to equation 
(7), ano consequently the labor supply in agriculture and nonagriculture. This change
in the labor supply also contributes to the change in unemployment. 

Tile changes in sectoral employment and capital stock affect the sectoral capital­
labor ratios, and given the state variables, value added is obtained from the produc­
tion function, equations (2)-(5). Sectoral outputs are obtained from equation (1). The 
value added is aggregated, as in equation (35), and PEAK is updated using equation
(42). The various identities are used to update all the other variables in the system. 
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4 

PRODUCTIVITY 

In most economic analyses it is assumed that at any time a product can be 
produced by a single technique. The input-output relationship associated with the 
te-chnique is described by a production function. Technical change is perceived as a 
change of this function and the scope for agents' decision is limited to the choice of 
the optimal level of inputs. Is this a good assumption? Looking at any sector of the 
economy, one can find various methods of producing a given product that cannot be 
described by a given production function. In such a case, the choice of techniques 
becomes an economic problem in that the techniques implemented at any time reflect 
the prevailing economic environment at that time, as well as its history. Incorporating 
this choice in the analysis adds another channel through which market conditions can 
influence productivity, whereas neglecting this nimple fact ieads to a distorted view 
of the production process. 

This view of production is applied here in the estimation of the sectoral produc­
tion functions. The derived functions have the form of a Cobb-Douglas function, but 
their coefficients are allowed to vary in response to the economic environment and to 
factor utilization. The economic environment is characterized by three groups of state 
variables: incentives, constraints, and technology. The dependence of the imple­
mented technology on the economic environment allows an evaluation of the changes 
in the productivity associated with changes in the state variables and thereby a 
considerable decrease in the unexplained productivity residual. 

The path of sectoral outputs in the Chilean economy in the study period of 
1962-82 shows large cyclical variations that cannot be attributed solely to input 
variations along a given production function. The analysis shows how the sectoral 

factor productivity was affected by macro and external shocks as well as by policies 
such as land reform. Moreover, the analysis retrieves the cyclical nature of productiv­
ity to the economic environment. It is this extension that causes a reduction in the 
unexplained productivity residual in this framework. 

The approach, based on Mundlak (1988), is summarized in the next two sections. 
This is followed by a discussion of the state variables used in the analysis and the 
presentation of the results. The last section of the chapter summarizes some of the 
substantive results, further explaining the content of the study. 

The Choice of Techniques 

The production of a given commodity or service can be decomposed into a set of 
elementary activities or techniques. A technique is described by a production func­
tion. The degree of disaggregation, or refinement of the definition of a technique, 
depends on the purpose of the analysis. The available technology, AT, is defined as 
the collection of all possible techniques. In symbols, 
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where I (x) is the production function associated with thejth technique. 
A distinction is made between the available technology and the implemented 

technology. The latter is a subs,2t of ATand is determined by the firms subject to their 
constraints and the economic environment. The corresDonding optimization problem 
calls for a choice of the variable (a) and the fixed (k.) inputs to be assigned to 
techniquej so as to maximize profits. The Lagrangian equation for this problem is 

L = Xpj (aj,k) - _waj + Xk -Ekjl (44) 

subject to Fj (.)rAT; aj > 0; k 0, 

where p is the price of the product of technique j, iv is the price vector of the variable 
inputs, a, and k is the upper bound constraint on the allocation of fixed inputs. The 
equation is written so as to allow for product choice as well as for a method of 
production to produce the product. The Kuhn-Tucker necessary conditions for a 
solution are 

Li --pJi - w _<0, (45) 

Lkj = p F - , 0, (46) 

(Ljaj+Likj) = 0, (47) 

aj >_0; kj >_0, (48) 

LX = k -Ek. >_0, and (49) 

L) = 0, (50) 

where L,,j, Lkj, Fj, F., and LX are vectors of the first partial derivatives. Let 
s - (k,p,w,AT) be the vector of state variables and write the solution as 
a* (s), k (s), ?,* (F) so as to emphasize the dependence of the solution on the 
available technology, on the constraints, and on prices. The optimal allocation 
of inputs a7, kj determines the intensity of implementing the jth technique. 
This also includes the decision not to use the technique, as can be seen by rearranging 
equations (45)-(47): 

E, (pE pj- Fjw- ) k(51) 
J J 

When equation (45) or (46) is negative, then a* or k3, respectively, is equal to zero. 
To the extent that the implementation of a technique requires positive inputs, then 
when the optimal levels of these inputs are zero, the technique is not implemented. 
The implemented technology (IT) is defined by 

IT(s) = IFj(aj,k) IF (a*, *) ; 0, FJ ET. (52) 
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It is important to note that the implemented techniques are determined simultane­
ously with the level of inputs conditional on the constraints and the available technol­
ogy. Consequently, holding prices constant and changing either the constraints or the 
available technology will change the product mix. The aggregate production func­
tion, as commonly used, is perceived as an aggregation of outputs produced by a 
given set of micro production functions. In the present framework such an aggregate
is not uniquely defined, because the set of functions over which the aggregation is 
performed is endogenous. For the same reason, prices are insufficient statistics for 
identifying the implemented technology. The same set of prices leads to a different 
choice of techniques when the avaiihble technology or the constraints change. The 
results of time-series analysis of production that does not take this into account will 
depend on the combination of prices, constraints, and available technology that exists 
at each point in time. The implication of this assertion for empirical analysis is 
discussed in the next section. 

Aggregation of Techniques 

This framework requires knowledge of production by techniques. In general,
when dealing with sectors or the whole economy, the data are not reported by 
techniq,.;c.-, and it is therefore impossible to estimate the production functions associ­
ated with individual techniques. Therefore, the implication of this frame"'ork for the 
estimation of a production function using aggregate data is traced here. This requires 
some lengthy manipulation, and the final outcome may appear too remote from the 
original formulation and therefore may not reflect the validity of the approach. For 
this reason it is desirable to try the approach on more disaggregated data. This is done 
in the study of the "green revolution" in the Punjab by McGuirk and Mundlak (1991).
The results indicate that the choice-of-techniques approach has been useful and 
instructive. 

Turning to the examination of the aggregate production function, 

EpjOj(s)-aF(x* s) =-T(s), (53) 

J
 

where x is the vector of inputs, and x*=x(s) is its optimum level. The production
function in equation (53) is defined conditional on s, and changes in s imply changes 
in x*as well as in F(x*,s). It is therefore meaningless to think of changes in x that are 
not instigated by changes in s, so it is impossible to trace a stable production function. 

The empirical aggregate production function can be thought of as an approxima­
tion to equation (53) in a specific way. For equation (53) to be a production function 
in the usual sense, x should be disjoint from s. Such a separation requires a discrep­
ancy between x and x*that will allow the observed output to be written as 

p v. F(x,s). (54) 
J
 

A second-degree approximation of this function yields the production function in 
equation (2). The function has the form of a Cobb-Douglas production function, but 
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there is a major modification in that the coefficients themselves are functions of the 
state variables and the actual inputs used as described by equations (3)-(5). 

To emphasize a salient property of this formulation, the production elasticity can 
be written 

din v/an k = B(.) + In k(aB(.)/aln k) 

=B(.) + In k(nkl - rt/2) 

= S + In k(ltnkl- nk), (55) 

where the last term is obtained by using equation (3). The discrepancy between the 
factor share and the product-on elasticity depends in this formulation on the differ­
ence liki - t/2. When thi., term is zero, the production elasticity is equal to the factor 
share. A discrepancy between the two is an indication of a distortion in the factor 
market. In the pre.sent formulation, such a distortion is attached to k and its relevance 
can be tested empirically by restricting the values of the coefficients to be the same. 

Turning to the factor share, it is noted that it is a function of the input, In k, which 
makes the production fmnction quadratic in In k as in the translog function (Christen­
sen, Jorgenson, and Lau 1971). At the same time, the factor share depends also on the 
state variables, and this is a major deviation from the translog model.' It should be 
emphasized that in the translog model the variations in the factor shares are caused 
by variations in the input combinations, whereas in the present case the factor shares 
can vary as a result of variations in the state variables that lead to changes in the 
composition of techniques. This difference has very important consequences for the 
empirical estimates. 

Variations of this system were estimated for Argentina by Cavallo and Mundlak 
(1982) and Mundlak, Cavallo, and Domenech (1989) and for U.S. agriculture by 
McMillan (1990). 

State Variables 

As a way of organizing the thinking about the state variables, they are classified 
into four groups: constraints, incentives, available technology, and the political 
environment. The following sections give a brief description of the variables used 
here in each group. 

Const'aints 

Constraints to the implementation of the available technology are represented by 
the vector k in equation (44). The main constraints are the level and composition of the 
capital stock. The overall level of the capital stock matters when the new techniques are 
more capital-intensive than the existing ones. Other things being equal, an increase in 
the capital-labor ratio is expected to result in more capital-intensive techniques. That is, 
the pace of implementation of new techniques is affected by net investment. The 

'Basically, the translog function is a quadratic equation in the log of the inputs. The reference to the 
translog model, rather than function, implies here that the function is considered as a description of the 
production process with all the implications thereof. 
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composition of the capital stock matters when the new techniques require a different 
mixture of capital items than the existing ones. An example is the heterogeneity of 
capital goods suggested by Solow's (1962) embodiment hypothesis. The composition 
is important in the short run, and with time it converges to the desired one through gross 
investment. The foregoing considerations pertain to all forms of capital, including 
human capital. The empirical analysis deals directly with the sector-specific physical 
capital and indirectly, through the variable PEAK described below in the section on 
available technology, with the remaining forms of capital. 

The discussion suggests that investment is expected to affect the change, rather 
than the level, of output. However, the role of the investment variable in an empirical 
analysis is somewhat mo-e complex in that it represents other effects as well. The 
cost-of-adjustment argument (Lucas 1967; Gould 1968; Treadway 1969) postulates 
that the larger the rate of investment per unit of time, the more costly it is in terms of 
the ongoing output. The expected outcome is a negative effect of investment on produc­
tivity. 

There is another consideration of a different nature that is related to the informa­
tion about the market conditions embedded in investment. Loosely speaking, the 
better the market prospects, the higher the investment. Ideally, if the incentives are 
measured correctly, there is no scope for this variable. But if this is not the case, the 
investment can be viewed as a measure, subject to error, of incentives. This measure 
is of course imperfect and cannot replace the more direct measures of incentives 
discussed below. 

Thus it follows that the expected effect of investment on productivity cannot be 
signed a priori and has to be determined empirically. The discussion pertains to a 
given economy, and as the economy changes in size over time an adjustment is made 
in the empirical analysis by employing the ratio of investment to the capital stock. 

In most of the period under consideration, foreign exchange allocation was 
controlled by the government and thus constituted a constraint. The level of this 
constraint is related to the shocks in the external market; therefore, this variable is 
discussed below with the incentives. 

Constraints can also be of an institutional nature. Of particular interest in this 
study is the land reform that was implemented during the period of analysis. This 
variable is specific to agriculture and is discussed below in the section on political 
environment. 

The off-farm migrationi produced changes in the labor quality. It has been ob­
served that the off-farm migrants in Chile tended to concentrate in low-paying jobs in 
the service sector. In part this reflects their lower level of human capital, implying 
that their contribution to output is lower than that of the average worker. To account 
for such changes in the average quality of labor, a variable, ACM, is constructed to 
measure the ratio of the accumulated off-farm migration to the sectoral employment, 
lagged one year. More on this variable is found in the discussion of the empirical 
analysis of the service sector. 

Incentives 
Incentives determine the relative profitability as well as the risk of the various 

techniques and thereby the degree of their implementation. Naturally, the immediate 
variables for measuring incentives are prices. However, when dealing with an impor­
tant sector of the economy, the prices should be replaced with product demand and 
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factor supply. To do this would require a detailed structure that is avoided in this 

study. Instead, two summary measures are used: the rate of return and a measure of 
the external shocks. 

The rate of return summarizes the effects of the various prices. It is measured as 

the ratio of nonwage income to the value of the capital stock. This rate has a 

permanent and a transitory component. The permanent component is more relevant 

to the choice of technques that require investment. Without going into refined 
analysis of expectation formation, the first order autoregression of the rate of return 

is taken here as a proxy for the permanent component, and the difference between the 

actual value and the computed one is considered to be the transitory one. 

The second measure is related to the particular importance of the foreign sector 

in the Chilean economy. The Chilean economic history of the last 60 years reveals 
that most recessions have been triggered by crises in the balanc, of paymell.s (fortes 
and de la Cuadra 1984).2 During the sample period, the recession of 1975 was 

triggered by a sharp fall in the terms of trade, and the recession of 1982 was instigated 

by the combination of a fall in the terms of trade, a sudden cut in the external capital 

inflows, and a substantial increase in the rate of interest on external debt. On the other 

side, favorable external conditions have been associated with expansions. This was 

the case in the expansion of 1966, when the real price of copper was at its peak for 

the sample period and overall output grew by II percent, and in the recovery after the 

1975 recession and up to 1981, when large capital inflows look place. 
An improvement in the terms of trade causes an expansion in the aggregate 

demand, which in turn affects sectoral demand. Indirectly, a similar effect is gener­
ated by a decline in the international rate of interest in that it reduces the burden of 

to such shocks depends on theservicing the debt. The response of sectoral demand 
sector's degree of tradability and on its income, or absorption, elasticity.' An expan­
sion in sectoral demand causes an increase in net import of tradables, whereas for 
nontradable goods the demand can be met only by an increase in domestic production 

and therefore in their prices. This effect is particularly important in manufacturing 
and services, which are the sectors with larger nontradable components, 40-50 

percent for manufacturing and more than 80 percent for services. The differences in 

income elasticities of products within a give.t sector imply changes in the composi­
tion of output and therefore in the aggregate production function of that sector. 

The external flows of capital had a direct effect on the level of foreign exchange. 
Until 1979, international capital mobility was centrally controlled, so the level of 
imports was subject to a foreign exchange constraint. This also had a differential 
effect on the sectors according to their use of imported inputs. 

To capture the two effects of the external shocks, expansion and import con­
straint, a variable, FEC (foreign exchange constraint), was constructed to provide a 

measure of the capacity to import in any given year. It is defined as the ratio to GDP 
(lagged one year) of the sum of exports, autonomous capital movements, and interna­
tional reserves at the end of the previous year less financial services. All these items 

2A similar observation for other Latin American countries was made by Ffrench-Davis and Marfan 

(1989).

3For a discussion of ie effects of an expansion of aggregate demand on sectoral incentives, see Mundlak,
 

Cavallo, and Domenech 1990.
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are deflated by a price index of overall imports.4 The main determinants of this 
variable are foreign prices and foreign interest rates, and these are largely exogenous 
to Chile. 

Available Technology 
Conceptually, available technology is the most difficult group to measure empiri­

cally because technology is an abstract concept rather than an observable quantity.
One can speak of, and evaluate in one form or another, the consequences of major
inventions such as improved crop varieties, electricity, radio, transistors, and so on. 
This, however, does not lead to a compact representation of the technology. The 
evidence on technology, particularly at the aggregate level, is circumstantial, as it is 
derived from observations on outputs and inputs. Once this is recognized, indirect 
methods of measurement can be developed. Mundlak and Hellinghausen (1982),
relate the technology to an aggregate measure of comprehensive, physical and hu­
man, capital. Following and extending this approach, the aggregate production func­
tion is written as y, = F(k,,h,,s,,u1), where y is the average labor productivity, k is the 
vector of ratios of physical capital goods to labor, h is a similar vector for human 
capital, s is a vector of other state variables, and u is a random disturbance. 

For the purpose of the discussion, h is interpreted as the unobserved component
of capital. Given k, s, and u, y is monotonic, increasing in h so that one can write 
h = H(k,y,s,u), ahl/Oy > 0. As h does not fluctuate much over short time periods, past
values can be used to substitute for its current value. The past values of h can be 
extracted from the past values of output, after allowing for the effects of the other 
variables in the production function. Let x = (k,y,s,u) and let x, be some function of 
lagged values ofx to be defined below, then h, = H(x,). The idea is to substitute h, for 
ht in the production function to get y, = F (k,,h,,s,,u,). 

The value of h, depends on u,, s,, and k, and thus is subject to error that has to be 
eliminated. The fluctuations in u are by far larger than those in the capital stock and 
they can be reduced by taking a moving average for y and assuming away the effect 
of this term. The effect of k, and s, can be eliminated by introducing these vaiables 
explicitly into the analysis. Building on the fact that a regression coefficient repre­
sents the effect of a variable, net of the (linear) effects of the other explanatory
variables in the equation, one can write, in a generic form, an empirical version that 
replaces equation (54): 

y, = F(y,, k,,s,, k,, SI, ut). (56) 

In empirical analysis, k, is likely to be omitted because it is likely to be highly
correlated with k, and thus will have little to contribute. A similar argument follows 
for s,, but here the correlation is not as strong. Particularly, the incentives are subject
to secular variations. In times of low profitability, output declines, but this is not a 
reflection of a decline of h. To take this into account, the historical peaks of y are 
used. Define 

y, = max (y,.), i < t, (57) 

4For a detailed description of his variable, see Coeymans 1990. 
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and label y, as PEA A.The PEAK coefficieiit represents they-T effects of the various 
forms of human cayital, institutions, ind organization that are referred to as technol­
ogy and cannot be measured directly. hI ',-'d, the captured technology effect is 
lagged, rather than current, but this is inevitable in this approach and constitutes a 
small price to pay. 

The function that is actually estimated, in its general form, is 

y,= F(y,, k,,s,,u,). (58) 

The effect of sT on y, is asymmetric in that it can only cause PEAK to increase. 
Therefore, a decline in y, is attributed to state variables other than PEAK, and these 
are random in nature with possible cyclical components. To reduce the effects of such 
variations on PEAK, per capita output is used in the empirical analysis instead of 

average labor productivity. Tile reason is that the population is a more stable variable 
than employment. 

Briefly, an indirect measure of productivity is used, and in this sense the measure 
is similar to Solow's residual. The difference is, first, that the effect cf this measure 
on productivity is estimated jointly with the production function, at d second, the 
measure affects not only the intercept but also the slope of the function and so allows 
for a shift in factor intensity. 

Political Environment 

Productivity is affected by the political and institutional environment. The main 
changes of interest for this study are the land reform and the large shocks of the 
Allende regime (1970-73). 

A land reform that eventually covered 50 percent of the irrigated land of the 
country was implemented during 1965-73. A study done at the Universidad Cat6lica 
de Chile suggested that the reform had a positive effect on productivity during the 

early period of the reform, ending in 1968-69. At that time the inefficiency in farm 
operation was used as a criterion for expropriation of farms, and this induced an 

' improvement in productivity. As the reform progressed, the procedures used to 

expropriate had less to do with efficiency considerations and more with the sole 
objective of land redistribution. The landowners in the commercial far, sector began 
to lose interest in improving productivity and instead tried to minimize their losses in 
case of expropriation. This increasingly aggressive expropriation generated farm 
labor unrest in its attempt to take over the farms on which the laborers worked, 
disregarding the original criterion of efficiency. The process eventually led to quasi 
paralyzation of the commercial farm sector in 1973, the last year of the Allende 
government. The uncertainty generated by the reform is measured by the proportion 
of land expropriated in a given year, labeled UAR, and the change in the criterion is 
represented by a dumy variable for the period 1969-73. In addition, a stock variable 
that measures the proportion of the cumulative expropriation in total land was 

5To quote, -the fear of expropriation (and the fact that the inefficiency and undenitilization of land was 

one of the causes for expropriation) caused a favorable reaction of the private commercial sector, which 

was stimulated by a plentiful supply of low cost credits" (Universidad Cat6lica de Chile 1979). 
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constructed to represent the effect of land reform on productivity. This variable was 
not significant and was omitted from the regressions. 

The Allende regime generated drastic shocks in the economy that cannot be 
perceived as normal economic shocks; therefore, in several instances, dummy vari­
ables had to be used to prevent these changes from distorting the empirical analysis. 

Estimation 

Estimates of the production functions for three sectors-agriculture, manufactur­
ing, and services-are presented here. For each sector, the system of equations (2)-(5)
is collapsed to two equations with value added and the share of capital as dependent
variables. The estimates were obtained, using three-stage least squares (3SLS),
within somewhat larger systems, as explained in Appendix 2. 

Because of the small sample size, only a few state variables are actualty used in 
the empirical analysis. The complete system was solved using dynamic simulation. 
The reported R2 are computed from the fitted values obtained from this simulation. 
There is no easy way to summarize the empirical results because each state variable 
appears in two equations, one for the share and one for the intercept. Also, and more 
important, the state aiables may not be independent. A change in one state variable 
may affect the values of the others as well as the value of the capital-labor ratio. All 
this should be taken into account in evaluating the impact of the state variables on 
output. This is illustrated by evaluating the elasticity of average labor productivity 
with respect to a given _,ate variable (say s): 6 

alny/as,= (drr/as,,+ ink [OB(sYos] +B(s)(Olnk/ds,,) }a3sas,. (59) 
h 

The first two terms in the brackets show the response of the implemented technology 
to a change in the state variables, whereas the last term in the brackets shows tile 
output response to a change in inputs, under constant tecHology. The elasticities in 
equation (59) have a t index, which is suppressed here, indi,:ating that they vary over 
the sample points. The innovation in the present formulation lies in the response of 
the implemented technology. This is evaluated here under tile assumption that Osj/asj
is equal to zero for h;i,yielding the elasticities 

Ei = ar(s)/asi + In k[aB(s)/asi]. (60) 

The effect that is captured by equation (60) is part of the unexplained productivity
residual in the standard productivity analysis under the assumption of constait 
technology. The actual values obtained are discussed below. 

The effect of s on factor bias is indicated by the sign of a3(s)/as i. It is capital 
(labor) saving when this derivative is negative (positive). 

6When s is not in log form, the derivative in equation (59) is se-ni-elasticity, but for simplicity it is referred 
to as elasticity as well. 
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Results 

The regressions are reported in Table 1. The capital-labor ratio, the investment­
capital ratio, and the rate of return are sectoral values, whereas PEAK is computed for 
the economy as a whole. Variables for which coefficients are not reported were 
highly nonsignificant and were therefore omitted. The estimates were obtained under 
the restriction of equality of the factor shares and the production elasticities, 7kl Ttk in 
terms of equation (55). This equality was not rejected in all three sectors. The various 
elasticities are summarized in Table 2 and their annual values are plotted in Figures 3-8. 

Table 1-Estimates of the production function 

Agriculture Manuracturing Services 

Explanatnry Variable 	 Output Share Output Share Output Share 

R2 0.95 0.85 0.95 	 0.97 0.97 0.91 

2.07 2.02 1.52 	 1.56 1.77 1.74D.W. 

12.20 -261.35 34.373Constant 	 20.82 -1.735 86.106 
(2.4) 	 (2.5) (4.7) (5.6) (2.7) (3.2) 

-0.724 -2.118Capital-labor ratio 0.724 2.118 
... ... (3.5) (3.5) (4.2) (4.2) 

PEAK output 	 -1.942 0.243 3.525 -0.270 8.452 -0.614 

(2.3) (3.6) (1.7) 	 (1.6) (1.5) (1.4) 

... 15.029 -1.101 ... ...Investment-capital ratio ... 
(2.6) 	 (2.4) 

... ... 8.207 -0.595Rate of return 	 14.440 -1.038 

(2.7) (2.5) 	 (1.7) (1.5) 

Foreign sector (FEC) ... ... -22.637 1.974 21.61 -1.622 

(3.7) (4.0) (5.0) (4.8) 

(FEC)
2 	 ... ... 41.196 -3.485 

(3.7) (3.9) 

3 	 .... .10 agrarian reform (VAR) 5.5 -0.34 ... 

(4.8) (3.4) 
3 ... 	 ...IO' (UAA')D6973 	 -0.14 ... 

(3.4) 

... ... ... -13.44 1.038Labor quality (ACM) ... 
(2.2) (2.2) 

D71 	 ... ... 1.964 -0.153 ...... 

(4.6) (4.5) 

D72 	 ... ... 3.348 -0.259 3.196 -0.248 

(6.5) (6.3) (3.8) (3.8) 

D73 	 -1.109 -0.066 .. ... 

(3.5) (2.7) 
D82 ,. -1 .91 

(7.7) 

Notes: 	 Nunbers in parentluses are [-ratios expressed in absolute values. PEAK is the highest historical level attained 

by ie output variable; FEC is tie foreign exchange constraint; UAR serves as a measure of tie intensity of 

the land reform; and ACM is the proportion of workers who migrated from agriculture in tie total employment 
in services. 

29 



Table 2- Summary results of output elasticities 

Variable Mean Low High 

Capital 
Agriculture 0.666 0.553 0.742 
Manufacturing 0.590 0.427 0.660 
Services 0.582 0.474 0.680 

PEAKa 
Agriculture 1.144 1.069 1.193 
Manufacturing 0.175 0.117 0.210 
Services 0.584 0.507 0.675 

Rate of return 
Agriculture 1.264 1.053 1.586 
Services 0.573 0.498 0.660 

Investlnent 
Manufacturing 1.340 1.110 1.480 

FECb 
Manufacturing 0.826 0.071 1.477 
Services 0.811 0.608 1.051 

Land reforn 
Agriculture ... -0.00064 0.00129 

Labor quality 
Services -0.126 -0.279 -0 004 

Note: The elasticities are cali .lated according to equation (18), where inputs are held conslanl.
aPEAK is the highest historical level atl.i ied for per capita output. 
bFEC is the foreign exchange constraint. 

Figure 3-Share of capital in agriculture, manufacturing, and services, 1962-82 

Percent 

75 

70 

65 

60 

55 

50 - Agri:ulture 
Manufacturing 

45 - Services 

40 iI I. - . 

1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 

Year 

30 



Figure 4-Output elasticity with respect to the peak of overall productivity, 
1962-82 
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Figure 5-Output elasticity with respect to the investment-capital ratio, 1962-82 
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Figure 6-Output elasticity with respect to the rate of return, 1962-82 
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Figure 7-Output elasticity with respect to the foreign exchange constraint, 
1962-82 
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Figure 8-Output elasticity with respect to the iabor force composition, 1962-82 
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The capital share in agriculture was independent of . (the value of 7tk,and nk was 
zero). This implies that the function is of the Cobb-Douglas form in the inputs. This 
was not the case in manufacturing and services, where the production function 
contains the quadratic term of In k. The computed values of the capital share are 
plotted in Figure 3. Aside from the big jumps during the Allende period, the shares 
are higher in the 1970s than in the 1960s in agriculture and services and lower in 
manufacturing. This is consistent with the slow recovery in manufacturing in the 1970s. 

The negative sign of nk. indicates that the labor share increases with k, and this is 
consistent with the elasticity of substitution, between capital and labor, being smaller 
than one. The value of the elasticity of substitution depends on the level of the factor 
share, thus it varied over the sample with a mean of 0.25 for manufacturing. The 
absolute value of ltkl is larger in services than in manufacturing, implying a lower 
elasticity of substitution in services. In agriculture, the elasticity of substitution 
between capital and labor is not statistically different from one, and thus is consider­
ably larger than in the other sectors. 

It is instructive to compare these results with other studies for Chile. Behrman 
(1972), using time-series data for manufacturing for the period 1945-65 and a differ­
ent specification, obtained estimates for the elasticities of substitution that are consid­
erably smaller than one. These findings are at variance with cross-section estimates 
obtained with firm data. Corbo and Meller (1979) report a value close to one. Such a 
difference is not uncommon and can be accotented for in terms of the choice-of-tech­
nique framework. Different firms make their investment decisions in different times 
conditional on different sets of state variables, including available technology. Thus 
the differences in the capital-labor ratios reflect variations in technology in addition 
to variations in the intensity of input utilization. The situation is different for sector 
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aggregates where most of the capital stock is predetermined and therefore the re­
sponse of technology to changes in the state variable is slow. 

This explanation is also consistent with the fact that a lower value was obtained 
for the elasticity of substitution in manufacturing than in agriculture, where the 
elasticity of substitution is one. There is a broader scope for changing the composition
of output, and therefore of techniques, in agriculture than in manufacturing. For 
instance, land or tractors can be reallocated to crops that differ in their labor require­
ments. It is this flexibility that is missing in manufacturing in the short run, where 
capital goods are more product-specific. 

The effect of PEAK, the rsidual carrier of technology, is positive in all sectors;
it is strongest in agriculture, with an average elasticity of 1.144, and weakest in 
manufacturing, with an average elasticity of 0. 175, whereas services is in between. 
The elasticity is smaller in manufacturing because in that sector the production
function includes investment, which also serves as a carrier of technology, whereas 
the other sectors do not include investment in the production function. 

Turning to the share equations, the coefficient of PEAKis positive for agriculture,
indicating that the trend of the implemented technical change was capital-using or 
labor-saving. As the elasticity of substitution in agriculture is one, the observed 
changes in the factor shares are not caused by changes in factor ratios. Such changes 
are attributed to changes in the implemented techniques where the new techniques are 
more capital-intensive than the existing ones. On the other hand, a negative coeffi­
cient of PEAK in manufacturing and services shows a trend of capital-saving or 
labor-using techniques. This may be accounted for by the restrictions on import of 
machinery that prevented the country from taking advantage of capital-intensive
techniques during the 1960s. The situation changed from 1974 on, but during that 
period considerable unemployment prevailed and there was no incentive to introduce 
labor-saving techniques in these two sectors. 

The output elasticities of PEAK are plotted in Figure 4. As seen from equation
(60), the oatput elasticities depend on k; therefore, variations in k induce variations in 
these elasticities. For instance, the elasticity in manufacturing is 3.525-0.27(111 k). The 
variations in k are largely cyclical; a decline in the level of activity results in a decline 
in employment, whereas the capital stock is fairly stable, hence k increases in 
recessions and declines in years of high activity. The same pattern is observed in 
services. That means that this elasticity has a procyclical pattern; it is positively
related to the level of activity, and specifically, sectoral "recessions" are not favor­
able to the introduction of long-run technical progress. The situation is different in 
agriculture, where there is no unemployment and the labor market clears by changes
in the wage rate. As the level of activity of nonagriculture declines, the off-farm 
migration declines and therefore the labor force in agriculture behaves in an opposite 
direction from that in nonagriculture. 

The investment-capital ratio was important only in manufacturing, where on 
average a one percentage point increase in the investment-capital ratio resulted in an 
increase of 1.34 percent in average labor productivity. The positive effect of this 
variable on productivity indicates that in manufacturing, the possible negative effect 
of the cost of adjustment was dominated by the positive effects of investment. The 
lack of significance of this variable in the other two sectors may be the outcome of 
the theoretical ambiguity with respect to the sign of the effect of investment on 
productivity. More likely, it reflects the collinearity between investment and the other 
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state variables, particularly the rate of return and FEC.The elasticity of the invest­
ment-capital ratio is 15.03-1.101(1n k), and thus it is also procyclical. The annual 
values ar-t plotted in Figure 5. The variable itself has a labor-using effect. 

The expected rate of return was significant in agriculture and services. The values 
of the elasticity, aln v/8R, plotted in Figure 6, are on average 1. 1 in agriculture and 
0.573 in services. Apparently, in the case of manufacturing, most of the information 
container] in the rate of return is better reflected in the investment variable and FEC. 
Howevet, it is important to note that, as will be seen in Chapter 6, the sectoral rates 
of return affect sectoral investment in all sectors, so that a decline in the manufactur­
ing rate of return will decrease the investment in that sector and thereby will have an 
indirect effect on sectoral productivity. This is also discussed in Chapter 9. 

The sign of the coefficient of the rate of return in the share equations is negative 
for both sectors, showing that the set of techniques becomes more labor-intensive 
when there is an increase in the expected rate of return. Thus, an increase in the 
agricultural price, which leads to a higher rate of return, will have a positive effeci on 
the share of labor in value added. This is explained in part by the changes in the 
composition of output, which became more labor-intensive when output prices and 
the rate of return increased. The same relationship was observed also in the post-study 
years, when a sizable real devaluation took place. Tile devaluation improved agricul­
tural profitability, which in turn increased the demand for labor, leading to higher 
wages and employment and to a change in the composition of output in favor of fruits 
and other export products that are labor-intensive. 

In services, the behavior of the elasticity with respect to the rate of return is 
procyclical. During the recessions of 1975 and 1982, the capital-labor ratio in serv­
ices increased and the elasticity fell. This implies a lower sectoral supply response to 
prices during recessions. In addition, a positive relation between the share of labor, 
on the one hand, and utilization of capital and other inputs, on the other, may also 
contribute to the explanation of the result. 

The effect of the external shocks, as measured by FEC, is observed in manufac­
turing and services with similar mean elasticities, around 0.8 (Figure 7). In manufac­
turing, the function has a quadratic tern that causes the elasticity to vary over the 
sample. The results indicate that when the value of FEC is low, as is the case in times 
of external crisis, the elasticity is high. For instance, during tile great recession of 
1975 that was triggered by the fall in the copper prices, FECdeclined from 0.228 in 
1974 to 0.112 in P'75, and the interpolated elasticity (between 1974-75) of FECwas 
1.206. This resulted in a decrease of computed manufacturing output by 13.9 percent. 
The actual reducticn of output in 1975 was 25.2 percent. The rest of the reduction in 
output is explained by the fall in employment and investment, which are also affected 
by FEC. In the severe recession of 1982, manufacturing output dropped 21.0 percent 
and FEC declined from 0.436 in 1981 to 0.239 in 1982. The direct effect of FEC 
explains about one-half of this decline, quite similar to the 1974-75 recession. 

The effect of FEC on services is consistent with the hypothesis that foreign 
shocks spill over to the nonprimary sectors. The mean value of this elasticity in 
services is similar to that in manufacturing, but the annual values are more stable. The 
numnerical reason for the higher stability is the exclusion of a quadratic term of FEC 
from the production function of services, because the coefficient was insignificant. 

The annual values of the elasticity of agricultural output with respect to the 
agrarian reform variable are not reported here. These values are positive, of the order 
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of magnitude of 1.3 percent, for the first period of the reform, 1965-68, and slightly 
negative for the second period, 1969-1973. This pattern is consistent with the descrip­
tion of the process given abo- either case the value is relatively small. The effect 
of the agrarian reform was o, -using. This can be related to the uncertainty of 
property rights created by the reform, which led to the implementat-on of techniques
less intensive in capital to avoid their being expropriated. This explanation is also 
applicable to the coefficient of the dummy of 1973 in the share equation for agriculture. 

The estimated elasticity of the labor quality variable in services, ACM, is plotted
in Figure 8. It has the expected sign: an increase in the proportion of labor drawn from 
agriculture implies a fall in services productivity. The estimate makes it possible to 
compute the differential productivity of "migrant" as compared with the average 
labor productivity of "nonmigrant" in services. The result is equal to 0.74. The mean 
of the ratio of the average rate of real wages in agriculture to the average rate of real 
wages in services is approximately 0.27. Assuming the agricultural wage to be equal 
to the marginal productivity of labor in agriculture, it is concluded that the marginal 
productivity of a migrant increases when he moves to nonagriculture but not to tile 
extent given by the wage differences between the two sectors. 

The dunmy variables for some years of the Allende period capture some of the 
shocks. The dummy variable for 1982 in the share equation for agriculture is intro­
duced to capture what seems to be data error. 

Another way f looking at the results of this analysis is to compare the residuals 
with those obtained by standard methods. Equation (18) summarizes the effect of the 
state variables on output with the inputs held constant. In the standard analysis, such 
variations in output appear in the unexplained residuals. Thus, the present analysis 
should have smaller residuals. This is indeed the case, as can be seen from Figures 
9-11, which compare the Solow residuals with those obtained in the present analysis. 
The interpretation is that, in pa. t, the residuals constitute changes in outputs caused 
by changes in the composition of techniques in response to variations in the state 
variables. 

Mining Production Function 

The endogenous productivity approach used in the other three sectors did not 
yield satisfactory results for mining. There were large discrepancies between the 
factor shares and the production elasticities that could not be accounted for in a 
meaningful way by economic variables. This finding is attributed to institutional and 
technological features of this sector (Coeymans 1990). The mining sector, in which 
copper is most important, was largely foreign owned up to 1965. Thereafter it was 
gradually nationalized, a process that began in the Frei administration and was 
pursued aggressively by the Allende administration. The nationalization ,,ad been 
anticipated for some time, and the fear of it during the 1960s might have led foreign 
owners to minimize labor conflicts (Lira 1974). The labor Unions in mining were on 
the whole very strong and effectively resisted reduction in employment, which remained 
stable during the 1960s in spite of the large fluctuations of copper production. 

Since 1971 most copper has been in the public sector. The decisions by the public
firms took into account "social" and political considerations rather than following
strictly the consequences of market prices. This is the reason that a sizable increase 
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Figure 9-Unexplained productivity in agriculture, as share of output, 
1962-82 
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Figure 10-Unexplained productivity in manufacturing, as share of output, 
1962-82 
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Figure 11-Unexplained productivity in services, as share of output, 1962-32 
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in employment, unjustified by economic reasons, occurred during the Allende ad­
ministration. After the military coup, the unions suffered a loss in their bargaining 
power, and in spite of the significant declines in real wages during some years, not a 
single strike took place. As a consequence, employment declined by 28.6 percent from 
the end of 1973 to the end of the study period, whereas output increased by 60 percent. 

To complete the model, a production function is fitted for mining in terms of 
capital alone, allowing for structural changes as explained below. This function 
means a perfectly inelastic supply in the short run. The long-run supply response is 
positive and its magnitude depends on the response of investment to prices. The 
estimated equation is 

V = 9008 - 24748(D7582) + 0.13506(K,-,) 
(7.8) (7.1) (8.1)
 

+ 0.20779(K,_)D7582 - 111 (ALLEN); (61) 
(6.4) (4.3) 

R 2 
= 0.977, D.W. = 2.06. 

The equation includes a variable (ALLEN) for the Allende period, when impor­
tant strikes and severe labor unrest occurred. The effect of labor unrest, similar to that 
of the agrarian reform in the case of agriculture, was not constant but had an 
increasing dynamic. To save degrees of freedom, the variable is a time trend for the 
three years of the Allende regime. This variable is strongly correlated with the 
number of working days lost in strikes. 
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D7582 is a dummy for the years 1975-82 that intends to capture the changes 
introduced in this period, mainly the nationalization and the military regime. The 
nationalization eliminated the uncertainty about the property rights of the copper 
mines prevailing since the early 1960s and also allowed for better coordination of the 
copper mines (Tironi 1974), which might have led to an increase in productivity. The 
fact that this was a period of labor discipline might have contributed as well. 

The slope of the function is a gross marginal product of capital in the sense that 
it also includes the contribution of labor. The results are 0. 135 for the first period and 
0.342 for the second one. PEAK was insignificant and was not included. It is 
postulated that much of technical progress is embodied in capital. 

In the policy simulations it is assumed that the average labor productivity is 
constant. The share of mining in total employment averaged 3.3 percent for the study 
period, so the assumption on the labor requirement in mining has little repercussion 
for the computation of unemployment. 

Conclusions 

The foregoing results differ from results obtained from sectoral aggregate pro­
duction functions. Aside from the numerical differences, tle approach presented here 
allows the coefficients, and therefore the factor productivities, to vary in response to 
the prevailing economic environment. For instance, the factor shares varied greatly 
over the study period. The common approach in studying production functions is to 
relate such differences to differences in inputs used. On the contrary, the approach 
presented here relates such variations, largely but not exclusively, to variations in the 
implemented technology. One of the benefits of this approach is that it provides a 
channel for evaluating the effect of policy, as well as business cycles, on productivity 
and on factor demand. 

More specific results indicate that there is a larger factor substitution across 
techniques than along a given production function. The indirect measure of technol­
ogy has positive effects in all the three sectors. Its elasticity is procyclical, so during 
recessions there is less incentive to expand technology. Favorable external conditions 
affect positively the productivity of nonprimary sectors. The elasticity with respect to 
the external conditions is anticyclical in manufacturing and procyclical in services. 
The effects of the expected rate of return in services and of the investment-capital 
ratio in manufacturing are procyclical, implying a lower response in recessions. 

The long-tern bias of the technology, as measured by PEAK, is toward labor­
saving in agriculture and labor-using in manufacturing and services. It is suggested 
that restrictions on import of machinery prevented the country from taking advantage 
of techniques that are capital-intensive. 

The agrarian refon in agriculture had a slight positive effect in its beginning 
years and a negative effect in the final years. 
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5 

LABOR 

In this study, the total labor force is exogenously determined. The allocation of 
labor between agriculture and nonagriculture is summarized by the migration equa­
tion, which is the first subject of this chapter. The employment in each of the 
nonagricultural sectors is determined by the labor demand, which is derived from the 
production function and the price equations, and the prevailing wages. The wages are 
determined largely by the macro environment and, most significant, are not market­
clearing, as can be verified by the considerable unemployment that existed during 
most of the study period. This is the second subject of the chapter. 

Off-Farm Migration 

Background 
The analysis follows the approach taken in Mundlak 1979, Cavallo and Mundlak 

1982, Coeymans 1982, and Mundlak and Cavallo 1989. It is therefore sufficient to outline 
the approach in general terms as a background for the specific application of this study. 

The labor supply of an individual is determined as a choice between leisure and 
consumption. Consumption is financed, in full or in part, by income derived from 
work. However, work is not a homogeneous option. Ordinarily, there are several 
possible occupations, some of which require investment in learning or a change of 
location, and a choice has to be made among the various alternatives. These alterna­
tives differ in both the level and the variance of the income stream that they generate. 
Location has two dimensions: work and residence. Residence affects the consump­
tion choice in terms of the availability of goods and services, their quality, and their 
prices. For instance, housing and food may be cheaper in rural areas, whereas the 
quality and accessibility of health and education may be better in the urban area. 

To put all of these in an optimization framework, imagine that the individual is 
maximizing his or her remaining lifetime utiliiy derived from consumption and 
leisure, subject to the market opportunities and the investment in learning he or she 
makes for each of the discrete alternatives available to that individual. The outcome 
of this optimization is summarized in terms of tile indirect utility function for each of 
the alternatives. The indirect utility function expresses utility in terms of the various 
variables that determine the earning and the consumption. The choice is then clear: 
select the alternative with the highest utility level. 

This framework is applied here specifically to the choice between farm and 
off-farm employment. This choice is influenced by the intersectoral income differen­
tial used here to measure the earning alternatives. Other things being equal, when 
income in nonagriculture is higher than in agriculture, labor will move to nonagricul­
ture. Such off-farm migration contributes to the closure of the income differential 
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between the tw, sectors. Will it lead to a complete closure of the gap? The answer is 
probably no, at least not until the economy is fairly well developed. First, other things 
are not equal, so the income differential is not the only consideration in the choice, 
and there may be comrpensations to lower income such as the price of the consump­
tion goods. Wlcther this is quantitatively important is an empirical question and there 
is not much evidence that it is. As optimization is concerned with lifetime income and 
is affected by the cost of migration, it is likely that migration will be an optimal option 
for some penple, s.-i ' the young, and not for others, say the old. There may be other 
attributes, such as gnder, that differentiate between people. 

It is thus possible that the market will be in a dynamic equilibrium, even with 
prevailing intersectoral wage or income differentials that are identified with disequili­
brium in the comparative static sense. The important fact to note is that the off-farm 
migration lasts for a long period of time. This can happen only if some of the state 
variables that determine the choice are also changing continuously. Why then would 
the state variables be changing continuously? One reason is related to the fundamen­
tals that affect agriculture, namely, declining terms of trade and labor-saving techni­
cal change. Another reason, not specific to agriculture, is related to demography. As 
the migration pays off for the young and not for the old, every year brings a new group 
of people for whom it pays to migrate. However, with time, this stock of potential 
migrants gradually diminishes, and therefore the migration eventually slows down, as 
can be observed in countries where the agricultural labor force constitutes only a 
small fraction of the total force. 

In general, the intersectoral labor migration in most countries is in one direction, 
out of agriculture, until the proportion of the labor force in agriculture stabilizes. In 
this respect, the Chilean experience is interesting in that the off-farm migration 
changed direction in the late 1970s and early 1980s, when unemployment in non­
agriculture reached high levels. This migration to agriculture had a suppressing effect 
on agricultural wages. 

The utility is unobserved, but the arguments entering the indirect utility function are 
observable and so is the outcome. It is then possible to make inferences about the 
quantitative importance of the various variables in making the choice. The choice can 
be expressed in terms of an index function that assigns a value of one to the chosen 
alternative and a value of zero to all the other alternatives. When the index function is 
summed over all the individuals, the total number of people who chose the particular 
alternative is obtained. Applying this to the decision of people in agriculture on whether 
or not to stay in agriculture, the off-farm migration is derived. The number of migrants 
is a function of the variables that enter into the decision of the individual. The quantita­
tive importance of these variables is determined by estimating a migration equation. 

Empirical Analysis 

Occupational migration is defined here as the net flow of agricultural labor to 
nonagriculture. It is computed using the following identity: 

Lit =(I + n)L1,1 -M,, (62) 

where Lit is the agricultural labor force in year t, n is the natural rate of growth of the 
labor force, ai.' M is the net outflow of workers from agriculture to nonagriculture. It 
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is assumed that the participation rate of the population in the labor force is constant 
and that there is no unemployment in agriculture I 

The dependent variable in the migration equation is the ratio of migration to the 
agricultural labor force, m, = MJL1, -. The short time series and the aggregate nature 
of the data restrict the number of explanatory variables in the regression, and the more 
important determinants of migration are concentrated on here: 

" Intersectoral income differential (d). The intersectoral income differential can be 
represented by the ratio of sectoral wages or total income, approximated by 
average labor output. Empirically, the wage rate performed better for nonagricul­
ture, and the average labor productivity performed better for agriculture. 

" Unemployment rate in nonagriculture (it). It is assumed that the smaller the 
unemployment, the higher the probability of obtaining a job in nonagriculture, 
and consequently, the higher the migration rate (Todaro 1969). 

" The composition of the labor force (RL). The composition is measured as the ratio 
of the labor force in nonagriculture to that in agriculture. The probability of a 
migrant's getting a job depends also oil the size of the market. The larger the 
market, the easier it should be to get a job. Also, it follows from the franework of 
the analysis as outlined above that for any given level of income differential and of 
the other state variables, the number of migrants increases with the size of the labor 
force in agriculture. These two considerations are taken into account by expressing 
the migration, measured as a proportion of the agricultural labor force, as a 
function of the ratio of tile labor force in nonagriculture to that in agriculture. 

* Real price of agriculture (P,). This variable is introduced to capture the differential 
effect of changes in tile cost of living. A constant difference in the cost of living 
between the two sectors is absorbed in the intercept of the equation. The sectoral 
incomes (or wages) are deflated by a cost-of-living index obtained as a weighted 
average of the prices of food and nonfood components. The price of agriculture is 
used as a proxy for food price, and the overall consumption deflator is used for tile 
cost-of-living index. Simple arithmetic shows that this effect can be summarized 
by introducing tile price of agriculture, deflated by the consumption deflator, P1,as 
a separate variable into the regression. The effect of this variable depends oil the 
relative weight of food in total consumption ill the two sectors. Tile coefficient of 
this variable will be zero when the weights are the same. 

Preliminary empirical results showed a large positive residual for 1972. This 
residual is attributed to the turbulence of the Allende period, specifically the agrarian 
reform discussed in Chapter 4. To avoid a bias in the estinlated coefficients of the 
other variables, a dlumnly variable, D72, is used for this year. 

As migration takes oil negative values, the dependent variable is in a linear form 
and not in logs, as is the case for the other variables. For statistical reasons, the 
migration equation is estimated jointly with the agricultural production function 
using 3SLS.8 The empirical equation is 

7The labor surveys for the study period show some unemployment in agriculture. This is interpreted here 
*asjob-searching in nonagriculture (Coeymans 1982).

8The disturbance in the migration equation affects the agricultural employment, the nonagricultural labor
 
force, and the unemployment at time t. It is also likely to be correlated with the disturbances of tie
 
production block in agriculture.
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in= -0.052+0.051 InRL, 1 +0.116 Ind, +0.238 In (1- ii,) 
(1.5) (2.2) (3.3) (2.6) 

+ 0.050 In P,- + 0.056 D72; (63) 

(1.2) (3.2) 
R2 = 0.72, D.W. = 1.9, n = 21. 

Numbers in parentheses are t-ratios expressed in absolute values. The reported R2 

corresponds to a dynamic simulation of the agriculture block as described in Chapter 
3. The fit of the migration equation, as indicated by the R2, is satisfactory. This is 
especially true if one considers tile method used to obtain the migration flow. 
Relatively small deviations of agricultural employment with respect to its trend imply 
large changes in migration. The signs of the coefficients of the labor ratio, income 
differential, and rate of employment are as expected. The price coefficient is not 
significantly different from zero. This suggests that there is no significant difference 
in the relative weight of food in the two sectors. As food prices are lower in the 
country than in town, the result is consistent with an inelastic demand for food. 9 

There is a significant difference between the coefficients of the unemployment 
and the income differential. 0 This is inconsistent with the Todaro (1969) formulation 
that migrants respond to the expected income differential where the expected income 
is the product of the income and the probability of being employed. In terms of the 
formulation here, where the variables are measured in logs, this assumption implies 
the same coefficient for the two variables in the migration equation. The coefficient 
of the probability of being employed, measured here by In (1 - u), is larger tlwn that 
of the income differential. Such an outcome is consistent with risk aversion behavior. 

The agricultural labor force is presented in Figure 12. The results of the estimated 
migration equation explain the variability in this labor force, which declined from 
707,000 workers in 1960 to 515,000 in 1973, a fall of 27.16 percent. The average rate 
of migration for the period was 3.86 percent. Thereafter, between 1973 and 1982, 
agricultural employment increased from 515,000 workers to 591,000, an increase of 
14.76 percent. The average rate of migration for the post-1974 period was 0.39 
percent. This rate is smaller than the natural population growth rate, aitd as a result, 
agricultural employment increased. The fall in tile migration rate is the result of a 
large increase in nonagricultural uemploynent and of the fall in the income differ­
ential. Unemployment increased from an average annual rate of 7.8 percent during 
1960-73 to 15.8 percent during 1974-82. This change contributes 2.28 percentage 
points to the fall in the migration rate. The fall in the income differential contributes 
2.38 percentage points. These two effects add up to 4.66 percentage points, whereas 
the total fall is only 3.47 percentage points. The difference is accounted for by tile 
positive effect of the labor ratio, the dummy, and regression residuals. 

Because agricultural labor constitutes a relatively small proportion of the labor 
force, the off-farm migration is quantitatively more important for agriculture tian for 

9The elasticity is unitary if the expenditure on food is independent of the food price and the income is 
held constant. As the income is larger in nonagriculture, the implied demand elasticity is smaller than one. 

10A likelihood ratio test rejected the null lypothesis of equal parameters at the 10 percent level of 
significance. 
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Figure 12-Labor force in agriculture, 1960-82 
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nonagriculture. This is different in countries where agriculture accounts for a large 
proportion of the labor force. Nevertheless, the accumulaied effect of migration on 
the nonagr-cultural labor supply is important in the longer run. In the shorter run, the 
main effect of the off-farm migratioa is on the unskilled labor segment of the market. 
Specifically, the migrants concentrate in the lowest i-.-come bracket of services. 

As explained in Chapter 3, it is assumed that agricultural wages are market-clearing. 
Figure 13 presents real wages in agriculture. Their trend is very different from that of 
wages in nonagriculture, as will be seen in the next section. This is particularly the 
case for the 1960s, when agricultural employment was declining, whereas wages 
show an upward trend. 

Nonagricultural Wages 
The behavior of the labor market is of great importance in understanding the 

performance of the economy in the study period. The main feature of the labor market 
in that period was the covariation of real wages and employment in spite of the 
considerable unemployment that prevailed during part of the period. This suggests' 
that shocks posit'vely affecting labor demand had a strong wage effetq., which in turn 
prevented a sharp decline of unemployment. This relationship between employment 
and real wages was affected by the volatility in the inflation rates. 

The study period can be divided into three subperiods, the 1960s, the post-1975 
recession, and the period in between that covers the Allende period and its immediate 
consequences. The general developments of the nonagricultural labor market can be 
observed by reviewing the data as plotted in Figures 14-16 for wages and in Figures 
17-19 for employment. 
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Figure 13-Real wages in agriculture, 1960-82 
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Figure 14-Real wages in mining, 1960-82 
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Figure 15-Real wages in manufacturing, 1960-82 
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Figure 16-Real wages in services, 1960-82 
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Figure 17-Employment in mining, 1960-82 
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Figure 18-Employment in manufacturing, 1960-82 
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Figure 19-Employment in services, 1960-82 
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The decade of the 1960s was a stable period, the rate of unemployment was low 
and declining, and inflation was relatively low. Per capita output, real wages, and 
employment were increasing. This was all changed at the end of 1970 by the 
incoming Allende government, which introduced expansionist policies. Nominal 
wages were drastically increased and price controls were imposed. Initially, these 
steps had a positive effect on real wages, which continued to increase and peaked 
around 1972 for manufacturing and mining and around 1971 for services. However, 
the policy was unsustainable, and inflationary pressure was building up. The inflation 
started to accelerate in mid-1972 and this led to a decline in real wages. The price 
liberalization in October 1973, at the beginning of the new government, caused an 
additional deep fall in real wages and an increase in unemployment that helped to 
further suppress real wages. Briefly, this period of mid-1972 through 1975 was 
characterized by high inflation, a decline in real wages and employment, ' 1d an 
increase in unemployment that reached high levels of 15 to 20 percent. TI' .re are 
some differences in wage behavior betweer services and manufacturing; neverthe­
less, the general pattern is similar. 

The recovery began in 1976 and continued until 1981. Employment started to 
increase but not enough to reduce unemployment substantially. Wages were increas­
ing again, but did not return to the pre-Alleitde level. The growth came to an end in 
1981, giving way to the recession of 1982, with a deep decline in the real wages in 
manufacturing and services. Real wages in mining held for another year and started 
their decline in 1983. 

To place the analysis within a broader time perspective, updated data for the 
economy as a whole for the period 1960-90 is presentt'l in Figures 20-22. These data 
are revised to take into account the census of 1980, and in this respect they differ 
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Figure 20-Rate of total unemployment, 1960-90 
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Figure 21-Total employment, 1960-90 
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Figure 22-Rate of aggregate wages, 1960-90 
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slightly from the data used in the model. Also, the unemployment rate is for the total 
labor force, whereas unemployment shown in Figure 23 is for nonagriculture only. 
These differences do not change the overall picture. In 1984 the aggregate wage 
began a mild gradual growth, with some fluctuations, which has cbntinued through 
1992. Unemployment reached its peak in 1983 and has declined since. The striking 
difference between the recovery in the 1970s and that in the 1980s is that in the later 
period the inflation was considerably lower, the increase in employment was 
stronger, the rate of unemployment was decreasing faster, and the rise in the average 
wage was milder. 

In brief, it appears that when unemployment and inflation were relatively low, as 
in the 1960s, real wages were steadily increasing. As the inflation accelerated and 
unemployment increased in 1973-75, real wages declined. The recovery of the real 
wages thereafter is associated with a decline in unemployment and reduction in the 
inflation rate. In the following analysis an effort is made to evaluate the consequences 
of all this for the determination of real wages. A description of sectoral differences is 
given first, followed by the empirical analysis. A brief historical review of events and 
institutions is given in Appendix 3. 

Sectoral Attributes 

The three nonagricultural sectors differ in some important attributes that affect 
wage behavior, namely, factor intensity, the demand for the final products, and the 
power of the labor unions. Mining is a highly tradable sector and is the main exporter. 
The most important industry in this sector is copper. The large copper mines were 
fully nationalized in 1971, ending a nationalization process that began in 1966. As a 
largely publicly owned industry, it had to follow the wage guidelines more closely 
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Figure 23 -Unemployment in nonagriculture, 1960-82 
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than other industries. Copper is the main export industry and the strikes there are very
costly. These attributes make the labor unions very powerful. Unions are also strong
in the oil industry, which is very capital-intensive and depends onl skilled labor. The 
situation is somewhat different in coal and iron, where much of the employment in 
mining is concentrated. These industries are more labor-intensive and pay lower 
wages than other industries in this sector. 

Manufacturing is more heterogeneous in its product composition and is less 
tradable than mining. Public finns are less important; therefore, wages are less 
affected by public wage policy than in mining. There is a relatively large number of 
unions, and their bargaining power is lower than in mining. The services sector is the 
least tradable; some of the industrie.; require but little skill and capital and are 
therefore easy to enter. 

The foregoing overview suggests that the macro shocks, as reflected by unem­
ployment and inflation, were major determinants of real wages. The effect of sector­
specific factors, if any, was of secondary importance. The empirical wage equations 
are specified accordingly. 

Review of Literature on Wage Determination in Chile 
Empirical estimates of wage equations for the Chilean economy along the lines 

of an augmented Phillips curve using quarterly data can be found in Corbo 1974, 
Behnnan and Garcia 1973, and Corbo 1985a. Similar models using annual data are 
found in Corbo 1974 and Behnnan 1977. 

Cort~izar (1983a) presents a critical review of the studies to date and an economet­
ric analysis of wages using quarterly data. Cortizar considers the institutional frame­
work with the official guidelines to be the main determinant of wages. His empirical 
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analysis shows no effect of umemployment on wages. A possible reason for this 
finding is that the sample is divided into three subperiods, 1964-71, 1974-79, and 
1980-81, and thereby the spread of unemployment is greatly reduced. The unemploy­
ment in the first period followed a declining trend with little variation around it; 
therefore, its effect may be difficult to capture in an empirical equation with other 
trended variables. The second subperiod had a larger variance in unemployment, 
largely because of 1974, which had a low rate compared with the other years in this 
group. However, the effect of this year was erased by using a dummy variable in the 
equation that was estimated from quarterly data. The last period is very short. 

There is another pertinent element that is related to the role of the official 
readjustment policy (for details, see Appendix 3). The frequency of the official 
readjustment declarations depended on the rate of inflation and varied between one 
and four times a year. The guidelines themselves are affected by the overall macroe­
conomic environment, specifically by the rate of inflation and the prevailing unem­
ployment rate. The timing of the major jumps in nominal wages was detenined by 
the timing of the official readjustment declarations, and this creates a strong correla­
tion between the official readjustment variable and actual wages. Therefore, when the 
official readjustment is included as a variable in a regression with monthly or 
quarterly data, as in Cortfizar (1983b), it accounts for most of the variations and 
dominates the contribution of the annual explanatory variables. 

Corbo (1985a) estimates wage functions for in. ,Iufacturing and nontradables as a 
part of a short-run quarterly model of inflation for the Chilean economy during 
1976-82. The relative wage changes are deternined by lagged inflation, the recipro­
cal of unemployment, the change in unemployment, and growth in productivity. An 
alternative version replaces lagged inflation with a measure of expected inflation 
constructed from the m~iodel Corbo concluded that lagged, rather than expected, 
inflation was the pertinent variable. The equations were not homogeneous of degree 
one in prices. He found that the change in unemployment was significant only at the 
10 percent level in the case of manufacturing, when imposing some restrictions on 
other parameters of the model, but was not significant in the case of services. This 
study is subject to the same limitations of Cortizar's study in that the variance of 
unemployment is relatively small and a dummy variable for 1982 was needed to 
explain the sharp decline in wages at the precise time when there was a sharp increase 
in unemployment. 

These studies suggest that the wage determination was strongly affected by the 
wage adjustment policy, that it was not responsive to unemployment, and that the 
homogeneity property of the wage equation was rejected. 

The Wage Equations 

The dynamics of sectoral wages reflect changes in the overall economic environ­
ment, so-called macro shocks, and sector-specific factors. The macro shocks were the 
main event in the study period and therefore serve as a natural starting point for the 
discussion. Wages are largely determined for a period of time and are subject to a 
contract, which specifies the effect of inflation on wages. The literature contains a 
taxonomy of contracts, depending on the way inflation is treated. Backward-looking 
contracts are based, in principle, on past inflation. However, some backward-looking 
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contracts allow for within-year adjustments to inflation; therefore, the nominal wages 
of such contracts are also affected by current inflation. Forward-looking contracts are 
guided by price expectations, agreed upon by labor and employers. Such expectations 
are formed on the basis of the available information, which also includes past 
inflation. In practice, with high inflation rates, all contracts were subject to some 
implicit or explicit indexat'on mechanism that allowed for a discrepancy between the 
current and expected inflation; thereby, current inflation had some effect on the 
current nominal wages. As explained in ippendix 3, the income policy of the 
government institutionalized this element ongoing adjustments of wages according 
to past inflation. Although the taxonomy is widely used in the discussion of wage 
determination under inflation, its usefulness is of limited importance because the 
contract types may change in response to the changing economic conditions. This is 
particularly the case when the economy is very volatile. 

As a starting point, it is useful to assume that the change in nominal wages 
depends on lagged, current, and expected inflation rates. Under forward-looking 
contracts, current inflation is replaced by the expected inflation, which is obtained 
conditional on the available information. The effect of these variables on nominal 
wages, nw, is summarized by an aggregate measure, P, referred to as the adjustment 
price and defined as a geometric average of lagged and expected prices. Let lower­
case letters denote the natural logarithm, In, of the variables in question; then 
pa = Xp, + (1 - X)p, I is the In of current adjustment price, p, is the In of the expected 
price, and p,- is the In lagged price. The measure of the price level used here is the 
consumption deflator, PC, so that p,= In P,. The expected iniiation rate was derived 
from a regression of inflation on the change in the money supply, rate of nominal 
devaluation, and three lagged inflation rates. The coefficients were allowed to change 
for the post-1975 period in order to capture the effect of the opening-up of the 
economy. Without real changes in the economy, nominal wages are expected to 
change at the same rate as the price level. This is the homogeneity hypothesis. 

Under the assumption that employment in nonagriculture is demand determined, 
unf-mployment may exist when labor supply exceeds demand at the ongoing wages. 
In this case, unemployment is likely to depress real wages. To allow for this effect, 
the wage equation includes a measure of the nonagricultural-unemploymlent rate, 
u1,1 = In (0.02 + 0.5 ul + 0.5 utl1). 1 In addition to inflation and unemployment, the 
equation includes lagged changes in real wages to allow for a gradual adjustment to 
the changing environment. 

In the absence of macro shocks, the changes in the wage rate are expected to 
reflect changes in demand and supply. The changes in demand are caused largely by 
changes in productivity as well as by changes in the final demand and the supply of 
intermediate inouts. Productivity shocks on the whole have ail upward trend and thus 
generate an expansion effect on labor demnand. The net effect depends also on the 
substitution effect, which may be negative if the technical change is labor-saving. 
Taking a long historical view, it is expected that the productivity shocks generate an 
upward positive trend in real wages. Su:ch shocks generate a correlation between 
current and lagged wages, ard this is captured by the lagged wages in the wage equation. 

1'In dealing here with the log of unemployment, aconstant of 0.02 is added to avoid numerical problems 

when iterations of the solution of the model have unemployment values that are close to zero. 
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Taking the above considerations into account, the sectoral wage equation is 
written in a general form, with the sectoral subscript omitted, as 

An , = PI + P2 u,, + API + a 3 AWt-, + a4 AWt2 + ',l (64) 

where A is the difference operator, for instance, Ap, = p, - p,-, w = In real wage,
obtained by deflating the nominal wage (nw); w = nw -p. The coefficient of Apt is 
one, reflecting the price homogeneity assumption, which implies that the inflation is 
fully transmitted to nominal wages. For the purpose of estimation and simulation, the 
equation is rewritten with the In real wage as the dependent variable. Rearrange and 
use the definition of p, to obtain 

Wt = PI + 1321n, + 133 V,-1 + P4't-2+ 5 w- 3 + XApe - Ap, + (I - X)Apt_ + s,, (65) 

where P53 1 + a3, 34 = a 4 - a 3 , and P35 = 1 - 33 - 34. Equation (64) was estimated for 
each of the three sectors by maximum likelihood. 

Dumrmy variables were added for 1972 and 1973. 

Stat:.tical Results 
The estimates of equation (65) for the three sectors appear in Table 3. The 

estimates were obtained by restricting the weights of all the inflation coefficients to 
add up to one in order to impose price homogeneity in the long run. This restriction 

Table 3-Nonagriculture wage equations 

Sector 
Variable Mining Manufacturing :;ervices 

Constant -0.100 -0.196 -0.182 
(1.0) (2.1) (3.0) 

Unt -0.069 -0.102 -0.090 
(1.5) (2.4) (3.3) 

wt- 1.0 0.749 0.902 
(6.6) (14.7) 

t2 . . 0.344 ... 
(2.3) 

APe, 0.862 0.775 0.674 
(12.5) (14.1) (21.6) 

D72 ... 0.151 
(3.3)

D73 -0.271 ... -0.237 
(2.7) (6.2) 

R2 0.904 0.914 0.944 
D.W. 2.28 2.13 2.67 

Note: Nunibers in parcnilieses are t-ration expressed in absolute values. 
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was tested and not rejected. The table does not report estimates for coefficients of 
lagged wages for mining, which were highly nonsignificant. 1

2 In the case of services, 
pretesting led to the exclusion of P4, implying that wages of services are affected by 
lagged changes of wages in t-I and t-2 with equal weights, a3 = a4. In the case of 
manufacturing, both P3 and 0, are included, meaning that the two lagged changes in 
wages have different weights. 

Clearly, unemployment had a negative effect on the change of real wages. This 
result is basically the same when using current or lagged unemployment separately. 
Given the nonlinearity of the unemployment variable, the effect depends upon the 
level of unemployment; the lower the unemploym-nt, the larger its effect on wages. 
This is illustrated in Table 4. For instance, a reduction of unemployment by one 
percentage point increases the rate of change of real wage in manufacturing by 0.89 
percent when the unemployment is 10 percent and by 1.58 percent when the unemploy­
ment is 5 percent. Therefore, when the rate of unemployment is relatively low, an 
increase in the demand for labor was translated largely to higher real wages, which in 
turn reduced the quantity demanded and made it difficult to further red C!unemploy­
ment. This result is of prime importance and will be discussed further in Chapter 9. 

Equation (65) is a second-order-difference equation in the rate of change of real 
wages. Thus, even though the effect of unemployment on the current wage may 
appear to be small, this effect accumulates with time to reach a substantial magnitude. 
To illustrate the implication of the numeri al result, consider for example a perma­
nent decline in unemployment of one prcentage point fromi a level of 10 percent. 
This has a cumulative effect, causing wages to climb in 20 years by 12.8 percent in 
mining, 19.4 percent in manufacturing, and 16 8 percent in services. This is a 
somewhat artificial exercise because unemployment is not exogenous and in general 
cannot be kept constant at a given level with real wages climbing. The purpose of the 
exercise is to poi,, to the difficulty that the economy had at the time in reducing the 
unemployment rate. This subject will be addressed again in Chapters 8 and 9. 

There are intersectoral differences in the strength of the response io unemploy­
inent: manufacturing is most sensitive, and mining is least sensitive. The weaker 
response in mining may be in part a reflection of the strength of the labor unions, 
which insulated the sector from labor-supply pressures. 

Table 4- Response of wages to a fall of one percentage point in unemployment 

SectorUncmploynent 
Level Mining NIanuracluring Services 

(percent) (percenlage poinls) 

5 
10 

1.071 
0.605 

1.577 
0.890 

1,384 
0.781 

15 0.421 0.620 0.544 
20 0.323 0.476 0.418 

12Specifically, pretesting diC not reject the null hypothesis th?.t P3 is erial to one and 34is equal to zero 
in the case of mining. Tis implies that a3 and a4 are eoual to zero. This is the specification most 
commonly used for the augmented Phillips curve. 
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The value of X,the parameter of the expected inflation, summarizes the nature of 
the dependence of real wages on changes in inflation. A value of one reduces the three 
inflation terms in equation (65) to A(p7 -p,), implying that lagged inflation has no 
effect and that real wages are affected only by the discrepancy between expected and 
current inflation rates, not by changes in the rates. This is 'he case when indexation 
operates as it is intended to. A value of Xsmaller than one implies that when inflation 
increases, even if expected, real wages fall and thus indexation is ncL fully effective. 
The estimates of this, parameter for the three sectors are significantly lower than one; 
the largest is that of mining, and the lowest is that of services, indicating that 
indexation was most effective in mining and least effective in services. These sectoral 
differences can be attributed to the specific features of each sector discussed above. 

The changes in real wages produced by inflation changes are self-correcting 
through the functioning of the labor market. To illustrate, an increase in unexpected 
inflation causes an immediate fall in real wages; as a result, the demand for labor will 
rise, unemployment will fall, and wages will recover. If this change in inflation is of 
a more permanent nature it will be included in the expected price and will affect 
wages directly. A similar argument follows for changes induced by other shocks such 
as those captured by the dummies. 

The effect of the level of unemployment on the changes in the sectoral real wages
is stummarized in Table 5. The table shows that when the level of nonagricultural 
unemployment is 20 percent, the change of wages is negative in manufacturing and 
services and is slightly positive in mining. This rate of unemployment is not sustain­
able, because under normal conditions the productivity growth is positive. For in­
stance, during 1960-90 the total labor productivity grew at an annual average rate of 
1.3 percent. The decline in the real wage due to the high unemployment rate, along
with the increase in labor demand due to the rise in productivity, would increase 
employment by more than the increase in labor supply and therefore unemployment
would decline. On the other hand, a rate of 3 percent unemployment is not sustain­
able, eithes .s it would require a productivity growth in the range of 8.7-10.8 percent 
to maintain te unemployment at that level. 

These results reflect the economic conditions in the sample period, and the question 
is to what extent they are robust. A partial answer can be obtained by referring to a study 
that used a similar wage equation for the aggregated economy for a longer period, 
1960-90, which includes the recovery of the 1980s that was obtained under lower 

Table 5-	 Change in real wages under different nonagricultural rates of 
unemployment and constant inflation rate during 1962-82 

Nonagricultural 
Unemployment Mining 

Wuge Change 
Munufacturing Services 

(percent) 

20 
15 
10 
8 
7 
3 

0.51 
2.31 
4.73 
5.99 
6.72 

10.81 

-4.07 
-1.43 

2.13 
4.(X) 
5.08 

11.09 

-4.60 
-2.28 

0.84 
2.48 
3.43 
8.70 
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inflation than that observed in the 1970s (Coeymans 1992). The unemployment variable 

used by Coeymans is for the economy as a whole and not for nonagriculture as in the 

present study. In Loth cases the unemployment figure is the same, but this figure is 

divided by the total labor force for the economywide measure, whereas it is divided by 
is, on average, 2the nonagricultural labor force in the present study. The latter rate 

percent higher than that of the economywide rate. The relationship between the unem­

ployment level and the change in the real wage obtained from the present study is given 

in Table 6. The results of Table 6 are quite similar to those in Table 5. 
recent data. Preliminary esti-It is interesting to confront the results with some 

mates for 1992 indicate that the unemployment rate was around 5.0 percent, real 

wages increased by about 4.5 percent, total employment increased by 4.0 percent, and 

total output increased by 9.0 percent, considerably higher than the 6.0 percent growth 

rate for 1991. This amounts to total productivity growth of 5.0 percent. These values 

are consistent with the values of Table 6. Of course, the question arises as to how long 

a productivity growth of 5.0 percent can !ast. Part of the growth in output is attributed 

to the growth in employment, which was made possible by the high unemployment 

rate and also by an incrcase in the labor force. The growth rate of the labor force 
1980s to 2.0 percent inl 1988-92.declined from 2.9 percent per year in most of the 

With unemployment reaching low values, further decline will be associated with an 

increase in real wages that will slow down the growth. 
To examine the dynamic behavior of the wage equations, they were solved and 

simple regressions between the dynamically simulated wages and actual wages were 

estimated. These regressions are summarized in Table 7. 
The constants are not significantly different from zero and the slopes are not 

significantly different from one, thus revealing the absence of dynamic drifts. The 

values of the R' of the three regressions indicate a good fit to the data. In Chapter 8, 

dynamic simulations are presented for the complete model, where unemployment is 

endogenous and the results are similar to those presented here. 

Conclusions 
The wage equations sumh.iarize the behavior of wages during the sample period, 

which was very unusual, and its applicability to different economic environments is 

Table 6- Change in aggregate real wage under constant rate of inflation during 
1962-90 

Rale or Overall 
IJnemloh)ymenl 

Change in 
Aggregate Real WV&!ge 

(percenlt) 

15 
13 
10 
8 
6 
4 

-2.658 
-1.649 

0.149 
1.019 
3.417 
5.736 

Source: Based on data from I. E. Cocyians, "Productividad, salarios y emplco enila eciCnnmia chilena: Un enfoque 

de oferia agrcgada," Cuadernos de Econonia 29 (87): 229-263. 
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Table 7- Dynamic simulation of nonagricultural wages: a measure of precision 
Coeimclent Mining Manufacturing Services 

Constant 0.16 -0.80 -0.60 
(0.22) (1.22) (0.99)Slope 0.99 1.08 1.06
 

R2 (16.02) (17.90) (18.80)
 
0.93 0.95 0.95 

Note: Numbers in parentheses are f-ratios expressed in absolute values. 

not straightforward. The most important result of this chapter is the statistical signifi-. 
cance of the unemployment variable for the explanation of annual real wages. This 
result is in contrast to some previous empirical studies for the Chilean economy and 
other Latin American countries. 

Another important result of this chapter is the empirical existence of price
homogeneity in the longer run, meaning the absence of a long-run trade-off between 
inflation and unemployment. In spite of price homogeneity in the longer run, changes
in the rate of inflation during the period of analysis had important effects on real 
wages in the three sectors, particularly in services. Accelerations of inflation experi­
enced during the sample period led to declines in real wages, and conversely, a
decline in the inflation rate resulted in a rise of real wages. This short-run effect was 
largest in services and smallest in mining.

The analysis supports the hypothesis that tie behavior of wages is procyclical if 
inflation is not correlated with the cycle. During booms, unemployment tends to
decline and, consequently, wages rise. However, if booms are accompanied by
sudden increases in inflation, the rise in r,-al wages may be delayed. 
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6 

CAPITAL 

7he sectoral stock of c, pital is built from sectoral investment. The decisions on 
invejtrnent are postulated :o take place in two stages: first, total investment is 
determined, and second, tht. total is allocated to the various sectors. The behavior of 
total investment over the sample period is plotted in Figure 24. Investment was 
increasing during the 1960s and it peaked in 1970-71, the beginning of tb,- Allende 
go-emnment. It then declined rapidly and reached a trough in 1976. From then oil it 
showed a strong recovery, and finally in 1980 it surpassed the level of investment of 
the 1960s. The recession of 1982 interrupted this growth. 

Figures 25-28 show the sectoral pattern of investment. All the sectors suffered 
from the recession in the early 1970s; however, the sectoral patterns are not the satne. 
Mining investment secns to be the most autonomous, or the least correlated with the 
investment of the other sectors. It thus ippears that the general shocks in the economy 
affected the various sectors differently. This can best be seen from the behavior of the 
sectoral shares in total investment shown in Figures 29 to 32. The discussion here 
aims at explaining these patterns. 

The discussion deals with the allocation of total investment among the various 
scctors. This allocation is assumed to be driven by the competition between sectors for 
existing resources. The overall investment reflects the resource availability to the 
ecoitomy as determined by saving behavior, in the houschold and public sectors, as well 

Figure 24-Total investment, 1961-82 
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Figure 25-Investment in mining, 1961-82 
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Figure 26-Investment in agriculture, 1961-82 
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Figure 27-Investment in manufacturing, 1961-82 
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Figure 28-Investment in services, 1961-82 
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Figure 29-Share of investment in services, 1961-82 
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Figure 30-Share of investment in mining, 1961-82 
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Figure 31-Share of investment in manufacturing, 1961-82 
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Figure 32-Share of investment in agriculture, 1961-82 
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as international mobility of capital. These are not very responsive to sectoral investment 
decisions and can therefore be considered exogenous in the present analysis. As a 
consequence, similar to the analysis of intersecteral allocation of labor, the allocation of 
investment will depend on the intersectoral differential rates of returns. 

The Model 
To outline the framework that leads to the empirical analysis a competitive firm is 

considered, choosing the time path of inputs so as to maximize the present value of its 
income flow. Output is produced with variable and durable inputs, referred to as capital.
To simplify the presentation, a single-technique production function is assumrred. The 
supply of the variable input a is perfectly elastic at the price w. The supply price of the 
capital good is labeled by q, and the net cash flow, G, at time t is written 

G(t) =p()F[a(t),k(t)] -- v(t)a(t) - q(t)[k (t)+ 6k (t) + c(k)], (66) 

where k= dk/dt, c is the internal cost of adjustment, and 6 is the depreciation rate. Let 
i be the interest rate, invoke certainty equivalence, and the problem is that of selecting 
a time path for the inputs: 

Maximize Eofe-i'G(t)dt,k(t),a wt.kw(t 0	 (67) 

subject to the initial condition k(O) = k0; the definition of investment, I = k + 6k; the 
transversality condition; and where E0(X) is the expected value of X conditional on 
the information set at t = 0. 

The first order conditions are 

aG(t) = aF
 
aa(t) 0, implying that at any t, = w/p, (68)
 

and the Euler equation, 	 G(t) _ d a Lm _
 
aGkt dt I aG(t)l=
 

The condition in equation (68) is extremely important for empirical analysis. It 
states that along the optimal path, the use of the inputs that do not affect revenue or 
cost in subsequent periods is determined by equating their marginal productivity to 
their real prices in each period. This leads to a recursive system. First, at each period
the optimal levels of the variabi inputs are determined as functions of the state 
variables of that period, s(t) and k(t). The outcome is the restricted or short-run factor 

.;mand that is substituted in G(t) to replace the inputs. This results in the restricted 
profit function, which, for the present discussion, can be condensed on k(t), iR[k(t),
s(1)]. Second, k(t) is determined so as to maximize 

L[k(t), i] =foe-h[n[k(t),s(t)] - q(t)[k (t) + 6k(t) + c(k )])dt, (70) 
40 

subject to the conditions in equation (67). 
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The solution of this problem provides the optimal time path of k(t): 

A 

k (q, q, 6, i, c, w,p,AT), (71) 

whert. q is the rate of change of q. Heuristically, at the optimal level, the value marginal 
prr-uctivity of k is equal to the user cost of capital, allowing for the appreciation of the 
r'ace of the capital good and the cost of adjustment. All the variables in equation (71) are 
functions of time. Obviously, the decision on the optimal time path of k requires 
knowledge of the time path of all the state variablc., and within this framework they are 
replaced by expectations. How to incorporate the process of expectation formation in the 
analysis is a major topic of current research in this area. The possible gain from 
simultaneous treatment of expectation and investment decisions in the study sample was 
not thought to justify further complicating the analysis. The introduction of the expecta­
tion is explained in the empirical part that follows. 

In a small sample it is impcssible to include empirically all the variables that 
appear in the argument of equation (7 1). Therefore, the prices and other state vari­
ables that affect the profits, such as the available technology, AT, are replaced by the 
rate of return, R. The higher the expected rate of return, the higher the investment 
demand. The investment demand is obtained as the difference between k*(t) and the 
available capital, k(t): 

Id(q,R,i,t) = ki (q, R,i,t) - ki(t). (72) 

Sumning the investment demand over all firms in the industry, the industry demand 
is obtained: 

I cak*(q,.)Iaq <0.Id(q,.) = I[(q,.), dad(q,.)1aq = (73) 

The following discussion concentrates on q; therefore (q,.) is used to represent the 
argument in equation (72). 

The expression in equation (71) includes the cost of adjustment, an idea devel­
oped to account for the fact that firms close the gap between the existing and the 
optimal stocks of capital gradually rather than in one step (Eisner and Strotz 1963; 
Lucas 1967; Gould 1968; and Treadway 1969). It postulates that investment requires 
diversion of resources away from production so that there is a trade-off between 
output of the final product and buildup of the capital stock of the firm. When dealing 
with the industry as a whole there is another important force that dictates a gradual 
adjustment of the capital stock-the availability of resources as reflected in the 
supply of capital goods. This represents limitations that are external to the firm and 
are referred to as the external cost of adjustment. External cost of adjustment was 
recognized in the original work of Eisner and Strotz (1963). 

The overall resource constraint is the source for the sectoral competition for 
existing resources, and as such it is the main force that dives the intersectoral 
allocation of investment. The resource limitation reflects saving behavior by the 
household and public sectors as well as international mobility of capital. These are 
not very responsive to sectoral investment decisions and are therefore considered to 
be exogenous in the present analysis. As a consequence, similar to the analysis of 
intersectoral allocation of labor, the allocation of investment will depend on the 
intersectoral differential rates of returns. 
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The supply price of the capital good is postulated to increase with the rate of 
investment. To normalize the investment for the size of the economy, the measure of 
the intensity of investment is taken as its ratio to the capital stock: 

qs(I/k,,t), a,?/l(I/k) > 0. (74) 

Write the inverse function, I3/k = I(qj), then q is determined by equating 

I"I(q,.,t) = Is(q,t,k). (75) 

Substituting the price that solves this equation back in equation (74), the investment 
function for sectorj can be written as 

lj (Ilk, Rj, i, t). (76) 

Let 0 be the share of sectorj in total investment, and use equation (76) to write 

i ,i (77) 

where R is the vector of the sectoral rates of return, R. This analysis shifts the gradual 
response of investment to scarcity of capital. The scarcity simply reflects the fact that, 
at any time, resources are finite, and if more of them are demanded in one industry
they have to be bid away from another industry, a process that requires adjustment in 
price to equate supply with demand. The price, so deternined, allocates the invest­
nient goods among all producers. The essence of this analysis is that there is a 
difference between the price of the investment good perceived by the finn to be 
constant and the supply price to the industry, which varies with the level of invest­
ment. A similar equation was estimated by Cavallo and Mundlak (1982) and Mund­
lak, Cavallo, and Domcnech (1989) for Argentina. The results show that the share of 
agriculture in total investme it increases with the relative profitability of agriculture. 

Variables 
The empirical equation is a linear version of equation (77). The vector R is 

decomposed to an expected component, R, and to a transitory component of the 
actual rates of return in the sector under consideration. 

Expected Rates of Return 
The actual rates of return used in this study, defined by equation (16), are nominal 

profits after taxes, divided by the nominal value of fixed capital.' These values,
referred to as "actual," are plotted in Figures 33 to 37. For agriculture, two measures 

13More precisely, as the capital stock is for the beginning of the year, it is deflated by PC,.,, whereas the 
profits are deflated by PC,. 
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Figure 33-Rate of return to capital in agriculture, including land, 1960-82 
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Figure 34-Rate of return to capital in agriculture, not including land, 1960-82 
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Figure 35-Rate of return to capital in mining, 1960-82 
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Figure 36-Rate of return to capital in manufacturing, 1960-82 
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Figure 37-Rate of return to capital in services, 1960-82 
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of capital are used: with and without land. The rates of return of all sectors reflect the 

decline in profitability in the early 1970s and the recession of 1982, but at the same 

time they show somewhat different patterns. Agriculture s iffered from a declining 
as can be seen from Fil ure 33. Because of theprofitability after the mid-1960s, 


declining land prices, this declining trend in profitability is not detected when the rate
 

of return is computed from a capital series inclusive of land.
 

The expected rate of return is obtaitned from a regression of the current rate on three 

lags, AR(3), with the sun of the coefficients equal to one. The regressions of manufac­

turing and services also contain the change in tile foreign exchange constraint (FEC) 

discussed in Chapter 4. This variable summarizes the "news," not contained in the 

AR(3), related to sudden changes in expectations on future growth and returns caused 

by external shocks. It has been previously indicated that most recessions in the Chilean 

economy have been triggered by external shocks, summarized by FEC,and that these 

shocks affected mainly manufacturing and services. 

The transitory component is computed as the difference between the actual and 

the expected rate. 

The Interest Rate 

There is no good time series of interest rates for the period as a whole. Prior to 
were fixed and creditthe liberalization of the capital market in 1975, interest rates 

was rationed. For this reason, published interest rates previous to the liberalization of 

the capital market in the Chilean economy (1975) do not properly reflect the alterna­

tive cost. ",i&ere is a dramatic change in the published rates following the liberaliza­
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tion. Therefore, the published figures were included here only for the post-1975
period, and a constant value of 16 percent was used for the years before 1975 .14 

Quantitative Restrictions on Imports 
During some of the sa~nple period there was an acute scarcity of foreign ex­

change, and quantitative import restrictions were imposed. These restrictions affectedthe supply of new machinery. Ffrench-Davis (1973) developed an index of the
quantitative import restrictions, which is quoted in Table 8. The index is inversely
related to the degree of restrictions; the higher the index, the weaker the restrictions. 

The import restrictions affected more the sectors with a relatively high importcomponent in investment. There is a strong negative association between the Ffrench-
Davis index and the ratio of imported machinery to the total capital stock in machines.
Following the foreign exchange crisis in 1962, there was a large increase in quantita­
tive restrictic.is in 1963. To captute the effect of this change in regime, a dummyvariable, (D63), was introduced. It turns out that this variable is significant only in 
manufacturing, a sector highly intensive in imported machinery. 

Political Environment 
During the Allende administration (November 1970 to September 1973), direct

and indirect interventions in the price system were abundant, and property rights wereseriously affected. The nationalization of copper mines was completed in 1971, and 
as discussed in Chapter 4, the agrarian reform that had started as a gradual process inthe previous administration went out of control and an arbitrary wave of expropria­
tions exploded. The nationalizations during this period were also extended to manu­
facturing, banking, and wholesale trade. The growing importance of the public sector
in the various industries is presented in Table 9 for three selected years.

The first year in the table, 1965, represents the situation during the 1960s. Mostof the increase in the degree of public involvement observed in comnp:ring the firsttwo columns of the table occurred during the Allende administration. Information on 

Table 8--Index of quantitative import restrictions, 1960-65 

Ffrench-l)uvis Frrench-DavisYear Index Year Index 

1960 15 1966 101961 20 1967 121962 16 1968 1

1963 7 1969 121964 8 1970 13 
1965 
 7 1971 H.A. 

Source: Based on data fromnR. Ffrench-Davis, Politicai icondmnicas en Chile 1952-1970, Ediciones Nueva
Univcrsidad (Santliago: CEPLAN, 1973).


Note: n.a. means not available.
 

14The value of the interest rate for years before 1975 issomewhat arbitrary; it was chosen empirically by
pretesting. 
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1981 

Table 9-Share of public firms in gross sectoral output, selected years 

Seclor 	 1965 1973 


Mining 0.13 0.85 	 0.83 
( 12Manufacturing 	 0.03 0.40 
0.7:5Utilities 0.25 1.00 

Transport 0.24 0.70 0.21 
0.96TeleconinniucaIioils 0.11 0.70 

Financial services ... 0.85 0.28 

Source: 	 Based on data fron I. F. Rojas, "State, Industrialisis, and Clas; Alignments: A Study of the Social 6bstacles 
toCapoial Fonnalion,Chile 964-1986- (Ph.D. dis,. Duke University, Dtrham, N.C., U.S.A., 1990). 

the agrarian reform shows a similar trend. The crowding out of the private sector was 

accompanied _v increasing the share of the public sector in total investment, which, 

according to Rojas (1990), exceeded 80 percent during the Allende period. These 

even1ts can blur any relationships between the sectoral rates of return and investment; 

to,acount for them, dummy variables were used for this perior. 
IThe incoming military government in September 1973 lost no time il) reversing 

p,evious nationalizations. The wave of privatization did not, however, include mining 

firms or sone services activities. As a consequence, there was a transition pe:'iod of 
uncertainty in the public finns about their future, and this reduced the incentives for 

that sector to continue to invest. In addition, the announcement in 1974 of trade 

libei-alization paralyzed investment it manufacturing, the sector with the highest 

proportion of inport-substitution activities. This year is also represented by a dumnlny 
va,iable. 

Empirical Results 

The nodel involves a large number of parameters. To avoid a substantial loss of 

degrees of freedom for the estimation, homogeneity and symmetry restrictions were 

introduced. Homogeneity, as defined here, implies that an equal increase in the 

expected rates of return in all sectors will leave the investment allocation unchanged. 
If Iu,is labeled to be the coefficient of the expected rate of return of sector i in 0), the 

share of sectorj intotal investment, then symmetry implies that It= It,. Also, to save 

degrees of freedom, a pretesting was applied to elitninate the coefficients with low 

t-ratios. Since the system allocates a given amount of investment anong sectors, it 

fulfills the adding-up restriction, 0 = 1.Therefore, one of tile four sectors had to be 

excluded from the estimation. The omnitted sector is services, and the coefficients for 
the services equation are obtained frotn the adding-up identity and the other two 
restrictions. 15The sectoral equations were estimated simultaneously, using seemingly 
unrelated regression niethod. The results are reported in Table 10. 

were ob-The coefficients with an asterisk (*) were not estimated directly but 
tained by using the above restrictions. Numbers in parentheses are the absolute values 

15The final form of the system involves 21 free coefficients. 
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Table 10- Intersectoral investment allocation 
Variable Agriculture Mining Manufucturing Services 

Constant 0.182 0.187 0.397 0.234* 
(5.6) (4.9) (5.3) 

R~e 0.403 ... -0.09i* -0.312* 
(2.3) 

R2e ... 0.359 -0.196* -0.164* 
(4.1)
 

R3e -0.091 -0.196 
 0.443 -0.156* 
(1.3) (2.8) (2.4)
 

R5e -0.312* -0.164* -0.156* 0.631"
 
R3t ... ... 0.406 -0.406* 

(2.0) 

-1.063 -1.723 -1.965 4.751* 
(2.5) (3.5) (2.8) 

S... ... -0.116 0.116* 
(3.6)
 

0I:- 0.373 
 ... ... -0.373* 
(2.9)

02,- ... 0.507 ... -0.507* 
(4.9)

D63 ... ... -0.047 0.047* 
(1.9)
 

D7 i ...... -0.040 0.040*
 
(1.8)
 

D72 
 ... ... -0.086 0.086* 

(3.3)
 
D73 ... 
 0.054 ... -0.054* 

(2.5)
D74 ... 0.041 -0.209 -0.168* 

(1.7) (6.0) 
it 0.559 0.834 0.776 ... 

Notes. The dependent variable is tiesectoral shares in total gross investment; numbers in parenthcsrs are t-values 
expressed in absolute values; and R2 is obtained from dynamic simulation. Secthe glossary of symbols for 
definitions of variables. 

=
*The coefficient was not estimated directly but was obtained by using the restriclions h,, h), and E 0 I. 

of tlk-t-ratios, which are reported only for the coefficients that were estimated 
directly. The values of R- are obtained from the regressions between the observed and 
fitted values of dynamic simulations conditional on rates of return. Results of dy­
narnic simulations obtained by using the complete model, where rates of return are 
endogenous, are reported in Chapter 8. 

The coefficients of the own expected rates of r,.-ns are "',sitiveand significant
in all sectors. The responses of the first three sectors to their own expected rates are 
fairly similar, that of mining being the lowest. The most responsive sector to its own 
rate of return is services. The cross effect between agriculture and mining was not 
significant and was discarded. The remaining cross effects are all negative, indicating
competition among the sectors. The strongest observed substitutions are between 
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agriculture and services and between manufacturing and mining. In all four sectors 
the own rate of return is more importait than individual cross effects. 

The transitory component of the rate of return was relevant only in manufactur­
ing. The lagged share of investment was not significant in manufacturing and there­
fore was omitted. These two results suggest that manufacturing investment had less 

inertia than the other three sectors. This may reflect technological condiions, but it 
may also be because the equation for manufacturing has the largest number of dunmy 
variables, which, empirically, can break any appearance of inertia. 

The partial effect of a decrease in the rate of interest in the post- 1975 period is 
positive in manufacturing and negative in services. But as a decline in the rate of 
interest has a positive effect on total investment and thereby on I/K, it also affects 
sect .-al investment shares through the variations in I/K. Total investme'it is biased 
toward service:; in that an increase in I/K is associated with an increase in the share of 
services at the expense of the other three sectoral shares. Taking this effect into 
account, the response oF st'rvices investment to a decline in the interest rate is 
positive. The lack of direct response of agriculture and mining to changes in the 
interest rate shows that these sectors benefited from sector-specific credit programs, 
and therefore were greatly detached from variations in the interest rate. 

The effect of import restrictions of 1963 are detected only in manufacturing and 
services. The dummies for the Allende period were significant mainly in ma:ufacturing 
and services. The dummy for 1974 was significant in all sectors except agriculture. 

The equation for agriculture has the simplest final form. It does not have dummy 
variables. On the other hand, among the three estimated equations, manufacturing 
was the most perturbed by exogenous shocks not captured by the explanatory vari­
ables of the model other than the dummies. 

In order to evaluate the effects of chages in the rates of return- on the. stocks of 
capital, simulations of exogenous increases of five perccintage points in rates of 
return, in one sector at a time, are performed.1 6 The increase is maintained for the 
period as a whole. The percentage changes of the sectoral capital stocks after a given 
number of years are presented in Table 11. 

The expansion of the stock of capital in agriculture is made at the expense of 
manufacturing and services. Considering the relative sizes of the sectoral stocks, the 
contribution of services is much more important. The expansion of mining capital is 
at the expense of manufacturing and services. Again, due to the sizes of the sectoral 
stocks, it is services that provides more resources. The expansion of manufacturing is 
made at the expense of agriculture and mining. The expansion of services is "fi­
nanced" by the other three sectors, with manufacturing paying the lowest c( st, both 
in terms of percentage change of the stock and in terms of the amount of resources 
involved. 

The exercise shows that even though investment is respon.ive to changes in the 
rate of return, it takes a long time to obtain a substantive change in the capital stocks. 
Therefore, the slow intersectoral mobility of capital implies that intersectoral differ­
entials in the rates of return can prevail for long periods. 

16For instance, if the observed rate is0.15, it is increased to 0.20. 
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Table 11- The response of sectoral capital to na increase of five percentage 
points in a :ectoral rate of return 

Year
 
Sector 2 5 10 15
 

(percent) 

Increase in Agricultural Rate of Return
 
Agriculture 1.1 4.7 11.0 14.6
 
Miaing 0.0 0.0 0.0 0.0
 
Manufacturing -0.2 -0.7 -1.5 -2.5
 
Services -0.2 -0.8 -2.1 -3.1
 

Increase in Mining Rate of Return
 
Agriculture 0.0 0.0 0.0 0.0
 
Mining 1.2 7.0 15.2 18.9
 
Manufacturing -0.4 -1.4 -3.3 -5.3
 
Services -0.1 .-0.6 -1.8 -2.8
 

Increase in Manufacturing Rate of Return 
Agriculture -0.2 -1.0 -2.4 -3.2 
Mining -0.5 -3.5 -8.0 -10.1 
Manufacturing 2.0 4.3 8.4 13.0 
Services -0.3 -0.4 -0.1 0.1 

Increase in Services Rate of Return
 
Agriculture -0.9 -4.2 -8.9 -11.7
 
Mining -0.7 -3.7 7.3 -9.0
 
Manufacturing -0.4 -1.3 -2.7 -.. 4
 
Services 0.4 1.7 3.9 
 5.7 

The s.imulations show that an lncre.,se in the own rate of return leads to an 
increase in the own sectoral capital stock. The response of services is the weakest of 
all sectors in spite of its having the largest coefficient of expected rate of return. The 
rezoon is that this sector accounts for more than one-half of the overall capital stock. 
Thus, the same amount of additional investment implies a smaller percentage change 
in services than in oilier sectors. 

The empirica, equations are used to simulate the sectoral capital stocks. This is 
done within the framework of the zotnplete model as described in Chapter 8. The 
results are summarized in Figures 38 to 41. 

Concluding Remarks 

The main result of the for-c,- ' discussion is the revealed response in the 
allocation of investment and, throu a it, of capital to sectoral profitability as meas­
ured by the rate of return. Sectoral investmen' . responsive to the own rates of return 
as well as to the rates of the other sectors. The cross effects reveal the existetrce of 
competitive relationships among sectors. 
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Figure 38-Capital stock in agriculture, not including land, 1960-82 
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Figure 39-Capital stock in mining, 1960-82 
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Figure 40-Capital stock in manufacturing, 1960-82 

Billion 1977 pesos
150 

130 

110 

90 -

Actual values 

Simulated values 

1960 1962 1964 1966 1968 1970 1972 

Year 

1974 1976 1978 1980 1982 

Figure 41-Capital stock in services, 1960-82 
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The share of services investment is the most responsive to its own rate of return 
and the share of mining is the least responsive. However, due to the relative sizes of 
the stocks of capital, the stock of mining has the largest reaction and that of services 
the smallest. 

The allocation of capital in response to market signals is far from being instanta­
neous and it accumulates with time. For this reason, intersectoral differences in the 
rates of return can prevail for long periods. 

Finally, the parameters of the system reflect the past structure of the economy 
during a very turbulent period and should be used with care for prediction purposes. 
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7 

PRODUCT PRICES 

The sectors under consideration are heterogeneous in that their output consists of 
three types of goods, importable, exportable, and nontradable. As a result, the sectoral 
price (at user or retail level) is a weighted average of the prices of these goods. This 
approach, taken by Mundlak, Cavallo, and Domenech (1989), is introduced in Chap­
ter 3, and here it is shown how it was implemented empirically. For this, equation 
(17), which serves as a point of departure, is rewritten as 

= c ,,r'a.PI -ca-a 

X -hj,i-j (78) 

where Pj and P. are the domestic prices of the exportable and importable goods 
defined in equations (19) and (20). 

The purpose of the empirical analysis is to estimate equation (17). However, this 
is impossible because the price of the nontradable good, P,, is unobserved; it is 
simply impossible to identify an important sector of the economy that is completely 
nontradable. The production of every product has a tradable component, and the 
various products differ only by their degree of tradability. Still, it is possible to 
approximate the price equation under some reasonable assumptions. In Mundlak, 
Cavallo, and Domenech 1989, P1 is expressed as a function of the macro and trade 
variables. In turn, this function replaces P in the sectoral price equation, such as 
equation (78). 

Here, a different approach is taken. It is assumed that the price of the nontradable 
product is equal to the average cost of its production. Assuming constant returns to 
scale, the average cost can be viewed as the value of the average cost function. This 
function is written as a geometric average of the wage rate and the consumption 
deflator as representing the other prices that should enter the function. Writing this in 
nominal terms, 

NPIt = b0
Deflating by PC, 

(NW)b 

--bw 

(pC) 1-b. 

. 

(79) 

(80) 

Combining equations (17) and (80), 

Sa , Wf ,-,-%) (81) 

where co = a 0 0bo',. The sum a., + a, is viewed as a measure of the sector tradability. 
The overall price level, as measured by the consumption deflator, reflects the 

wages, but it also reflects the prices of traded products, and the two may be strongly 
correlated. In this case, the value of bi in the empirical analysis may be close to zero. 
In fact, the wage appear. to be empirically relevant only in manufacturing. 
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In preliminary work, b0 was allowed to vary with a measure of the excess demand 
for the sector otput and with labor productivity. This formulation was not supported 
by the data and was ignored, and the coefficient is taken to be a constant. 

Agriculture 

Agricultural commodities are in principle largely tradable, and their prices are 
strongly influenced by the world prices. However, the link between the world and 
domestic prices can be completely distorted by domestic pol'cies. This indeed was 
the case during a great part of the study p' riod. The agricultural policies during this 
period were studied by Hurtado, Muchnik, and Valdds (1990). It appears that all 
means of interventions were used, depending onl the time and the commodities, such 
as direct price controls, export and import quotas, interventions in the marketing 
process, and use of a public agency to sastain prices. In fact, it is suggested that until 
1974 the prices for the bulk of agricultural output can be seen more as policy variables 
than as an outcome of market forces. As indicated by Hurtado, Muchnik, and Valdds, 
the price and trade liberalization process that started in 1974-75 in the economy at 
large was not immediatery applied to agriculture. It was implemented only gradually, 
and as late as 1977 the government was still intervening in the determination of prices 
of wheat, sugar beets, and oilseeds. The liberalization in agriculture reached its high 
point by 1981, but, interestingly, a new wave of direct intervention, although much 
more moderate than the one that had previously prevailed, started after the study period. 

In view of this rcord it is expected that the role of world prices in influencing 
domestic prices would vary over the period in accordance with the changing policies. 
To take this into account, the empirical analysis is conducted by subperiods. This 
reduces the number of observations considerably; therefore, it is necessary to keep 
the number of parameters to a minimum. Thus, the exportablcs and importables are 
aggregated, using their relative weights in trade, to obtain a price index of the traded 
component, P,, This price is deflated by PC.The log of the domestic prices is then 
regressed on the log of the price of tradables. The elasticity of the tradable price was 
not significantly different from zero for the period 1962-74, nor was it significant for 
the whole study period of 1962-82. However, the results are different for the period 
of liberalization, as can be seen in Table 12. 

The value of the elasticity changes from 0.25 when computed for 1975-82 to 0.68 
for 1977-82. Thus the importance of the tradable price increases as the years of strong 

Table 12- Agricultural price equation 

Coefficient 1975-82 1976-82 1977-82 

Constant -0.136 -0.128 -0 112 
(4.3) (4.7) (4.7) 

PIT 0.251 0.409 0.677 
(1.9) (3.0) (3.7) 

Adjusted R2 0.28 0.56 0.72 

D.W. 1.08 1.52 1.78 
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intervention are dropped. Of course, the exercise of eliminating observations cannot 
go much further due to the small sample size. 

What then is the relevant value of Tbc elasticity of the tradable price? This is a 
legitimate question, considering the tragile nature of the results. The answer is 
somewhat indirect because of the referernce here to a similar study for Argentina for 
a much longer period, 1913-84, by Mundlak, Cavallo, and Domenech (1989, 41). To 
be exact, the large sample for Argentina facilitated a more elaborate analysis, which, 
among other things, allowed the elasticity of the tradable price to vary with the degree 
of openness. The average value of this elasticity for the period as a whole was 0.67. 
This provides support to accept the value of 0.68 that is obtained for the six years 
1977 through 1982 as a measure of tradabl :ty for the period with relatively little 
intervention. 

Mining 

Mining is the most tradable sector. The empirical price equation obtained for the 
period 1962-82 is 

86 
P2 = -0.020 + 0.753p,2 + 0.0 p,,,2 - 0.075 D71 + 0.111 D74; (82) 
(2.0) (22.2) (124) (2.3) (3.2) 

R2 = 0.976, D.W. = 1.7, 

where lowercase letters represent logarithms. As expected, the price of the export­
ables with a weight of 0.753 dominates the price of the mining sector. Aggregating 
.the exportables and the importables, whose elasticity is 0.086, an elasticity of 0.84 is 
obtained for the tradable component of mining. This is a measure of tradability of 
mining. The wage rate was not found significant. Reference to equation (82) shows 
that the high degree of the sector tradability would make the wage coefficient close 
to zero. The dummy variables show the effect of the Allende policies in 1971, the 
structural change related to the trade liberalization, and the overshooting in prices due 
to the liberalization of prices in 1974. 

Manufacturing 

As manufacturing was also subject to changing levels of protection, the degree of 
tradability is expected to change accordingly. The greater the protection, the more 
insulated the sector, and the smaller the effect of the price of the tradable components 
on the domestic prices. To capture this effect, the ela:ticities are allowed to vary with 
the degree of openness in the economy. This is done by using the ratios of exports and 
of imparts in total manufactu:ing output. It turned out that only the ratio of exports 
was empirically relevant. The empirical equation also includes two dunmies to 
account for turbulence duri - the Allende period and also a dummy for the overshoot­
ing in manufacturing prices due to the liberalization of prices in 1974. The estimated 
equation is 
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P3 = -1.033 + 1.978(X 3e,.gX 3,_I)Pe 3 + 0.195 P,,3 

(1.9) (3.0) (7.4) 

+ 0.097 w3 - 0.103 D72 + 0.086 D74; (83) 
(1.9) (3.6) (3.4) 

R2 = 0.91, D.W. = 1.8. 

The elasticity of the exportable price varied between 0.026, when the economy 
was more closed, and 0.198 at the end of the sample period when the economy was 
more open. The elasticity of the importable price is constant at 0.2, and the combined 
elasticity, which is the elasticity of the tradable component. varied correspondingly 
between 0.22 and 0.39. As expected, the weight of the traded component is much 
lower than that obtained for agriculture (for the late 1970s) and mining. As distinct 
from the price equations for agriculture and mining, the estimated final equation for 
manufacturing also inLludes the real wage of the sector. To avoid simultaneity bias, 
the equation was estimated using lagged wage as an instrumental variable for the 
current wage. The coefficient of the real wage can be used to get an estimate of b, in 
equation (81). i,ssume an average value of 0.3 for the degree of the sector tradability, 
then b, is nearly 0.097/0.7 = 0.15. 
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8 

SIMULATIONS OF CHANGES IN
 
RELATIVE PRICES
 

This chapter presents several simulations that examine the response of the econ­
omy to various changes in relative prices. The results of such changes are compared 
with a base run, which is the first topic of discussion. The discussion of the simulation 
results is presented with reference to the working of the model. As this entails some 
detailed discussion, the substantive results are summarized at the end of the chapter. 

Base Run 

The empirical equations are now assemibied and the modul *sused to obtain a 
numerical solution for the sectoral growtli in Cl',le during 1963-82.1' [lhe ,lution is 
obtained conditional on sectoral product prices; thus it summariz,., t'-.eproduction 
side of the economy. The solution for the endogenous variables is then confronted 
with the actual data. 

To judge the performance of the model a static simulation is obtained where all 
the lagged variables are considered to be predetermined because they are all known 
at the time the decisions for the current period are taken, or, more technically, they 
belong to the current infornation set. A simple way to sunmarize the performance of 
the model is to compute a regression of the actual observations, x, on the simulated 
values, x1, x = a + b xS + error, where x stands for any endogenous variable. The value 
of R' indicates the goodness of fit of the model. The simulation is said to be unbiased 
when the intercept is zero and the slope is one. The estimates of these coefficients are 
reported in Table 13. The values in parentheses are the t-ratios for testing individually 
the hypotheses of a = 0 and b - 1. The results indicate no daift from the actual values 
for all the variables under consideration. 

The model is applied to derive the response of the economy to changes in the time 
path of some exogenous variables, referred to as policy simulation, even though some 
of the contemplated changes are not related to policies. The results of the simulation 
are summarized by comparing the time paths of the endogenous variables of the base 
run. However, there is a question of a choice of a base run. For the very same reason 
that the static simulation is a good representation of the quality of the fit of the model, 
it cannot be used as a base run for the policy simulations because the lagged values 
of the endogenous variables change in response to the change in the exogenous 
variables. As such, the historical values of the endogenous variables are not part of 
the information set that agents would have had in the simulated environment. There­
fore, the pertinent base run requires a solution for the lagged values of the endogenous 

17The model is solved using the Newton procedure of the SAS/ETS program. 
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Table 13- Summary results of the static simulation 

Sector Constant 

Agriculture 0.000 

(0.0) 

Mining -0.002 
(0.3) 

Manufacturing 0.005 
(0.3) 

Services 0.019 
(1.3) 

Agricultvre 557.8 
(0.6) 

Mining 700.4 
(0.1) 

Manufacturing 1,227.8 
(0.4) 

Services -34.6 

(0.0) 

Total Labor Share 0.0 
(1.1) 

Agriculture -513.3 
(0.3) 

Milling 328.3 
(0.4) 

Manufacturing 3,130.3 
(0.7) 

Services -6.447.1 

(0.9) 

Total -8,617.2 

(0.7) 

Agriculture 1,252.3 
(1.0) 

Mining 374.5 
(0.5) 

Manufactnring 1,014.7 

(1.2) 

Services 637.8 
(0.4) 

Variable 

Slope R2 

Rate of Return 
1.006 0.933 

(0.1) 

1.014 0.982 
(0.4) 

0.987 "929 
(0.2) 

0.864 0.812 
(1.4) 

Wages 
0.949 0.910 

(0.7) 

0.996 0.907 
(0.1) 

0.979 0.928 
(0.3) 

1.003 0.957 
(0.1) 

0.915 0.878 
(1.i) 

Value Added 

1.023 0.917 
(0.3) 

0.986 0.975 
(0.4) 

0.954 0.921 
(0.7) 

1.042 0.964 
(0.9) 

1.031 0.972 
(0.8) 

1nvestin lt 

0.821 0.554 
(1.0) 

0.945 0.786 
(0.5) 

0.873 0.797 
(1.2) 

0.976 0.947 
(0.4) 

(continued) 
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0.998 

Table 13-Continued 

Variable 
R2 

Sector Constant Slope 

Capital 

Agriculture 1,368.2 0.989 0.998 
(1.0) (1.1) 

Mining 556.0 0.994 
(0.5) (0.5) 

Manufacturing 2,467.0 0.979 0.981 
(0.6) (0.6) 

Services -809.7 1.001 0.999 
(0.2) (0.2) 

Capital Share 

Agiculture 0.018 0.975 0.845 
(0.3) (0.3) 

Mining ".01; 0.981 0.895 
(0.2) (0.2) 

Manufacturing 0.000 0.996 0.851 
(0.0) (0.0) 

Employment 

Agriculture 0.001 0.999 0.968 
(0.0) (0.0) 

Manufacturing 0.057 0.879 0.861 
(1.4) (1.5) 

Services 0.082 0.940 0.943 
(1.1) (1.1) 

Migration 0.001 0.943 0.692 
(0.2) (0.4) 

Nonagricultural labor force -0.008 1.003 0.999 
(0.5) (0.5) 

Unemployment 0,010 0.918 0.872 
(1.0) (1.0) 

Note: Numbers in parentiescs are I-ratios expresed in absolute values. 

variables, conditional on the simulated environment, and this is achieved by a 
dynamic simulation. 

The comparison of the dynamic simulation and the data is summarized by the 
regressions in Table 14. It is seen th,, most variables are still simulated without a drift. 
The exceptions are agricultural capital, value added in mining, unemployment, and 
rate of return in services. The magnitudes of the drifts are not quantitatively impor­
tant, and the fit of the systen, i. good, as seen in the various plots discussed below. 

The Chilean economy in the study period was very turbulent as a result of shocks 
from the international markets, political instability, and economic policies. Neverthe­
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Table 14- The base run: summary of dynamic simulation 

Sector Constant 

Agriculture 0.001 
(0.2) 

Mining -0.001 
(0.3) 

Manufacturing 0.010 
(0.6) 

Services 0.031 
(1.9) 

Agriculture 365.7 
(0.4) 

Mining 137.1 
(0.0) 

Manufacturing 928.3 
(0.3) 

Services -1,663.5 
(0.6) 

Agriculture -854.2 
(0.5) 

Mining 1,639.1 
(2.1) 

Manufacturing 4,628.6 
(1.2) 

Services -9,523.7 
(1.0) 

Total -9,963.9 
(.07) 

Agriculture 1,255.8 
(1.0) 

Mining 266.4 
(0.2) 

Manufacturing 1,276.5 
(1.4) 

Services -218.7 
(0.1) 

Vuriable 

Slope R2 

Rate of Return 

0.983 
(0.3) 

1.020 
(0.6) 

0.980 
(0.3) 

0.772 
(2.1) 

0.930 

0.982 

0.935 

0.735 

Wages 

0.964 
(0.5) 

0.992 
(0.2) 

0.972 
(0.5) 

1.040 
(0.7) 

0.915 

0.954 

0.950 

0.941 

Value Added 

1.052 
(0.7) 

0.920 

0.933 
(1.9) 

0.939 
(1.0) 

1.049 
(.08) 

1.033 
(0.7) 

0.973 

0.932 

0.947 

0.964 

Investneiit 

0.833 
(0.9) 

0.973 
(0,2) 

0.8,17 
(1.4) 

0.997 
(0.1) 

0.527 

0.645 

0.769 

0.955 

(coinsted) 
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Table 14---Continued 

Vuriable
 
Sector Constant Slope R2 

Capital
 
Agricullure 5,505.3 0.977 
 0.993 

(2.4) (1.2) 

Mining -927.1 1.039 0.988 
(0.4) (1.4)
 

Manufacturing 3,716.7 0.975 
 0.971 
(0.8) (0.6)
 

Services 9,134.0 0.972 0.995
 
(1.1) (1.8) 

Capital Share
 
Agriculture 0.022 0.969 0.849
 

(0.3) (0.3)
 
Mining 0.022 0.970 
 0.935 

(0.6) (0.5)
 
Manufacturing -0.025 1.036 0.715
 

(0.3) (0.2) 

I'llyloyment 
Agricollurc 0.027 0.972 0.971 

(1.1) (0.7)
 

Manufacturing 0.063 0.877 
 0.861 
(1.6) (1.5)
 

Services 0.039 0.961 0.943
 
(0.5) (0.7)
 

Migration 0.001 0.881 0.624
 
(0.3) (0.7)
 

Nonagriculti'al labor force 0.009 0.992 
 0.999 
(0.6) (1.3)
 

Unemployment 0.020 0.825 0.883
 
(2.3) (2.5) 

Note: Numbes in parentiess arc f-ratios ixprrsscd inabsolule values 

less, the model is able to reproduce the main changes and turning points in the 
endogenous variables. It is somewhat remarkable to get such a good fit with very few 
empirical equations. This achievement is attributed to the recursive structure of the 
model and its dependence on the stale variables at any point in time. 

Some of the results of the dynamic simulation are briefly reviewed below. 

Value Added 
As indicated in Figures 42-45, there are some distinct differences in the cyclical 

pattern of sectoral outputs. The 1960s were a period of growth in manufacturing and 
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services and, for part of the period, in agriculture. The expansionary policies of the 
Allende government stimulated growth in manufacturing, and somewhat less in 
services, until 1972. The decline of agricultural output during 1969-73 reflects the 
negative effects of the land reform, as discussed in Chapter 4. The level of agricul­
tural output of 1968 is regained only several ycar,3 later. The abrupt change in policies 
introduced by the incoming military government produced a strong contraction in 
manufacturing and services that bottomed out in 1975. From then on, the economy 
recovered and grew until the recession of 1982. 

All these turns are captured well by the model. Manufacturing was the most 
volatile sector. However, the recovery from the 1975 recession is strongest in serv­
ices, which is the biggest sector, constituting 54 percent of total output during the 
study period. The average annual rate of growth in services during 1975-81 was 8.4 
percent, as compared with 6.7 percent in manufacturing, 5.7 percent in mining, 3.1 
pero-ent in agriculture, and a decline of 0.16 percent in government. To some extent 
this strong growth reflects a high "income elasticity" of the activities included in the 
services sector. But for the main part, this growth is an outcome of the trade 
liberalization arid external capital inflows, which are reviewed later in this chapter. 
The growth rates for the wore responsive s ,bsectors are commerce, 12.7 percent; 
building, 9 percent; and financial activities, 18 percent. 

Mining output is influenced largely by externl eVtL_"s IIi therefore shows a 
somewhat different cyclical pattern, which is also captured accurately Finally, the fit 
of tcal value added as shown in Figure 46 is very close. 

Capital 
The fit of the model is shown in Figures 38 to 41. The model tends to overestimate 

the increase in agricultural capital during 1964-68, and it tends to underestimate the 

Figure 42-Value added in agriculture, 1960-82 
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Figure 43-Value added in mining, 1960-82 
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Figure 44-Value added in manufacturing, 1960-82 
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Figure 45-Value added in services, 1960-82 
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Figure 46-Total value added, 1960-82 
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invstment and capital accumulation during 1972-73. These discrepancies may be the 
result of the role played by the public sector in agricultural investment, which is not 
taken into explicit account in the analysis. However, the model tracks very well the 
main trend in capital accumulation since 1974, when the role of the public sector was 
less important. It reprod'ces vell the slowdown in capital accumulation in agricul­
ture during 197 5-76, and reflects accurately the strong recovery .ince 1977. 

The model describes well the major change in the growth of the capital stock in 
mining after 1968 as a consequence of the big expansion in investment in copper 
mines since 1967 and in iron mines since 1972. 

Manufacturing capital shows the widest fluctuations. It grew at an annual rate of 
3.7 percent during the 1960s, nearly stopped growing during the Allende period, fell 
at an annual rate of 2.3 percent during 1973-77, and started growing again thereafter. 
This is the oliy sector that shows a decline in the stock of capital for some years. The 
variations in the sectoral capital stocks reflect the variations in the sectoral invest­
ment shares as well as those in total investment, which contributed largely to the fall 
of mdrufacturing capital during 1974-78. 

The capiltai stock of services is also well described by the model, which traces the 
steady growth during the 1960s, the stagration during 1974-78, and the recovery in 
growth rate during 1979-81. This re-ovely, which was fueled in great part by the high
external capital inflows, had a strong effect on services invest'nent. 

Labor 

The fit of the model is presented in Figures 12, 18, and 19. The main trends and 
turning points of employment in manufacturing and services, including the recessions 
of 1975 and 1982, are well traced by the model (even though capital, wages, and 
technology are endogenous). The model also 'aptures the slowdow;,n in off-farm 
migration and its effects on agricultural employment. While employment in manufac­
turing and services is cyclical, this is not the case in agriculture.

As indicated in Chapter 4, the attempt to derive a labor demand function for 
mining was not successful; therefore, the employment in mining is considcred to be 
exogenous. During the study period, the employment in mining constituted on aver­
age only 3.3 percent of the total labor force. 

More important, the model traces very well unemployment in nonagricultiure
(Figure 23), which is obtained endogenously as the difference between urban supply
and demand of labor. As such, it is very sensitive to small errors in the estimates of 
total labor demand and supply. Unemployment was low during the 1960s and early
1970s, increased radically from 1974, declined somewhat starting in 1977, and 
jumped up again in 1982. 

Policy Simulations--An Overview 

Before the more substantive and complex resu!ts are presented, it will be useful 
to review the working of the model in response to a change in relative prices, holding
total resources and, to a large extent, technology constant. In the simulation, product
prices are changed. This change immediately affects the price of internediate inputs,
and as a result, the price of value added changes in accordance with the input-output
relationships. This in turn changes the ratios of wages and rates of return to value­

90 



added prices. The changes in the rates of return affect sectoral allocation of invest­
ment and thereby the sectoral capital stocks. The changes in the rates of return and 
investment also affect sectoral productivity. 

The change in the sectoral wage-price ratios changes the sectoral employment in 
nenagriculture and, consequently, the sectoral capital-labor ratios. Unemployment in 
nonagriculture is determined as the difference between total demano and supply of 
labor at the prevailing wages. The unemployment affects the nonagricultural wages. 
In agriculture, the wage rate clears the labor market. The farm and off-farm income 
differentials and the unemployment conditions affect the off-farm migration and, 
consequently, the labor supply in agriculture and nonagricult,Lre. The changes in 
sectoral capital-labor ratios affect the marginal productivity of capital and rates of 
return and thus tile investment in the next period. Although the model is largely 
recursive, several variables are determined simultaneously. 

The simulations of supply response to changes in relative prices are done condi­
tional on the historical values of overall supplies of labor and capital, and thus they 
capture mainly the substitution effect. The scope for expansion is limited here to 
changes in unemployment and to the possible response of productivity to prices through 
the mechanism discussed in Chapter 4. The substitution is generated by intersectoral 
allocation of resources, but as factor prices are not equal between the various sectors, 
the reallocation of resources may lead to some expansion or contraction of total output. 

Increasing the Agricultural Price 

In the first simulatior the r2sponse of the economy to a 1 percent increase in the 
agricultural price is examined. The existence of supply response is often questioned 
on the ground of lack of substitution between agi'cultural and nonagricultural output. 
This simulation is addressed to an examination of this question. In a multisector 
economy there are alternative ways to change sectoral prices. In this experiment the 
overall price level is kept constant. The increase in the agricultural price is compen 
sated for by a decrease in the price of services. The increase in the agricultural price 
can be interpreted as an elimination of tax on agriculture, which is often imposed in 
Latin America as well as in other developing countries. The compensating decline in 
the price of services, which represents the most nontradable sector, has an element of 
a real devaluation in the sense that the price ratio of tradable to nontradable increases. 

Results 

The results are summarized in Table 15 in terms of response elasticities for 
selected time spans. The response is measured relative to the base run obtained by 
dynamic simulation. 

Prices.Some of the changes in product prices are imposed exogenously and thus 
describe the simulation. The price of services is reduced by 0.21 percent at the 
beginning of the period and by 0.35 percent at the end of the period. The price 
changes affect wages, and therefore, through the price equation, the manufacturing 
price changus as well. As wages do not appear in the price equation tor mining, the 
price of mining is unchanged in this exercise. 

Output decisions depend on value-added prices, which are the product prices 
net of the cost of intermediate inputs. Thus, the 1.0 percent increase in the agricul­
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Table 15- Impact of a 1 percent increase in agricultural price 

Sector 1963 1967 1972 1977 1982 

Product Price 
Agriculture 
Mining 

1.000 
0.000 

1.000 
0.000 

1.000 
0.000 

1.000 
0.000 

1.000 
0.000 

Manufacturing 0.000 0.004 0.056 0.076 0.099 
Services -0.209 -0.214 -0.289 -0.315 -0.347 

Value-added Price 
Agriculture 1.726 1.726 1.745 1.753 1.760 
Mining 
Manufacturing 

0.045 
-0.269 

0.044 
-0.257 

0.037 
-0.080 

0.034 
-C.014 

0.031 
0.063 

Services -0.280 -0.288 -0.399 -0.438 -0.486 

Rate of Return 
Agiculture 0.242 0.228 0.207 0.182 0.088 
Mining 0.0!8 -0.012 -0.091 -0.056 -0.063 
Manufacturing -0.148 -0.189 -0.287 -0.134 -0.224 
Services -0.093 -0.101 -0.232 -0.150 -0.250 

Wages 
Agriculture 1.718 2.126 1.730 1.310 0.912 
Mining -0.011 0.170 0.508 0.658 0.809 
Manufacturing -0.015 0.223 0.724 0.936 1.154 
Services -0.014 0.209 0.621 0.807 0.991 

Labor Slare 0.147 0.373 0.705 0.791 1.099 

Value Added 
Agriculture 0.004 0.576 1.011 1.046 1.180 
Mining 0.000 0.064 0.240 0.298 0.363 
Manufacturing -0.032 -0.204 -0.528 -0.484 -0.585 
Services -0.018 -0.050 -0.274 -0.239 -0.375 

Total -0.0.7 -0.016 -0.205 -0.113 -0.183 

Capital Stock 
Agriculture 0.000 0.331 0.771 0.904 1.072 
Mining 0.000 0.184 0.416 0.422 0.470 
Manufacturing 0.000 -0.105 -0.230 -0.289 -0.309 
Services 0.000 -0.067 -0.171 -0.222 -0.280 

Labor 
Agriculture 0.012 0.658 1 395 1.900 2.270 
Mining 0.000 0.064 0.240 0.298 0.363 
Manufacturing -0.093 -0.313 -0.719 -0.722 -0.858 
Services -0.043 -0020 -0.240 -0.200 -0.359 

Total -0.032 0.106 0.004 0.171 0.118 
Unemployment 0.040 -0.112 0.009 -0.111 -0.024 

Note: The figures are percentage changes front the base nut except those for rates of retuni arid Imicuiloy'einit, which 
are percentage-point deviatioms from tire base nin. 
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tural price results in about a 1.7 percent increase in its value-added price. The 

value-added price of services falls between 0.28 percent and 0.49 percent. The fall 

in the price of services also affects slightly the value-added prices of manufacturing 
and mining. 

Output. There is a substantial increase in agricultural output, capital, and labor 

that builds up with time. Output increases by 0.58 percent in the fifth year and by 1.01 

percent after 10 years. This amounts to a 10-year supply elasticity of unity. Thus, if 

for example the average price distortion in Chilean agriculture were 20 percent, its 

correction would imply an increase in sectoral output of approximately 20 percent. 

The initial response is weaker, and it takes 10 years to reach this level. This response 

is substantial even though it represents only the substitution effect. It is obtained by 

allowing the various markets to respond to the changing environment. 
The results demonstrate that policy measures biased against agriculture can have 

important allocation effects in the long run. The difference between short- and 

long-run response emphasizes the importance of persistence in economic policy. 

Usually, policymakers cannot wait long for visible results of their own policies and 
policies. This exercise shows that such politicaltherefore tend to neglect such 


decisions are costly in terms of sectoral growth.
 
Where does the agricultural expansion come from? Jt comes at the expense of 

manufacturing and services output, while the mining output increases a little. Inas­

much as the declines in the output in manlufacturing and services are significant, they 

are relatively small when compared with the change of agriculture. This simply 

reflects the relative size of the sectors in question. 
The simulation is conducted conditional on overall resources and, to a large extent, 

on technology; therefore, as indicated above, overall output, properly measured, 
should be largely unaffected by the price change. Table 15 shows a slight decline, 

which builds up with time and reaches 0.2 percent after 20 years. This is considered 

as an index number problem in the sense that the aggregation of sectoral outputs is 

done in terms of the actual 1977 prices and not in terms of the new simulated prices. 

Capital. The allocation of investment flows and the paths of capital stocks 

depend on the relative rates of return. The rates of return in this study are basically 

nonwage income divided by the value of the capital stock. As such they approximate 

the realized value marginal productivity of capital. They depend on the implemented 

technology, the capital-labor ratio, the value-added price, and the price of the capital 

stock. In this simulation, the agricultural rate of return increases with respect to the 

historical levels by about 0.2 percentage points. 8 This increase is caused by the rise 

in the value-added price and the decline in the sectoral capital-labor ratio. 19 Similar 

reasons account for the declines in the rates of return in manufacturing and services. 

The results indicate an expansion of capital in agriculture at the expense of manufac­
turing and services. 

1
8 Changes in rates of return contained in Table 15 are percentage-point deviations from the base run and 

not percentage changes. The average rate of return to capital in agriculture without land was 10.8 percent. 

The percentage changes in the same agriculture rates of return with respect to the base tn were 2.1, 1.7, 

1.7, 1.8, and 2.2 percent for the yars 1963, 1967, 1972, 1977, and 1982, respectively. 
to19The resulting increase in the price of agricultural capital (not reported in Table 15) was a deterrent 

the increase in the rate of return along the whole period. 
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Labor. The expansion of agricultural output is achieved largely by the expansion
in employment, which grows by 0.66 and 1.4 percent in 5 and 10 years, respectively.
The corresponding changes in the capital stock are 0.33 and 0.77 percent, respec­
tively. Hence, agriculture becomes more labor-intensive, and on the whole, non­
agriculture becomes more capital-intensive. The declining sectors that provide the 
labor and capital are manufacturing and services. 

t appears that labor is more mobile than capital because capital is more sector­
specific. Consequently, capital is allocated across sectors mainly, though not only,
through the allocation of investment, and this takes time to accumulate. It should be 
recalled that this simulation is conducted conditional on the existing overall capital
stock in the economy. If an expansion of total investment were allowed for, the 
adjustment in the capital stock would have been faster. This will be discussed further 
in Chapter 9. 

The rise in agricultural price increases the demand for labor in agriculture, and 
since the short-rin labor supply is fairly ineiastic, tile agricultural wages rise by about 
2 percent during the first 10 years. This rise produces a jump in the wage differential 
between agriculture and nonagriculture, causing a reduction in the rate of off-farm 
migration and an increase in the agricultural labor force relative to the base run. 

The reduction in the off-farm migration reduces the labor supply in nonagricul­
ture relative to the base rn. This reduction --hould have reduced unemployment, but 
this is hardly the case. The reason for this weak response of unemployment is the 
outcome of the strong response of wages to unemployment. Thus, as soon as unem­
ployment declines, wages rise and cause a reduction in the quantity demanded of 
labor. The increase in total employment would have been larger had wages not been 
so responsive to unemployment. This result reflects the behavior of the labor market 
in Chile during the period studied-a subject discussed in Chapter 5. Finally, it is 
noted that tile price change initially caused a considerable effect on the wage differ­
ential between agriculture and nonagriculture, but eventually, due to factor mobility,
the final increase in wages was similar in all sectors. 

Income Distribution. The effect of the price change on labor and capital income 
is measured in terms of the share of total wages to total income. Table 15 shows that 
the labor share rises considerably with time, reflecting the rise in wages discussed 
above. The rise in agricultural wages favored mostly agricultural workers, who are 
the lowest-paid workers in the economy. This result shows that policies biased 
against agriculture, motivated by the intention of helping workers and low-income 
people, may lead to opposite results. 

Policy Implications 
The supply response of agriculture is summarized in Figure 47. The response builds 

up gradually rather than being observed immediately, and this is likely to be the reason 
some policymakers do not believe in its existence. Thereby they commit several errors. 
First, their view of no supply response is based on variations in actual prices, which in 
part are perceived by producers as being transitory and thus not justifying a response.
The present experiment deals only with price changes that can be perceived as perma­
nent. Therefore, when dealing with policy one should consider only price changes of a 
permanent nature. Second, the slow response is related to the behavior of labor and
capital, whose sectoral allocation is based on intertemporal considerations and whose 
adjustment is subject to costs. In general, policies that tax agriculture are not transitory; 
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Figure 47- Impact of a Ipercent increase in agricultural price, 1963-82 
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they are long-lasting and, therefore, if based on the wrong view as to how the economy 
is working, they cause a.distortion that builds up over time. Finally, the results, whether 
one likes them or not, represent the working of the system, and the message, when 
considering alternatives, is that there are no shortcuts. 

There are some other negative effects to taxing agriculture that are not taken into 
account in this exercise. The increase in the agricultural price causes a decline in the 
off-farm migration to the cities. To a large extent, such migration contributes 'o 
unemployment in the short run, and to city congestion and pressure on the public 
services. Higher labor demand in agriculture, which follows the elimination of its 
taxation, reduces these effects and also saves the costs that accompany migration. 

Increasing Manufacturing Price 

In contrast to the common disbelief in aggregate supply response in agriculture, 
the common view is that the supply response in manufacturing is substantial. This 
view underlay, at least implicitly, the promotion of the development strategy of 
import substitution in Latin American and other less-developed countries. This policy 
led to high import barriers that resulted in high domestic prices for manufactured goods. 

The response of the economy to a 1 percent increase in the price of manufacturing 
while holding PC (National Accounts consumption deflator) and the prices of agri­
culture and mining constant is examined in this simulation.2' The services price is 

2°The price of manufacturing is introduced exogenously, and the price equation for manufacturing is 
eliminated in ids simulation. 
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adjusted in order to keep the PC at the historical level."' This simulation may be 
viewed as somewhat unrealistic in that it assumes a considerable change in the price
ratio of manufacturing to services. The fundamental policy question is how to 
implement such a change in the price ratio. The usual protection of manufacturing or, 
more generally, import-substituting industries, causes a rise in the price of nontrad­
ables and thereby in the prices of the other sectors according to their degree of 
tradability. Consequently, the desired protection level is not achieved, and the level 
of protection is further increased, leading to an additional appreciation of the domes­
tic currency. To prevent this outcome, the protection should be accompanied by a 
contraction policy to prevent the increase in the overall price level. It is in this context 
that the following results are pertinent. The results are summarized in Table 16. 

Results 
Prices.The price specification of the simulation is described in the first block of 

Table 16. The decline in the price of services is larger than the increase in the price
of manufacturing because ihe weight of services in consumption, and therefore in PC, 
is smaller than that of manufacturing. As a result, the ratio of manufactuting price to 
that of services increases by 2.4 percent. The corresponding changes in the prices of 
value added are more pronounced; a rise of 3.4 percent for manufacturing and a 
decline of 2.1 percent for services. The value-added prices of agriculture and mining,
whose product prices remain constant, are also affected because of the change in the 
prices of the intermediate inputs. The change is positive for agriculture and negative
for mining, but in both cases it is relatively small. 

Capital The rates of return respond strongly to the increase in value-added price.
In manufacturing, the rate increases by about 1.9 percentage points until 1967. This 
amounts to a 6.5 percent increase over the base run. The relative increase is still 8.9 
percent in 1972 and 7.1 percent in 1982. In services, the rate of return declines by
about 0.7 percentage points in 1967, or 4.4 percent compared with the base run,
whereas the change in the rates in mining (negative) and agricufture (positive) are small. 

The charge in the rates of return has a cousiderable effect on the composition of 
investment, icading to a high growth in the capital stock in manufacturing, 1.3 percent 
at the end of 1967 and 3.5 percent at the end of 1982. The source for this increase is 
mining and services. The decline in mining indicates a strong cross effect with 
manufacturing in the investment function. The cross effect between agriculture and 
manufacturing is weak, there is none with mining, and it is negative and strong with 
services. As a result, the agricultural capital stock increases moderately.

Labor. The relative response of employment in manufacturing is stronger than 
that of capital. in 10 years the employment increases by 4.7 percent, as compared with 
an increase of 2.8 percent in the capital stock, leading to a decline in the capital-labor
ratio in manufacturing. A similar result was obtained for agriculture in the first 
simulation and indicates that the price response of employment is stronger than that 
of capital. This is attributed to the speed of adjustment of labor and capital and 
indicates that the marginal activities in agriculture and manufacturing are labor-inten­
sive. This result may indicate a fuller utilization of the existing capital during the 

2'Also, the real wage in the government and real prices of government are kept at their historical levels,
and the transitory component of manufacturing rates of return is exogenous. 
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Table 16-- Impact of a 1 percent increase in manufacturing price 

Sector 1963 1967 1972 1977 1982 

Product Price 

Agriculture 0.000 0.000 0.000 0.000 0.000 
Mining 0.000 0.000 0.000 0.000 0.000 
Manufacturing 1.000 1.000 1.000 1.000 1.000 
Services -1.436 -1.436 -1.436 -1.436 -1.436 

Value-added Price 

Agriculture 0.320 0.320 0.320 0.320 0.320 
Mining -.0.133 -0.133 -0.133 -0.133 -0.133 
Manufacturing 3.373 3.373 3.373 3.373 3.373 
Services -2.142 -2.142 -2.142 -2.142 -2.142 

Rate of Return 

Agriculture 0.051 0.041 0.052 0.034 0.011 
Mining -0.066 -0.086 -0.080 -0.038 -0.004 
Manufacturing 1.932 1.865 1.665 0.732 1.315 
Services -0.731 -0.710 -0.870 -0.501 -0.720 

Wages 

Agriculture 0.314 0.460 0.490 0.893 0.782 
Mining -0.009 0.022 0.520 0.612 0.402 
Manufacturing -0.013 0.028 0.722 0.883 0.592 
Services -0.012 0.028 0.637 0.753 0.495 

Labor Share O.,22 0.180 0.635 0.782 1.076 

Value Added 

Agriculture 0.003 0.204 0.223 0.218 0.273 
Mining 0.000 -0.289 -1.261 -1.661 -1.607 
Manufacturing 0.305 2.111 4.010 3.927 4.321 
Services -2.130 -1.014 -1.533 -1.115 -1.443 

Total -0.034 -0.023 0.248 0.140 -0.063 

Capital Stock 

Agriculture 0.000 0.311 0.480 0.501 0.649 
Mining 0.000 -0.891 -2.131 -2.234 -2.130 
Maniufacturing 0.000 1.332 2.810 3.405 3.510 
Servies 0.000 -0.265 -0.455 -0.490 -0.593 

Labor 

Agriculture 0.010 0.175 0.116 -0.167 -0.146 
Mining 0.000 -0.289 -1.261 -1.661 -1.607 
Manufacturing 1.014 2.834 4.660 4.650 5.155 
Services -0.454 -0.970 -1.530 -1.410 -1.502 

Total -0.027 0.045 0.096 -0.)79 -0.127 
Uleuploymenlt 0.034 -1.051 -0. I 12 0.070 0.116 

Note: The figures are percenlage changes fromi the base run excel)t those for rates of retlrin aduluuueuployutiettt, which 
are percentage-poin deviations fromn the base nun. 
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period of transition; thus it does not necessarily imply that the new techniques are on 
average labor-intensive. 

During the sample period, actual sectoral employment (in thousands) varied 
within the following ranges: mining, 75-100; manufacturing, 400-600; and services,
1,000-1,300. The labor needed for the expansion of manufacturing comes largely
from services, where at the end of the period employment declines by 1.5 percent.
There is also a considerable decline in employment in mining, but because the 
employment there is small, its contribution to the employment in manufacturing is 
relatively unimportant. 

The simulation illustrates that industrialization need not take place at the expense
of agriculture, as is assumed in traditional development models. The results indeed 
reflect the assumnptions of the simulaion, but they nevertheless depend on the 
historical state variables and the parameters that are assumed to describe the Chilean 
economy. 

The most striking result is that in spite of the expansion in the demand for labor 
in nonagriculture, which txceeds the small increase in supply, unemployment
changes only a little. This is an outcome of the strong response of wages to changes
in unemployment, a subject discussed in Chapter 5. Wages in all sectors, including
services whose demand declines, respond positively to the increase in tile labor 
demand, leaving total employment almost unchanged. 

The demand for labor in agriculture increases in direct response to the increase in
the value-added price, and indirectly through the response of the production function 
to the change in the rate of return. As the labor supply in agriculture is inelastic in the 
short run, the increase in demand causes an increase in wages at a rate similar to that 
of nonagriculture. As a result, theie is only a small change in the off-farm migration 
and in the sectoral labor supply.

Income Distribution. The rise in wages in all sectors of the economy results in an 
increase of the ratio of factor shares, in favor of labor, from 0.2 percent in the first 
year to 1.1 percent in the final year. 

Output. The simulation indicates a very strong supply response in the economy.
At the end of the period, a 1 percent increase in the price of manufacturing causes an 
increase of 4.3 percent in manufacturing output and a decline of 1.6 and 1.4 percent
in mining and services output, respectively. The cross effect on agricultural output,
though modest, is positive. Total output is affected very little. As in the previous case,
this modest response in total output is a direct result of holding constant levels of 
investmen and growth of total labor force and thereby preventing expansion effects. 

Conchsions and Implications. There is a strong response to 'the change in the
price ratio of manufacturing to services. In relative terms it is stronger than that 
observed for agriculture. As before, the response takes time to build up. The simula­
tion shows that industrialization need not take place at the expense of agriculture. The 
labor and capital for the development of manufacturing can be found in nonagricul­
tural sectors. 

The Real Exchange Rate 

The real exchange rate is endogenously determined by macro and trade policies
and by other variables affecting the domestic price level, such as institutional con­
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straints. In the long run it is also affected by technical change in the production of 
tradable and nontradable goods and by changes in tastes and in sectoral composition 
that affect the demand for these two goods. 

The following section is a review of major chatiges of macro policies and their 
association with changes in the real exchange rate that will help to place the results 
of the simulation in an appropriate perspective. 

Background Review 

The real exchange rate is measured here as the nominal rate times an index of 
U.S. wholesale prices, taken as a measure of foreign prices, divided by the consump­
tion price deflator PC.This measure differs from the one used in the base run, where 
the actual historical foreign prices are used. The past values of the real exchange rate 
are presented in Table 17 and in Figure 48. Clearly, the rate fluctuated widely, 
between 77 and 131 in the study period, and increased to a level of 147 in 1985. 

The pertinent macro events and policies during the 1960s are discussed by Ffrench-
Davis (1973), Behrnian (1977), and Corbo (1974). Those of the 1970s are discussed by 
Barandariin (1974), Corbo (1983), Ramos (1984), Harberger (1985), Edwards and Cox 
(987), de la Cuadra and Hachette (1991). The main events are summarized below. 

The developments in the early 1960s were influenced by the polAcies that the 
Alessandri administration had put in place in 1958-59. The policies included devalu­
ations in December 1958 and January 1959 that depreciated the peso by 25.5 percent, 
a fixed nominal exchange rate, aid a substantial reduction in trade restrictions. The 
fixing of the nominal exchange rate reduced the inflation rate from 39 percent in 1959 
to 8 percent in 1961. However, with the nominal rate being fixed, the inflation caused 
the real exchange rate to decline during this period. Expenditures were not suffi­
ciently restrained; in real terms they were 8.8 percent higher in 1962 than in 1960. 
Private consumption increased by 10 percent in the two years. Public consumption 

Table 17- Real exchange rate, 1960-90 

Year 

Real 
Exchange 

Rate Year 

Real 
Exchange 

Rate Year 

Real 
Exchange 

Rate 

1960 100.00 197! 84.63 1981 74.90 
1961 94.05 1972 76.70 1982 89.19 
1962 91.06 1973 87.71 1983 110.39 
1963 101.25 1974 103.37 1984 118.02 
1964 85.06 1975 130.67 1(?85 146.86 
1965 85.62 1976 106.58 1986 143.08 
1966 89.94 1977 91.66 1987 139.30
 
1967 90.99 1978 94.34 1988 141.19
 
1968 93.88 1979 84.44 1989 137.92
 
1969 94.09 1990 77.31 1990 129.54 
1970 88.50
 

Sources: 	 Authors' compulations based on data from Banco Central de Chile, Indicadores ecoadmicosy sociales 
de Chile, 1960-1988 (Santiago: Banco Central de Chile, 1989); and Banco Central de Chile, Cuentas 
nacionales de Chile, 1960-1982 (Santiago: Banco Central de Chile, 1983). 

Note: 	 The real exchange rate is computed as the nominal exchange rate times an index of U.S. wholesale prices 
deflated by the consunption price deflator. 
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Figure 48- Real exchange rate, 1960-90 
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increased as well and raised the fiscal deficit gradually from 2.6 percent of GDP in 
1959 to 5.6 percent in 1962. This deficit was financed with external credit and by
drawing on the foreign exchange reserves, which were also suffering from the 
deteriorating terms of trade at the time. 

The lack of control of the fiscal deficit, combined with the low price of copper, led 
to an acute foreign exchange crisis at the end of 1961. This crisis initially prompted 
quantitative restrictions io imports, but the loss of foreign reserves continued and the 
government was forced to devalue. In the last three months of 1962, the currency, using 
the commercial rate, was devalued by 47 percent, and this was followed by another 
devaluation of 30 percent in 1963, leading to an increase of the real exchange rate in 1963. 

The Frei administration (September 1964-September 1970) introduced some 
important changes in the economic policy: it replaced the fixed exchange rate with a 
sliding peg. The fiscal deficit was steadily reduced during five of the six years of this 
administration. 2- The quantitative restrictions to trade, especially between 1968 and 
1970, were reduced as well. All these contributed to an increase in the real exchange 
rate in the first five years, The increase in the deficit in Ihe last year of the Frei 
administration resulted in a decline of the real exchange rate in that year. 

The Allende government (November 1970-September 1973) marked a major 
change in policies, which destabilized the economy for some time. From its outset, 
expenditures were increased considerably, and the fiscal deficit jumped from 2.7 
percent of GDP in 1970 to 10.7 percent in 1971, 13 percent in 1972, and 24 percent in 

22The fiscal deficit increased mildly from 3.9 percent of GDP in 1964 to 4.1 percent in 1965 but was 
lowered gradually thereafter to 0.4 percent in 1969 before increasing again to 2.7 percent in 1970. 
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1973. This expansionary policy caused a heavy loss of reserves, which was reinforced 
by the declining copper prices in 1971 and 1972. Thus, in spite of the high level of 

reserves at the beginning of this admnistration, the country suffered from lack of 

foreign exchange in 1973. To overcomc this shottage, devaluations at increasing rates 

were implemented together with an intensification of controls of all sorts. The currency 

was devalued by 104 percent between September 1970 and December 1972 and by 240 
waspercent between January and September of 1973. The foreign exchange crisis 

amplified by the decline in production by 5.5 percent in 1973, largely due to strikes, 
general uncertainty about property rights, and disorders in production. 

regime in September 1973 introduced fundamentalThe incoming military 
changes in the economic policies aiming at freeing the economy from controls. It 

reduced quantitative controls on imports, liberalized the badly distorted price system, 

and privatized government-owned firms. It abolished the land-reform law, distributed 

the expropriated land-which in 1973 was collectively held-to the peasants, freed 

the land market, and more. A large devaluation was implemented, and the nominal 

exchange rate at the end of 1973 was 303 percent higher than that in September of the 

same year. The rate would have probably increased even more if it were not for the 

recovery of the copper price in 1973. These measures resulted in a drastic increase of 
were notprices-87 percent in the first month of the new regime.23 Nominal wages 

adjusted accordingly and real wages declined. The acceleration of inflation during 

1973 and the reduction in real wages caused a fall of 6.2 percent in real expenditure 

of the private sector. This decline in expenditure contributed to the recovery of the 

real exchange rate in that year. 
The nominal devaluations of 1974 and the world inflation, triggered by the shock 

of oil prices, caused tradable prices to rise. Import prices increased more than export 

prices, and as a result, a deterioraticn of nearly 5 percent of GDP in the terms of trade 

was observed. Real private consumption fell by 18 percent in one year. At the same 

time, the fiscal deficit was reduced from 24.7 percent of GDP in 1973 to 10.5 percent 

in 1974, and the annual growth of domestic credit fell from an annual grcwth rate of 

714 percent to 315 percent. This decline in real expenditure and the deterioration in 

the terms of trade were followed by an increase in the real exchange rate. 

The large deterioration in the terms of trade caused by a reduction in the copper 

price by one-half, on top of the increase in oil prices and the continuation of inflation, 

prompted more drastic anti-inflation policies at the beginning of 1975.24 The fiscal 
1974 to only 2.6 percent in 1975.deficit was reduced from 10.6 percent of GDP in 

This reduction was complemented by a large devaluation: the average nominal rate 

of exchange in 1975 was 490 percent higher than that of 1974. These policies resulted 

in a fall of 13 percent in overall real expenditure iii that year, leading to an increase 

in unemployment in 1974-75 and a drastic fall in real wages, which in turn contrib­

23These annual inflation figures are derived from the PC series, which is unavailable on a monthly basis. 

Therefore, monthly inflation figures are based on the data published by the National Institute of Statistics 

(INE). The INE series reports considerably lower values for the annual inflation rates in 1973 and 1974 

than those derived from the PC. 
24The rate of inflation, December to December, as computed by the National Institute of Statistics, was 

22.1 percent in 1971, 163 percent in 1972, 508 percent in 1973, 375 percent in 1974, 340 percent in 1975, 

and 174 percent in 1976. 
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uted to further decline in ,xpenditures. To overcome this contraction, a modest 
revaluation was implemented in the middle of 1976. 

The tradc iberalization that began in 1974 continued with a gradual reduction oftariffs, and by 1979 all tariffs except for cars were fixed at 10 percent. Initially, the effect
cf the trade liberalization onl the real exchange rate was not important, because at the
time the economy was in a deep recession and a large part of the tariffs -vas redundant 
(Coeymans 1978; de la Cuadra and Hachette 1991). However, the redundancy dimin­
ished in subsequent years, and the liberalization started to have its effect. The recovery
of the economy, beginning in 1976 and continuing to 1981, was accompanfied by an
increase of external credit and debt, beginning in 1977 and gaining impetus from 1979 
on. The flow of external credit prevented a real devaluation that could be expected to 
accompany tariff reform. The augmented foreign credit caused a rise in the prices of
nontradables and thus caused a real appreciation of the domest'c currency. During thisperiod real expenditures increased and the current account deteriorated, but the balance
of payments showed a surplus due to the external credits. IT.owever, the fiscal deficit 
remained low and even showed small surpluses in 1979-81. 

The external capital inflow, especially from 1979 on, was a major event thataffected the economy for some time. Several explanations are given for the inflow.
On the demand side, (1) the fixing of the exchange rate anid the inertia of inflation,
caused in part by indexation of Lbor contracts, implied a lower expected cost of
external borrowing; (2) expectations of high future growth contributed to the
expansion of private real expeniditure; and (3) the liberalization of internal finan­
cial markets implemented since 1975 raised domestic interest rates (McKinnon
effect), which made lending to the Chilean economy very attractive. On the ','ply
side, (1) the foreign banks overestimated - growth potential of the Chilean ocoll­
omy; (2) low iniernational real rates of interest prevailed up to 1980; and (3) theliberalization of the capital accotut in mid-1979 eliminated the quantitative constrai:ts 
to external credits. 

The rise in the international interest rates in 1981 increased the cost of servicingthe growing foreign debt. It also had a negative effect on the expected international
level of activity and, consequently, on the price of copper. The external shocks were
considered to be transitory and the response to them was delayed. Thus, in 1981 the
deficit in the current account reached a record, mainly due to a further increase in
imports and to higher interest charges on the accumulated debt.25 However, the copper price contitued falling in 1982 by an additional 16.7 percent, whereas the
international interest rates remained high. These external events plus bankruptcies in 
some domestic fiiiancial institutions precipitated a sudden cut in external capital
inflows in 1982. This cut was supplemented by an anticipation of a devaluation,
which was eventually implemented together with a mild and short-lived increase in
tariffs on imports. The reduction in the external capital flow contributed to the serious
deterioration of the economy. The nominal exchange rate, which was fixed in July
1979 at 39.00 pesos per U.S. dollar, was raised to 43.02 pesos in June 1982, and 
climbed gradually to 72.39 pesos in December 1982. 

25Cost of servicing the external debt, in millions of U.S. dollars, increased from 930 in 1980 to 1,428 in 
1981 to 2,050 in 1982. The last figure is approximately II peicent of GDP. 
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In the period from 1982 (the year of the crisis) to 1987, access to the voluntary 
credit market was restricted by foreign suppliers, and the macro policy was designed 
in agreement with the International Monetary Fund and the World Bank, a condition 
considered to be important for a successful renegotiation of the foreign debt. Begin­
ning in 1983 (except for a short period in 1984), the macro policy was directed toward 
a reduction of the deficit in the current account through a restraint in government 
expenditures and a foreign debt conversion scheme that implied subsidy to private 
savings. Investment responded slowly to this change, due to the high idle stock of 
capital that still existed at the time, and this helped the success of the policy in 
restraining overall real expenditures. The prevailing high unemployment had a sup­
pressing effect on real wages and therefore on domestic prices. At the same time, the 
peso was continuously dvalued, and with the price level under control, the real 
exchange rate was increasing. The situation started to change in 1988 with a gradual 
recovery of access to the voluntary credit market and an increase of the rate of growth 
of private consumption and investment, leading to an inflow of capital. These events 
caused some decline in the real exchange rate, which nevertheless remained at high 
historical levels, as can be seen in Figure 48. 

A Parametric Change in the Real Exchange Rate 

The simulation evaluates the effect of a 1 percent change in the real exchange 
rate. The change is imposed on the model without discussing the underlying policies 
needed to achieve such a real devaluation. The change in the real exchange rate 
affects sectoral prices through the sectoral price equations discussed in Chapter 7.26 

Such price changes are normalized by PC, so that the simulation can be evaluated as 
if PC were held constant. The remaining assumptions ore similai to those of the 
previous exercises.- 7 The results of the simulation are summarized in Table 18. 

Prices. The response of sectoral prices to the change in the real exchange rate 
depends on two important attributes: degree of tradability and degree of openness. 
The price of mining, the most tradable sector, increases by 0.8 percent and that of 

wereagriculture by 0.7 percent. The price equations for these two products not 
responsive to the degree of openness. This is not the case for the response of 
manufacturing price, which increases with the degree of openness from 0.2 percent in 
the first year to 0.4 percent at the end of the period. Manufacturing is less tradable 
than mining and agriculture; therefore, its price is less responsive to the change in the 
real exchange rate. The change in the real price of services needed to keep the PC 
constant is lower than that observed in the previous simulation. 

The cost structure of each sector and the changes in sectoral product prices 
determine the changes in the value-added prices. The value-added prices of agricul­
ture and niniig incr, ase more than the price of manufacturing, but the relative 
differences diminish ,4ith time. 

Inputs. The changes in value-added prices have an immediate effect on the rates 
of return; the rates in the more tradable sectors increase, and those in serices decline. 
The percentage changes of the rates in the first year are 1.5 for agi.,:ulture, 2.7 for 

26In the case of agriculture, the equation is that of the period 1977-82 (see Table 12).
 

27Total labor force, inN !stment, PEAK, real wage, and real price of government are held at their istorical
 
levels. The transitory component of manufacturing rates of retum and FEC are also exogenous here.
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Table 18- Impact of a 1 percent increase irn the real exchange rate 
Sector .,63 1967 1972 1977 1982 

Product Price 
Agriculture 
Mining 
Manufactur'ng 
Services 

0.677 
0.838 
0.226 

-0.469 

0.677 
0.838 
0.242 

.-0.494 

0.677 
0.F38 
0.265 

-0.524 

0.677 
0.838 
0.368 

-0.666 

0.677 
0.838 
0.396 

-0.707 

Value-added Price 
Agriculture 
Mining 
Manufacturing 
Services 

1.230 
1.422 
0.377 

-0.683 

1.235 
1.420 
0.433 

-0.720 

1.244 
1.417 
0.513 

-0.765 

1.277 
1.403 
0.865 

-0.975 

1.286 
1.399 
0.960 

-1.035 

Agriculture 
Milling 
Manufacturing 
Services 

0.174 
0.483 
0.213 

-0.233 

0.163 
0.476 
0.182 

-0.223 

Rate of Return 
0.159 
0.280 
0.147 

-0.294 

0.146 
0.174 
0.152 

-0.220 

0.072 
0.215 
0.291 

-0.356 

Agricuauire 
Mining 
Manufacturing 
Services 

Labor share 

1.224 
-0.Oo8 
-0.012 
-0.011 

0.073 

1.521 
0.057 
0.072 
0.070 
0.223 

Wages 
1.190 
0.248 
0.353 
0.304 
0.504 

0.879 
0.344 
0.486 
0.421 
0.561 

0.487 
0.415 
0.591 
0.507 
0.888 

Value Added 
Agriculture 
Mining 
Manufacturing 
Services 

Total 

0.003 
0.000 
0.049 

-0.048 
-0.012 

0.455 
0.208 
0.097 

-0.287 
-0.070 

0.828 
0.750 
0.165 

-0.568 
-0.147 

0.863 
0.841 
0.203 

-0.532 
-0.096 

0.994 
0.904 
0.488 

-0.783 
-0.168 

Agriculture 
Mining 
Manufacturing 
Services 

o.coo 
0.000 
0.000 
0.000 

0.323 
0.595 
0.037 

-0.157 

Capital Stock 
0.654 
1.254 
0.083 

-0.359 

0.732 
1.197 

0.120 
-0.433 

0.878 
1.186 
0.328 

-0.533 

Labor 
Agriculture 
Mining 
Manufacturing 
Services 

Total 
UInemployment 

0.009 
0.000 
0.142 

-0.116 
-0.025 

0.031 

0.520 
0.208 
0.183 

-0.239 
0.054 

-0.052 

1.152 
0.750 
0.195 

-0.522 
0.007 
0.003 

1.594 
0.841 
0.297 

-0.531 
0.117 

-0.065 

1.985 
0.904 
0.562 

-0.736 
0.076 
0.005 

Note: Tihe figures are percentage changes from tire base nn except those for rates of rclunt and unemployment, which 
are percentage-l.oint deviations from the base run. 
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mining, 0.6 for manufacturing, and -1.3 for services. The allocation of investment 
responds to these changes in the rates of return, and this is reflected in the sectoral 
growth of the capital stocks. In 10 years, capital grows by 0.65 percent in agriculture, 
1.25 percent in mining, and 0.08 percent in manufacturing, whereas capital in serv­
ices declines by 0.36 percent. 

The immediate response in wages was strongest in agriculture, 1.2 percent in the 
first year and over 1.5 percent in the subsequent four years. This reflects the increase 
in demand as well as the largely predetermined labor supply in the short run. With 
time the agricult,-al labor supply increases, through the growth of the labor force 
associated with population growth and a decline in off-farm migrzation, to 2.0 percent 
at the end of the period, thereby reducing the wage increase to 0.5 percent. 

This simulated response of wages to a real devaluation resembles the observed 
pattern in recent, post-study, years, when a high real rate of exchange has prevailed. 
Although there are no official data on agricultural wages for the post-study period, 
there is the general view that in recent years agricultural wages have increased more 
than wages in other sectors. Some experts claim that wages in fruit production have 
increased at least 40 percent. Also, in spite of 10 percent ,rban unemployment, labor 
for agriculture is becorning scarce in some regions. 

The actual expansion in agricultural employment is 12,000 workers in the final 
year. A 0.73 percent decline in services employment amounts to 12,200 workers, wi) 
are in part absorbed in mining and manufacturing. All this takes place with oziAv 
minor changes in the rate of unemployment. As see-i in the previous simulati,.n, this 
rigidity in response of emnployment to the increased demand for labor is the result of 
the strong reaction of wages to unemployment. 

It is concluded, therefore, that the policy produces a substantial reallocation of 
employment from nonagriculture to agriculture. As in the previous exercises, the 
overall labor share increases, indicating that the increase in the real exchange rate is 
capital-saving. 

Output. The strongest output response is observed in agriculture, even though its 
value-added price increases less than that of mining. The st;'ength of the response can 
be quantified by computing the implicit supply elasticities as a ratio of the percentage 
change in value added to the percent.,ge change in its price. The results for 1972 are 
services 0.74, agriculture 0.67, min: ig 0.53, and manufacturing 0.32. The values for 
1982 are somewhat higher, but they maintain the same sectoral rankings. 

The Importance of Openness 

The degree of openness appears explicitly as a variable in the price equation of 
manufacturing. With time, the economy became more open, and this affected its 
response to changes in the economic environment. To examine the impact of open­
ness in terms of the model, the last experiment of real devaluation is repeated with 
one change, imposing for the period as a whole the maximum value of 0.38 for the 
share of tradables observed in 1981. This change calls for a new base run. The 
changes for this new run ae summarized in Table 19. 

The change in the degree of openness amplifies the response of manufacturing 
price to the real devaluation. It now increases 'y 0.38 percent in the first year, 
compared with the 0.20 percent shown in Table 18. The difference from the previous 
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T.'le 19-Impact of a 1 percent increase in the rev! exchange rate with an 
increase in openness 

Sector 1963 1967 1972 1977 1982 

Product Price 
Agriculture 0.678 0.678 0.678 0.678 0.678 
Mining 0.832 0.832 0.832 0.832 0.832 
Manufacturing 0.382 0.380 0.415 0.431 0.444 
Services -0.756 -0.725 -0.771 -0.758 -0.743 

Value-added Price 

Agriculture 1.270 1.273 1.286 1.297 1.307 
Mining 1.397 1.395 1.389 1.384 1.380 
Manufacturing 0.847 0.861 0.985 1.081 1.174 
Services -1.142 -1.082 -1.147 -1.111 -1.074 

Rate of Return 
Agriculture 0.183 0.166 0.164 0.146 0.069 
Mining 0.470 0.447 0.256 0.163 0.215 
Manufacturing 0.551 0.460 0.405 0.183 0.306 
Services -0.354 -0.335 -0.442 -0.267 -0.401 

Wagves 

Agriculture 1.257 1.625 1.278 1.034 0.586 
Mining -0.016 0.030 0.322 0.418 0.483 
Manufacturing -0.023 0.036 0.459 0.598 0.697 
Services -0.020 0.036 0.395 0.515 0.594 

Labor share 0.086 0.183 0.564 0.602 0.977 

Value Added 
Agriculture 0.006 0.495 0.874 0.930 1.045 
Mining 0.000 0.156 0.548 0.576 0.713 
Manufacturing 0.084 0.405 0.718 0.729 0.856 
Services -0.109 -0.462 -0.818 -0.688 -0.870 

Total -0.034 -0.076 -0.122 -0.072 -0.156 

Capital Stock 
Agriculture 0.000 0.367 0.725 0.815 0.966 
Mining 0.000 0443 0.922 0.850 0.918 
Manufacturing 0.000 0.243 0.487 0.623 0.692 
Services 0.000 -0.198 -0.423 -0.510 -0.597 

Labor 

Agriculture 0.017 0.543 1.179 1.610 2.013 
Miing 0.000 0 156 0.548 0.576 0.713 
Manufacturing 0.277 0.584 0.824 0.846 0.967 
Services -0.23C -0.410 -0.777 -0.700 -0.833 

Total -0.047 0.055 0.009 0.116 0.080 
Unemployment 0.059 -0.054 0.001 -0.065 0.004 

Note: The figures are percentage changes from the base ni except those for rates of return and unemployrnIei, which 
are percentage-point deviations from tihe base nun. 
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experiment remains high throughout the period. The value-added price of manufac­
turing was affected by more than the product price. It increases by 0.85 percent in the 
first year, as compared with 0.38 percent shown in Table 18. This difference declines 
somewhat with time. Even so, the change in manufacturing price is smaller than that 
of the more tradable sectors, agriculture and mining. 

The effect is considerably stronger when it comes to the rate of return in manu­
facturing. It increases by 0.55 percentage points in the first year, as compared with 
0.2 percentage points in the previous simulation. Consequently, the capital stock in 
manufacturing increases now by 0.5 percent in 10 years, as compared with 0.08 
percent in the previous case. This larger increase is at the expense of mining and 
services, while there is only a slight increase in the capital stock in agriculture. 
Similar changes are observed in employment. With the increase in openness, the 
employment in manufacturing increases in 10 years by 0.82 percent, as compared 
with 0. 19 percent before. This growth is mainly at the expense of a lower expan­
sion of employment in mining and a larger decline in services. The increase in the 
demand for labor translates itself to higher wages rather than a decline in unem­
ployment. This helps to increase the overall labor share somewhat, as compared 
with the previous case. 

The changes in the sectoral inputs are well reflected in the output changes. The 
change in manufacturing output is now considerably higher than in the previous case. 
The response in 10 years is 0.72 percent, as compared with 0.16 percent in the 
previous case. The expansion of manufacturing is at the expense of a larger reduction 
in services and a lower increase in mining. The increase in openness augments 
considerably the supply elasticity in manufacturing, which takes on a value of 0.73 
for 1972, as compared with 0.32 before. At the same time, mining and services 
decline, and agriculture remains basically the same. Agriculture continues to be most 
responsive to the real devaluation. The change in overall output is not much different 
from the previous case. 

The comparison of the results of the two simulations indicates that a real devalu­
ation provides a stronger incentive to manufacturing when the economy is more open. 
This result provides an empirical support for policies that combine devaluations with 
the elimination of trade restrictions. The supply response of the three more-tradable 
sectors to the real devaluation become more similar as the economy is opening up. 

Summary and Conclusions 

The various experiments reported in this chapter indicate that the sectoral com­
position of the simulated economy is strongly influenced by changes in the relative 
prices. Because the response takes time to build up, there are two aspects of the 
response to price variations: magnitude and speed. For instance, in the case of the 
response of agriculture to changes in its terms of trade, the implicit supply elasticity 
is 0.3 after 3 years and reaches 1.0 after 10 years. The weak response of agriculture 
in the short run explains the pessimism of the structuralists regarding the effect of 
price policy on agricultural output. The essence of the results in this study is that the 
response is rather sizable but requires time to materialize. This distinction between 
magnitude and speed is extremely important in that it highlights the importance of 
having persistent economic policies. 
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The supply response evaluated in these simulations assumes away uncertainty in 
that the contemplated price change is taken to be permanent. The reason for the gradual 
response is that changes in the structure of the economy are carried out by resource 
allocation, and this process is time-consuming for reasons discussed in Chapters 5 
and 6. This sluggishness in resource mobility is a reflection of the supply of labor and 
capital and is not specific to changes instigated by price changes. A similar pattern is 
expected to exist in responding to other changes in the economic environment. This 
means that there are no shortcuts for changing the structure of the economy. 

Adjustment in the sectoral composition of the capital stock is carried out through 
investment and therefore requires more time in responding to price changes than that 
of labor. The slow speed of factors' response to prices seems to be insufficient to 
eliminate differences in relative factor prices across sectors during the time span of 
the simulations. 

As the simulations were conducted conditional ol total factor supply and technol­
ogy, changes in relative prices have shown no important effect on overall output of 
the economy. This is an interesting result in view of the high rate of unemployment 
that prevailed during much of the period. The lack of a significant improvement in 
sectoral employment in response to price improvement reflects the behavior of the 
labor market at the time that translated an increase in labor demand into an increase 
in wages rather than an increase in employment. A rise in the terms of trade in favor 
of agriculture leads to an increase in the labor demand in agriculture and therefore to 
a decline in the labor supply in nonagriculture and to higher wages in all sectors of 
the economy, with agricultural workers gaining the most. Consequently, policies 
biased against agriculture, with the intention of favoring workers and low-income 
people, seem to be producing the opposite results. 

The protection of manufacturing by ircreasing its real price generates a much 
stronger change in relative prices and resource allocation than that realized by 
increasing agricultural prices by the same rate. An increase in the price of nianufac­
turing by I percent leads to a strong supply response of this sector-4 percent after 
10 years, implying an elasticity of 4. The expansion comes mainly at the expense of 
services, with mining contributing to the expansion of manufacturing capital. This 
illustrates that development of manufacturing need not be at the expellse of agricul­
ture, as is often implied in the development literature that proposes taxing agriculture 
as a means of developing manufacturing. 

An increase in the protection of manufacturing also leads to an increase in wages 
inall sectors. The increase in wages is much smaller than what is obtained in tile case 
of an increase of agricultural prices in the same percentage. 

A change in the real exchange rate affects sectoral prices according to their 
degree of tradability, with mining being the most tradable, and services the least. The 
strength of tile effect is directly related to the degree of openness. The supply 
response is stronger in mining and agriculture, which are the more-tradable sectors. 
The resources needed for the expansion of these sectors are provided by services, the 
least tradable sector. The long-run effect on agriculture is to reduce the off-farn 
migration and thereby increase employment in agriculture at the expense of that in 
nonagriculture. The wage rates rise in all sectors and this leads to an increase in tile 
share of wages in total income. 
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9 

SIMULATIONS OF GROWTH 

The discussion in the previous chapter indicates that changing the relative prices 
while holding resources constant has a strong effect on the composition of the 
economy but not on growth. The reason is that resources and technology in these 
experiments are held constant. The growth attributes of the model will now be 
examined by allowing resources to change while holding product prices at their 
historical level. 

The Role of Capital 

The role of capital in growth is an important topic on which there is no clear and 
conclusive view. Current theoretical discussion views human capital as the engine of 
growth (see Lucas 1988).28 The empirical implication of this view is not immediate. 
The framework for this theoretical discussion has two pertinent aspects for the 
present discussion: it evaluates the economy in a steady state position, and it does not 
distinguish between the implemented and available technology-whatever is known 
is immediately used. The empirical implication of these two assumptions is rather 
limited. In terms of the present analysis, it is not helpful to think of Chile in the study 
period as an economy in a steady state, and it is definitely misleading to assume tha , 

there was no gap between the available and implemented technology. 
The empirical problem is that of allocating growth to the various potential 

contributors. This is related to the discussion of productivity in Chapter 4. The 
evaluation of the effect of capital on productivity in the general equilibrium setting is 
rather complex in that, in addition to the direct effect, changes in the capital stock also 
influence wages, and therefore employment; off-farm migration, and thereby labor 
supply; and unemployment. Also, the capilal stock affects the rates of return and 
investment, which are state variables in the production function. 

In what follows, the net effect of capital is evaluated by simulating the response 
of the economy to an increase in the capital stock. This is done by increasing the 
investment-output ratio. Figure 49 shows the investment-output ratio for the period 
1960-90. In the 1960s this ratio fluctuated in the range of about 18-23 percent. With 
a few exceptions, it was considerably lower for the 1970s and most of the 1980s. This 
ratio reflects the prevailing economic environment, but this aspect is not explicitly 
studied here. For the purpose at hand, the historical ratio is changed exogenously by 
one percentage point. Thus, for example, when the historical ratio was 0.18, it is now 
set at 0. 19. This increase is imposed, beginning in 1963, for the whole period. 

28 In this discussion it becomes important to qualify the type of capital tinder consideration. Thus, when 
the word "capital" is used without further qualification, it refers to physical capital. 
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Figure 49-Investment-output ratio, 1960-90 
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In this exercise the government sector is also explicitly brought into the analysis. 
This is done under the following assumptions: (1) the ratio of government to total 
output remains at the historical level; (2) government output consists of wages only 
(this is in line with the discussion in Chapter 3); (3) government employment is 
obtained from the ratio of output to the wage rate; and (4) the government wage rate 
increased at the same rate as the average wage in nonagriculture. 

Summary results for the impact of increasing the investment-output ratio by one 
percentage point are presented in Table 20. As the experiment controls the invest­
ment-output ratio, the level of investment depends on output, which is endogenous in 
the model. To isolate the effect of capital from that of the implemented technology, 
as measured by the PEAK variable, in the first simulation PEAK is maintained 
exogenously at the historical level. As a result of the augmented investment rate, the 
overall capital stock increases gradually, by 1.6 percent in1967, the fourth year of the 
change, and by 5.6 percent in 1982, 15 years later. The corresponding values for 
output are I. 1and 3.3 percent. The ratio of the proportionate increase in outpat to that 
of capital is 0.7 in 1967 and 0.6 in 1982. 

The increase in nonagricultural employment is considerably smaller, only 0.43 
percent in 1967, and it weakens in the later years. Consequently, unemployment is 
reduced for the period as a whole only by roughly half a percentage point. The effect 
of changing the clpital stock on labor demand consists of a substitution and an 
expansion comnonent. The substitution effect should reduce the labor demand. In this 
case, wages will be pressed downward. However, the expansion effect will cause 
wages to rise. Table 20 shows the changes in the manufacturing wage, which 
increases by 1.8 percent in1967 and 7.5 percent by 1982. From this it can be inferred 
that the expansion effect was dominating. Thus it is concluded that the increase in 
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Table 20-	 Impact of augmenting investment-output ratio by one percentage 
point, beginning in 1963 

Simulalion 1967 1972 1977 1982 

1 1.60 
2 1.67 
3 1.70 

1 1.12 
2 1.76 
3 2.11 

1 0.43 
2 0.66 
3 1.20 

1 -0.54 
2 -0.82 
3 -1.48 

1 1.83 
2 2.19 

1 1.17 
2 1.12 

Total Capital Stock 
3.05 4.32 5.59 
3.56 5.17 6.94 
4.22 6.70 10.38 

Total Output 
1.40 2.77 3.35 
3.13 4.71 7.09 
7.71 9.94 19.84 

Total Employment 
0.10 0.28 0.18 
0.32 0.52 1.01 
4.57 5.98 11.22 

Unemployment 
-0.15 -0.45 -0.45 
-0.40 -0.69 -1.25 
-5.34 -6.30 -10.98 

Manufacturing Wages 
4.49 5.99 7.53 
8.29 11.04 13.76 

Labor Share 
2.99 3.71 4.83 
4.32 5.78 6.88 

Notes: The historical values are imposed in simulation Ion PEAK (the highret historical level attained by the output 
variable) and in simulation 3 on wages. The figures are percentage changes from tihe base nm except those for 
unemployment, which are percentage-point deviations from the base nmn 

labor demand caused by the increase in the capital stock is reflected largely by an 
increase in nonagricultural wages. 

The growth rate of output falls between the rates of capital and labor. It can be 
thought of as a weighted average of the growth rates of these two factors, with weights 
of 0.59 and 0.41 for capital and labor, respectively. This implies an implicit value of 
0.59 for the capital share, wl,;ch is in line with the values plotted in Figure 3. 

In the second simulation, ne PEAK variable is endogenized in order to capture the 
effect of the change in the capital stock on the implemented technology. PEAK 
appears in all the production functions, and its strongest effect is in agriculture. This 
modification increases output considerably over the first alternative. As the invest­
ment-output ratio is fixed, an increase in output causes investment, and therefore the 
capital stock, to increase over the first alternative As seen in Table 20, simulation 2, 
the capital stock increases by 1.7 percent in 1967 and by 6.9 percent in 1982; 
employment increases by 0.66 and 1.01 percent for the two years, respectively, 
where is the corresponding increase in output is 1.8 and 7.1 percent. 
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When output increases by more than all inputs, there is an unexplained residual. 
This situation can also be interpreted as increasing returns to scale. However, this 
interpretation is neither meaningful nor revealing. The quoted figures are obtained by
aggregating the results of the individual sectors. One possibility is that the result is 
due to aggregation. However, this is not the case, as it is also observed at the sectoral 
level for some sectors, while the sectoral production functions maintain constant 
returns to scale. The interpretation of this residual in terms of the framework is that 
the increase in the capital stock makes it possible to move to new techniques that are 
both capital-intensive and more productive. Such moves generate the productivity
gain, and the time path of output is generated by changing the implemented technol­
ogy as determined by the factor supply and the other conditions of the model. 

The second simulation has a somewhat stronger positive effect on employment 
than the first one, and unemployment declines by slightly less than one percentage 
point for most of the period. However, the increase in wages was more sizable, 2.2 
percent in 1967 and 13.8 percent in 1982. The importance of wages in deterring 
growth is underlined in simulation 3, which repeats simulation 2 but keeps wages at 
their historical levels. The outcome is dramatic. Employment increases gradually 
from 1.2 percent in 1967 to 11.2 percent in 1982, whereas unemployment declines by 
1.5 percentage points in 1967. This decline increases to 11 percentage points in 1982, 
a year with an unemployment rate of 18 percent. In this alternative, the capital stock 
and output increase by 10.4 and 20.0 percent, respectively, in 1982. Thus, output 
increases twice as fast as capital. 

Labor Markets 

The foregoing simulations indicate that wage rises hindered the growth of the 
economy in response to various stimuli. To shed more light on this specific point, the 
response of the economy to a I percent increase in the nonagricultural real wages will 
now be evaluated. The results are summarized in Table 21. When the rise is intro­
duced in 1963, employment declines by nearly 0.3 percent in 1967 and unemploy­
ment increases in that year by about 0.34 percentage point. The response accumulates 
somewhat in later years. The decline in output is similar ini rate to that of employment. 

Table 21- Impact of a 1 percent increase in wages 

Variable 	 1967 1972 1977 1982 

Increase begins in 1963 
Employment -0.28 -0.43 -0.35 -0.40 
Unemployment 0.34 0.50 0.36 0.39 
Output -0.25 	 -0.30-0.42 -0.42 

Increase begins in 1975 
Employment ...... -0.21 -0.33 
Unemployment ...... 0.21 0.31 
Output ...... -0.14 -0.28 

Note: 	The figures are percentage changes fromn the base run except those for rates of retun and unemployment, which 
are percentage-point deviations fromi the base run. 
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Thus, on average, a 1 percent increase in wages increases the unemployment rate by 
about 0.30 percentage point. This result is also consistent with the model simulations 
that are summarized in Tables 20, 22, and 23. The response is nearly the same when 
the change is introduced in 1975. 

The simulations show what the cost was in terms of growth of the strong response 
of wages to an increase of labor demand to the extent that most of the increase in such 
demand was translated into wages rather than employment. It is not suggested here 
that real wages should have been kept constant. This exercise indicates the importance of 
understanding the behavior of the labor market and its role in facilitating growth. 

Cost of Political Instability 

The volatility in the economy that began in late 1970 with the Allende govern­
ment and subsequent political events had a serious impact on output and on the 
variables related to growth. As seen in Chapter 5, unemployment increased from a 
level of 5-7 percent in the 1960s to a level of roughly 15 percent in the 1970s. At the 
same time, investment declined considerably. As shown in Figure 49, the investment­
output ratio fluctuated between 18 and 23 percent in the 1960s, reached 20.4 percent 
in 1970, and started to decline thereafter, reaching a trough of 12.7 percent in 1976. 
In 1971 the decline in the ratio was largely due to an increase in output, and the 
decline in investment was relatively small. Thereafter, as indicated in Figure 24, total 
investment declined sharply until 1976. From then on, the investment-output ratio 
and total investment started a gradual recovery, with the ratio reaching a level of 19.5 

Table 22- Impact of augmented investment beginning in 1974 

Investnent-Output 
1 Percent Increase Ratio Kept at 20 Percent 

Simulation 1977 1982 1977 1982 

Capital Stock 
2 	 1.20 2.96 6.32 12.57 
3 	 1.20 3.05 6.31 13.34 

Output 
2 	 0.88 3.27 4.54 14.53 
3 	 0.94 4.04 4.81 20.08 

Unemployment
2 -0.56 -1.38 -2.91 -5.06 
3 -0.70 -2.40 -3.52 -11.24 

Manufacturing Wage 
2 	 0.49 2.95 2.14 16.00 

Notes: 	The historical values of wages are imposed in simulation 3. The figures are percentage changes fromi tie base 
nm except those for rates of return and unemployment, which are percentage-point deviatflho from the base 
runl. 
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Table 23-	 Impact of a one percentage point increase in the foreign exchange 
constraint 

Simulation 1967 1972 1977 1982 

2 
3 

0.46 
0.50 

1.13 
1.72 

Capital Stock 
1.54 
2.75 

2.09 
4.43 

2 
3 

2.30 
2.70 

2.80 
6.75 

Output 
3.15 
7.14 

3.98 
12.05 

Employment 
2 	 0.55 0.04 0.05 0.16 
3 	 1.18 3.57 3.99 6.50 

Unemployment 
2 	 -0.70 -0.06 -0.16 -0.32 
3 	 -1.45 -4.18 -4.23 -6.44 

Manufacturing Wages 
2 	 2.48 6.52 7.25 8.27 

Notes: 	 The historical values of wages are imposed in imulation 3. The figures are percentage changes from the base 
nn except those fc, atcs of return and unemployment, which are perccntage-point deviations fronm the base 

percent in 1981, only to be interrupted again by the recession of 1982, and finally 
returning to that level only in 1990. 

The decline in output affected labor and capital differently. Figures 33 to 3 show 
that, with minor exceptions, the rate of rettrn in the various sectors decli?-'d in the 
early 1970s and had not fully recovered by the end of that decade. On the other hand, 
real wages were initially raised by the Allende regime but could not be sustained at 
that new level and had to retreat somewhat. However, their decline was short-lived, 
and they we-e increasing during the recovery period beginning in 1975-76 and in 
most cases reached tile pre-Allende level in the late 1970s. Most of the adjustment in 
te labor market during this period was made by the increase in unemployment. In 
tais sense the adjustment behaved differently from that observed for the rates of return. 

In looking back at this period the que:,tion is, What are the important policy 
measures that should have been contemplated? This is a natural question to ask about 
a normal period, where marginal adjustments in policies can be evaluated, but it is not 
very meaningful when asked in connection with a set of policies that should not have 
been implemented in the first place Ove possible way to assess the cost of this period 
is to evaluate the potential perf-rtn:.. ce of the economy under the investment rates 
typical for the 1960s. This is done here )y simulating the economy in the post-
Allende period, beginning in 1974, under the assumption that the investment-output 
ratio remained constant at the pre-Allende level of 20 percent. By keeping the 
investment level of the 1960s, it is implicitly assumed that alternative economic 
policies would have been pursued in order to maintain the profitability needed to 
sustain such investment rates. 
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The contemplated change in the investment rate is more drastic than the one 
considered in the previous exercise, as reported in Table 20. In order to evaluate the 
full impact of this difference, the simulations of Table 20 are repeated, that is, the 
investment-output ratio is increased by one percentage point, except that the charge 
is now first introduced in 1974. The results appear in the first two colamns of Table 
22. The last two columns of the table present simulations with the investment-output 
ratio held at 20 percent. In each case, the last two simulations of Table 20 are 
presented, namely, simulations with endogenous PEAK and endogenous wages
(simulation 2) or alternatively, endogenous PEAK and exogenous wages (simulation 
3). The results for 1977 and 1982 are for the cumulative effect of the fourth and ninth 
year, respectively, after the beginning of the process. 

Starting with the one percentage point change, it can be seen that the effects on 
capital accumulation of the two alternatives are quite similar. However. the effect on 
unemployment is substantially different. When wages are allowed to increase, they
increase by almost 3 percent in 1982 and unemployment declines by 1.4 percentage 
points in 1982. When wages are kept at their historical levels, unemployment declines 
by 2.4 percentage points, almost twice as much. However, even if wages were kept 
constant, an increase of one percentage point in the investment ratio would not be 
sufficient to produce dramatic results. In this respect, this result is different from the 
corresponding result in Table 20. The difference is in the starting date; the latter is 
obtained when the change is introduced in 1963. The capitpl accumulation in the 
1960s was sufficient to make a difference. This is not the case when the change is 
introduced in 1974, where the investment level was low and there is not sufficient 
time to produce a significant effect. A more drastic change was needed !o lift the 
economy from its depressed position. 

Turning to the last two columns of Table 22, where tile investment ratio is kept at 
20 percent, the results look considerably different. The capital stock increases in 1982 
by about 13.0 percent for the two alternatives, whereas output increases by 14.5 and 
20.1 percent with endogenous and exogenous wages, respectivel). Unemployment
declines by 5.1 and 11.2 percentage points in the two alternatives, respectively. If 
wages were allowed to increase, they would have increased by 16 percent in 1982. 
Thus, there is a trade-off between an increase in wages by 16 percent and a decline in 
unemployment by about six percentage points (11.2 minus 5.1) in a year with 18 
percent unemployment. 

Integration with the World Economy 

The response of the system to changes in capital aiud technology depends on the 
degree of openness. The more open is tile economy, the stronger are the competitive 
pressures for an improvement in efficiency, and also the easier ii is to import capital 
goods, which are the carriers of new technology. The model does not include a direct 
measure of the effect of openness on productivity, but the FEC can be used to 
represent its effect. A larger degree of openness leads to larger trade, and this will be 
reflected in larger FEC. 

The FEC is a composite variable that changes not only with the opening of the 
economy but alsn with changes in the external terms of trade or with the world 
interest rates. Thus the experiment of changing the FECcan represent more than one 
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scenario. Keeping this in mind, the effect of increasing the historical values of the 
FECby one percentage point is examined. In this, domestic prices are maintained at 
their historical levels. The implication is tbat if the change in the FEC is caused by 
changes in the external terms of trade, these changes are compensated for by taxes in 
order to maintain the internal terms of trade intact. Nevertheless, there is a wealth 
effect that increases the stock of foreign exchange. 

The FEC variable has a strong direct effect on the productivity in manufacturing 
and a lesser one in services, whereas it has no such effect on the productivity in 
agriculture and mining. The results are reported in Table 23 for the historical price 
levels and for endogenous and exogenous wages. 

The immediate effect of an increase in the FEC is to increase the productivity in 
manufacturing and services, and therefor- to increase their output. As output in­
creases, investment increases so as to maintain the historical investment-output 
ratios. Thus, in the first simulation, output increases by 2.3 percent in 1967 with only 
0.46 percent increase in the capital stock. The growth of capital then picks up, 
showing an increase of 2.1 percent in 1982, whereas the output growth is almost 4.0 
percent. The effect on employment is not significant, whereas wages in manufactur­
ing increase rapidly at a higher rate than employment, reaching a level of 6.5 percent 
in 1972 and 8.3 percent in 1982. 

Restricting wages to remaining at their i-istorical level gives a completely differ­
ent result. Output in 1972 is almost 7 percent higher than that of the base run, and this 
difference grows to 12 percent in 1982. Employment in nonagriculture grows at about 
half the rate of output, from 1.2 percent in 1967 to 6.5 percent in !982. Unemploy­
ment declines drastically, from 1.5 percentage points in) 1967 to 6.4 percentage points 
in 1982. 

Growth and Sectoral Composition 

The foregoing discussion dealt with the response of the aggregate values to the 
imposed changes. To see the effect of sectoral composition, refer to Table 24, which 
presents detailed results of simulation 3 in Table 20. This simulation is obtained by 
increasing the investment ratio by one percentage poiiit with endogenous PEAK and 
historical wages and prices. 

When capital is allowed to increase, the sectoral capital-'tbor ratios increase as 
well. With a constant production function, such a change sho'.; ,esult in a decline in 
the rates of return. This is not the case in this simulation, as tt .tsectoral rates of return 
increase for all sectors except mining. The reason is that in the present study the 
implemented technology is not invariant to such a change Changzs in the rates of 
return affect the sectoral competitive position for new investmenit, which in turn 
affects the sectoral pattern of growth in the capital stock. Manufacturing responds 
most strongly to the changes in investment, but the sectoral differences are not large. 
The increase in the capital stock, in investment, and in the rate of return change the 
implemented technology so that output and the demand for labor increase. Conse­
quently, unemployment declines (Table 20), and this in turn increases the off-farm 
migration and decreases the agricultural labor force. The effect of th- decline in 
unemployment on migration is strong enough to overcome the increase in agricultural 
income as measured by the average labor productivity. The decline in agricultural 
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Table 24-	 Impact of a one percentage point increase in investment ratio on the 
composition of the economy 

Sector 	 1967 1972 1977 1982 

Rate of Relurn 
Agriculture 0.06 0.64 0.51 0.87 
Mining -0 12 -0.08 -0.04 0.12 
Manufacturing 0.45 0.85 0.36 1.38 
Sen ices 0.21 1.30 0.81 2.84 

Output 
Agriculture 1.23 5.76 8.23 18.64 
Mining 0.41 1.70 4.94 8.78 
Manufacturing 3.10 7.94 9.60 17.69 
Government 2.11 7.71 9.94 19.84 
Services 2.03 8.59 11.11 22.63 

Labor 
Agriculture -0.87 -3.43 -6.00 -10.40 
Mining 0.41 1.70 4.94 8.78 
Manufacturing 3.00 7.56 9.79 17.82 
Govenunent 2.11 7.71 9.94 19.84 
Services 1.56 5.98 8.74 15.74 

Capital 
Agriculture 1.50 3.40 6.10 8.77 
Mining 1.21 3.04 5.96 8.42 
Manufacturing 2.29 5.12 7.43 11.91 
Services 1.66 4.37 6.84 10.91 

Note: 	The figures are per:enlage 4hange. fiorn the base run except those for rates of return and unemployment, which 
are percentage-poitt deviatiwis trom the base rn. 

labor and the rise in its capital stock increase 'he capital-labor ratio in agriculture, 
whereas this ratio declines for most other sectors, as can be seen by comparing the 
proportionate increments in capital and in employment. Finally, except for mining, 
output increases coisiderably more than capital. 

The behavior of the government setor reflects the assumptions on its relation­
ship to total output. 

Discussion 

Although growth is an economic phenomenon, it is not insulated from political 
developments. This study shows that major political shocks have a strong effect on 
the forces that generate economic growth. Such shocks may change agents' expecta­
tions for the probability distribution of future values of the pertinent economic 
variables and, consequently, their decisions. The political shocks may be influenced 
by the economic situation in the country, but they may also be completely inde­
pendent of it and be, for instance, driven by ideology. Whatever the case, it is clear 
that such shocks are a factor that has to be reckoned with. The main implication of 
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this point is for economic research. It is not very illuminati.g to assume that events 
such as the Allende period in Chile are a realization of a random variable generated 
by a stable probability distribution that can be retrieved from the sample data. 

The other point that comes out from the analysis is the importance of Lhe market 
organization. The study shows the importance of the behavior of the labor market in 
the determination of the growth performance. Noncompetitive markets may be gen­
erated by a variety of forces. It seems that the instability generated by the high
inflation rates contributed to this behavior. In any case, growth affects factor markets, 
and, in turn, the performance of such markets has a feedback effect on growth. 
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CONCLUSIONS 

Many economic discussions differentiate between short-term variations and 
long-term growth. This is a convenience that cannot be enjoyed in empirical analysis 
for the simple reason that the data are not dichotomized accordingly. Investment is a 
key variable in the discussion of growth, and, at the same time, variations in invest­
ment are strongly associated with short-term variations in total output. The data are 
always determined in the context of short-run equilibria, and one of the more chal­
lenging tasks of empirical analysis is to distill the long-run processes from the data. 
This work is an attempt in that direction. However, the task is somewhat difficult 
because the study period of 1962-82 covers a very turbulent environment in Chile's 
history, caused by r,ternal political events and external shocks. There are several 
studies dealing wth the economic volatility in this period and its relationships to 
eccnomic policies and external shocks. The emphasis of these studies is on the 
short-term variations, whereas the growth effect of these policies and external shocks 
is not dealt with. 

The importance of understanding the Chilean experience goes beyond academic 
interest. The post-study period from 1983 through 1992 has been a period of vigorous 
growth in Chile, and there is an ongoing discussion in the country as to whether the 
current growth performance is sustainable. The public discussion of this issue is in 
part political and emotional, and it lacks a quantitative framework. Yet it has impor­
tant repercussions. An overestimation of the growth rate may lead to overspending 
and debt accumulation, with all the negative consequences such as those observed in 
the 1970s when the medium-term growth was overestimated. 

Growth is not a mysterious process detached from current events. Changes in the 
economic eivironment, such as external terms of trade, flow of capital, government 
expenditures, and finance or sector-specific policies such as subsidies to agriculture 
or the protection of manufacturing, all affect the performance of the economy through 
the price mechanism and the resource availability for production. Differences in 
product prices also affect factor prices and their sectoral allocation. The introduction 
of new and more productive techniques of production requires a profitable environ­
ment as well as capital. In an open economy the flow of capital depends on domestic 
profitability and stability relative to the rest of the world and on the degree of 
openness of the economy. 

By its very nature, the response to a changing environment involves costly 
resource mobility, and it is therefore carried out only if the observed changes are 
expected to be permanent. Transitory price or policy variations cannot be expected to 
have an important effect on such resource mobility. Consequently, the response to a 
changing environment is time-consuming for two reasons: first, the change has to be 
perceived as permanent, and second, time is needed to implement the changes once 
they are decided on. This is logical, but can it be empirically substantiated? The study 
shows very clearly that there is a distinct supply response in sectoral output and 
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resource allocation to a changing economic environment and that the response is 
accumulated over time. 

The study of intersectoral resource allocation and productivity changes in re­
sponse to the economic environment is pertinent for any topic related to the supply
side of the economy. Specifically, it is essential for evaluating the effect of trade 
liberalization or free trade agreements such as NAFTA (North American Free Trade 
Agreement) between Mexico and the United States or MERCOSUR (Mercado
Comfin del Sur) in the southern cone of Latin America. The welfare flow of such 
agreements is determined by the direction as well as by the speed of the adjustments 
in resources and productivity. 

The difference between short- and long-run response emphasizes the importance
of persistence in economic policy. Usually, policymakers do not want to wait long for 
results of their own policies to become visible, so they tend to neglect policies with 
much-delayed results. The present analysis shows that such political decisions are 
costly in terms of sectoral growth. This applies io all sectors, agriculture included. 

All the exercises done in this work indicate clearly that the expansion in produc­
tion was closely associated with an increase in the capital stock, at both the sectoral 
and aggregate levels. This is also consistent with the association of the decline of 
economic growth in the 1970s with a sharp decline in the investment rate. This 
outcome illustrates the importance of physical capital for growth, a point often 
neglected in the "new growth" literature with is emphasis on human capital.

The perfornmance of the economy was strongly affected by the external condi­
tions; this highlights the importance of trade in Chile. The measure used in .his study 
to represent the external conditions is positively related to the degree of openness and 
the terms of trade. An improvement in both contributes to improvement in factor 
productivity. 

The importance of competitive factor markets is illustrated by the functioning of 
the labor mprket. During the study period, a large and persistent unemployment
prevailed with only a relatively small decline in real wages, suggesting a low 
response of wages to unemployment. At the same time, simulated growth-promoting
changes-such as increasing the investment ratio or the real exchange rate or an 
improvement in the external conditions-increased the demand for labor, and this 
was translated mostly to a rise in wages and only in small part to a decline in the 
unemployment rate. This is an outcome of the strong response of wages, rather than 
eiiptoyment, to an increase in labor demand. Such a peculiar behavior, leading to 
high and persistent unemployment, is attributed to the magnitude of the macro shocks 
that distorted the ordinary functioning of the labor market. 

The most important lesson learned from the Chilean experience, as well as from 
the experience of other countries, is that economic policies should be sustainable and 
persistent. Myopic policies, whether carried out for reasons of political opportunism, 
ideology, or ignorance, are very costly in terms of growth, and because they are not 
sustainable they are also costly in terms of the adjustments that are called for to 
reverse their negative effects. 
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APPENDIX 1: THE DATA BASE 
This appendix presents, in Tables 25-39, the more important data used in the study. 

The main source is the National Accounts published by the Central Bank. More detailed 
data and an expianation of the construction of all the data used in the study appear in a 
supplement that is available upon request from IFPRIs Information Program. 

Table 25- Gross output 
Year Agriculture Mining Manufacturing Services Government 

(millions of 1977 pesos) 

1960 37435 26252 136858 130168 15671
 
1961 387')0 28763 147079 140997 15125
 
1962 37500 31235 162637 145957 16116
 
1963 40157 31925 168142 159922 15629
 
1964 4136., 33778 176814 167953 15954
 
1965 39012 32055 179792 168554 17568
 
1966 43964 33518 203811 194256 19974
 
1967 45975 33426 211402 200296 19879
 
1968 48476 34769 219554 206864 20391
 
1969 43452 35857 225790 222601 22018
 
1970 47289 35309 225961 226397 23662
 

1971 47822 36802 257811 249117 26790
 
1972 47470 35097 265710 240146 27668
 
1973 45676 34568 247610 229156 27962
 
1974 52325 40711 235237 253927 32411
 

1975 50685 38179 182555 201273 27517
 
1976 48988 42092 192970 2035-7 28075
 
1977 52159 42553 207146 225851 28871
 
1978 53371 43010 226134 256952 32159
 
1979 56007 45648 239101 278021 35375
 
1980 58757 48335 250898 299734 31686
 
1981 60605 52256 257436 316898 30795
 

1982 59882 53132 208792 286901 29913
 

Table 26- Real value added 
Year Agriculture Mining Manufacturing Services Government Total 

(millions of 1977 pesos) 

1960 19876 14432 41649 95155 10839 181950
 
1961 19511 15865 44743 98006 10725 188850
 
1962 18622 17122 48967 103400 11032 199141
 
1963 19777 17314 50895 113085 10896 211968
 
1964 20033 18393 53479 112227 11875 216008
 
1965 20257 16800 55839 112973 12537 218406
 

1966 24489 17504 62867 122288 13223 240371
 
1967 25163 17924 64669 127654 13623 249032
 
1968 26439 IF709 66763 132892 13689 258492
 
1969 23325 19162 68555 142380 13814 267236
 
1970 24071 18595 69912 146660 14027 273265
 
1971 23806 19714 79404 160349 14535 297808
 
1972 21825 18971 81180 157855 15029 294863
 
1973 19647 18532 74906 151108 15393 279586
 
1974 24904 22642 72994 149432 16432 286404
 
1975 25993 20095 54405 135222 16740 252455
 
1976 25574 22544 57678 136665 17688 260149
 
1977 28289 23161 62574 150867 18041 282932
 
1978 27241 23529 68374 167570 17476 304189
 
1979 28922 24792 73777 186521 16997 331009
 
1980 3031 
 26077 78332 207022 16864 358326
 
1981 31168 28084 80336 219327 16578 375494
 
1982 30803 29680 63500 194216 16108 334308
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Table 27- Real sectoral profits 

Year Agriculture Mining Manufacturing Services 

(millions of 1977 pesos) 

1960 11232 7614 21497 35867 
1961 11514 6283 22973 45211 
1962 10085 6498 27330 48630 
1963 9392 8631 29077 55483 
1964 10792 9380 30722 54664 
1965 10569 9481 30178 53896 
1966 13041 14203 33047 58244 
1967 13720 14483 35033 58039 
1968 11159 15080 39275 57248 
1969 11041 21503 40120 61244 
1970 10367 15828 41206 57048 
1971 12132 5416 32057 60846 
1972 12902 4501 24038 70570 
1973 10980 7094 37974 78493 
1974 8938 11612 48747 54665 
1975 6711 12010 12562 56632 
1976 11531 12639 22896 51764 
1977 16906 9915 19797 61794 
1978 12459 10719 26336 74421 
1979 13317 21479 29838 89824 
1980 13150 18977 30020 101494 
1981 10500 8697 32194 107452
 
1982 5692 12506 20992 93752
 

Table 28- Real indirect taxes 

Year Agriculture Mining Manufacturing Services 

(millions of 1977 pesos) 

1960 108 72 2617 8630
 
1961 102 -54 2743 9311
 
1962 69 -24 2851 8517
 
1963 80 73 2961 
 8842
 
1964 242 78 3517 8745
 
1965 312 53 3941 9211
 
1966 300 
 45 3407 10958
 
1967 
 378 31 3886 13119
 
1968 624 -67 3997 
 13296
 
1969 
 402 -85 4330 14812
 
1970 394 -102 4390 15876
 
1971 405 -364 
 7201 14851
 
1972 44 1655 8116 9256
 
1973 238 4166 6427 9954
 
1974 667 
 7632 7261 16251
 
1975 1235 -45 11439 13947
 
1976 2122 
 -33 7835 16221
 
1977 1646 -135 11572 14246
 
1978 2098 -1463 10273 15889
 
1979 2050 -1147 10618 13009
 
1980 2860 -1432 9840 12972
 
1981 3233 -1853 11794 16413
 
1982 3489 -1128 12253 15217
 

Note: Computed as nominal indirect net taxes deflated by nominal price of value added (NP1 ). 
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Table 29- Real depreciation 

Year Agriculture Mining Manufacturing Services 

(millions of 1977 pesos) 

2735 1928 3617 22612
1960 

1707 4092 15711
1961 2174 


3899 18373
1962 2604 1913 

3943 19336
1963 2837 2923 


2969 4251 18435
1964 2725 

2663 4415 18050
1965 2851 

2520 4827 16899
1966 2534 

2469 4876 18001
1967 2394 


4794 19274
1968 2655 2146 

5411 19547
1969 2523 2364 

5325 1959R
1970 2976 2145 


1511 6689 20526
1971 3319 

2625 7129 15978
1972 3289 

3569 9530 17568
1973 3838 


3586 3317 9478 17642
1974 

5376 19701
1975 3639 3804 


3912 19682
1976 3595 5979 

3741 7029 19172
1977 3755 


20386
1978 3574 3818 6678 

3728 3325 6940 21034
1979 


21633
1980 3811 3462 8204 

3763 3527 8378 22622
1981 


4468 5970 22094
1982 3601 


Note: Computed as the nominal figures of dcprcciation of tie National Accounts deflated by the corresponding price 
indexes of capital. 

Table 30- Gross real investment in fixed capital 

Year Agriculture Mining Manufacturing Services Total 

(millions of 1977 pesos) 
1960 
1961 4491 6619 11207 16910 39226 

1962 4678 4344 12280 22738 44040 

1963 4721 3635 8353 33833 50541 

1964 6447 2273 8838 30103 47661 

1965 7066 1909 7315 28491 44781 

1966 6822 2072 9817 27510 46221 

1967 6922 4903 11365 24020 47210 

1968 8042 9192 10085 24356 51675 

1969 6355 9988 9462 28477 54282 

1970 6382 8536 7735 35133 57786 

1971 6220 7153 7271 35802 56446 

1972 5854 6340 5101 27810 45105 

1973 6799 8337 10797 16454 42387 

1974 6522 9309 3726 30932 50489 

1975 5423 6839 5402 21329 38992 

1976 4918 7230 3058 18009 33215 

1977 7128 7763 4010 19444 38346 

1978 10406 8058 6443 20102 45009 

1979 9998 5944 8327 28324 52593 

1980 7532 7705 12649 36220 64105 

1981 8536 7125 9523 49663 74848 

1982 6703 6884 7145 28717 49448 
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Table 31- Capital stocks 

Agriculture

Year Agriculture with Land Mining Manufacturing Services Total
 

(millions of 1977 pesos) 
1960 80602 161681 56044 80709 420187 637542
 
1961 82918 163997 60956 87824 421386 653084
 
1962 84991 166070 63388 96205 425750 670334
 
1963 86875 
 167954 64099 100615 440248 691837
 
1964 90597 171676 63403 105201 451916 711117
 
1965 94812 175891 62649 108101 462357 727919
 
1966 99100 180179 62201 113092 472968 747361
 
1967 103628 184707 64636 119580 478988 766832
 
1968 109015 
 190094 71682 124871 484071 789639
 
1969 112847 193926 79306 128922 493001 814076
 
1970 116253 197332 85697 131332 508535 841817
 
1971 119154 
 200233 91339 131914 523812 866219
 
1972 121719 202798 95054 129885 5356,14 882302
 
1973 124680 205759 99822 131153 534530 890185
 
1974 127615 208694 105813 12540) 547820 906648
 
1975 129399 210478 108849 125426 549448 913122
 
1976 130722 211801 112166 122505 547775 913168
 
1977 134095 215174 116189 119487 548047 917818
 
1978 140928 222007 120428 119252 547763 928371
 
1979 147197 228776 123048 120640 555052 945937
 
1980 150919 231998 127292 125084 5',9639 972934
 
1981 155692 236771 130890 
 126230 596680 1009492
 
1982 158794 239873 133307 127404 603303 1022808
 

Note: 	The t ipital series were (erived by accumulaling the annial investment figiires. In most cases here is a known 
value for the capital stock for a given year and that was used as an anchor value. 

Table 32- Real taxes on profits 

Year Agriculture Mining Munurucluring Services 

(millioms of 1977 pesos) 
1960 	 89 26 1091 
 1256
 
1961 
 91 21 1166 1576
 
1962 80 22 1387 1695
 
1963 74 1476
29 1934
 
1964 
 115 	 50 1251 2622
 
1965 50 	 2476
171 2641
 
1966 54 2493
105 	 2659
 
1967 40 86 2370 2429
 
1968 37 1974
52 	 2761
 
1969 	 60 354 
 2651 3375
 
1970 15 48 2899 
 3393
 
1971 
 19 	 29 2644 2618
 
1972 	 20 22 2163 
 3133
 
1973 17 32 3701 
 3593
 
1974 
 84 	 23 3876 7645
 
1975 552 	 2014
269 4533
 
1976 
 265 537 4238 4119
 
1977 306 253 2829 4178
 
1978 164 2652
93 4142
 
1979 
 239 	 792 2851 5486
 
1980 246 	 2813
286 6695
 
1981 
 234 626 2409 6303
 
1982 210 609 1508 4187
 

Note: 	Obtained by dividing seronrlq nninmal direct taxes by the National Accounts consumption deflator. Nominal 
taxes figures were obtained from the Inlenmal Revenue Service. 
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Table 33- Rates of return 
Agriculture 

Year Agriculture with Land M .. !:ag Manufacturing Services 

1960
 
1961 0.153 0.062 0.134 0.313 0.142 

1962 0.131 0.055 0.126 0.350 0.161 
1963 0.123 0.055 0.164 0.343 0.199 

1964 0.143 0.064 0.165 0.325 0.189 
1965 0.136 0.071 0.179 0.311 0.174 

1966 0.153 0.086 0.256 0.316 0.171 
0.1521967 0.148 0.090 0.259 0.324 

1968 0.119 0.082 0.252 0.331 0.152 
1969 0.117 0.085 0.336 0.331 0.162 
1970 0.105 0.077 0.227 0.334 0.150 

1971 0.122 0.084 0.072 0.256 0.155 
1972 0.119 0.083 0.1890.056 0.152 

1973 0.090 0.060 0.081 0.283 0.138 
1974 0.078 0.053 0.134 0.393 0.088 

0.0831975 0.048 0.028 0.112 0.083 
1976 0.078 0.047 0.089 0.114 0.083 

0.076 0.1041977 0.120 0.071 0.119 
1978 0.092 0.057 0.091 0.198 0.128 
1979 0.097 0.059 0.166 0.217 0.144 

1980 0.094 0.054 0.158 0.236 0.176 

1981 0.069 0.040 0.071 0.274 0.184 

1982 0.037 0.021 0.103 0.179 0.157 

Note: Rates were obtained by using equation (16) of the model.The capital stock with land included uses the realprice 

of land (PI). The anchor valtie for land in 1977 is 81079 (illmillions of .. This value was calculated by 

using the price of land series and the estimate reported in astudy for1979 thatwas :-rried out by the Intenml 

Revenue Service. 

Table 34- Real wages 

Year Agriculture Mining Manuracluring Services Government 

(millionsof 1977 pesos)
 

1960 9130 66959 40426 40382 78861
 

1961 10200 74810 41091 42426 78573
 

1962 10500 71898 42458 42647 
 74208
 

i963 8509 79720 42036 40819 61830
 

1964 8602 75593 39809 39215 61193
 
68993
1965 10649 73106 40269 42529 


1966 13716 80995 44872 
 47360 76749
 

1967 11625 94206 46355 44406 80392
 

1968 12475 98481 51912 46862 74173
 

1969 11198 108678 5.1447 49294 72062
 

1970 11840 103490 54472 51320 83847
 

1971 19243 143445 67837 60533 102094
 

1972 22404 153386 74463 57662 107922
 

1973 11151 110162 54790 32530 
 82421
 

1974 10132 104291 54047 39284 96457
 

8871 90729 42465 36.18 63865
1975 

1976 9581 100067 52806 35716 58049
 

1977 10878 100258 53771 39609 67065
 

1978 11186 108639 58514 40281 
 68227
 

1979 10861 107624 52755 39980 68042
 

1980 11503 116630 61116 43790 62744
 

198i 12288 123773 62789 46722 70134
 

1982 12097 125929 57054 44836 71762
 

Note: Obtained by dividing the sectoml nominal wage by the National Accounts consumption deflator. Sectoral 

nominal wage,inturn, was computed as tie ratio wage billbetween the sectoral total (including social security) 

and employment. 
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Table 35- Employment 
Year Agriculture Mining Manufacluring Services Government Total 

(millions of persons) 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 

0.708 
0.688 
0.685 
0.689 
0.689 
0.691 
0.670 
0.655 
0.641 
0.642 
0.626 
0.594 
0.542 
0.516 
0.532 
0.542 
0.541 
0.550 
0.566 
0.563 
0.581 
0.595 
0.591 

0.093 
0.093 
0.091 
0.088 
0.087 
0.086 
0.084 
0.084 
0.083 
0.085 
0.088 
0.091 
0.093 
0.105 
0.103 
0.101 
0.100 
0.096 
0.095 
0.093 
0.091 
0.OSO 
0.075 

0.370 
0.392 
0.399 
0.410 
0.420 
0.443 
0.459 
0.471 
0.478 
0.482 
0.492 
0.535 
0.554 
0.545 
0.515 
0.477 
0.444 
0.450 
0.460 
0.478 
0.501 
0.514 
0.407 

1.029 
1.038 
1.067 
1.093 
1.131 
1.160 
1.208 
1.295 
1.320 
1.319 
1.357 
1.419 
1.486 
1.500 
1.418 
1.300 
1.328 
1.405 
1.496 
1.575 
1.646 
1.757 
1.674 

0.118 
0.126 
0.139 
0.154 
0.162 
0.168 
0.177 
0.175 
0.189 
0.195 
0.203 
0.217 
0.233 
0.226 
0.216 
0.240 
0.270 
0.269 
0.263 
0.267 
0.290 
0.285 
0.287 

2.317 
2.337 
2.381 
2.433 
2.488 
2.547 
2.597 
2.679 
2.710 
2.723 
2.766 
2.857 
2.908 
2.891 
2.7F5 
2.61 
2.682 
2.770 
2.880 
2.975 
3.114 
3.238 
3.035 

Note: The figures are for June 30 of each year. 

Table 36- Labor force 

Year 
Nonagricullure 

Labor Force 

Total 
Labor 
Force 

Rate or 
Nonagriculture 
Unemployment 

Rate of 
Off-farm 
Migration 

Natural Rale 
of Growth of 

the Labor 
Force 

Ratio of the 
Labor Force in 
Nonagriculture 

to That in 
Agriculture 

1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 

(millions of persons) 
1.694 2 ,94 
1.759 2.540 
1.809 2.585 
1.854 2.630 
1.900 2.676 
1.945 2.721 
2.012 2.766 
2.072 2.81 
2.126 2.849 
2.153 2.881 
2.218 2.932 
2.283 2.969 
2.366 3.001 
2.417 3.037 
2.432 3.067 
2.468 3.112 
2.500 3.140 
2.528 3.174 
2.669 3.329 
2.781 3.436 
2.846 3.523 
2.943 3.624 
3.030 3.695 

0.099 
0.110 
0.107 
0.102 
0.094 
11.086 
0,080 
0.061 
0.063 
0.071 
0.072 
0.047 
0.038 
0.058 
0.111 
0.171 
0.176 
0.154 
0.163 
0.160 
0.139 
0.128 
0.213 

0.029 
0.012 
0.005 
0.010 
0.008 
0.031 
0.025 
0.025 
0.008 
0.027 
0.042 
0.063 
0.035 

-0.007 
-0.001 

0.012 
0.001 

-0.005 
0.014 

-0.013 
0.004 
0.016 

0.012 
0.013 
0.013 
0.014 
. 014 
0.014 
0.015 
0.015 
0.016 
0.016 
0.016 
0.017 
0.017 
0.017 
0.018 
0.018 
0.019 
0019 
0.019 
0.020 
0.020 
0.020 
0.021 

2.394 
2.558 
2.642 
2.691 
2.759 
2.817 
3.001 
3.164 
3.319 
3.352 
3.546 
3.842 
4.367 
4.685 
4.576 
4.551 
4.624 
4.595 
4.719 
4.943 
4.851 
4.946 
5.124 

aNot applicable. 
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Table 37- Population 

Year InhabilanisYear 	 Inhabitanis 

1972 9700000
 

1961 7760000 

1960 	 7580000 


1973 9860000
 

1962 7950000 
 1974 10030000
 

1963 8140000 1975 
 10200000
 

1964 8330000 
 1976 10370000
 
1977 10550000
1965 	 8510000 

1978 	 10730000
1966 	 8680000 

1979 	 10920000
1967 	 8850000 


1968 	 9030000 
 1980 11104300
 

1969 9200000 
 1981 	 11294100
 
1982 	 11504826
1970 	 9370000 


1971 	 9530000
 

Table 38- Real prices 

Year Agricullure Mining Mnufucturing Services Government 

0.931 	 1.089 0.820
 

1961 	 0.951 0.819 0.976 1 104 0.867 
0,946 0.918 

1960 0.969 	 1.008 


1962 0.982 0.804 1,084 

1963 0.874 0.898 0.955 1.065 0.837 

1964 0.910 0.851 	 0.954 
 1.001 0.802 

1965 0.994 0.998 0.944 1.038 0.862 

1966 1.023 1.157 1.0180.921 0.952 

1967 0.902 1.123 0.920 1.014 0.937 

1968 0.806 1.129 0.946 1.017 0.910 

1969 0.864 1.343 0.960 0.994 0.899 

1970 0.822 1.167 0.9629.957 0.991 

1971 0.974 0.918 6.930 1.00 1.129 

1972 1.228 1.042 0.899 1.055 1.200 

1973 1.164 1.270 1.013 0.963 0.959 
1.103 	 1.1361974 0.923 1.586 	 0.915 

1975 0.888 1.306 1.119 1.062 1.023 

1976 0.977 1.230 1.090 1.007 0.956 

1977 1.000 1.000 1.000 1.(t)0 1.000 

1978 0.920 1.031 0.981 1.005 1.015 

1979 0.897 1.183 0.976 0.992 0.993 

1980 0.924 1.125 0.980 0.962 0.988 

1981 0.833 0.837 0.959 0.947 1.091 

1982 0.729 0.885 0.910 0.992 1.122 

Note: 	 Nominal prices (NPj) are National Accounts deflators of gross production, and tie real pices are obtained by 

deflating with fhe consumption deflalor, NPJPC. 
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Table 39- Real prices of value added 

Year Agriculture Mining Manufacturing Services 

1960 1.024 1.073 1.014 1.086 
1961 	 1.058 0.922 1.012 1.129 

1962 1.056 0.853 1.031 
 1.114 

1963 1.898 1.056 1.040 
 1.076 

1964 0.962 1.004 1.021 1,073

1965 1.027 1.079 1.001 1.117 

19o6 1.018 1.333 0.974 1.154
1967 0.948 1.379 1.011 1.126 
1968 0.831 1.338 1.090 1.115 
1969 0.892 1.707 1.108 1.101 
1970 0.858 1.435 1.109 1.080 
1971 1.137 0.985 1.028 1.128 
1972 1.301 1.227 0.985 1.161 
1973 1.043 1.511 1.112 1.027 
1974 0.740 1.710 1.311 0.980 
1975 0.631 1.287 0.928 1.029 
1976 0.875 1.196 1.069 0.989 
1977 1.000 1.000 1.000 1.000 
1978 0.882 1.000 1.036 1.032 
1979 0.853 1.335 0.977 0.998 
1980 0.870 1.186 0.989 1.002 
1981 0.765 0.752 1.046 1.041 
1982 0.593 0.845 0.969 1.067 

Note: 	Nominal value-added prices (NPV) are National Accounts deflators of value added, and time 
obtained by deflating with the consumption deflator, NPvjiPC. 

Government 

0.859 
0.926 
0.936 
0.873 
0.837 
0.925 
1.024 
1.031 
1.023 
1.015 
1.215 
1.526 
1.672 
1.208 
1.270 
0.914 
0.886 
1.000 
1.028 
1.069 
1.079 
1.206 
1.280 

real prices arc 
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APrENDIX 2: SUMMARY OF 
STOCHASTIC EQUATIONS 

Production Functions 

Agriculture Production Function 

ln(V) - 20.82 + 14.440 •RA1,_I - 1.942 PEAK, + 0.0055 •UAR - 1.109 •D73 
(2.4) (2.7) (2.3) (4.8) (3.5) 

+ 0. 1907* •D82 ln(K1A,_I/L1) + S1 •ln(KIAtIIL1)+ ln(LI); 
(7.7) 

R 2 = 
- 0.95, D.W. 2.07, n = 21, and 

S1= -1.735 - 1.038 •RA 11_1 + 0.243 PEAK-0.00034 UAR 
(2.5) (2.5) (3.6) (3.4) 

-0.000 14. UAR D6973 - 0.0665 •D73 - 0.1907* •D82; 
(3.4) (2.7) 

R2 0.85, D.W. = 2.02, n ,-21. 

(*) Restricted coefficient across equations.
 
Numbers in parentheses are t-ratios expressed in absolute values.
 

These two stochastic equations were estimated, using 3SLS, jointly with the migration 

equation. The reported R2 correspond to a simultaneous dynamic simulation of the 

agricultural subsystem that includes, in addition to these two equations, the migration 

function 'equation 8), the identities of the supply and demand for labor (equations 6, 7, 

9, and 12), urban employment (equation 11), and (lagged) rates of return (equation 16). 

The following variables of the production function were considered predetermined in 

the estimation: RA 1,-1, PEAK,, UAR, UAR .D6973, D73, D82, K1A, 1, L1. 

Manufacturing Production Function 

ln(V 3) - -86.106 + 15.029 •!n(1jK 3,_1 ) -22.637 FLC + 41.196. FEC2 

(4.7) (2.6) (3.7) (3.7) 

+ 3.525 •PEAK + 1.9638. D71 + 3.3485 D72 
(1.7) (4.6) (6.5) 

+ (1/2) 0.724* -[ln(K 3,_ /L3)]2 + S3 ln(K3,_1 L3) + ln(L3 ); 
(3.5) 

R2 = 0.94, D.W. = 1.52, n = 21, and 
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S3 - 12.20- 1.101 .ln(IjK 3,_) + 1.974 •FEC-3.485•FEC2 -0.270 •PEAK 
(5.6) (2.4) (4.0) (3.9) (1.6) 

-0.153 D71 -0.259. D72 -0.724* .ln(K3,_JLs); 

(4.5) (6.3)
 

R 2 
- 0.97, D.W. = 1.56, n = 21. 

(*) Restricted coefficient across equations (implying that factor shares are equal to 
production elasticities). 

These two stochastic equations were estimated using 3SLS. The repc '-d R 2 

correspond to a simultaneous dynamic simulation of the manufacturing subsystem,
which also includes the identity of the demand for labor (equation 6). '1he variables 
of the production function considered predetermined for the estimation were (IJK 3, 

2 9 1),FEC,PEAK, D71, D72, K31 1. 

Services Production Function 

ln(V 4)= -261.35 + 8.207. 1 + 21.61 . FEC - 13.44R4 . ACM + 8.452 •PEAK 
(2.7) (1.7) (5.0) (2.2) (1.5) 

+ 3.196. D72 + (1/2) . 2.1 18*[In(K 4,_,/L 4)]
2 + SK . ln(K 4,_/L 4) + ln(L 4); 

(3.8) (4.2) 

R 2 - 0.97, D.W. = 1.77, n = 21, and 

SK4 = 34.373 - 0.595 •R,,_ - 1.622 •FEC+ 1.038 •ACM 
(3.2) (1.5) (4.8) (2.2) 

- 0.614. PEAK - 0.248. D72 -2.118*. In(K4,_,/L4); 
(1.4) (3.8) 

R2 = 0.91, D.W. = 1.74, n = 21. 

(*) Restricted coefficient across equations. 

These two stochastic equations were estimated using 3SLS. The reported R2 

correspond to a simultaneous dynamic simulation of the services subsystem, which 
also includes the identity of the demand for labor (equation 6). The variables of the 
production function considered predetermined for the estimaion were R4,-,, FEC, 
ACM, PEAK, D72, K4,.l30 

29A fitted value of employment was also used as an instrument. This was obtained form a simultaneous
simulation of the manufacturing subsystem, which was preliminarily estimated by the full information
maximum likelihood estimator (FIML). Detected errors in the computation of FIML t-ratios made the 
results of 3SLS preferable.
30See footnote 29. 
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Mining Production Function
 

V2 = 9008 - 24748 • D7582 + 0.13506 • K2,.,
 
(7.8) (7.1) (8.1) 

+ 0.2077"y. K2,. *D7582 - 1111 •ALLEN; 
(6.4) (4.3) 

=R2 = 0.977, D.W. = 2.06, n 22. 

The equation was estimated by OLS. 

Off-Farm Migration 

n= -0.052 + 0.051 • In RL,_1 + 0.116 •In d- + 0.238. In(1-u,) 
(1.5) (2.2) (3.3) (2.6) 

+ 0.050 ln(P,_l) + 0.056 . D72; 
(1.2) (3.2) 

R2 = 0.72, D.W. = 1.9, n = 21. 

The R2 corresponds to a dynamic simulation of the agriculture block. The migration 
equation was estimated jointly with the agriculture production function using 3SLS. 
In the estimation RL,., d,, U, P,,-1 were considered predetemined. 

Nonagricultural Wages 

Each of the sectoral wage equations was estimated using maximum likelihood. 
The expccted rate of inflation (Apf) was derived from a regression with instruments 
indicated in the main text. 

Dummy variables are included for the most turbulent years of the Allende 
administration (1972-73) and for 1974, the first year after the price liberalization. 
During 1972, public firms followed income policies reflected in higher wages. Also, 
private firms feared nationalization that g.ve a strong negotiation power to their 
workers. Therefore, the coefficient of the dummy for 1972 is expected to be positive. 
On the other hand, the unexpected price liberalization after September 1973 (prices 
nearly doubled in the last three months of 1973), when most of the wage contracts 
were already made, justifies the exclusion of 1973 by the dummy. Thus the coeffi­
cients of the dummies for 1973 were expected to be negative. The year 1974 was also 
turbulent; the percentage change of the annual average price level was 660 percent, 
and the effects of price liberalization on relative prices were still not completed. The 
number of dummies for these three turbulent years was reduced by pretest. For these 
reasons, the dummies appearing in the equations were included. In the rase of 
manufacturing, after pretest, the effect of the dummy for 1972 was restricted to 
disappear in 1973. In services, the effect of the dummy for 1973 was restricted to 
disappear in 1974. In summary, wages during these three years cannot be explained 
by the economic variables appearing in the equations, and the dummies just measure 
the effects of other forces at play. 
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Mining Wages 

ew= 1.0*. w2,_1 -0.100 -0.069 • u,, + 0.862 .Ap 
(1.0) (1.5) (12.5) 

+(I - 0.862**) . Ap, 1 - Ap, - 0.271 •D73; 
(2.7)

R 2 - 0.904, D.W. = 2.38, n = 20. 

(*) Restricted coefficient: pretesting led to the conclusion that lagged changes in real 
wages do not affect current cianges in wages. This is the specification most com­
monly used for the augmented Phillips curve.
 
(**) Restricted coefficient implying price homogeneity.
 

Manufacturing Wages
 

w= --0.196 - 0.102 • u,, + 0.749 • w 3 ,_l + 0.344 w3,-2 + ( -0.749* -0.344*) 
(2.1) (2.4) (6.6) (2.3) 

. 3 + 0.775 .ApIe + (1 -0.775**) Ap,_1 - Ap, + 0.151 . (D72 - D73); 
(14.1) (3.3) 

R 2 
- 0.914, D.W. = 2.13, n = 20. 

(*) Restricted coefficient due to specification.
 
(**) Restricted coefficient implying price homogeneity.
 

Services Wages 

w4 --0.182 -0.090. u,,, + 0.902 • w4, 1 + (1 -0.902*) wv4,_3 + 0.674. Ape 
(3.0) (3.3) (14.7) (21.6) 

+ (1 - 0.674**). Ap,_l - Ap, - 0.237. (D73 - D74); 
(6.2) 

R2 = 0.944, D.W. = 2.67, n = 20. 

(*) Restricted coefficient due to specification.
(**) Restricted coefficient implying price homogeneity. 

Intersectoral Investment Allocation 
This block includes three stochastic equations corresponding to the shares in investment 
of agriculture, mining, and manufacturing, and one identity corresponding to the share 
of services. Homogeneity and symmetry restrictions were introduced. Homogeneity, as 
defined here, implies Ehi,= 0, where hiy is the coefficient of the expected rate of return 

of sector i in 01. Symmetry implies h ij Ihj,. The identity for the share of services is 
obtained using the adding-up j and the other constraints. The sectoral equa­

tions were estimated simultaneously using seemingly unrelated regressions method. 
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Agriculture Investment 

01 0.182 + 0.403. R' -0.091. R - 0.312*. Re- 1.063 + 0.373.0,,; 
(5.6) (2.3) (1.3) (2.5) K, (2.9) 

R2 - 0.559, D.W. = 1.92, n - 20. 

(*) Restricted coefficient. 

Mining Investment I 
02 =0.187 +0.359. P-0.196" R -0.164'.'- 1.723­

(4.9) (4.1) (2.8) (3.5) K­

+ 0.507. 02, 1 + 0.054 D73 + 0.041 D74; 
(4.9) (2.5) (1.7) 

R2 = 0.834, D.W. = 1.69, n = 20. 

(*) Restricted coefficient. 

Manufacturing Investment 

03 = 0397 -0.091*. Re- 0.196"R + 0.443. R3 - 0.156*. R + 0.406. R 3 

(5.3) (2.4) (2.0) 

-1.965 _0.116. i-0.047 •D63 -0.040 . D71 -0.086 •D72 -0.209 D74; 

(2.8) K,_i (3.6) (1.9) (1.8) (3.3) (6.0) 

R2 = 0.776, D.W. = 1.75, n = 20. 

(*) Restricted coefficient. 

Services Investment 

The equation for this sector was not estimated. The reported parameters of the 

equation were obtained from the restrictions introduced to the system: 

* "-PR + 0.631". R404 = 0.234*-0.312*. Re-0.164*e-0.156 

-0.406*.R3'+4.751"1 +0.116*.i-0.373*'01,_- -0.507*'02,r_1K,_I
 

+ 0.047* •D63 + 0.040* . D71 + 0.086* •D72 -0.054* . D73 -0.168* • D74. 

(*) Restricted coefficient. 
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Prices 

Agriculture Price 
Price equations for three kL.'ent periods were estimated for this sector using

OLS. As explained in the text, the last equation was the one used in so-ne simulations: 

Period 1975-82: 
=
P -0.136 + 0.251 -PIT; 

(4.3) (1.9)
 

adjusted R2 = 0.28, D.W. - 1.08.
 

Period 1976-82:
 

PI - -0.128 + 0.409. PIT;
 
(4.7) (3.0)
 

adjusted R2 = 0.56, D.W. = 1.52.
 

Period 1977-82:
 

P1 - -0.112 + 0.677 -PIr;
 
(4.7) (3.7)
 

adjusted R2 -0.72, D.W. - 1.78.
 

Mining Price 

P2 - -0.020 + 0.753 In pe + 0.086. In p,,, 2 -0.075 D71 +0.111 D74;
(2.0) (22.2) (12.4) (2.3) (3.2) 

R2 - 0.976, D.W. - 1.7, n = 21. 

The equation was estimated by OLS. 

Manufacturing Price 

P 3 - -1.033 + 1.978 •(X3e,_JX3,_). Pe3 + 0.195 'P, 3 + 0.097 •W 
(1.9) (3.0) (7.4) (1.9) 

3 

-0.103 •D72 + 0.086. D74; 
(3.6) (3.4)

R2 -0.91, D.W. = 1.8, n = 21. 

This equation includes the cunent wage. To avoid simultaneity bias, it was estimated by
instrumental variable method, using lagged wage as an instrument for the current wage. 
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APPENDIX 3: REVIEW OF POLICIES AND 
INSTITUTIONS AFFECTING LABOR 

This appendix contains a brief review of public policies and institutions affecting 

the labor market in Chile. For the purpose of understanding the behavior of wages, 

the most important policies were the official readjustment, indexation, and minimum 

wages. For a more complete description of labor market institutions, a brief summary 

of public policies regulating strikes, collective bargaining, and severance payments is 

also provided. 

Wage Policies 

General Review 

ChilL had already had a long experience of inflation before the period of analysis. 

For this reason, indexation of labor contracts based on previous inflation was an 

important institutional feature. Public policy also played a role in the labor market by 

establishing minimum wages, by changing the rules on automatic indexation, and by 

fixing floors for the readjustment of wages. Indexation and readjustments affected 

directly the whole range of wages. Minimum wages, especially the sueldo vital­

which was applicable only to white-collar workers in the public and private sectors­

were used as a reference in readjustments for bargaining on nonmininum wages. This 

intervention in the labor market was not constant through time. 
The suieldo vital, created in 1937 for white-collar workers, was the first minimum 

wage. Two additional minimum wages were introduced later: the first, for agricul­

tural workers, was created in 1953, and the minimum wago for industrial blue-collar 
workers, in 1956. The amount of these wages, their readjustments, and, if they had 

any, their indexation mechanisms, were determined by the government periodically. 

Since 1974, only one minimun wage has been determined by the government. 

Periodfrom 1960 to 1964. This period corresponds to the Alessandri administra­

tion, which began in 1958. Very heterogeneous wage policies were implemented in 

these years. The policies for the public sector were different from those ruling the 

private sector. Minimum-wage changes varied across and within sectors. There were 

several lump-sum bonuses, and some automatic indexation mechanisms applied. The 

years 1963 and 1964 are remarkable. In 1963 neither the public sector nor the private 

sector received official reiadjustments of wages, and in the next year only the public 

workers could readjust their wages. 
During the first part of Alessandri administration, when a stabilization plan was 

average real wages increased. 3' After the failure of this stabilizationimplemented, 
plan, between 1962 and 1964, real wages fell (data on inflation rates are given in 

Table 40). 
Periodfront 1965 to 1970. This period corresponds to the administration of 

Eduardo Frei, a Christian Democrat. This administration strongly emphasized income­

redistribution goals. Besides the agrarian refonn, wage policies and the strengthening 

31The average real wages were measured as the total real wage bill of national accounts divided by total 

employment. Real values are obtained by dividing nominal values by the consumption deflator. 
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Table 40-Inflation during 1960-82 

Inflation, Annual 
December-December, Inflation, Annual Inflation,Year INEO INEa 

National Accounts 

1960 5.5 11.6 
1961 9.6 7.7 6.50
1962 27.7 13.9 12.74
1963 45.3 44.3 46.31
1964 38.5 46.0 50.81
1965 25.8 28.8 34.161966 17.0 22.9 24.83
1967 21.9 18.1 26.03 
1968 27.9 26.6 34.22
1969 29.3 30.7 36.93
1970 34.9 32.5 42.83
1971 22.1 20.1 17.63
1972 163.4 77.8 80.30
1973 508.1 352.8 444.04
1974 375.9 504.7 661.60
1975 340.7 374.7 401.22
1976 174.3 211.9 240.86
1977 63.5 92.0 106.06
1978 30.3 40.1 54.14
1979 38.9 33.4 47.62 
1980 31.2 35.1 30.72
1981 9.5 19.7 13.72
1982 20.7 9.9 12.22 

Source: The INE data is from Banco Central de Chile, Boletht Me usual (Santiago: Banco Cenlral de Chile, various
issues); and the National Accounts data is from lanco Central de Chile, Cuentas nacionales de Chile,
1960-1982 (Santiago: Banco Central de Chile, 1983).

alNE is the Chilean National Institute of Statistics. 

of the union movement were envisaged as major tools to achieve redistribution. Unem­
ployment and inflation were relatively low, and some success in reducing inflation was 
obtained during the first three years. On average, real wages of both the private and
public sectors experienced substantial increases between 1965 and 1970. The annual 
rate of growth of real wages obtained from National Accounts was 5.6 percent.

Periodfrom November 1970 to September 1973. This period corresponds to the
administration of socialist Salvador Allende and can be divided into two subperiods.
The first was from November 1970 until July 1972 and the second was from August
1972 until September 1973. In the first subperiod, the expansionist policies of
expenditure and wages along with price controls were successful in controlling
inflation, increasing real wages and employment at the same time. Minimum salaries 
were increased by 66.7 percent, while the rate of inflation computed by the National 
Institute of Statistics between December 1970 and December 1971 was 22.1 percent.
The private and public sectors received obligatory readjustments equal to or even
higher than the variation of the official consuner price index. During 1972, public
firms followed income policies of higher wages. Private finns, fearing nationaliza­
tion, had to make wage concessions as well. 

The second subperiod is the "collapse." The increase in the fiscal deficit, mone­
tary expansion, and wage hikes made since the first year of the administration 

136 



accelerated the inflation, which jumped from a rate of 80 percent in 1972 to 444 
percent in 1973, according to the National Accounts consumption deflator. Due to the 
acceleration of inflation, real wages started to fall. Since price controls continued, 
shortages appeared and black markets developed. 2 In spite of this, the data of the 
labor market does not show a break in the second subperiod, presumably because 
workers were not fired due to fear of intervention (nationalization)." 

Periodfrom September 1973 to end of 1981. This period corresponds to part of the 
Pinochet administration, which started in September 1973. The first step of the new 
regime was the abolishment of all price controls established during the socialist admini­
stration. This produced a big jmtnip in the price level at the end of 1973. The unexpected 
price liberalization after September 1973 had its effect on wages. Prices nearly doubled 
in the last three months of 1973, but most of the wage contracts had already been made. 
Inflation between annual average price indexes continued to increase in 1974, reaching 
a level of 660 percent.3 4 However, inflation between December and December started 
to decline in 1974 and continued falling until 1981."1 

Important changes in laws and policies directly affecting the labor market were 
implemented. Two subperiods can be distinguished: from 1973 to June 1979, and 
from July 1979 onward. In the first, the most important characteristics were the 
absence of collective bargaining and the elimination of all automatic indexation 
systems. In the second subperiod, when the so-called "Labor Plan" was imple­
mented, the administration fixed the minimum readjustments of wages for blue-collar 
and white-collar workers. The Labor Plan reinstated collective bargaining, bu: with 
an important modification; negotiations had to take place at finn level according to a 
schedule determined by the government. Before 1974, negotiations at a sectoral level 
were possible for utions of white-collar workers. This Labor Plan fixed a "wage 
floor" to the result of the negotiation consisting in indexation of 100 percent of the 
previous inflation. Workers not subject to negotiations or not affected by them had a 
minimum wage equal to the readjustments decreed by the government. 

Periodfrom 1982 onward The year 1982 was one of crisis. Indexation was 
eliminated in June of that year, and readjustment laws began to apply only for the public 
sector. With these changes, the private sector was liberated of all regulation except 
minimum wages. 

321n this subperiod, the stock market began (in August 1972) a deep fall in real terms that would end with 
the beginning of the Pinochet regime.
 
33Allende not only mismanaged the economy, he also had bad luck; the average real price of copper (in
 
June 1984 dollars per pound of copper) decreased from US$1.81 in 1970 to US$1.35 in 1971 vnd US$1.27
 
in 1972. This price recovered in March 1973 to reach an average for 1973 of US$1.87. The expansionist
 
policies of 1971 could succeed despite the fall in copper only because international reserves were still
 
high. When they were exhausted, in mid-1972, the collapse began.
 
34 lnflation measured according to the Na'ional Accounts consumption deflator.
 
35Thert are no data of monthly inflation according to National Accounts, only according to the National 
Institute of Statistics (INE). This institution recorded the following rates of inflation between December 
of year t-1 and December of year t: 34.9 percent in 1970; 22.1 percent in 1971; 163.4 percent in 1972; 
508.1 percent in 1973; 375.9 percent in 1974; 340.7 percent in 1975; 174.3 percent in 1976; 63.5 percent 
in 1977; 30.3 percent in 1978; 38.9 percent in 1979; 31.2 percent in 1980; 9.5 percent in 1981; and 20.7 
percent in 1982. 
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Specific Review of Official Readjustments 

Official readjustments of wages were among the most important instruments of 
public policy because of their broad application and their mandatory character-as a 
minimum change of wages-generally for both private and public sectors. 

The official readjustments were determined in frequency, amount, and coverage 
by the government. For this purpose, the government explicitly considered the rate of 
inflation and the overall wage policy of the moment. The frequency of the readjust­
ments varied between one and four times a year. The higher the inflation, the higher 
the frequency. Thus, during the 1960s and until 1971, when the rates of inflation and 
unemployment were relatively low, there was only one readjustment per year. During 
1972-74, both inflation and the frequency of readjustments increased (two during 
1972, two during 1973, and four during 1974). During 1975-82, the rate of inflation 
started to fall and the number of readjustments tended to decrease. 

Also, although not officially recognized, fiscal policy and labor-mark.i tight­
ness were important considerations for the definition of this policy. Du-ing tile 
1960s, when unemployment was relatively low, the an-ount of the official readjust­
ment was very similar to the previous inflation. However, when tLe rate of unem­
ployment was high, the amount of the readjustment tended to be lower than the 
previous inflation. Thus, in 1974 and 1975, when the rate of unemployment in­
creased, the accumulated readjustments within each year were much lower than tile 
previous inflation. The same occurred in 1982, when unemployment increased and 
there was no readjustment. 

Besides the endogeneity of the frequency and amount of official readjustments of 
wages according to ;nflation and labor-market tightness, it is important to show that 
these readjustments were not binding in tile medium term. They indeed determined 
the short-term path of wages, but not their medium-term or longer-run behavior. In 
fact, the changes in nomina! wages had only minor differences with respect to the 
readjustments in the months when the readjustments were decreed. However, in 
between the dates of the readjustments there were additional changes in wages that 
were relatively small on a monthly base but were important when accumulated 
throughout the year. These changes plus the small differences between official 
readjustmenits and wage changes in the months of readjustments implied at the end 
that the readjustnent policy was not binding for the determination of annual wages. 
Wages were determined more by market forces and relative negotiating power than 
by the official readjustments. 

To evaluate the proposition that official readjustments of wages were not binding 
in the medium term, the actual path of wages is compared with tile hypothetical 
behavior of wages had they followed the official readjustments. It is convenient to 
restrict the comparison to the period since April 1976. Before that month, the 
description of the readjustments is less clear because there were differences between 
readjustments applying to the public and private sectors. Also, before April 1976, the 
wage index was on a quarterly base and not on a monthly base. 

Since the comparison should be made on a monthly base and the National 
Accounts implicit rate of wages is computed on an annual base, the Monthly Wage 
Index of the National Institute of Statistics is used. Although tile evolution of both 
wage indices is not the same, since the coverage of finns included is different, the 
comparison well illustrates the point, because if the readjustment policy was binding 
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for the determination of wages in general, it should also have been binding for the 
wages paid in those firms included in the index used here. 

The coverage of the official readjustments is summarized in Table 41. Figure 50 
shows the plots of a monthl index of the actual nominal wages and an index of wages 
if they had strictly followed the legal minimum readjustments for the period April 
1970 December 1982. See Table 42 for the data of these indexes and the readjust­
ments nd changes in actual nominal wages as recorded by the National Institute of 
Statistics dauiig wue last six years of the study period. 

Other Policies 

Strike Policies 
The description of strike legislation can be divided into two periods, 1932-79 and 

1979-82. 
The first global legislation for strikes was approved in 1932. The decree estab­

lished the right to strike, but only in case of failure of a conciliation procedure. The 
law did not allow for the replacement of the strikers. No legal limits were imposed on 
the strike duration. The decree did not contemplate the possibility of ,he workers 
abandoning the strike or their individual bargaining for self-reincorporation. After the 
strike had begun, the employer could declare a lockout with a maximum duration of 
30 days. The government could decide the end of strikes or lockouts if it considered 
it necessary given the "country's economic conditions." 

The Labor Plan implemented in 1979 established a limit of 60 days for strike 
duration. With the new legislation, firms could replace the strikers, and workers could 
negotiate individually for their reincorporation after 30 days of strike. As earlier, the 
conciliation procedure was the first recourse in case of a collective conflict; if it 
failed, a strike cou!d be declared, and if it was declared, the employer could begin a 
lockout with a maximum duration of 30 days. 

Collective Bargaining Policies 
During 1931-73 all unions could negotiate within their finns. Bargaining at the 

sectoral level was also possible for white-collar unions. Collective bargaining was 
prohibited with the beginning of the Military Government, but it was reinstated with 

Table 41- Coverage of official readjustments, 1953-82 

Period 	 Coverage 

1953-55 	 Public sector 
1956-62 	 Private and public sectors 
1963 	 None 
1964 	 Public sector 
1965-66 	 Private and public sectors 
1967 	 Public sector 
1968-81 	 Private and public sectors 
1982 onward 	 Public sector 

Source: 	 For data witil 1981, R.Saez, "Evoluci6n do Ia indexaci6n en Chile," Notas TdcnicasCIEPLAN49 (Santiago: 
Corporacidn de Investigaciones Econ6ruicos para Ain6rica Lalina, 1982); for (lata from 1982, A. Soliniano, 
"Politica do renmuneraciones en Chile: Experiencia pasada, inslnunentos y opciones a fturo," Coleccidn 
Estudios CIEPLAN 25 (December 1988): 159-190. 
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Figure 50-Nominal wage index according to official readjustments and actual 

wage index, April 1976-December 1982 
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Source: Data on official readjustnients were obtained from A. Mizala and P. Roinaguera, -l3s cl sector pfiblico tn 
sector lider en la detenninaci6n de los salarios? Evidencia par la econotnia chilena," Coleccidn Estudios 
CIEPLAN 33 (December 1991): 59-93. 

the implementation of the Labor Plan in 1979. Only negotiations at firm level were 
possible in the new legislation. Not only unions could participate in collective 
bargaining but also groups of workers associated with that purpose. It is important to 
note that since 1932, agreements have applied only for those workers who have 
participated in the negotiation. A rough dimension of the importance of unions and 
collective bargaining processes is given in Table 43. 

Severance Payment Policies 

Four stages of severance payment policies can be identified since 1931. From 
1931 to 1966, the employer had to make a severance payment in case of termination 
or when an agreement to continue with the workers' services could not be reached. 
The severance payment corresponded to one month's wages for each year of work. 

An important modification was introduced with the "Unremovability Law" in 
1966; the employer could not terminate the contract without a justified cause. The 
court could ask for the reincorporation of the worker to the firn if it considered that 
the layoff was not justified. If the employer did not agree, he had to give a severance 
payment of a minimum of one month's wages per year of work. A second modification 
introduced in 1966 was that the employer could immediately terminate the contract 
without severance payment if the needs of the firm could be justified in the court. 
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Table 42- Official readjustments 
wage rate, 1976-82 

ofricial 
Year/Month Readjustment 

(percent) 
1976 

April 
May 
June 39 
July 
August 
September 26 
October 
November 
December 18 

1977 
January 
Febnary 
March 19 
April 
May 
June 
July 18 
August 
September 
October 
November 
December 18 

1978 
January 
Febnary 
March 8 
April 
May 
June 
July 10 
August 
September 
October 
November 
December 12 

1979 
January 
February 
March 6 
April 
May 
June 
July 11 
August 
September 
October 
November 
December 18 

of wages 

Change in 
Actual Wage 

2.74 
36.09 

1.35 
2.91 

25.33 
1.35 
1.05 

19.41 

5.24 
0.21 

19.63 
1.30 
3.32 
0.67 

17.40 
1.02 
1.60 
0.80 
0.78 

18.10 

-0.50 
-0.27 

9.51 
1.86 
1.56 
1.46 
9.47 
1.25 
0.83 
1.52 
0.47 

12.56 

0.03 
0.05 
9.90 
2.55 
0.31 

-0.14 
10.79 
2.02 

-0.05 
1.8 
1.t2 

17.00 

and behavior 

Wuge Index 
According to 

Official 
Readjustment 

100.00 
100.00 
139.00 
139.00 
139.00 
175.14 
175.14 
175.14 
206.67 

206.67 
206.67 
245.93 
245.93 
245.93 
245.93 
290.20 
290.20 
290.20 
290.20 
290.20 
342.44 

342.44 
342.44 
369.93 
369.83 
369.83 
369.83 
406.81 
406.81 
406.81 
406.81 
406.81 
455.63 

455.63 
455.63 
482.97 
482.97 
482.97 
482.97 
536.09 
536.09 
536.09' 
536.09 
536.09 
632.59 

of actual nominal 

Actual 
Wage Index 

100.00 
102.74 
139.82 
141.71 
145.83 
182.77 
185.24 
187.18 
223.52 

235.23 
235.73 
282.02 
285.68 
295.18 
297.16 
348.86 
352.41 
358.06 
360.94 
363.76 
429.58 

427.43 
426.28 
466.84 
475.53 
482.93 
489.96 
536.38 
543.11 
547.59 
555.91 
558.54 
628.68 

628.86 
629.18 
691.46 
709.07 
711.27 
710.28 
786.94 
802.82 
802.45 
814.35 
822.63 
962.45 

(continued) 
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Table 42-Continued 

Wage Index 

According to 
Orficial Change In Officiul Actual 

Year/Month Readjustment Actual Wage Readjustment Wage Index 

(percent) 
1980 

January -0.54 632.59 957.23 
February 0.38 632.59 960.83 
March 2.30 632.59 982.91 
April 8 7.40 683.20 1,055.66 
May 1.07 683.20 1,066.96 
June 1.59 683.20 1,083.94 
July 2.02 683.20 1,105.86 
August 2.56 683.20 1,134.14 
September 0.63 683.20 1,141.28 
October 14 9.54 778.85 1,250.11 
November 1.79 778.85 1,272.54 
December 3.27 778.85 1,314.21 

1981 
January 0.92 778.85 1,326.30 
February -0.54 778.85 1,319.15 
March 2.06 778.85 1,346.33 
April 2.07 778.85 1,374.17 
May 1.03 778.85 1,388.30 
June 1.75 778.85 1,412.64 
July 1.09 778.85 1,428.10 
August 14 7.68 887.89 1,537.75 
September 0.26 887.89 1,541.68 
October 0.49 887.89 1,549.24 
November 0.55 887.89 1,557.70 
December 1.74 887.89 1,584.76 

1982 
January -0.82 887.89 1,571.77 
February -0.29 887.89 1,567.17 
March 1.16 887.89 1,585.10 
April 0.60 887.89 1,594.84 
May -0.21 887.89 1,591.56 
June -1.12 887.89 1,573.73 
July -0.62 87.89 1,564.02 
August 0.01 C97.89 1,564.20 
September 0.63 887.89 1,574.10 
October 0.60 887.89 1,583.56 
November 1.78 887.89 1,611.80 
December 3.37 887.89 1,666.08 

Sources: 	 Figures of Official Readjustment were obtained from A. Mizala and P. Romaguera, ",Es el sector ptblico 
un sector lider en la detenninaci6n de los salarios? Evidencia par lalecoiioa chilena," Colecci6n 
Estudios CIEPLAN33 (December 1991): 59-93; figureson Actual Wage Index were ob;aind from Banco 
Central de Chile, .tnleth Mensual, various issues. 

There was an important change in 1978. The severance payment due to eviction 
could be used to finish the labor contract. Therefore, workers could not resort to the 
court in case of eviction if the firm gave a severance payment equal to one month's 
wages (the last wage) per year of service. 

142 



Table 43- Unions, collective bargaining, and strikes, 1960-1982 

Workers Involved Workers Involved 
Unionized Workers in Collective Bargaining in Strikes per Y'-ar 

Percent ilercent Percent 
of Total of Total ofTotal 

Period Number Employment Number Employment Number Employmient 

1960-64 268,195 11.4 196,850 8.3 111,485 4.4 
1965-70 464,118 17.1 349,316 13.4 330,004 12.5 
1971-73 818,949 29.0 318,696 11.3 459,336 16.3 
1980-82 361,930 12.1 8 9 ,039 a 3.0 12,246 0.4 

Source: 	 Based on data from G. Campero and R.Corlizar, "Actores sociales y Ia transici6n aIademocracia en Chile," 
Coleccidn Estudios CIEPLAN 25 (Deceinber 1988): 115-158. 

aThe figure is an average for the period August 1981-May 1985. Before 1979 the length of collective contracts was
 

pnle year. Since 1979 this length has been two years.

0The clange of the length of collective contracts should be taken into account for the purpose of comparison with
 
previous periods. If it is assumed that 50 percent of the workers bargain each year, the 3percent negotiating every year
 
under the new lenglh means that 6 percent would have negoliated if the old length had rcumaiued unchanged.
 

Some modifications related to the case of termination were introduced in 1981. A 
maximum limit of 150 days was imposed on the severance payment for those workers 
who had been hired after August 14, 1981, and whose contracts had been signed at 
least one year before termination. No limit was imposed on contracts signed before 
August 14, 198 1. Layoffs due to needs of the firm were also eliminated in this year. 
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GLOSSARY OF SYMBOLS OF VARIABLES USED
 
IN THE EMPIRICAL ANALYSIS
 

The glossary symbols provide a short definition of the variabls. The code I 
indicates that a variable corresponds to a sectorj. The sectoral codes a- 1, agricul­
ture; 2, mining; 3, manufacturing; 4, services; 5, government. 

A = cultivated land valued at 1977 prices. 
ACM = ratio of accumulated off-farm migration to employment in services, com­

puted as 
ACM, = Mk(,/L 4 1 . 

1 1960 

A. 	 = input-outp:' coefficient indicating the level of input originating in sector i 
needed to produce a unit of gross product in sectorj; both items are valued 
at 1977 prices. 

ALLEN = time trend for the three years of the Allende administration. 
d = income differential between nonagriculture and agriculture, using non­

agricultural wages and agricultural productivity, computed as WNAIY .r


Dj = depreciation of real capital stock, 1977 prices, equal to ,.
 
d = rate of depreciation of the capital stock.


J 
E = nominal exchange rate. 
FEC = foreign exchange constraint, equal to the ratio to GDP (lagged one year) of 

the sum of the value of exports of goods and services, autonomous capital 
movements (including direct foreign investment) and transfers, interna­
tional reserves at the end of the previous year less financial services, all 
these items divided by a price index of overall imports. 

I = overall investment in fixed capital, 1977 prices.
 

i = rate of interest.
 

/. = gross real investment ini fixed capital, 1977 prices, sectorj.
 
KIA = real stock of capital in agriculture, including land. al the end of the year, in 

1977 prices. 
K = real capital stock of sectorj at the end of the year, in 1977 prices.

J 
K, = overall real stock of capital at the end of the year, excluding land, in 1977 

prices. 

KJ1 1 
ki = 	capital-labor ratic, computed as - , sectorj. 

L. employment in sectorj, in millions of persons.
 
L,,, = nonagricultural labor force, in millions of persons, computed as L7.- L1.
 
LT = ovei all labor force in the economy, in millions of persons.
 
M = number of off-farm migrants, between June of year t-! and June of year t,
 

in millions of persons. 
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m = proportion of the agricultural labor force that migrates to nonagriculture, 
computed as M/L . 

n = natural rate of population growth in period t. 

NWj = nominal wage rate of sectorj, computed as National Accounts wage bill 
(including social security) divided by employment. 

NWNA = weig.hted average of nonagriculture nominal wages, computed as 

,NW. LJ/EL j = 2,3,4,5. 
j J 

NY1 = 	 nominal agricultural average labor productivity net of indirect taxes, com­
puted as 

(V,- TI)N 
LI 

P*. 	 f.o.b. dollar price of sectorj exports, computed as the National Accounts 

deflator of exports in domestic currency, at f.o.b. level, divided by the 
nominal exchange rate. 

P*j = c.i.f. dollar price of sectorj imports, computed as the National Accounts 

deflator of imports in domestic currency, at c.i.f. level, divided by the 
nominal exchange rate. 

P = 	 real price of agriculture, computed as NPI/PC. 
,P, = 	current adjustment price, equal to "pIe + (1 - X)p,. 

PC = 	National Accounts consumption deflator, equal to one in 1977. 

PEAK, = 	peak of overall productivity lagged one year, defined by equation (42). 

Pj = 	domestic price of exports at user level, in 1977 pesos, computed as Na­
tional Accounts deflator of exports at user level divided by PC,equal to 
one in 1977. 

pe = 	 natural log of expected PC. 

Pj = price of nontraded component in sector j at user level, in 19'77 pesos 
(deflated by PC). 

P = real rice of input from sector i used in sectorj, equal to NF./PC. 

r = 	real price of sectorj, computed as NPj/PC. 

Pkj = 	 real price (replacement cost) of capital stock in sector j,equal to 
NPk/PC. 

P,,1 = 	domestic price of the import c ..... ent in the sector j product at user 
' 
".nal Accounts deflator of imports at 

user level divided by PC, equal to one in 1977. 
level, in 1977 pesos, computed as ., 

P,T = real price index of the traded component ii agriculture, computed as a 
weighted average of agricultural import and export prices (by using their 
shares in trade), deflated by PC. 

NPI = nominal price of agriculture, computed as National Accounts deflator of 
gross output, equal to one in 1977. 
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NPIj = nominal price of investment goods originating in sector i. equal to one in 
1977. 

N jj = nominal price of input from sector i used in sectorj, equal to one in 1977. 
NPj = nominal price of sectorj, computed as National Accounts deflator of gross 

output, equal to one in 1977. 
NP = nominal price (replacement cost) of capital stock in sectorj, equal to onein 1977. 

NPj -- nominal price of value added of sector], computed as National Accounts 
deflator of sectoral value added (nominal value added divided by real 
value added), equal to one in 1977. 

POP = total population, in millions of persons. 
P = natural log of PC. 

P V = real price of value added of sectorj, computed as NijlPC. 
RA I = rate of return of agriculture capital stock, including land. 
Rj - rate of return in sectorj, computed as 

(V - T)P,-W.L. - B1 -P~ - Tk. = S(V - T)P-D.P - T 
Kj-I eP~i,-I ' ,-i e4,-I 

R e = 	 expected rate of return in sectorj, computed from auxiliary regression asexplained in Chapter 6. 
R' = transitory component of rate of return in sectorj, computed as residual of 

auxiliary regression as explained in Chapter 6. 
RK = real sectoral profits, defined in equation (39). 
RL = ratio of the labor force in nonagriculture to that of agriculture, computed 

as Lim ILI 
Sj = share of nominal nonwage income in nominal net value added of sectorj, 

computed as 

(V.- Tj) N 

SL = 	share of total wages in total income, defined in equation (41). 
tej = 	rate of subsidy on exports. 
T = 	real Indirect taxes paid by sectorj, computed as nominal indirect taxes 

deflated by NPj, also equal to tj . 

tj = 	 tax rate of indirect taxes paid by se,-torj. 

Tkj =real direct tax on profits, computed as nominal tax deflated by PC,equal 
to tkjRK j . 

t
kj = 	 tax rate on profits. 

t.1 = sum of tariff rate and trade margins on sectoral imports. 
u = rate of nonagricultural unemployment, computed as 
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(L,,a-,, Li)/L,,a i = 2,3,4,5. 

UAR = amount of land, quality adjusted, expropriated during a given year. 
u t = In (0.02 + 0.5u, + 0.5 u,_). 
V = real value added of sectorj, 1977 prices. 
V = overall value added at 1977 prices. 

W = real wage of sectorj computed as NWjIPC. 

WNA = weighted average of real nonagricultural wages, computed as NWNA/PC. 

Xi = real gross output of sectorj, 1977 prices. 
Xit = real exports of sector j in year t, 1977 prices, obtained from National 

Accounts. 
y = overall productivity, equal to V/POP. 

Y, - real agricultural average labor productivity net of indirect taxes, computed 
as NY1/PC. 

0j = share of sectorj in total investment in fixed capital, equal to 11I. 
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