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PREFACE
 

This Energy Pricing Reform Workshop Notebook is a working document published 
informally by Resource Management Associates of Madison, Inc. (RMA). To prcsent the 
results of the project with the least possible delay, this notebook has received only light 
review, in the interest of timeliness. 

This work isbeing carried out within the framework of the U.S. Emergency Energy program 
for Eastern and Central Europe under a RMA contract with the U.S. Agency for 
International Development. RMA, as Prime Contractor to USAID, is currently 
implementing the Energy Pricing Reform Project and the Industrial Energy Efficiency 
Project in Lithuania. The purpose of the Energy Pricing Reform Project is to provide to the 
Government of Lithuania an analytical basis for understanding energy flows in the 
Lithuanian economy, underlying costs in the provision and use of energy, major 
environmental consequences of alternative energy strategies, and other information to 
support the transition to a market-based pricing system. 
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INTRODUCTION TO ENERGY PRICING REFORM 

1. WHAT IS A MARKET-BASED PRICE? 

a. Prices of internationally traded energy commodities 

b. Prices of non-traded energy commodities 

c. Prices under natural monopoly 

2. DETERMINING MARKET-BASED PRICES 

a. Free market prices and price reporting 

b. Use of accounting costs for regulated utilities 

c. Long-run marginal cost pricing 

3. CONSUMER RESPONSE TO MARKET-BASED PRICES 

a. Firms 

b. Households 

c. Service sector 

4. MARKET BEHAVIOR AND MACROECONOMIC ISSUES 

a. Supply, demand, and equilibrium 

1. Input markets 
2. Output markets 
3. Natural resources 
4. Waste products 

b. Market failures 

1. General 
2. In energy commodities 

c. Macroeconomic implications of efficient energy markets 

d. The use of the industrial, transportation and leap models to represent market 



behavior 

5. REGULATORY SUPPORT OF MARKET-BASED PRICING 

a. Institutional responses to market failure 

b. Regulatory mechanisms 

c. Market mechanisms 

6. PUBLIC POLICY ISSUES 

a. Social and environmental issues 

b. Least-cost planning as an organizing framework 
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LEAST-COST PLANNING IN 	MARKET ECONOMIES 

THE CURRENT REVOLUTION IN ENERGY PLANNING IN MARKET 
ECONOMIES 

A. Problems Facing the Energy Sector in Market Economies 
B. 	Commonality of Problems in Market and Centrally Planned
 

Economies
 
C. Monopoly Power and the Regulatory Requirement
D. 	 Increasing Competition in Regulated Energy Industries
 

,inder PURPA
 
1. 	Private Power 
2. 	Competitive Bidding 

E. 	 Privatization of Public Utilities in Great Britain 

II. 	TRADITIONAL ELECTRIC UTILITY PLANNING 

A. 	Definitions 
B. 	 Description of Planning Process 

1. 	Parties to the Planning Process 
2. 	 Role of Utilities 
3. 	Role of Intervenors 
4. 	 Role of Regulators 
5. 	 Threshold Criteria 

C. 	 Performance and Limitations 
1. 	Energy Service Costs 
2. 	Over-construction by Some Utilities
 

Supply-Side Focus
 
4. 	Environmental Issues 

III. LEAST-COST PLANNING 

A. Definition and Genesis of Least-Cost Planning
B. 	 The Role of Demand-Side Management
C. 	 Balancing Demand-Side and Supply-Side Measures 
D. Consideration of Other Consequences 

1. 	Environmental 
2. 	Social 



III. LEAST-COST PLANNING (Continued) 

E. Least-Cost Planning Process 
1. Parties to the Process 
2. Role of Utilities 
3. Role of Intervenors 
4. Role of Regulators 
5. Decision-Making Criteria 
6. Advance Plan Process 
7. Incorporating Competition

F. 	 Integrated Supply Curves as a Methodology to Support 
Least-Cost Planning 

E. Examples 
1. Wisconsin 
2. Sweden 
3. England 

IV. IMPLICATIONS FOR LITHUANIA 

A. Observations on Applicability 
1. Electrical and Natural Gas Supply Structure 
2. Accounting Procedures 
3. Current Problems 

B. Role of Independent, Judicial Regulatory Body 

2
 



TARIFF DESIGN PRACTICES IN MARKET ECONOMIES
 

I. 	 STRUCTURE OF UTILITY REGULATION IN THE UNITED 
STATES 

A. 	Predominately Private (Investor Owned) Companies 

1. 	 Granted Monopoly Franchises 

2. 	 Subject to Direct Regulation At Federal and State Levels 

B. 	 Quasi-Judicial Regulatory Body 

1. 	 Administrative Versus Legislative Structure 

C. 	 Rate Base/Rate of Return Price Regulation 

1. 	 Revenues Are Set to Collect Total Cost of Providing Service, Including a 
Fair Return on Investment (ROI) 

Rev. Req. = Expenses + (Rate Base *ROI) 

D. 	Public Adversarial Process 

1. 	 Utility Files Formal Documents in Support of Rate Request 
a. 	 Estimated Revenue Requirements 
b. 	 Division of Revenue Requirements Amongst Customer Classes 
c. 	 Proposed Tariffs 

2. 	 Parties Debate Technical and Policy Merits of Proposal Before 
Commission 
a. 	 Parties Have Rights of Discovery that Compel Utilities to Provide 

Information 

E. 	 Publicly Owned Utilities 

1. 	 Costing and Pricing Practices Often Mimic Private Utility Regulation 

2. 	 Sometimes Legislative Versus Administrative Control 

3. 	 Infrequent Changes in Mandate Versus Frequent Rate Case Orders 



II. 	CRITERIA FOR SOUND RATE STRUCTURE 

A. 	 Classical Considerations 

1. 	 Practical 
Simple, understandable, publicly acceptable, and feasible regarding 
application 

2. 	 Clear 
Freedom from controversies as to proper interpretation 

3. 	 Yield Total Revenue Requirements
 
Expenses and Return on Investment
 

4. 	 Revenue Stability 

5. 	 Rate Stability
 
Minimize of unexpected changes
 

6. 	 Fair Among Customers 

7. 	 Avoids "Undue Discrimination" 

8. 	 Discourages Wasteful Use and Promotes All Justifiable Use of Service 
(Promotes Efficient Use of Resources) 

Condensed From: James Bonbright, Principles of Public Utility Rates 

B. 	 Other Considerations 

1. 	 Economic Development 

2. 	 Environmental Impacts 



III. RATE MAKING PROCESS 

A. 	 Cost Based, Not Value Based Rate making 

This debate has involved setting the .rice of public services at the value to the 
customer or at the cost of the supplier. It has been largely settled in favor of 
cost 	based rate making. 

B. 	 Three Step Process of Rate Making 

1. 	 Determine Revenue Requirement for Company 

2. 	 Class Cost Allocation to Customer Classes
 
(Residential, Commercial, and Industrial)
 

3. 	 Tariff Design for Each Customer Class 



IV. REVENUE REQUIREMENT 

A. 	 Purpose 

To determine the total revenues required to maintain the utility as a viable 
entity to ensure the continued provision of public utility service of a desired 
quality. 

B. 	 General Approach 

1. 	 Expenses 
Estimated for a designated period assuming normal operating conditions 

Includes fuel, operation and maintenance, depreciation, insurance, taxes, 
administration and general, etc. 

2. 	 Rate Base 
Determined based upon capital dedicated to the public service 

3. 	 Retura on Investment 
Embedded debt cost plus market based return on equity 



V. 	ALLOCATING CLASS REVENUE RESPONSIBILITY 

A. 	 General Approach 

Zero sum game. Any costs not supported by one customer group are 
supported by other groups. 

Typically Based Upon Fully Distributed, Embedded Costs 
Exceptions
 
. Marginal Cost
 
- Legislative Mandate (Governmental Agencies Only)
 

B. 	 Embedded Allocation: Mechanics 

Allocation of total revenue requirement amongst customer groups based upon 
histon: causal relationships. 

Begins with system of accounts which in the aggregate equal revenue 
requirements. 

1. 	 Functionalization 

a. 	 Purpose: Groups costs according to function to which they relate. 

b. 	 Primary Functions 
(1) 	Production 
(2) 	 Transmission 
(3) 	 Distribution 
(4) 	 General 

2. 	 Classification 

a. 	 Purpose: Arrangement of functionally grouped costs according to their
relationship to measurable cost-defining characteristics of service. 

Functional groups can be spread among more than one classification. 

b. 	 Principal Classifications 
(1) 	Energy 
(2) 	 Demand 
(3) 	 Customer 

3. 	 Allocation 

a. 	 Purpose: Selection of particular factors related to classification which 
allows assignment to particular customer groups. 



C. 	 Example: Coal Fired Base Load Generating Station 

1. 	 Functionalization: Production 

2. Classification: 	 Energy and Demand 

3. 	 Allocation: 50% Relative Class Consumption (kWh) 
50% Class Contribution to System Peak Demand (kW) 

D. 	 Points of Debate in Embedded Allocation 

1. 	 Classification autd Allocation of Generation Costs Among Demand and 
Energy 
a. 	 Fixed vs Variable 
b. Non-Coincident 	Peak (NCP) 
c. Coincident Peak 	(CP) 
d. 	 Average and Excess 

2. 	 Classification and Allocation of Distribution Costs Among Demand and 
Customer 
a. 	 Minimal (or Phantom) System 

Customer charges based upon the minimal system necessary to provide 
voltage but not power; remaining costs allocated based upon NCP 

b. 	 Minimum Component or Minimum-Intercept Methods 

3. Classification and Allocation of Administrative and General Costs
 



VI. DESIGNING TARIFFS 

A. 	 Principal Tasks 

1. 	 Determination of Tariff Components 
E.g., Customer, Energy, Demand, Power Factor Charges 

2. 	 Determination of Structure of Tariff Components
 
E.g., Block Structures, Ratchets
 

3. 	 Determination of Price for Each Tariff Component 

B. 	 Embedded Cost Tariff Design 

1. 	 General Approach 

Embedded cost of service study produces unit costs 
(e.g., customer, demand, and energy charges). 

Structure of tariff (e.g., blocking) and detailed pricing (e.g., pricing of 
individual blocks) is based upon manipulation of average costs for each 
component in light characteristics of customer demand. 

2. 	 Pros 

a. 	 Cost of components stem directly from allocation of revenue 
requirements providing total coverage of cost responsibility 

b. 	 Costs are assigned on the basis of the reasons they were incurred 

3. 	 Cons 

a. 	 Historic drivers of system development may no longer be related to 
current uses 

b. 	 May not send correct price signals to consumers 



C. Marginal Cost Tariff Design 

1. 	 General Approach 

A marginal cost study is performed to yield the marginal, (incremental or 
decremental) costs associated with a marginal (incremental or 
decremental) change in the number of customers, demand, and energy. 

These costs can be related to tbt individual tariff components; number of 

customers to customer charge, demand to demand, and energy to energy. 

2. 	 Pros 

a. 	 Assigns costs in a forward looking manner to send appropriate price 
signals to consumers 

b. 	 Pricing may complement resource development 

c. 	 External impacts of electricity use can be incorporated into pricing 

3. 	 Cons 

a. 	 Not Tied to Utility Accounts 
(1) 	Ideal prices may not generate desired revenue requirements 
(2) 	Requires projection of incremental costs 

4. 	 Principal Issues 

a. 	 Sufficiency of Period Analyzed 
Long-Term Avoided Costs versus Short-term Marginal Costs 

b. 	 Determination of Marginal Costs
 
To Meet Incremental Consumer Demands
 
(1) 	Customer 
(2) 	 Demand 
(3) 	 Energy 

c. 	 Fulfilling Revenue Requirements 
(1) 	PotentiJ over-zollection requires decreasing at least one 

component below marginal cost 
(2) 	 Potential under-collection requires increasing at least one 

component above marginal cost 



D. 	 Points of Debate in Tariff Design 

Common to Embedded and Marginal Approaches 

1. 	 Blocks or Their Equivalent in Rate Design 

2. 	 Determination of Pricing Periods
 
Seasonal, Weekly, Daily
 

3. 	 Whether to recognize External Impacts on Society 
a. 	 Environmental Damage 
b. 	 Economic Development 



VII. BASIC INFORMATION REQUIREMENTS 

A. Load Researchi 

1. Determination of Usage Characteristics Stratified by Average Usage Level 
a. Contribution to System Coincident Peak 
b. Contribution to Class Coincident Peak 
c. Non-Coincident Peak (Customer Peak) 

2. Elasticity of Customer Demands 

B. Accounting Information 

1. Utility Accounts Suitable for Functionalization and Classification 

2. Embedded Cost of Service Study 

C. Planning Studies 

1. Marginal Cost 

2. Long-Term Avoided Costs 

3. Stress Factor Analysis 
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1.0 Introduction 

The RMA Industrial, Agricultural and Construction Sector Energy Demand Model 
(Industrial Model for short) provides a structure for estimating the effects of changing 
energy prices on the quantity of energy consumed and the output growth of distinct 
industrial subsectors and the agricultural and construction sectors. The Industrial Model 
divides the Lithuanian Industrial, Agricultural and Construction (IAC) sectors in 9 
subsectors and models them over a base year and 5 future years. 

The model is intended as a tool to explore the impacts of various policy options facing 
Lithuania, upon the energy demand and economic health of the IAC (industrial, agricultural 
and construction) sectors. The policy options are represented in the Industrial Model by 
sets of assumptions (or scenarios) regarding exogenous growth rates of each IAC subsector, 
as well as policy choices in areas such as energy prices. 

The Industrial Model determines industrial energy use and output over five future years. 
Of particular interest are changes in the output, energy mix and energy intensity of each 
IAC subsector. An overview (or time path) of the IAC sectors adaptation to energy policy 
changes are presented in numerical tables and graphic charts. 

The user must enter a set of energy consumption, and social product (in Rubles) for each 
subsector in the base year, the desired modeling periods, expected underlying subsector 
growth rates and energy price changes for the modeling periods, and two types of fuel price 
elasticities. The elasticities are specified for eachsubsector-fuelpairin the analysis; they are 
the fuel price elasticity of energy demand and the energy price elasticity of industrial output. 

The underlying subsector growth/decline rates in the model represent how IAC subsectors 
will grow/decline in the absence of energy price changes. In order to negate the effects of 
inflation over the modeling horizon, the real (adjusted for overall inflation) energy prices 
for each future year are required. Energy prices and the value of IAC output should be in 
constant rubies. It would probably be easiest to set all future year prices in base year (1990) 
rubles 

For each future year, the output of each IAC subsector is calculated based on a function of 
the fuel mix, underlying economic growth forecast, fuel price, and the output elasticities. 
The expected energy consumption for each subsector and fuel type is then calculated based 
on a function of fuel prices, demand elasticities and the energy consumption in the previous 
time period. Changes in energy intensity (the ratio of fuel consumption to subsector output) 
are also determined by the model. 

1Resource Management Associates of Madison, Inc. 
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This User's Guide is organized as follows. Section two briefly discusses the conceptual
design and purpose of the model. Section three presents the model's overall structure and 
outlines the contents of each component of the model. Section four reviews how to protect
and unprotect portions of the model from being altered. Section five, a step-by step guide 
to model operation and relevant Quattro Pro® commands, is likely to be of most interest 
to a Quattro Pro®novice. Section six covers the Comparison File which allows the user to 
compare two scenario runs. Section seven discusses the equations which are imbedded 
within the model. 

Resource Management Associates of Madison, Inc. 2 



2.0 Conceptual Design 

The driving variables in this model are the underlying IAC (industrial, agricultural and 
construction) sector growth rates and changes in energy prices over the selected set of future 
years. When these changes are part of an upward energy price adjustment policy, each 
round of price increases constitutes an energy "shock" to the economy, and initiates 
substitution of higher priced fuels with lower priced fuels or factor inputs (e.g., labor and/or 
capital). 

The Industrial Model links fuel and factor input substitutions caused by energy price changes 
by using two types elasticities. One elasticity (the energy price elasticity of demand) relates 
changes in energy demand in each subsector caused by energy price changes. In a climate 
of escalating energy prices energy users will tend to adjust their input mix by decreasing
reliance on energy through the substitution of other factor inputs. The other type of 
elasticity (the energy price elasticity of output) relates the changes in subsector growth as 
to variations in fuel prices. It is expected that as energy prices increase, production cost and 
final price is driven up and therefore the demand for products falls. In an environment of 
escalating fuel prices, the output of energy-intensive subsectors will be severely affected. 
A more detailed discussion of the conceptual design of the model and 
structural changes in IAC energy use are given in Appendix A. 

Resource Management Associates of Madison, Inc. 3 
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3.0 Implementation and Specification 

3.1 General Model Structure 

The model is implemented in the Quattro-Proo/(©Copyright, Version 2.0 1990 Borland 
International) spreadsheet software program. The arrangement of the modules within the 
Industrial Model is shown in Figure 1. The first module that the user will view is a brief 
introductor- note on the content and development of the model, By pressing the Alt and 
M keys simultaneously, the user can go to the macro menu from any part of the model. 
This lists a number of macros (small internal programs) which are executed by other Alt and 
letter key combinations (see Table 1 for list of macro commands). Some macros move the 
user to the requested module. For example, pressing the Alt and D keys simultaneously 
moves the cursor to the top left hand corner of the Data Initialization Module. Other 
macros print desired worksheets (currently the macro print commands will operate only on 
laser or bubble jet printers) or generate and display graphs of particular results. 

Table 1: Macro Menu 

KEY SEQUENCE FUNCTION or RESULT 
Alt-M Go to Macro Menu 
Alt-I Go to Pricing/Policy Input Module. 
Alt-D Go to Data Initialization Module 
Alt-T Go to Summary Tables 
Alt-W Go to Main Worksheet ot Model 
Alt-S Save Model with Changes 
Alt-0 Auto exec to Model Introduction 
Alt-N Print Main Worksheet 
Alt-A Print Data Initialization 
Alt-B Print Pricing/Policy Input 
Alt-C Print Yearly Energy Intensity Accounts 
Alt-P Print Summary Tables 
Alt-G Graph of IAC Social Product (IAC SP) by subsector and year 
Alt-F Graph of Energy Use by Fuel Type 
Alt-E Graph of Energy Use by Subsector 
Alt-X Graph of Energy Intensity by Subsector 
Alt-R Graph of Annual IAC SP growth by Subsector 
Alt-L Graph of Percentage Fuel Price Changes 
Alt-H Print Graph of IAC Social Product 
Alt-J Print Energy Fuel Graph 
Alt-K Print Energy Sector Graph 
Alt-Q Print Energy Intensity Graph 
Alt-Y Print Growth Rate Graph 

Resource Management Associates of Madison, Inc. 4 



Figure1. SpatialArrangementsof Worksheets Within the IndustrialModel 
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Sections 3.2 - 3.6 describe each module in the order suggested for first-time users. The user 
should begin by accessing the Data Initialization Module and then progress step by step
through the remaining modules to the Summary Tables Module. 

3.2 Data Initialization Module 

The data initialization module contains the initial data set for the analysis. Listed below are 
the types of information that need to be entered and the cell reference: 

CELL DESCRIPTION 
AB122 A title, 18 characters or less 

W126 & Base year and the five future years for analysis. This model uses 1990 as the 
Y-AC126 base year and projects energy demand in 1992, 1994, 1996, 1998 and 2000. 

X153-161 Base year output in monetary units by IAC (industrial, agricultural and 
construction) subsectors. 

Z153-AD161 Exogenous underlying growth forecasts for each IAC subsector and each 
future year. 

X132-AD140 Base year energy use by IAC subsector and fuel type. This can be entered 
in the typical physical units (e.g., Tons of Coal). 

X148-AD148 	Base year prices for fuels. If the user wishes to enter relative price changes
without entering actual prices, this can be done by entering a 1 for each base 
year price and then entering price changes as fractions. 

X172-AD173 	Conversion and scale factors for fuels which are used to change fuel in 
physical units to Terajoules. 

3.3 Policy/Price Module
 

The policy/price module is a parameter set related to prices and policy choices. 
 Three 
types of parameters are needed: 

CELL 	 DESCRIPTION 
P129-V133 	 Real prices in constant base-year dollars for fuels, or price changes expressed 

as multiple of base year price. 

P139-V147 	 Price elasticities of demand (energy price response), by IAC subsector 
and fuel type. The elasticity values are likely to range from 0 to -1. 

Resource Management Associates of Madison, Inc. 6 



P153-V161 Price elasticities of output (output price response), by IAC subsector and
 

fuel type. The elasticities are likely to range from 0 to -2. 

3.4 	 Main Worksheet 

The main worksheet module consists of three components: Annual Accounts, Percentage 
Demand Responses, and Percentage Output Responses. 

(1) 	 Annual Accounts: Contains a yearly accounting by IAC subsector of the value of 
output (e.g., millions of Rubles) and energy use by fuel type in TJ (terajoules), 
beginning with the base year input data. It also includes annualized growth rates, 
energy use fractions by subsector and fuel type, percentage changes from one period 
to the next, and yearly totals for energy use. (The print macro for 'Main Worksheet' 
prints 	only the annual accounts.) 

(2) 	 Energy Demand Adjustment Factors: Energy demand adjustment factors are 
calculated, by fuel and IAC subsector for each future year of the analysis, from 
previous fuel price changes and price elasticities of energy demand. They represent 
the fractional change in energy use from the previous period. The calculation of this 
response is given in section 7.1. 

(3) 	 Output Adjustment Factors: Output (Social Product) growth adjustment factors are 
calculated, by fuel and industrial subsector for each future year of the analysis, from 
fuel price changes and price elasticities of energy output. A given value represents 
the fractional change in energy use from the previous period for each IAC subsector 
attributable to price changes for a particular fuel. This is further discussed in section 
7.2. 

3.5 	 Energy Intensity: The energy intensity table lists the energy intensities for the base 
year and future years, for each fuel type and each IAC subsector. For any given 
year, the energy intensity is equal to the calculated energy use divided by the 
adjusted output for a given subsector. 

3.6 	 Summary Tables: The summary tables contain annual summary calculations. 
Graphs and data are displayed and printed by using the macro menu. This 
worksheet contains: 

Resource Management Associates of Madison, Inc. 7 



(1) Total energy use by industrial subsector. 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 

Total energy use by fuel type.
Growth rate by IAC (industrial, agricultural and construction) subsector. 
Energy intensity by IAC subsector. 
Percentage changes in fuel prices over entire period.
Percentage shares of IAC output (social product) for each subsector. 
Percentage shares of energy use for each subsector. 

(8) IAC Social Product for each subsector in Million of Rubles. 
(9) The model may also be used to supply data for the LEAP Model (Tellus Institute, 

1991). 

The LEAP (Long-range Energy Alternatives Planning) model "is a computer-based
accounting and simulation tool designed to assist policy makers in evaiuating energy policies
and developing sound sustainable energy plans". A set of aggregated data from the
Industrial Model has been formatted to facilitate data transfer into the LEAP model. 
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4.0 Protection of Cells 

A large number of cells are protected to prevent the user from accidentally replatding key
portions of the model. If the user is comfortable with Quattro Pro and the model, a group
of cells can be "unprotected" so that the contents of cells can be changed. To unprotect a 
portion of the spreadsheet, type /SP to activate the STYLE menu and the PROTECTION 
sub-menu. The computer will now ask you to select the cells that you wish to unprotect.
The location of the cell the cursor was in before typing IS, will appear at the top of the 
screen (e.g., A10..A10). If this is the only cell you want to unprotect, press "Enter"and the 
computer will highlight that cell. Otherwise move the cursor, using the arrows keys, to 
highlight the block of cells you wish to unprotect and press 'Enter". If you would like to 
highlight cells that do not include the cell the cursor is currently in, press Esc and move to 
the cell which would be the top left corner of the block and strike the period (.) key. The 
period key anchors the block. Then select the size of the block with the arrow keys, as 
described before, and press 'Enter". The cells are then unprotected and the user may enter 
new data. 

T--nprotect the entire spreadsheet, type /0 to activate the OPTIONS menu and type P 
to select PROTECTION. Change this from ENABLE to DISABLE then type Q to quit the 
OPTIONS menu. 
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5.0 	 Operating the Model 

An example is given below to illustrate the basic principles of the Quattro-Pro® spreadsheet 
program and the Ilustrial Model. For more advanced procedures the reader/user is 
referred to the Quattro-Pro ® 2.0 User's Guide. (©Copyright 1990, Borland International, 
Inc.). The following steps should be taken by an inexperienced Quattro Pro and Industrial 
Model user for proper operation of the model. The appropriate keystrokes and resultant 
action are given. 

1. 	 Open Quattro Pro® Program. 

2. 	 Opening Files - Type /FR (file, retrieve). This command opens the "File pull 
down menu" at the top of the screen and a message appears "Open File 
C:\QPRO" with a list of files below. If the model file is on the hard drive C:, 
move the cursor with the arrow keys to the file name (e.g., ISCENA 
(industrial model scenario A)) and press Enter. If the file is on a floppy disk, 
for example the B: directory, press "Esc"twice and type in the directory name 
(A: or B:), press "Enter"and when file names in the directory appear, move 
the cursor to the desired file (e.g., ISCENA) and press "Enter". 

3. 	 Opening a Second File - If the user wishes to open a second spreadsheet while the 
primary file (ISCENA) remains active, type /FO (file, open) and then call up the 
second spreadsheet, as described above. If the user wishes to replace the active file 
ISCENA with the second spreadsheet, type /FR (file, retrieve) and then pick the file 
you wish to access. The "replace" command will overwrite the primary spreadsheet 

4. 	 The Multiple Industrial Energy Demand Scenarios - Multiple Industrial Model 
scenarios can be modeled, each with its own file name (e.g., ISCENB, industrial 
model scenario B). The user may choose to open multiple scenarios at a time. 
Simply follow the commands outlined above in step three and pick the scenario file 
you wish to access. 

5. 	 Screen Presentations of Multiple Files and Moving Between Aci:ive Files - When 
multiple spreadsheet are active two screen presentations are possible; the files may
either be "Stacked" or 'Tiled". Stacked files are layered one file on another. The 
tiled option allows the user to view portions of all files simultaneously. To stack files 
type /WS (window, stack)). To tile files type /WT (window, tile). Then to move 
between files type /WP (window, pick) and choose the file name which you wish to 
activate and press "Enter". 
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7. 	 Moving Between Modules - Each spreadsheet is composed of 12 worksheets 
(see Figure1). To move between worksheets use the macro commands or use 
the arrows keys. By typing 'Alt-M" the cursor will move to the Macro Menu. 
Type the Macro command of the desired module, such as, "Alt-l and cursor 
moves to the upper left hand corner of the Pricing Input Module. Fuel prices 
may then be entered or changed. Other modules can be reached and updated 
in a similar manner. 

6. 	 Entering Data and Updating Scenarios - To enter or change base year 
energy consumption or output, use the arrow key to move to the desired cell 
(see section 3.2). Type the number that you want to have in that cell and 
press 'Enter"and the previously displayed value will be replaced. 

At this point, the computer may refuse to change the number and send you 
an error message. This may occur if the cells have been protected. To 
determine if the cell has been protected inspect the value of the cell displayed 
at the top left-hand corner of the screen. If the letters "PR"appear before the 
numeric value then the cell is protected. Most of the cells in the spreadsheet 
are protected to prevent the user from accidentally replacing an entry. The 
protection of cells and procedures to unprotect cells are explained in section 
4.0. 

8. 	 Recalculating - Once all data changes have been made to the model it is 
necessary to recalculate the model. This is done by pressing the 7F9" key (the 
recalculate key). The recalculate key will recompute all formulas within the 
spreadsheet file using the latest data. The F9 key should be used whenever 
the letters "CALC" (calculate) appear at the bottom center of the screen, 
since the calculations are only done if the user gives the command. The 
computer will give a "Wait" message while it is calculating and a "Ready" 
message when it is completed. 

9. 	 Summary Results - To view the Summary Tables of a scenario run type "Alt-
T" Other macrocommands (to see the macro menu type "Alt-M") will display 
*anumber of graphical representations of these summary tables. To exit from 
a graph, press any key and then press "Q" for Quit. 

10. 	 Saving a File - If you would like to save the changes you have made, you need 
to save the scenario under a file name. Type /IF to open the FILE menu. 
Select Save from the FILE menu. The computer will flash a message that 
says file already exists (the file name is at the bottom of the spreadsheet) and 
asks you to indicate whether you want to "Cancel, Replace or Backup"the file. 
Use the arrow keys to highlight Replace and press Enter or simply press R. 
This will Replace the old file (e.g., ISCENB) with the new file recently 
updated scenario. The updated scenario will be written over the older file; 
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resulting in the deletion of the older scenario. Selecting Cancel will exit the 
user from this menu and the newly updated scenario will be lost. 

If you would like to keep the old scenario (e.g., ISCENB), then save your new 
file under a different name. To do this select "Save As" from the FILE menu 
by typing /FA. The computer will indicate the current file name ISCENB. 
Choose a new name for the revised file, press "Esc"and type in the new name 
(e.g., ISCENC). The revised version is now saved under a new name and the 
original file still exists. 

11. 	 Exiting - To exit the spreadsheet file type/F to open the File menu. Move 
the cursor the "Close" and press 'Enter"(or type "C"), this will either Exit your
file or a message will appear "Lose your Changes?". If you wish to save your 
changes select "No" and follow the steps in #10 above. If you do not wish to 
save your changes select "Yes" and the file will close. To exit the spreadsheet 
type /FX. 

12. 	 The "Esc" Key - The "Esc"key is used to exit from any Quattro Pro® menu choice. 
For example if you accidentally typed ISCENB when asked for the name of the file 
to be saved but you did not want to replace the existing file, just press "Esc"and the 
name will be erased. If you are not sure where you are during any procedure, 
pressing "Esc"a number of times will get you back into the spreadsheet. 
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6.0 Comparison File 

Summary tables from two different scenarios can be compared in the Quattro-Pro® file 
called COMPARE. _Figure 2 shows the spacial arrangement of the worksheets within the 
COMPARE file. The entire file is protected from being changed by the user. If any
changes are desired, these should be done in the scenario files and not in the comparison
file. The COMPARE file compiles the results from two different scenario runs (each saved 
under different file names (e.g., ISCEN1 and ISCEN2)) and uses six graphs to compare their 
results. The graphs compare: Total Energy Use, Overall Energy Intensity. Energy Use by
Fuel Type, IAC Social Product, Subsector Energy Intensity and Total IAC Social Product. 

Equations in the cells of the COMPARE file refer to cells within two other spreadsheet files
 
(say ISCEN1 and ISCEN2), by referring first to the file name and then the cell within that
 
file (e.g., [ISCEN1]AB126). This referencing of other files is called "linking".
 

If the user wishes to compare modeling runs different than those currently built into the 
COMPARE file (e.g., ISCENI and/or ISCEN2) the links to those spreadsheet files can be 
changed. The links are changed from within the COMPARE file. To change the files being
compared type; \ TUC (tools, update links, change), pick the spreadsheet name you wish to 
change (e.g., ISCEN 1), strike Enter,type in the name of the new spreadsheet (e.g., ISCEN3), 
strike Enter and repeat if you wish to change the name of the spreadsheet file to be 
compared. 

Each time the comparison file is opened, the computer will ask the user to: (a) "Load 
supporting" (files), (b) "Update refs" (references) or (c) None. Option (a) opens all 
supporting (or linked) files while option (b) updates the cell links and option (c) replaces
all linked values with NA (not available) comments. Option (b) will usually suffice. Option
(a) should be used when the user wishes to see all linked files, but due to memory 
limitations this will often be impossible. 

A number of tables and graphs for the visual comparison of the two scenarios are built into 
the COMPARE file. The graphs are accessed using macro commands listed in the macro 
menu. Type "Alt-M' to view the macro menu (table 2). 

Table 2: Macro Menu for the Comparison File 

KEY SEQUENCE FUNCTION or RESULT 
ALT-M Return to menu 
ALT-E Graph Total Energy Consumption 
ALT-I Graph Energy Intensity 
ALT-F Graph of Energy Consumption Across Fuel Types 
ALT-G Graph Economic Growth 
ALT-H Graph of Subsector Energy Intensities 
ALT-P Graph IAC Social Product 
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Figure 2. SpatialDistributionof Worksheets Within the COMPARE File
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7.0 Calculation Procedures 

7.1 Energy Demand Adjustment Factor (AFq) 

A major concern of energy pricing policy and the Industrial Model is the relationship 
between the price p of a fuel and demand q for a fuel in each [AC subsector. IAC 
consumers of the fuel in a competitive economy are assumed to behave consistently over 
time in response to price changes of the fuel. Specifically, IAC consumers are expected to 
respond to a percentage change in the price with some proportional change in demand. Let 
this constant of proportionality be c (elasticity), so that c = (dq/q)/(dp/p). If (pi, q,) is 
an initial price-demand equilibrium and (P2, q2) is a new price-demand equilibrium after 
some time period i, then we have: 

q2 P2 

qi P1 

When E, pl, q, and P2 are given, q2 can be calculated. Equation (1) can be solved and 
expressed as: 

q2 = q x ( P2 )e (2) 

SP1 ) 
The assumption of constant elasticity results in an exponential function parametized by e, 
or equivalently, a proportional relationship between the log functions of price and demand. 
Equation (2) permits the demand for a given fuel in a particular IAC subsector to be 
calculated for a given period as a function of the fuel demanded in the previous period, the 
price ratio and the price elasticity. 

In the Industrial Model, q,is set to equal 1 and the value q2/g, is set to equal AFq2. AFq2 
is the "energy demand adjustment factor" at time 2. It measures the change in the quantity 
of fuel demanded due to changes in price at time 2 relative to the quantity demanded at 
time 1. 

e
AFq2 = q2_ _ (3) 
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7.2 Output Adjustment Factor (AFy) 

A relationship for price p and output y can be established in an analogous way to the 
relationship established for price and energy demand. By replacing quantity demanded q
with output y, equations (1) and (2) can be used. However, an important modification must 
be made. No longer can the relationship be expressed one fuel at a time. Instead, the fuel 
mix must be accounted for in the functional relationship for output and prices. Thus, we 
must define a new function the fuel fraction. A subsector's fuel fraction at time 1 for fuel 
type j (ff.,) is simply the energy consumption use of fuel type j (fj ) divided by the subsectors 
total fuel use at time 1 (ft) or: 

=f fl (4) 

The initial and final prices of fuel type j (pj, and Pj2) and the price elasticity of output (E3 ) 
for fuel j are also needed. Given a subsector's initial consumption of fuel j (yj,), then the 
adjusted equilibrium output (Yj2) can be expressed as: 

Yj 2 :_ Y. X ifif 1 X ( 1)e (5) 

In the Industrial Model, y is set to equal 1 and the value Y'2/Yjl is called a "output 
adjustment factor" (AFyj2). he output adjustment factor reflects the change in a subsector's 
output due to changes in price for fuel j at time 2, relative changes in output at time 1. 
Equation (6) is the method by which a subsector's price elasticity of output is determined 
for each fuel type. 

AFyj2 = Y2 = ffj1 X (6) 

The output adjustment factor for all fuel types used by the subsector is then calculated by 
summing the output adjustment factors for each fuel type. 

J 
A Fy2 A (7)AFyj2 

Equations (4)-(7) follow the step-wise calculation process used within the Industrial Model. 
These four equations can be combined into one, perhaps more intuitive, equation: 

JP 

Y2 Y2xx (-J)j] (8) 
PJi 
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The elasticity equations (3) and (6) assume that the output and energy demand responses 
occur "instantaneously" as fuel prices change. In the real world these responses usually 
occur over longer time scales (months or years). In other words, the IAC sector will 
gradually adjust its energy demand and output rather than responding immediately to price 
fluctuations. Although the current form of the model does not address time-lagged effects, 
a discussion of how to incorporate lags is discussed in Appendix C. 

7.3 Growth in Industrial Output (Social Product) 

The analysis considered here is from the perspective of a partialequilibrium. The effects 
of changing energy prices are considered with the assumption that other prices in the 
economy remain constant. Yet the output of the economy will change as a result of the 
changing price-demand-supply patterns of the rest of the economy. Thus, one of the 
required types of information for this analysis are exogenous projections of underlying growth 
rates for output in each IAC subsector under the assumption of constant real energy prices. 

If y, is output for a given subsector in period i, AFy2 is the output adjustment factor for time 
2, ri is the exogenously determined growth rate for period i (time 1 to time 2), and t is the 
length in years of period i, the resulting output Y2 is: 

y2 = y, x AFy2 x (1+r i ) t (9) 

7.4 Energy Use Calculations 

Energy demand by fuel and subsector is calculated using the previous period's energy use 
by fuel and subsector (X,), the energy demand adjustment factor for the current year 
(AFq2), the number of years in period i (t), and the adjusted growth rate of the subsector 
over period i (RI). First, the adjusted growth rate must be calculated. 

= (Y)_ 1 (10) 

Equation (11) is then used to determine energy demand by fuel type and subsector at time 
2. 

X2 = AFq x X, x (1+R1 ) t (11) 

Note, that energy consumption data is calculated after IAC output is adjusted for energy 
price fluctuations. This allows for the expected current-period growth to be figured into the 
determination of energy consumption. The calculation of the energy use matrix is 
sequential, with each period's results derived from the energy use matrix of the previous 
period. Together with the adjusted output values, the energy use data sets can be used to 
calculate the energy intensity and fuel fraction. 
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APPENDIX A
 
Conceptual Design (Structural Changes in Industrial Energy Use)
 



During the transition to market economies, energy use patterns will undergo a variety of 
structural changes. The aggregate effect of these changes is expected to be a decrease in 
the energy intensity of produced goods. Four types of structural changes are envisioned in
IAC sector energy use: fuel substitution, intersectoral substitution, intrasectoral changes in 
technological processes, and increased value of goods produced. In practice;, it is difficult 
to separate and identify these changes without careful analysis of detailed historical data on 
energy use and economic activity. However, the IAC Sector Energy Demand Model offers 
a conceptual structure with which to explore general trends and response characteristics of 
energy price changes for a set of subsectors and fuel types. 

Substitution effects in energy use are a direct consequence of the interchangeability of fuels 
in a particular application. The "own-price" elasticity of a fuel is a measure of 
responsiveness of demand to changes in fuel price. For example, an elasticity of (-2)
indicates that when the price of the fuel goes up by 1%, demand goes down by 2%. The
"cross-price" elasticity provides the analogous measure of responsiveness of demand for a 
fuel to the changes in price of a different fuel. If two fuels are substitutable, their cross price
elasticities will be positive because firms will substitute the lower cost fuel in response to 
a price change. The elasticity, in a sense, indicates the ease with which such substitution 
could be made. Negative cross-price elasticity indicates that the fuels are complementary,
meaning that some IAC activities require both fuels for production, perhaps in a fixed 
proportion. Cross price elasticities are not considered within the Industrial Model. 

Intersectoral changes include those responses to energy price changes for which the 
allocation of output shifts among sectors so as to reduce energy use. Intersectoral changes
will increase output of one sector by lowering energy use and/or output of another sector,
in a relative sense. As energy prices increase, output will gravitate towards those sectors 
which are less energy intensive. It is likely that intersectoral shifts depend on the 
aforementioned capability for fuel substitution. Sectors which depend greatly on one fuel 
will obviously be disproportionately affected by some price changes. However, there are a 
host of other factors, such as labor, capital mobility and access to impot/export markets, 
which also affect intersectoral changes and thus must be considered. 

Changes in technological processes are more intrasectoral than intersectoral. The industrial 
sector responds to rising energy prices with more energy efficient equipment and processes.
Specific production features are altered and processes redefined to meet the changing 
energy price structure. Investments are made to implement the changes by purchasing
and/or developing new equipment, perhaps stimulating the creation of another industry in 
the process. Examples might be the adoption of continuous casting in a steel mill or a more 
precise temperature controller for an industrial process. Some of these changes may require
considerable time for implementation, which is sometimes accounted for by distinguishing
between short-term and long-term elasticities. The short-term elasticities attempt to account 
for "housekeeping" measures to improve energy efficiency while long-term elasticities 
attempt to account for the more difficult but substantial technological improvements. Short 
and long-term elasticities are not incorporated into the RMA Industrial Model rather all 
adjustments are modeled to occur instantaneously. 



The short-term growth of particular subsectors will be affected by the increased costs 
producers face for energy inputs. As discussed above, one result will be intersectoral shifts 
in production to less energy-intensive subsectors. However, rising energy prices will be 
accompanied by other price changes in the economy. At the same time, the rising energy
prices have stimulated technological innovations to use energy more judiciously. As a result,
the goods and services produced in the restructured economy are enhanced in value because 
they require fewer inputs. Furthermore, the price mechanism allows the energy inputs to 
gravitate to those users who value them the most in their production processes. Savings in 
energy costs will permit further investment and the economy will begin to grow again, but 
this time less dependent on energy inputs. At some point in this cycle, we can expect some 
of these transitional effects to taper off, and further improvements in energy efficiency will 
require increasing effort. At this point, the Lithuanian economy will be approaching the 
economic structure and energy efficiency typical of the Industrialized Market Economies. 

The model attempts to capture these structural changes through an energy use matrix along
with related data and parameters. It should be recognized that there exists a great deal of 
uncertainty in the actual responses to price changes. However, this model is strictly
deterministic in nature. There is no explicit incorporation of stochastic variables as a means 
of capturing such uncertainties. This means that the changes in energy use patterns are best 
interpreted in a relative sense, from one scenario to another, rather than attributing
importance to specific numerical estimates. T1i,! usefulness of the model for policy analysis
thus comes from the structure it prevides for conceptualizing the various relationships 
between energy prices and IAC energy use patterns. 



APPENDIX B
 
Operational Description: Parameter Specification
 



a. Initial Energy and Output Data 

Assume that there are n fuels in the economy f., j = 1,...,n and m subsectors of industrial 
production si, i = 1,..,m. The initial data for the fuels and sectors includes an m x n matrix 
of the energy used for each fuel in each sector, xj in various energy units and an m x 1 
vector of the yi, the value-added or IAC Output for each sector i: 

fl f2 .......... f,
 

S, Xll .......... Yl
X12 Xln 

2 X22  .......... Y2
X2 1 X2n 

I I I I I 
Sm Xml Xm2 ..........
Xmn Ym 

The energy data is converted to common units of Terajoules to permit aggregation and 
comparisons across subsectors and fuel types. 

b. Price Elasticities 

Price elasticities measure the responsiveness of other variables to changes in price. As 
described in Section 6.0, two types of elasticities must be specified: price elasticity of energy
demand and price elasticity of output. Both must be specified for each fuel-subsector pair,
resulting in two matrices of identical dimensions to the energy use matrix, (m x n), where 
Ei, is the elasticity for subsector i and fuel j: 

fl f2 .......... f,
 

S1 ell el2 .......... Eln
 

S2 e 21 e 22  .......... 62n
 
I I I I 
Sm eml em2 .......... emn
 

Elasticities of fuels, as with most goods, tend to be higher in the long-run than in the short­
run. Our analysis will be confined to ten-year scenarios. For longer-term analyses, it may 
be desirable to incorporate changes in long-term elasticities over time. 



c. Fuel Pricing 

Let us assume that the energy substitution sequence corresponding to the energy price 
shocks occurs over t = 1,..,T distinct time periods. The driving variables shall then be t sets 
of price changes for the n fuels, p,,, j = 1,...,n, t = 1,...,T, representing the percentage price 
change in fuel j for time t, resulting in a matrix of dimension (n x T): 

Percentage Price changes 

fl PH P12 .......... PIT
 

f2 P21 P22 .......... Pzr
 
I I I I
 
fn PnI Pn2 .......... PnT
 

The price data is used in the equations in sections 7.1 and 7.2 to determine the output and 

energy demand adjustment factors. 

d. Exogenous (constant energy price) Growth Rates 

For each of these periods and each subsector, a set of exogenous growth rates rt must be 
specified under the assumptions of constant energy prices. They represent an (m x T) 
matrix: 

Percentage Price changes 

S1 rll 1 2 ..........
r rIT 

S2 r21 r22 .......... F2T
 
I I I I
 
Sm rml ..........
rm2 rMt
 

These values are used in equation (9) (see Section 7.3) to determine the growth/decline of 
each subsector's output before incorporating price effects. 

e. Adjusting the Output Values 



The output values determined from the above growth rates must be adjusted by using 
information on the fuel mix, price changes and previous output. This is accomplished using 
equations (7 and 8) (see Section 7.2). This yields a new value-added vector which gives the 
output of each subsector. Note that this calculation precedes the energy use calculation. 
The use of lagged variables makes it necessary to approximate the fuel fractions in the 
calculated period as being roughly equivalent to the previous period. In the case of most 
interest here, all fuel prices will be rising. Furthermore, cross-price elasticities are not 
incorporated into the model. These two factors make the approximation for fuel fractions 
quite reasonable. 

. Energy Use Calculations 

Energy demand is calculated using energy use by fuel and subsector based on the previous 
period's value, the adjusted growth rate of the subsector, the price changes, and the 
elasticity. A matrix of energy values is produced of the same form as the initial base year
matrix. Note that energy use data is calculated after IAC social product is adjusted for 
energy price increases. This allows for the expecte, current-period growth to be figured into 
the determination of energy consumption. Together with the adjusted output values, this 
energy use matrix can be used to calculate the energy intensity and fuel fraction. Thus, the 
calculation of the energy use matrix is sequential, with each period's results found from the 
energy use matrix of the previous period. 



APPENDIX C
 
Incorporation of Time Lags in the Industrial Model
 



In the IAC Sector Energy Demand Model, the long-run responses to price changes are 
modeled as instantaneous adjustments in the amounts of energy used and in IAC output.
in the real world, truly instantaneous adjustments are not realistic. Although prices may
significantly change within a short period of time, responses usually take place gradually.
The Industry Model must, therefore, be seen as a simplification of the real world which 
portrays the long-run effects without paying attention to the adjustment path of the economy
and of the different industrial subsectors in particular. 

It is possible to incorporate a gradual adjustment process into the model through lagged
price effects. Doing so requires year-to-year calculations of the changes. What this means 
is that including lagged effects would make the model significantly larger and less suited for 
more long-run energy analysis using a microcomputer-based spreadsheet format. For these 
reasons we chose not to include the lagged effects in the final version of the RMA industrial 
sector energy demand model for Lithuania. 

The calculation procedures of the model are reviewed to understand how it could be made 
more dynamic. For simplicity assume that there is only one industry, say mining, and 
consider only one energy input, say electricity (El). How does the use of this input respond
to a changing price of electricity (P)? 
elasticity of (E)electricity: 

Recall that the response depends on the price 

( dEl 

e E 
dP
P 

Rearranging this equation: 

El
E1) = e X (2(2)) 

and integrating it with {P,Pt.,} and {Elt, Elt.} as the limits of integration, we obtain the 
following "stock-adjustment" equation: 

1n(Elt) - 1n(El _1 ) = e x [in(P.) - in(P,_1 )] (3) 

Taking the exponent of both sides leaves us with: 

El_5 = ( )(4) 

which is the formula used in the model. This formula implicitly assumes that the entire 
change occurs in the time interval specified, in this case between time t-1 and time t. As 
was mentioned above, if the interval between t-1 and t is a short period (e.g. one year), this 
is not a very realistic way of modeling the adjustment process of an industry. It is much 
more likely to assume that an industry adjusts partially in the first year to the current price 



change and then keeps adjusting for the following years. This idea can easily be included 
into the formula above by assuming that the electricity demanded adjusts to the weighted 
average of the price changes during the last N years. Let X be the weights then the above 
formula generalizes to: 

expe xt I ix 1r ) (5) 

Where: 
N 

Ni Xi= 1 (6) 
2i-1 

To test whether and how this formula works. Let us look at the case where Pt =Pt-1=... =Pi-
N,ie. no price change occurs. Then, 

( l)=expe 1 =EIx1exp (0)= 1L (7) 

So, if there are no price changes then the amount of electricity used in the mining industry
remains unchanged over time which is what we should expect. Now let us look at the 
weights and assume that XI= 1 and 12 -X3=...=0. 

-"I= eex .1x )I='(8) 

This is exactly the formula used in the model. Putting all the weight on the recent price 
change and none on price changes that occurred in previous years is the same as assuming 
that the change occurs instantaneously. 

The values of the I's as well as the number of years over which the adjustment occurs are 
chosen by the user, and should be based on some prior knowledge about the behavior of the 
economy. For example, historical data could show that typically the industry in question
takes about 3 years to fully adjust to a price change (N =3), but that the largest share of the 
adjustment takes place right away with decreasing shares as time progresses. If that is the 
case, then a possible way of modelling the adjustment would be to set .1=.6, 12 =.3, and 

= 
X3 .1 . The same kind of formula to model gradual adjustments can be used for all the 
energy inputs in each industry as well as in modeling the output responses of each industry. 
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1.0 Introduction 

The Transportation Sector Energy Demand and Emissions Model (Transportation Model) 
estimates energy demand and vehicle emissions for the freight and passenger transportation 
sectors (water, pipeline and air transportation are not included) for a base year and one 
future year. 

Energy demand for the passenger and freight transport sectors is dependent in the model 
on future levels of economic activity, reflected in the indicators of social product (SP), 
industrial agricultural and construction sector social product (IACSP) and fuel prices. In 
order to utilize the model, data on economic indicators, fuel prices, elasticities, 
characteristics of the transportation fleet (e.g., fuel efficiency, load factor, etc.), base year 
passenger trip making and shipping rates, and forecasted fuel prices and economic growth 
rates must first be entered into the model. 

The Emissions component references the results of the Energy Demand module to 
determine the emissions load for seven pollutants: C02, NOx, S02, SPM (particulate), CO, 
HC (hydrocarbons) and Lead (from gasoline only). The emissions loads are dependant on 
the vehicle kilometers traveled, vehicle and power-plant emissions characteristics, vehicle 
fuel efficiencies, and roadway vehicle speeds. To investigate the emissions implications of 
a particular scenario, that scenario must first be modeled on the Energy Demand module. 

The Transportation Model is based on the Quattro Pro® Version 4.0 (© Copyright 1987, 
1992 by Borland International) spreadsheet software, which is a versatile spreadsheet 
software program implemented on IBM compatible microcomputers. Once the user 
becomes familiar with the Transportation Model and Quattro Pro®, the model can be 
expanded, updated and revised to better suit the user's needs. 

Section 2.0 of this guide summarizes the model's structure and describes each of the model's 
six component files. Figures 2a-7a illustrate the contents and spacial arrangement of each 
file. An index of the macros used to move within each file, are presented in Figures 2b-7b. 
Section 3.0 discusses the "links" between the files and their proper use. The memory 
requirements of the various components of the model are outlined in section 4.0. The full 
model requires large amounts of microcomputer memory but options for using less memory 
are described. Much of the model is protected from being accidently changed by the user. 
Section 5.0 outlines how to "unprotect" cells so the user may update them. A detailed step­
by-step guide to open files, enter data and run both the energy demand and emissions 
components of the model are outlined in section 6.0. The final section reviews the formulas 
used within the model. 
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2.0 	 Model Structure 

2.1 	 General Model Structure 

The Transportation Model is composed of over 100 separate worksheets in six linked 
Quattro Pro® spreadsheet files. The six Transportation Model files are linked in a 
hierarchical structure (Figure1). The model has two segments; the Energy Demand and the 
Vehicle Emissions portions. The Energy Demand portion is composed of the TRAN-ECO, 
FREIGHT, PASSENG and TRAN-SUM files. The emissions portion of the model is 
composed of the EMISD and EMISC files. It uses data from the FREIGHT and PASSENG 
and TRAN-ECO spreadsheet files. 

2.2 	 Modeling Years 

The Transportation Model computes energy demand and emissions load for a base year and 
one future year. The base year been set at 1990 for the Lithuania version of the model. 
The model is currently designed to run the future years 1992, 1994, 1996, 1998 or 2000. 
Two summary tables, one in each of the EMISC and TRAN-SUM files, are constructed to 
present values for 1990, 1994 and 2000. The values in these two tables will only be correct 
if first 1994 and then 2000 are modeled sequentially. 

2.3 	 Macros 

In the upper left-hand corner of each of the six spreadsheets is a macro menu (presented
in figures 2b - 7b). Macros are small internal programs which are activated by concurrently 
pressing the "alt" key and a designated letter key. In this model the macros are used to 
move between worksheets within each file, view graphs and print summary tables. The 
macro 	programs are written on the upper right corner of each spreadsheet. 

2.4 	 Spreadsheet Files 

The files which compose the Transportation Model are described below. Figures2-7 provide 
a spacial diagram of the worksheets within each file and each file's macro menu. 

1. 	 TRAN-ECO: This is the economic (ECO) driver of the transportation model. The 
TRAN-ECO file is linked to the PASSENG and FREIGHT spreadsheet files (Figure 
1). Its primary function is to calculate four adjustment factors. These adjustment 
factors determine the effects of changes in fuel price and economic growth rates 
upon usage rates and energy efficiency of the transportation system. They are 
calculated from SP (Social Product), IACSP (Industrial Agricultural and Construction 
Sector Social Product), fuel price, vehicle life and the corresponding elasticity. They 
are used to "adjust" base-year transportation characteristics (passenger trip making 
rates, freight shipping rates, and vehicle fuel efficiencies) to model the transportation 
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characteristics of the future year, in the FREIGHT and PASSENG spreadsheet files. 
See section 7.0 for a detailed discussion and derivation of adjustment factors. 

2 & 3. PASSENG and FREIGHT: These spreadsheets use the vehicle characteristic [fuel 
type, load factor (tons or passengers per vehicle) and fuel efficiency], trip making 
characteristics (average trip length, trips per day by vehicle type, and geographic 
zone), and the adjustment factors from TRAN-ECO to calculate energy demand for 
the base and future years. 

4. 	 TRAN-SUM: This file contains summary tables and graphs of passenger and freight 
energy demand and energy intensity. Data from the Transportation Model can be 
used with the Long-Range Energy Alternatives Planning Model (LEAP) (Tellus 
Institute, 1990). To simplify use of the Transportation Model with the LEAP model, 
a worksheet is modeled after the LEAP transportation energy demand input module. 

5. 	 EMISD: The EMISD (emissions data) file contains data on vehicle and power-plant 
emission factors (for C0 2, SO2, NO, SPM (particulate), CO, HC (hydrocarbon) and 
lead (for gasoline only)), vehicle kilometers and fuel consumption by diesel trains. 
The emission coefficients can be calibrated to more accurately simulate the 
characteristic of the nation's vehicle stock and electric-power generation facilities. 
The vehicle emission factors currently used in the model are from American pre­
emission control vehicles of the early 1970's. 

6. 	 EMISC: The EMISC (emissions calculation) spreadsheet file uses the emission 
factors from EMISD and the distance traveled by each transportation mode, fuel 
consumption and fuel efficiencies from the PASSENG and FREIGHT files to 
calculate the transportation sector's emissions for the base and a future year. The 
procedures for calculating emission loads are described in Section 7.6. 
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3.0 Linked Files 

3.1 Linked Files and Linking Formulas 

The six Transportation Model spreadsheet files are linked to one another to allow data to 
flow between files (Figure 1). Linked spreadsheet files allow larger models to be built by
breaking the model down into several component files. Links allow any or only one set of 
a model's files to be on screen at once. The total number of spreadsheets that maybe
opened at once depends on the available computer memo ( -ee;section 4.0). The 
spreadsheet files are linked when a cell in one file refejrs to a cell of another file. For 
example, a formula in the PASSENG file may refer to the value in cell "[TRAN-ECO]R34", 
or the value in cell R34 of the TRAN-ECO file. 

3.2 Proper Use of Linked Files 

Care should be taken when the user changes a value in spreadsheet file "A" that is linked 
to a formula, say in cell "D3", of spreadsheet "B". Only when spreadsheet B is open will all 
formulas in spreadsheet B which directly or indirectly refer to cell D3 be recalculated. If 
file B is closed the value of cell D3 will be updated but formulas which refer to cell D3 
within file B or other linked files referring to D3, will NOT be recalculated. For example
if the user has opened TRAN-ECO and TRAN-SUM only and updates a fuel price on 
TRAN-ECO, the user will not see any changes in energy demand from FREIGHT and 
PASSENG on the TRAN-SUM file. This is because the intermediate spreadsheets, 
FREIGHT and PASSENG, are not open and therefore the formulas referring to fuel price 
have not recalculated energy demand (shown in the TRAN-SUM file). 

When retrieving any linked file, say file B, from memory, the computer will ask if the user 
wishes to: "load supporting", "update references", or "none". "Load Supporting" will load all 
files which are linked to file B. At times, available memory will not allow all supporting
files to be loaded. To use less memory, use "Update References". Update references 
accesses all values which are linked to file B and updates those values without loading each 
supporting file. Choosing "None" temporarily replaces linked values from closed supporting 
file$ with a "NA" (not available) value. 

3.3 The Background Recalculation (BKGD) Flag 

As formulas are recalculated the BKGD (Background Recalculation) flag appears at the 
bottom of the computer screen. When RAM memory is nearly fully utilized, the 
recalculation of all formulas may take a few minutes. This long recalculation time is 
common when several linked spreadsheets are active. The results of the Transportation 
Model are incorrect while the BKGD flag is on screen. 
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Figure 1. Structure of RMA TransportationEnergy Demand and Emissions Model
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TRAN-ECO EMISD EMISC TRAN-SUM-

PASSENG 

Figure 1: The structure of the RMA Transportation Energy Demand and 
Emissions Model. Arrows indicate the links and directions of information 
flow. 
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Figure2a. SpatialLocation of Worksheets in TRAN-ECO Spreadsheet 

MW RO-M ENU 
DATA ENTRY WORKSHEETS
 

Modelng Years]
 

Fuel Prcesl
 

Gross Domestic Product
 

Elastits]
 

CALCULATION OF ADJUSTMENT FACTORS
 

GDP (Passenger)
 

Fuel Price (Passenger) 

Fuel Price (Freight) I
 

Fuel Efficiency (Passenger)
 

Fuel Efficiency (Freight)
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Figure3a. SpatialLocation of Worksheets in PASSENG SpreadsheetFile 
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Figure3b. PASSENG SpreadsheetMacro Menu 
Data Input 
ALT-A Vehicle characteristics 
ALT.B Trip making rates base year 
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Figure 4a. SpatialLocation of Worksheets in FREIGHTSpreadsheet File 
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Figure4b. FREIGHTSpreadsheet File Macro Menu 
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Figure5a. SpatialLocation of Worksheets in TRAN-SUM SpreadsheetFile 
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Figure 5b. TRAN-SUM SpreadsheetFileMacro Menu 
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Figure 6a. SpatialArrangement of Worksheets Within the EMISD Spreadsheet 
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Figure7a. SpatialArrangement of Worksheets Within the EMISC SpreadsheetFile 
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Figure 7b. EMISC SpreadsheetFile Macro Menu 

Mar Men 

CALCULATION TABLES 

Peroleum Fueled Raodway Vehcls 

'ALT-A' C02emissis
 
'ALT-B' NOx erissios
 
"ALT-C" 602 emis
 
"ALT." 8PM em
 
'ALT-E' CO emissmo SUMMARY TABLES &GRAPHS
 
•ALT-P HO emulora ­

'ALT-G' Lead wmisin Emsi Loads by Fuel Tpe
 

Eleduic Powered Vehicls 'ALT-.' for Bas and Modeling Yea
 
.ALT-UPfor 1990, 1O4 nd 2000
 

'ALT-H' C02 emissitns
 
'ALT-' NOx emissions Errik Loads by Vehice Type
 

"ALT-J' 802 emisskon
 
'ALT-K' 8PM amlssion 'ALT-Va for Base Year
 
'ALT-U. CO emisios 'ALT.W' for Modetlng Year
 

'ALT-N" HC emission
 

Diese Fueled Trans 
"- " 'ALT-X' Graph o EmisIon Load

'ALT-N' C02 emissorm
 
'ALT-0 NOx emisson To Pdnt Summary Tables
 
'ALT-P' 602 emsion
 
'ALT-0" 8PM emlasio 'ALT-Y' Efmisin 
 Load (base nd modeling year)
'ALT-R CO emiui -ALT-Z' Emssions Load by Vehie Type
'ALT-S IC emisso (nas ad moden yw, 

Resource Management Associates of Madison, Inc. 11 

4J) 



4.0 Memory Requirements 

To run the Transportation Sector Energy Demand and Emissions Model, the user's IBM 
compatible computer must have at least 375,000 bytes of random access memory (RAM)
available when Quattro Pro® is loaded. If the user has Microsoft Windows®, additional 
memory can sometimes be freed-up if Quattro-Pro® is used outside the Window's® 
environment. To access Quattro Pro® from outside the Windows® environment simply type
Q at the DOS prompt (ie C>). When RAM is nearing full utilization the user may be
unable to view graphs and print tables or graphs. To view graphs or print, Save and Close 
the linked files. 

The four linked files of the Energy Demand portion of the model require 500,000 bytes of 
RAM. If RAM is insufficient, either the FREIGHT side (TRAN-ECO, FREIGHT and 
TRAN-SUM) or the passenger side (TRAN-ECO, PASSENG and TRAN-SUM) can be 
opened and run separately. The freight and the passenger side use 225,000 and 350,000 
bytes of RAM respectively. 

The Emissions portion of the Transportation Model is composed of the EMISD and EMISC 
files, they are linked to the PASSENG and FREIGHT files, which are linked to the TRAN-
ECO spreadsheet. To open the EMISC, EMISD PASSENG, FREIGHT and TRAN-ECO 
files 650,000 bytes of RAM are required. Memory size limitations may dictate that the user 
set the data inputs as desired in the TRAN-ECO, FREIGHT and PASSENG spreadsheets,
close all of them and then open the EMISD and EMISC spreadsheets. Memory will be 
sufficient if 325,000 RAM are available. The opening and closing of files is necessary for 
each spreadsheet file's constituent formulas to be recalculated using the updated input data. 
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5.0 Protection of Cells 

The majority of cells in each spreadsheet are protected. A protected cell cannot be changed
by the user. This safe-guards formulas, values and text from being altered by an 
inexperienced user. High lighted cells are not protected. The values in the unprotected
cells can be changed by the user. These cells contain data that typically would be set or 
updated by the user; such as economic variables, vehicle types, vehicle characteristics and 
so forth. 

To disable the protection for an entire spreadsheet, thereby allowing the user to change any
cell, bring the desired spreadsheet on screen then type in the following sequence: /OPD.
The "/" activates the menu options at the top of the screen, "0"stands for Options, "P" 
stands for Protection and "D" stands for Disable. To turn the protection back on, type
/OPE ;where "E"stands for enable. An individual cell or group of cells can be unprotected
by typing: /SPU ("S" stands for Style, "P" for Protection and "U" for Unprotect). Then using
the arrow keys, block out the area you wish to unprotect then strike the "Enter" key. 
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6.0 Operating the Transportatiokl Model 

The following several pages outline the operation of the transportation model. The user 
must first open the model within Quattro Pro®. The user should first open TRAN-ECO and 
set the desired future years and economic data (fuel prices, elasticities etc.). The user 
should then move onto enter baseline data in the PASSENG and FREIGHT files. After 
all data is entered, the scenario can be "run" to calculate the energy use for the base and 
future years. Energy demand data is presented in the TRAN-SUM spreadsheet. The 
emissions spreadsheet files (EMISD and EMISC) can then be accessed (if necessary the 
emission coefficients can be updated) and the emissions load for the energy demand 
scenario can 	then be viewed. 

It is suggested that inexperienced users follow the steps in the order presented below to 

familiarize themselves with the operation of the model. 

6.1 Running the Energy Demand Portion 

Keystrokes 	 Action/Discussio 

1. 	 Open Quattro Pro®. 
2. /F 	 Activates File Menu Options. 
3. 	 R To Retrieve a file. The Transportation Model should already be installed on 

the hard drive of your computer. Move cursor, using the arrow keys, until 
TRAN-SUM is highlighted, then strike "Enter". The computer will then ask 
which "link option" you prefer. Choose "Load Supporting" and strike "Enter" 
this opens all spreadsheets (TRAN-ECO, FREIGHT and PASSENG) which 
are linked to the TRAN-SUM spreadsheet. If the message "there is not 
enough memory for this operation" appears then escape with the "esc" key. 
At this point it is advisable to open only one side of the energy demand 
model (the passenger or freight side). To do this, press /F followed by 0 (for
"Open") and choose TRAN-SUM. Choose "Update Refs" at the Link Options 
message. Then repeat the process for the PASSENG or FREIGHT files. 

4. /W 	 Activates the Window menu options. 
5. 	S Stacks all active spreadsheets. You should see three or four active 

spreadsheets. 
6. Alt-O Concurrently depress the "Alt" key and the "0" key. These key strokes allow 

you to move between spreadsheets. Move cursor to highlight TRAN-ECO and 
strike the "enter" key. The TRAN-ECO spreadsheet is now active. 

7. 	"Home" Strike the "Home" key. This action moves the user to the upper left-hand 
corner of the spreadsheet. You are now viewing the macro menu. Always 
press the "Home" key to return to the upper left-hand corner of the 
spreadsheet and the macro menu. 

8. 	 The user can now move around the spreadsheet and update the unprotected 
values listed in Table 1. The user can utilize the arrow keys, page up-and 
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down keys, the tab and macros (see Figure2) to move around the spreadsheet
file. For example by simultaneously typing "Alt" and "B" the cursor moves to 
the upper left-hand corner of the fuel price wor'ksheet. 

Table 1: Unprotected Values Within The TRAN-ECO Spreadsheet 

CELL 	 CONTENTS 

F24 Future name 
E31 Modeling year 
D38-40 Fuel types 
G38..L40 Fuel prices for 1989 - 2000 
E38..F40 Annual fuel price growth rates 
D50-59 Geographic zones 
E50..159 Annual SP exogenous growth rates 
E69..J78 Annual IACSP exogenous growth rates (these can be taken 

from the RMA Industrial Energy Demand Model (Resource 
Management Associates 1991) for the same years). 

ELASTICITIES 
E86 Income/SP elasticity of trip making 
E90 Income/IACSP elasticity of shipping 

E94-96 Fuel price elasticity of trip making by passenger vehicles 
E100-102 Fuel price elasticity of shipping by freight vehicles 
E107-109 Fuel price elasticity of passenger vehicles fuel efficiency 
E114-116 Fuel price elasticity of freight transportation fuel efficiency 
1106-108 Average vehicle life (years) of passenger vehicles 
1113-115 Average vehicle life (years) of freight vehicles 

Keystrokes 	 Action/Discussion 

9. 	 After changes are completed in the TRAN-ECO file the user should move to 
the FREIGHT spreadsheet file. 

10. Alt-O Then move cursor to highlight "FREIGHT' and strike the "Enter"key. Now 
the FREIGHT spreadsheet is active. 

11. 	 "Home" Strike the "Home" k-y. This action moves the user to the macro menu in the 
upper left-hand corner of the spreadsheet.

12. 	 The user can now move around the spreadsheet using macros (Figure4) and 
update the unprotected values, listed in Table 2. 
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Table 2: Unprotected Values Within The FREIGHTSpreadsheet 

CELL 	 CONTENTS 

C39..H39 	 Vehicle types 

TRIP LENGTHS 
C41..H41 	 for base year 
C42..H42 	 for future year 

LOAD FACTOR 
C44..H44 	 for base year 
C45..H45 	 for future year 

FUEL EFFICIENCIES FOR BASE YEAR 
C48..H48 for gasoline 
C49..H49 for diesel 
C50..H50 for electricity 
D78-134 IACSP adjustment factor override 
F78-134 Fuel price adjustment factor override 
K10..P60 Ton kilometers/year by mode and fuel type for the base year 

Keystrokes 	 Action/Discussion 

13. 	 When updates are completed in the FREIGHT spreadsheet file, the user 
should move to the PASSENG spreadsheet.

14. Alt-O Then move cursor to highlight PASSENG and strike the "Enter" key. Now the 
PASSENG spreadsheet is active. 

15. 	"Home" This action moves the user to the macro menu in the upper left-hand corner 
of the spreadsheet.

16. 	 The user can now move around the spreadsheet using the macros in 
Figure 3b and update the unprotected values listed in Table 3. 
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Table 3. Unprotected Values Within The PASSENG Spreadsheet. 

CELL CONTENTS
 
D37..M37 Vehicle types
 

TRIP LENGTHS 
D39..M39 for base year
 
D40..M40 for future year
 

LOAD FACTORS 
D42..M42 for base year
 
D43..M43 for future year
 

FUEL EFFICIENCIES FOR BASE YEAR 
D46..M46 for gasoline 
D47..M47 for diesel 
D48..M48 for electricity 
F82-138 SP adjustment factor override 
H82-138 Fuel price adjustment factor override 
P1..Y61 Passenger trips per day by mode and fuel type for the base year 

Keystrokes 	 Action/Discussion 

17. 	 When the updates are completed you should move into the TRAN-SUM 
spreadsheet.


18. ALT-O 	 Move cursor to highlight "TRAN-SUM" and strike the "Enter" key.
19. 	"Home" Once the spreadsheet has been retrieved, strike the "Home" key, to move to 

the macro menu. 
20. 	 There are no values to update on this spreadsheet. This spreadsheet

summarizes the results of the FREIGHT and PASSENG spreadsheets on 
several different tables. Macros in the TRAN-SUM spreadsheet (Figure5) 
open energy-demand and energy-intensity graphs (press the "ESC" key when 
completed viewing graphs) as well as printing summary tables for energy 
demand. 

If not enough memory exists to view graphs or print tables or graphs, Save 
and Close each of the files linked to TRAN-SUM (ie TRAN-ECO, PASSENG 
and FREIGHT). After viewing and printing graphs and tables the linked files 
can be opened easily using the /TUO command (Tools, Update links, Open)
then choose the spreadsheets you wish to open. 

Note: The Total Energy Demand table is constructed to summarize data for 
1990, 1994 and 2000. The values on this table will only be accurate if the user 
models 1994 and then models year 2000. The "CIRC" flag appears at the 
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bottom of the computer screen because formulas for the 1994 values in the 
Total Energy Demand table refer to the same cell where the formula is
 
written. This flag should be ignored by the model user.
 
After the model user has calculated energy demand of a particular scenario,
 
the emissions implications can now be calculated and viewed. First, the user
 
must exit the Energy Demand portion of the model.
 

21. /F 	 Activates File menu options. 
22. 	 V This "saVes all" of the active files. Only save those files whose updates you 

are satisfied with, by choosing "Replace" when the computer prompts you with 
"File Already Exists". If the user does NOT wish to save a file because it is 
in a unacceptable condition, select "Cancel" when prompted by the computer; 
"File Already 	Exists". 

23. /F 	 Activates File Menu Options. 
24. X 	 eXits the user from all active files and Quattro Pro®. 

6.2 Running the Emissions Portion 

After a Energy Demand Scenario has been modeled the resulting Emission Loads can be 
determined using the EMISD and EMISC spreadsheet files. The Emissions model has links 
to the PASSENG, FREIGHT and TRAN-ECO spreadsheet files. 

Keystrokes 	 Action/Discussion 

1. 	 Open the Quattro Pro® Program. 
2. /F 	 Activates File Menu Options. 
3. 	 R Move cursor, using the arrow keys, until "EMISD" is highlighted, then strike 

"Enter". Choose "Update References" on the "Link Options" menu and strike 
"Enter". This refreshes all the spreadsheet links to TRAN-ECO, FREIGHT 
and the PASSENG spreadsheet files and recalculates all linked formulas. 

4. 	 /TUO This key-stroke sequence allows the user to open a inactive linked file (eg 
EMISC, PASSENG, FREIGHT or TRAN-ECO). /' opens the Tools menu, 
U activates the Update links command and 0 triggers the Open (linked file) 
option. Under the Open option a list of all linked files, which are not 
currently active, are presented. Choose the EMISC file using the arrow keys 
then strike "Enter". Now both of the emission spreadsheet files are open. 

5. /WS 	 To stack the active files type 1W (Window menu) and S (stack).
6. 	 /WP This key-stroke sequence allows the user to move between active 

spreadsheets. Select the EMISD spreadsheet with the arrow keys and strike 
"Enter". 

7. "Home" This action moves the user to the upper left-hand corner of the spreadsheet 
and macro menu. 

8. 	 The user car now move around the spreadsheet and update the unprotected 
values listed in Table 4. 
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Table 4: Unprotected Values Within The EMISD Spreadsheet 

CELL 
GASOLINE AND 

VEHICLE TYPE
 

U15-26 
V15-26 
W15-18 
AD15-26 
AE15-26 
AF15-18 

GASOLINE AND 

CONTENTS 
DIESEL EMISSION FACTORS (in grams/km traveled) BY 

NOx, base year
 
S02, base year
 
Lead, base year (for gasoline vehicles only)
 
NOx, future year
 
S02, future year
 
Lead, base year (for gasoline vehicles only)
 

DIESEL EMISSIONS FACTORS (in grams/litre of fuel 
consumed) BY VEHICLE TYPE 

W35-48 C02, base year 
AH35-48 C02, future year 

FOR DIESEL FUELED TRAINS 
U35-36 
V35-36 
Z69-70 
Z94-95 
Z121-122 
AD35-6 
AE35-36 
A169-70 
A194-95 
A1121-122 

GASOLINE AND 
TYPE 

U62..Y75 
U87..Y100 
U114..Y127 

SPM, base year 
S02, base year 
NOx, base year 
CO, base year 
HC, base year 
SPM, future year 
S02, future year 
NOx, future year 
CO, future year 
HC, future year 

DIESEL EMISSION 

NOx, base year
 
CO, base year
 
HC, base year
 

FACTORS BY VEHICLE SPEED AND
 

AD62..AH75 NOx, future year
 
AD87..AH100 CO, future year
 
AD114..AH127 HC, future year
 

ROADWAY VEHICLE AVERAGE SPEEDS 
AK11..AS11 Base year 
AK12..AS12 Future year 
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ELECTRIC POWER EMISSIONS AND POWER GENERATION MIX 
AW12-BB17 power plant emissions (by fuel type and pollutant) 
AW25..BB25 base year, electric power generation mix 
AW26..BB26 future year, electric power generation mix 

9. 	 /WP After updates are made the user may now view the pollutant load implications 
of the energy demand scenario. 'Todo this the user must move to the EMISC 
spreadsheet file. The /WP key-stroke sequence allows the user to move 
between active spreadsheets. Select the EMISC spreadsheet with the arrow 
keys and strike "Enter". 

10. 	"Home" The user is now at the upper left hand corner, the macro menu. The Macro 
Menu is presented in Figure 7b 

11. 	 The user may view and print the emissions load of the scenario by using the 
macro commands (Figure6b). Macros in the EMISC spreadsheet display net 
emissions load tables, graphs (press the "ESC" key when completed viewing
graphs) and print summary tables (the marco for the print command will have 
to be rewritten if the printer is unable to "Print to Fit"). 

If memory limitations do not allow the user to view and print graphs or tables, 
Save and Close the files linked to EMISC. 

Note: One of the emission load tables is constructed to summarize data for 
the years 1990, 1994 and 2000. The values on this table are only guaranteed 
to be accurate if the user sequentially models 1994 and then 2000. The 
"CIRC" flag will be present at the base of the computer screen, because 
formulas for the 1994 values in the total emissions Load table refer to the 
same cell in which the formula is written. The flag should be ignored by the 
model user. 

If the model user wishes to view the emissions implications of a different 
scenario (or future year), and enough memory exists to have EMISD, EMISC, 
TRAN-ECO, FREIGHT and PASSENG open, the user may simply make the 
necessary changes and then wait until recalculations are complete (the BKGD 
flag will turn off). If memory space is lacking, close the emissions 
spreadsheets (following steps 13 & 14 below) open TRAN-ECO, FREIGHT 
and PASSENG, make the desired changes, then close those files (following 
steps 21-24 above) and then open the EMISD and EMISC files (following 
steps 1-4 above). 
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To exit the emissions portion of the model: 
13. /F 	 Activates File Menu Options. 
14. 	 X This will Exit the user from each active spreadsheet. If the user is satisfied 

with the condition of each file and wants to save the new file with the results, 
instruct the computer to "SAVE & EXIT' when asked "Lose your changes and 
Exit?" and "REPLACE" when informed that "File already exists".
 
If a file is in a unacceptable condition and the user does not wish to save the
 
changes select "Yes" when asked; "Lose your changes and Exit?".
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7.0 Calculation Procedures 

7.1 Calculating Future Values of Net Material Product and Net Industrial Product 

It is assumed that citizen's trip-making rates are directly related to the health of the national 
economy, reflected by the Social Product. The model requires the user to input exogenous
projections for the underlying annual growth rates for Social Product (SP). The projections 
must be specified under the assumption of constant real energy prices. The SP of the future 
year (SPf) is determined in the TRAN-ECO spreadsheet at the end of period i, as follows: 

SPf = SP, x (1+ri) t (1) 

SPC is the Social Product of the economy at the beginning of period i, ri is the exogenously
determined annual growth rate for period i, and t is the length in years of period i. The 
change in the SP of the base and future years are linked passenger trip making (section 7.2). 

The FREIGHT energy demand is assumed to be affected by the growth (or decay) of the 
industrial, agricultural and construction sectors. Projections of Industrial, Agricultural and 
Construction Sectors Social Product (IACSP) are linked to variations in shipping rates. 
Projections for the IACSP can be calculated by the RMA Industrial Sector Energy Demand 
Model (Resource Management Associates, 1992), using a formula analogous to formula (1).
(Forecasts of exogenous IACSP from other sources can be used). In the RMA Industrial 
Model the forecasted variations in industrial, agricultural and construction sector output are 
adjusted by the effects of changing fuel prices (see Section 7.1, Industrial Model, Resource 
Management Associates, 1992). The price-adjusted growth rates were then entered into the 
TRAN-ECO spreadsheet file in the Transportation Model. 

7.2 Determining Adjustment Factors for Future Year Shipping and Trip Making Rates 

7.2.1 SP and IACSP Adjustment Factors 

In the passenger transportation portion of the model, the number of passenger trips in the 
future year is dependent upon the impact of (elasticity between) variations in fuel prices and 
SP on trip making. The relationship between SP, fuel price and future year trip making
rates are quantified by two elasticity terms, the fuel price and SP elasticities of trip making.
The SP elasticity is defined as: 

ESP = (aT/T)/(aSP/SP)
 
ESP x (aSP/SP) = (T/T)
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where: 
E = trip making elasticity of social product 

= derivative of trip making rate
 
T = trip making rate
 
aSP = derivative of social product
 
SP = current social product
 

Integrating both sides with the base-year and future-year trips (Tc,Tf) and SP (SP,SPf) as 

the limits of 	integration and solving for the future trips, we obtain: 

Tf = 10exp[Esp x (log SPf - log SPC) + log ToJ (2) 

where: 	 Tf = trips, future
 
Es = trip making elasticity of SP
 
SfF = SP, future (future year)
 
SPc = SP, current (base year)
 
Tc= trips, current
 
(exp = exponent)
 

Normalizing 	the current number of trips, Tc, to one in formula (2)and setting Tf equal to 
AFsp, results in:

s
AF = 10exp[Esp x (log SPr - log SPc )](3) 

where: AFsP 	= the SP adjustment factor 

The SP adjustment factor is used to adjust future year passenger trip-making rates based 
upon the health of the national economy (measured by SP). The trip making rate in the 
future year increases if the adjustment factor is greater than 1or decreases if the adjustment 
factor smaller than 1. Formula (3) is used in the TRAN-ECO spreadsheet. An ideylzical 
algorithms is used for determining the adjustment factors for freight shipping, except SP is 
replaced by the Industrial, Agricultural and Construction Sector Social Product (IACSP). 

7.2.2 Fuel 	Price Adjustment Factors 

A second type of adjustment factor is calculated within the TRAN-ECO file to determine 
the impact of changing fuel prices upon trip making and shipping rates. 

AFfp = 10exp[Efp x (log FPf - log FP,)] 	 (4) 

where: 	 AFfp = the fuel price adjustment factor
 
Ef. =trip making/shipping elasticity of fuel price
 
FI = fuel price future
 
FPC = fuel price current
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7.3 Determining Future Year Trip Making and Shipping Rates 

Future year passenger trip making rates are determined by multiplying base year trip making 
rates by both the SP and the fuel price adjustment factors, as in formula (5). 

T, = AFsp 	x AFrP x Tb (5) 

where: 	 AFsp = SP adjustment factor
 
AFfP = fuel price adjustment factor
 
Tb = trips made in the base year
 
T, = trips made in the future year
 

Formula (5) is used within the PASSENG spreadsheet. A similar formula, which replaces
AF with AFia.p and Tb (where Tb is the tons shipped in the base year), is used within the 
FR1IGHT spreadsheet, to calculate the future year shipping rate. 

7.4 Determining Vehicle Fuel Efficiency Adjustment Factors 

As fuel prices increase newly manufactured vehicles are modeled to be more fuel efficient. 
Future year fleet fuel efficiencies are dependent upon past changes in fuel prices, the 
fraction of vehicle stock that was replaced in each modeling interval and the elasticity factor 
which relates fuel price and fuel efficiency improvements of vehicles (the fuel price elasticity 
of fuel efficiency). First, the fraction of vehicles replaced during each modeling time 
interval (for example 1990 to 1992) is determined: 

VF90-92= VL/Tgo.92  	 (6) 

where: 	 VF 9 ,9= vehicle fraction built between 1990 and 1992
 
VL = average expected vehicle life
 
T9o.92 = number of years between 1990 and 1992
 

Then the incremental fuel efficiency adjustment factor is calculated for each modeling 

period (equation (7)). 
AFifego.92 = 10exp[Efe(logP92-10gP9)] (7) 

where: AFifego.92= incremental fuel efficiency adjustment factor, 1990 to 1992 
Efe = fuel price elasticity of fuel efficiency 
P92 = fuel price 1992 
P9o = 	 fuel price 1990 

The incremental fuel efficiency adjustment factor is then applied to the corresponding 
fraction of vehicles manufactured during that modeling period (equation (8)). 
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FER90-92 = AFife9o.92 x VF90-92  	 (8) 

where: 	FER90-92 = incremental fuel efficiency response, 1990 to 1992 

The fuel efficiency response values are then added for each vehicle age group and added 
to the remaining fraction of vehicles built before the base modeling year (the pre-1990 fuel 
efficiency adjustment factor can be thought to equal 1). This equals the net fuel efficiency 
adjustment factor for that particular modeling interval (for example 1990 to 1994); 

AFnfeg,.94 = P90vf94 + FER90-92 + FER92 -94 (9) 

where: 	AFnfego.94 = net fuel efficiency adjustment factor for the 1994 future year 
P90vf94 = fraction of vehicles built before 1990 and still operating in 1994 
FER9 92  = fuel efficiency response 1990 to 1992 
FER92-94 - fuel efficiency response 1992 to 1994 

The net fuel efficiency factors are calculated within the TRAN-ECO spreadsheet file and 
used in the PASSENG and FREIGHT spreadsheet files to adjust future year vehicle fuel 
efficiencies. 

7.5 	 Calculating Energy Demand in the PASSENG and FREIGHT Spreadsheet Files 

Energy demand within the PASSENG and FREIGHT spreadsheet files is calculated in a 
step-wise fashion. The daily passenger trip making rates by mode, zone and fuel type are: 

1) multiplied by average trip length and 365 days/year (resulting in passenger 
kilometers/year) 
2) divided by the load factor (resulting in vehicle km/year) 
3) multiplied by vehicle fuel efficiency (resulting in liters/year or Kwh/year) and 
4) converted to Tera-joules/year of fuel demanded. 

In the FREIGHT spreadsheet file shipping rates (in Ton Km/year, by mode, zone and fuel 
type) are: 

1) multiplied by load factor (resulting in vehicle kilometers/year); 
2) multiplied by fuel efficiency (resulting in liters/year or Kwh/year consumed) and 
3) converted to Tera-joules/year of fuel demanded. 

7.6 	 Methodology used to Determine Vehicle Emissions 

Emissions for electric powered and petroleum fueled vehicles are determined in four 
methods. Emissions for diesel and gasoline fueled roadway vehicles are calculated using 
emission coefficients for U.S. pre-emissions control levels. 

Method 1, Roadway Vehicle emission coefficients for NOx, CO, and HC (in grams 
of pollutant per vehicle-kilometer traveled), are dependent upon the speed of the vehicle. 
Therefore, average vehicle speed must be entered into the model. The calculated emissions 
values are then multiplied by the distance traveled, resulting in net emissions. 
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PassCnLer Vehicle Trip Lengths: 

A47 Train
 
3 6 15 x10 - 6pkm/32.3x10" 6p = 112 km
 

B47 Trolley Bus
 
1212.4x10O6pkmi303.1x10" 6p = 4 km
 

C47 Bus, diesel
 
667 7 .2x1O^ 6pkm/686.1xI0" 6p = 9.73 km
 

D,E47 Van and Car
 
estimated to equal trip length for taxi.
 

F47 Taxi
 
22x1O ̂  6pkm/16.7xlO^ 6p = 13.23 km
 

Freight Vehicle Trip Lengths: 

A-D55 All Freight
 
^
26775x10"6tkm/170.O1xl0 6t = 157.5 km 

72% freight by train
 
27% freight by truck
 

if average trip length TRAIN = 185km (estimated) 
then; .73*185 + .27*trucktl = 157.5 
and average trip length TRUCK - 83 km 

B-D55 Large Truck, Small Truck and Van
 
all treated as TRUCKS, with trip length = 83 km
 

Freight Load Factors: 

B54 Large Truck
 
38t/v [maximum capacity] 0 .77 [capacity of utilization] = 29.26t
 

C54 Small Truck
 
I /v [maximum capacity] * .83 [capacity of utilization] = 15.77t
 

Passenger Trips Per Day: 

A52 Train, diesel 
for all trains; 32.2x10 6pt/year*year/365days = 88219pt/day 
for diesel; 88219pt/day.3600pt/day [see below] = 84619pt/day 

A53 Train, electric 
The only electrified rail is between Vilnius and Kaunas. 
If we assume 20 one way trains/day then; 

20vt/day*l80p/v = 3600 pt/day 

B53 Trolley-Bus, electric 
303xi0 ^ 6 pt/year*year/365days = 830411 pt/day 

C52 Bus, diesel 
686 .1x10 " 6pt*year/365days = 1879726 pt/day 

E52 Car, gasoline 
Assume all gasoline is used in cars and taxis. 
Total gasoline demand for 1990 = 1.546xiO ̂ 6t*44GJ/t$L/.0326GJ 2086.6x0 6Ldyr 
Gasoline demand for cars; 2086.6x0 ^ 6 L - 8.2875x0 - 6L [used by taxis] - 2078.3x0 6 L 

then, 207 8 .3xI - 61.Jyr'vkm/.075L*2p/v*trip/13.25km*yr/365dI - 11.46x0 ^ 6 ptrip/day 
11.46pt/day/3.7x10".6 people = 3 passenger trips/day per captia 

F52 Taxi, gasoline 
16.7x0 ^ 6ptlyear/365days = 45753 pt/day 

fuel use; 221x0 -6pkm/yv/2p*.075.dvkm - 8287500 L/yr 



Tons Shipped per year: 

A60 Train, diesel 
Net tkm/yr = 19260x10^6tkm 
Net tkm/yr for diesel; 19260x10 "̂ 6tkm -28x10 ^ 6tkm [see below] = 19232x10 ^ 6 tkrn/yr 

A61 Train, electric 
The only electrified rail is between Vilnius and Kaunas. 
If we assume 40 one way freight trains/day then; 

40vt/day*621t/v*365day/yr = 28xl0 ^6 tkm/yr 

B-D60 Truck, diesel 
Net = 7336xl0 ̂  6tkm 
Estimated break down: 75% large trucks = 5502x10 ^ 6tkm 

20% small trucks = 1467x10^6tkm 
5% vans = 366x10 6tkm 

KEY TO ABBREVIATIONS: 
t-tonne 
p-passenger
 
v-vehicle
 
pt-passenger trip
 
vt-vehicle trip
 
vk -vehicle kilometer
 
vmiles-vehicle mile
 
tk -tonne kilometer
 
pk -passenger kilometer
 
L-litre
 
us gal-United States gallon
 
cdngal-Canadian gallon
 
KJ-kilojoule
 
MJ-megajoule
 
GJ-gigajoule 
KWH-kilowatthour
 
gce-grams coal equivalent
 
Kgce-kilogram coal equivalent
 
tce-tonnes coal equivalent
 
toe-tonne oil equivalent
 



DATA SOURCES for the BASE YEAR and BASE CASE SCENARIO DATA for the 

LITHUANIAN ENERGY DEMAND MODELS 

CELL(S) 	 Reference 

A,G,H-1 	 Table A-1, Lithuanian: National Accounts (Own Methodology), data 
compliled for USAID Emergency Energy Project 1/92. 

A2..A 11 	 Industrial, Agircultural and Construction Sector Outputs, Table A-i, 
Lithuanian: National Accounts (Own Methodology), and additional data, 
provided to USAID Emergency Energy Project 1991 by the government of 
Lithuania. 

G2..G11
 
A12 need
 
A13 need
 
A14 ?
 
A15 	 ? 
A16..17 	 Table 40, Average tariff of electrical energy supplied to different consumer 

groups, from Lithuanian Energy 1990 Indices, pub.1991. 
A18 Table 41, Average tariff of supplied heat, -"-

C12.. 18 Estimated 
H12..14 Table 2, untranslated table of oil product prices for 1991 and projected prices, 

for 1992, provided to USAID Emergency Energy Project by the government 
of Lithuania, 1/92 

H15 Table 5, untranslated table of natural gas accounts and prices for 1991 and 
projected prices for 1992, -"­

H16..17 Table 40, Average tariff of electrical energy supplied to different consumer 
groups, from Lithuanian Energy 1990 Indices, pub. 1991. 

H18 	 Table 41, Average tariff of supplied heat, -"­
112..14 	 Document from the Lithuanian Energy Ministry, Energy Prices for 1-Jan-1992. 
115 Projected natural gas price as reported by Mike Ellis documentation of a
 

meeting with the Lithuanian deputy minister of energy in his trip report, 11/91.
 
116.. 18 Document from the Lithuanian Energy Ministry, Energy Prices for 1-Jan-1992.
 
A19..D27 	 Compiled from 4 tables of industrial consumption of heat, electricity, gas and 

oil, provided to USAID Energy Pricing Refrom Project by the government of 
Lithuania, 1991. 

A-F46 	 Estimated 
A-C & F47 	 Compiled from tables of million passenger kilometers and passengers per year 

on public transportation, from Lithuanian Social Indices Year 1990, publ. 
Informacinis-Leidybinis Centras, Vilnius 1991, p 14 8-14 9 . 

D,E47 Assumed to be indentical to the average trip length of taxis. 
A49,50 Czechoslovakian data provided by SEVEn for the USAID Emergency Energy 

Pricing Reform Project, 5/91.
"
 B50,C49 

D48,49 Fuel efficiency of a VW van as sold in the USA 1992 (according to VW 
officials a similar van is being sold in the Baltic Nations). 

E,F48 Fuel efficiency of a used Yugo (compact car built in Yugoslavia) as sold in 



Canada.
 

A-C&F Compiled from tables of million passenger kilometers and passengers per year 
51..53 on public transportation, from Lithuanian Social Indices Year 1990, publ. 

Informacinis-Leidybinis Centras, Vilnius 1991, p148-149. 
D51..53 Same as the per capita automobile trip-making rate for Romania. 
A54 United Nations, 1990, Annual Bulletin of Transportation Statistics, United 

Nations, New York, 281P. (Data for Czechoslovakia.) 
B,C54 	 Livin, Alston L., 1984, Railways and Energy, World Bank Staff Working 

Papers, The International Bank of reconstruction and development,
Washington DC, Number 634. 80p. (Data for France.) 

D54 Freight capacity of a VW van as sold in the USA 1992 (a similar van is being 
sold in the Baltic Nations). 

A,B54 Czechoslovakian data provided by SEVEn, for the USAID Emergency Energy 
Pricing Reform Project 5/91. 

C57 Livin, Alston L., 1984, Railways and Energy, World Bank Staff Working 
Papers, The international Bank of reconstruction and development, 
Washington DC, Number 634. 80p. (Data for France) 

D57,58 Fuel efficiency of a VW van as sold in the USA 1992 (a similar van is being 
sold in the Baltic Nations). 

A59..D61 Compiled from tables of million passenger kilometers and passengers per year 
on public transportation, from Lithuanian Social Indices Year 1990, publ. 
Informacinis-Leidybinis Centras, Vilnius 1991, p148-149. Truck shipping 
broken down into 3 vehicle types (see calculations section). 

Notes: 

CELL(S) 	 Comment 

B22 	 Natural gas use in the construction and transportation sectors were combined 
in the data provided. It was assumed the 76% of the con'.1ned natural gas 
consumption was by the construction sector. This is the same ratio as for the 
consumption of heat for the two sectors. 



SCENARIO DATA 
-fuel prices 

TRANSPORTATION ENERGY DEMAND MODEL SCENAR!O ASSUMPTIONS 

ENARIO ONE and ONE ALT Annual Nominal Annual Estimates of Annual Real Price Changes 

Price Changes 90-92
 
Pricing 
 90.92 C&P Pi 1990-92 92-94 94-96 96-98 98-2000 

Gasoiinc (rbls/litc) 100% 200% 20% 0% 0% 0 
Diesel (rbls/lisce) 100 200%{ 20% 0% 0 0 
Elec. Tranp. (r/iheh) 262% 10020 20% 0 0 0 

SCENARIO TWO and THREE Annual Nomlnal Annual Estimates of Annual Real Price Changes 

Pdic Changcs 90-92 I I 
Pricing 90-92 C&P P, 1990-92 92.94 94.96 96.98 98.2000 

Gasoline (rbis/litre) 100% 50% 20% 0% 09 0 
Diesel (rbls/litce) 100 % 50% 20% 0%, 0% 0j 
Eke. Tramp. (r/kwh) 2621 141 50 20%0% 0 

-gross social product 
TRANSPORTATION SCEANARIOS 

Estimated Real Annual Growth Rate (%Change) 
91-92 93-94 95-96 97-98 99-2000 

Gross Social Product estimated estimated estimated estimated estimated 
Scenarios ONE, ONE alt and TWO -0.1 0 0.05 0.05 0.05 
Scenario THREE -0.1 0.07 0.07 0.07 0.07 

-fuel efficiency elasticity of price 

TRANSPORTATION SCENARIOS ONE, TWO and THREE 
Fuel Efficiency Elasticity

of Fuel Price Passenger Freight 
Gasoline 67 -0.4 -0.4 
Diesel 68 -0.4 -0.4 
Electricity 69 -0.4 -0.4 

TRANSPORTATION SCENARIO ONE alt 

Fuel Efficiency Elasticity 
of Fuel Price Passenger Freight 

Gasoline 67 -0.2 -0.2 
Diesel 68 -0.2 -0.2 
Electricity 69 -0.2 -0.2 

qV. 
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-------------------------------------- --------------- --------------- ------------- ------------- -------------

----------- ------------- ------------- ----------

- ----------- --------------- --------------- --------------- ----- ------------- -----

----------------- ------------- ----------

DATA INITIALIZATION MODULE: 	 CASE TITLE: SCENARIO 2 

Base year Projected years (Can specify up to 5 future years) 
20001990 1992 1994 1996 1998 

1990 ENERGY CONSUMPTION BY SECTOR AND FUEL 

Other 	 Other OtherElectric Heat Gas Fuel Oil 

(GWH) (TJ) (Ktce) (Ktce) 
663 0.00 0.00 0.00Agriculture 	 2700 660 199 

313 240 0.00 0.00 0.00Food & Beverage. 480 630 
190 0.00 0.00 0.00Metal 	Prds & Machinery 1250 550 325 

420 	 1172 0.00 0.00 0.00710Construction & NF Min Prod 1160 
142 90 0.00 0.00 0.00Light Industry 	 610 320 
207 171 0.00 0.00 0.00Wood & Paper 	 560 440 
383 236 0.00 0.00 0.001190 	 700 

410 0 1034 
Chemical 
Petroleum & Refining 	 460 

210 360 86 23 0.00 0.00 0.00
Other 

0.08620.0 4780.0 2075.00 3819.00 0.00 0.00TOTAL 
...................... ....----- --------------- ---------------

1990 ENERGY PRICES (Roubles/quantity of fuel) 

OtherElectri- Heat Gas Fuel Oil Other Other 

(R/KWH) (R/GJ) (R/m^ 3) (R/tonne) 

0.03 1.99 0.03 24.50 

.................... 

1990 	 TOTAL OUTPUT PROJECTED ANNUAL EXOGENOUS GROWTH 

(E6 R) 1991-92 1993-94 1995-96 1997-98 1999-2000 

0% 	 5%Agriculture 6335 	 -10% 5% 5% 
5%

Food & Beverage. 3580 	 -10% 0% 5% 5% 
0% 	 0%

Metal Prds & Machinery 3444 	 -15% -10% 0% 
5% 	 5%

Construction & NF Min Prod 3394 	 -10% -5% 0% 
0% 	 7% 10%

Light Industry 2865 	 -10% -5% 
-10% 0% 3% 3% 3%

Wood & Paper 	 691 
485 -10% 0% 5% 5% 5%

Chemical 
428 -20% -20% 15% 5% 3%

Petroleum & Refining 
615 -10% 0% 5% 5% 5%

Other 

21837TOTAL 

(To Return to Macro Menu, press 'AIt-M') 

..... ------ ---------------.------.------------------------ ... 

FUEL CONVERSION FACTORS TO: 	 (TJ) 

Gas 	 Other Other OtherElectric Heat Fuel Oil 


Units: (TJ/GWH (TJ/TJ) ,'J/ktce) (TJ/ktce)
 
1.00 	 29.30Value: 	 3.60 29.30 



------------------------------------ ----------- ----- -------------

------------------ -------------

--------------------------------------- ------------- -------------

PRICING INPUT MODULE * CASE TITLE: SCENARIO 2 

TARGET INCREASES IN REAL ENERGY PRICES (in Roubles): 

Electric Heat Gas Fuel Oil 
(R/KWH (R/GJ) (R/m 3) (R/tonne) 

10.51 317.001992 0.08 0.02 
1994 0.11 15.13 0.03 535.73 

15.13 0.03 535.731996 0.11 
1998 0.11 15.13 0.03 535.73 

2000 0.11 15.13 0.03 535.73 

ENERGY PP ICE RESPONSE FOR EACH SUBSECTOR AND FUE 

Electric Heat Gas Fuel Oil 

Agriculture -0.20 -0.20 -0.20 -0.20 

Food & Beverage. -0.30 -0.30 -0.30 -0.30 

Metal Prds & Machinery -0.40 -0.40 -0.40 -0.40 
-0.40Construction & NF Min Prod -0.40 -0.40 -0.40 

LiUjndustry -0.20 -0.20 -0.20 -0.20 

Paper -0.30 -0.30 -0.30 -0.30W 

Chemical -0.30 -0.30 -0.30 -0.30 

Petroleum & Refining -0.40 -0.40 -0.40 -0.40 

Other -0.10 -0.10 -0.10 -0.10 

.....-----------------------

OUTPUT PRICE RESPONSE FOR EACH SUBSECTOR AND FUE 

Electric Heat Gas Fuel Oil 

Agriculture -0.20 -0.20 -0.20 -0.20 

Food & Beverage. -0.10 -0.10 -0.10 -0.10 

Metal Prds & Machinery 0.00 0.00 0.00 0.00 
-0.20Construction & NF Min Prod -0.20 -0.20 -0.20 

0.00 0.00Light Industry 0.00 0.00 

Wood & Paper -0.20 -0.20 -0.20 -0.20 

Chemical -0.50 -0.50 -0.30 -0.50 

Petroleum & Refining -0.50 -0.50 -0.30 -0.50 
0.00 0.00 0.00 0.00Other 
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--------------------------------------------------------- - -------- ------------- -------------

---------------------------------- -------------- -------------- ------------- ------------- -------------

-------------- ---------------------- -------------

3
DATA INITIALIZATION MODULE* 	 CASE TITLE: SCENARIO 

Base year 	 Projected years (Can specify up to 5 future years) 
1990 	 1992 1994 1996 1998 2000
 

1990 ENERGY CONSUMPTION BY SECTOR AND FUEL 

Electric Heat Gas Fuel Oil Other Other Other 
(GWH) (TJ) (Ktce) (Ktce) 

Agriculture 2700 660 199 663 0.00 0.00 0.00 
Food & Beverage. 480 630 313 240 0.00 0.00 0.00 
Metal Prds & Machinery 1250 550 325 190 0.00 0.00 0.00 
Construction & NF Min Prod 1'60 710 420 1172 0.00 0.00 0.00 
Light Industry 610 320 142 90 0.00 0.00 0.00 
Wood & Paper 560 440 207 171 0.00 0.00 0.00 
Clemical 1190 700 383 236 0.00 0.00 0.00 
Petroleum & Refining 460 410 0 1034 
Other 210 360 86 23 0.00 0.00 0.00 

TOTAL 	 8620.0 4780.0 2075.00 3819.00 0.00 0.00 0.0 

1990 	 ENERGY PRICES (Roubles/quantity of fuel) 

Electric Heat Gas Fuel Oil Other Other Other 
(R/KWFI (R/GJ) (R/m ^ 3) (R/tonne) 

0.03 1.99 0.03 24.50 
--------------------------- I---------------------


1990 	 TOTAL OUTPUT PROJECTED ANNUAL EXOGENOUS GROW 
(E6 R) 1991-92 1993-94 1995-96 1997-98 1999-200 

Agriculture 6335 -10% 0% 5% 5% 5% 

Food & Beverage. 3580 -10% 0% 5% J% 5% 

Metal Prds & Machinery 3444 -15% -10% 0% 0% 0% 
Construction & NF Min Prod 3394 -10% -5% 0% 5% 5% 

Light Industry 2865 -10% -5% 0% 7% 10% 
Wood & Paper 691 -10% 0% 3% 3% 3% 

Chemical 485 -10% 0% 5% 5% 5% 

Petroleum & Refining 428 -20% -20% 15% 5% 3% 
Other 615 -10% 0% 5% 5% 5% 

TOTAL 	 21837 



------------------------------------------- ------------- ------------- ------------- ------------- -------------

----------------------------- -------------- ------------- ------------- -------------

3 * PICING INPUT MODULE* 	 CASE TITLE: SCENARIO 

TARGET INCREASES IN REAL ENERGY PRICES (in Roubles): 

Electric Heat Gas Fuel Oil Other 
(R/KWH (R/GJ) (R/m ^3) (R/tonne) 0 

1992 0.08 10.51 0.02 317.00 
1994 0.17 23.65 0.04 713.25 
1996 0.17 23.65 0.04 713.25 
1998 0.17 23.65 0.04 713.25 

2000 0.17 23.65 0.04 713.25 

ENERGY PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE; 

Gas Fuel Oil OtherElectric Heat 
-0.20 -0.20Agriculture -0.20 -0.20 

Food & Beverage. -0.30 -0.30 -0.30 -0.30 

Metal Prds & Machinery -0.40 -0.40 -0.40 -0.40 

Construction & NF Min Prod -0.40 -0.40 -0.40 -0.40 

LigAidustry -0.20 -0.20 -0.20 -0.20 

WLIM Paper -0.30 	 -0.30 -0.30 -0.30 
-0.30 -0.30Chemical -0.30 -0.30 

Petroleum & Refining -0.40 -0.40 -0.40 -0.40 

Other -0.10 -0.10 -0.10 -0.10 
------------..------------­-- I-------------------------------------- --------------

OUTPUT PRICE RESPONSE FOR EACH SUBSECTOR AND FUEL TYPE: 

Electric Heat Gas Fuel Oil Other 

Agriculture -0.20 -0.20 -0.20 -0.20 

Food & Beverage. -0.10 -0.10 -0.10 -0.10 

Metal Prds & Machinery 0.00 0.00 0.00 0.00 
-0.20 	 -0.20Construction & NF Min Prod -0.20 -0.20 


Light Industry 0.00 0.00 0.00 0.00
 

Wood & Paper -0.20 -0.20 -0.20 -0.20
 
-0.30 -0.50Chemical -0.50 	 -0.50 

-0.50 	 -0.50Petroleum & Refining -0.50 	 -0.30 
0.00 	 0.00Other 	 0.00 0.00 
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ESTIMATED PRICE ELASTICITY OF DEMAND Price Elasticity of Demand 

used in Romanian model 

Agriculture 


Food & Beverage 


Metal Prds & Machinery 

Construction & NF Min Prod 


Ught Industry 

Wood & Paper 


Chemical 


Petroleum & Refining 
Other 

ESTIMATED PRICE ELASTICITY OF OUTPUT 

used in Romanian model 
Agriculture 

Food & Beverage 
Metal Products & Machinery 

Construction & NF Min Prod 

Light Industry 
Wood & Paper 
Chemical 

Petroleum & Refining 
Other 

Oii Prod. Nat Gas 
-0.4 -0.4 

-0.4 -0.4 

-0.2 -0.2 
-0.2 -0.3 

-0.25 -0.25 
-0.4 -0.4 

-0.4 -0.5 

-0.4 -0.5 
-0.25 -0.25 

Price Elasticity of Output 
Oil Prod. Nat Gas 

0 0 

0 0 
0 0 

0 0 

0 0 
0 0 

-0.5 -0.5 

-0.5 -0.5 
0 0 

Elec. 
-0.3 
-0.3 

-0.2 
-0.2 

-0.25 
-0.3 

-0.35 

-0.35 
-0.25 

Elec. 
0 

0 
0 

0 

0 
0 

-0.4 

-0.4 
0 

Heat Other 
-0.3 

-0.3 

-0.2 
-0.2 

-0.25 
-0.3 

-0.35 

-0.35 
-0.25 

_Heat Other 
0. 

0 
0 

0 

0 
0 

-0.4 

-0.4 
0 

/% 



ESTIMATED PRICE ELASTICITY OF DEMAND 
used in Czechoslovakian model 

Agriculture 
Food & Beverage 
Metal Prds & Machinery 
Construction & NF Min Prod 
Light Industry 
Wood & Paper 

Chemical 

Petroleum & Refining 

Other 

ESTIMATED PRICE ELASTICITY OF OUTPUT 
used in Czechoslovakian model 

Agriculture 
Food & Beverage 
Metal Products & Machinery 
Construction & NF Min Prod 
Light Industry 
Wood & Paper 

Chemical 

Petroleum & Refining 

Other 

Price Elasticity of Demand 
Oil Prod. Nat Gas Elec. Heat Other 

-0.25 -0.25 -0.25 -0.25 
-0.25 -0.25 -0.25 -0.25 
-0.11 -0.1 -0.22 -0.1 
-0.22 -0.22 -0.22 -0.22 

-0.2 -0.2 -0.2 -0.2 
-0.16 -0.16 -0.16 -0.16 

-0.23 -0.23 -0.23 -0.23 

-0.23 -0.23 -0.23 -0.23 

-0.2 -0.2 -0.2 -0.2 

Price Elasticity of Output 
Oil Prod. INat Gas Elec. Heat Other 

-0.11 -0.08 -0.1 -0.1 
-0.11 -0.08 -0.1 -0.1 
-0.11 -0.1 -0.22 -0.1 

-0.1 -0.4 -0.8 -0.34 
-C.1 -0.1 -0.2 -0.1 
-0.1 -0.08 -0.08 -0.12 

-0.22 -0.55 -0.3 -0.52 

-0.22 -0.55 -0.3 -0.52 

-0.1 -0.1 -0.2 -0.1 
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BASELINE DATA 
for the TRANSPORTATION ENERGY DEMAND MODEL 

A 

Edmatad Socia! Products In ml of REAL Rubles 

O19 1992 1994 1996 1998 2000 
Grou Social Product 1 23097 203291 20329 .2412 24710 27242 
Indu. Api & Coestr Social Product 2 2I137 17303 16207 17200 1W20 207511 

Asricultural 3 633! .131 5131 3657 6237 6877 
Food A Beverage 4 330 2900 2900 3191 3525 3886 
Metal Produ:tv & Machinery S 3444 2488 2016 2016 2016 2016 
Constrcdon & NF Min Prod 6 3394 2749 2491 2481 2735 3016 
Light Industry 7 U6; 2321 2094 2 2398 2901 
Wood A Paper 8 691 36C 560 594 630 668 
Chemical 9 48S 393 393 433 478 326 
Petroleum A Refining 10 42A 274 17 2321 256 271 
Other it 613 498 498 5491 606 668 

B C D E P 0 H 

lmted RealAnneal Growth Rate(% Ch a) Actual Activity 

91-92 9.94 95-96 97-98 99-2000 (m rbis) 

estlmeted esimated estimated 4aV rwj estlmatd 1989 1991 
ialProduct i1 -0.1 0 o.os 0.5 0.05 24936 34007 

EAi& Cotr Social Product 2 -. 109 -0.0322 0.302 0.460 0.0502 21.75 5390 

Agriculrural 3 -0.1 0 0.05 0.03 0.05 5918 
Food & Beverle 4 -0.1 0 0.05 0.05 0.05 3752 
Metal Products & Machinery 5 -015 .0.1 0 0 0 3423 
Construction & NF Min Prod 6 4. 1 -0.05 0 0.03 0.0 3245 

Ulih Industry 7 -0.1 .03 0 0.071 0.1 2797 
Wood & Paper 8 0.1 0 0.03 0.01 0.03 722 
Cbemical 9 0.1 0 0.05 O.035 0.05 522 
Petroleum A Refnnln 10 -0.2 -0.2 0.15 0m 0.03 552 
Other U 4.1 0 0.05 0.031 0.03 644 

(
 



BASELINE DATA 
for the TRANSPORTATION ENERGY DEMAND MODEL 

hFUEI. PRICES 

A 

Real Estimates of Real Energy Prices (Rubles) 

Prices Nominal Prices 

1990 1992 1994 1996 1998 2000 1991 1992" 

Gasoline (rls/litre) 12 0.171 3.75 

Diesel (rbs/litre) 13 0.153 3 

Fuel Oil (rbls/tonne) 14 24.50 317.00 456.48 456.48 456.48 456.48 83 1268 

Natural Gas (rbls/m - 3) 15 0.0246 0.0188 0.0270 0.0270 0.0270 0.0270 0.06416 0.075 

Elec. adust.(r/lwh) 16 0.0295 0.0750 0.1080 0.1080 0.1080 0.1080 0.02927 0.3 

Elec. Tranp. (r/kwh) 17 0.0230 0.0750 0.1080 0.1080 0.1080 0.1080 0.02295 0.3 

Heat (r/GJ) 18 1.99 10.51 15.13 15.13 15.13 15.13 4.73 42.04 

Other 

FUEL PRICE CHANGES B D E F G 

ual Nominal Annual EItimates of Annual Real Price Changes 

rice Changes 90-92 

90-92 C&P PI 1990-9211 92-94 94-96 96.98 98.2000 

Gasoline (rbIs/ltre) 12 100% 200% 20% C% 0% 0% 

Diesel (rbls/litre) 13 100% 200% 20% 0% 0% 0% 

Fuel Oil (rbis/tonne) 14 619% 100% 260% 20% 0% 0% 0% 

Natural Gas (rbls/m - 3) 15 75% 100% -13% 20% 0% 0% 0% 

Elec. lndust. (r/kwh) 16 219% )00% 59% 20% 01 0% 0% 

Elec. Tramp. (r/kwh) 17 252% 100%f 81% 20% 0% 0% 0% 

Heat (r/GJ) 18 3601 101%j 130 20 0% 0% 0% 

Other 

* Prices for January 1992 

the natural gas price Isprojected 

Calculation of Real Growth rates for 1990.1992: 

r - (p92/(p9O(1+) 2) -0.S)1 

where: 

r - real annual pileugrowth rate 

p92 - fuelprice In 1992 

p90 - fuel prlce 1990 

I ­ rate of Inflation (C&P PI) 



BASELINE DATA 
for the TRANSPORTATION ENERGY DEMAND MODEL 

IWTIMATED PRICE ELASTICITY OF DEMAND 

Agriculture 28 

Food & Beverage 29 

Metal Prds & Machinery 30 

Construction & NF Min Prod 31 

Light Industry 32 

Wood & Paper 33 

Chemical 34 

Petroleum & Refining 35 

Other 36 


ESTIMATED PRICE ELASTICITY OF OUTPUT 

Agriculture 37 
Food & Beverage 38 
Metal Products & Machinery 39 
Construction & NF Min Prod 40 
Ught Industry 41 
Wood & Paper 42 
Chemical 43 
Petroleum & Refining 44 
Other 45 

A 

Oil Prod. 
-0.2 
-0.3 
-0.4 
-0.4 

-0.2 
-0.3 
-0.3 
-0.4 
-0.1 

A 

Oil Prod. 
-0.2 
-0.1 

0 
-0.2 

0 
-0.2 
-0.5 

-0.5 
0 

B C D 
Price Elasticity of Demand 
Nat Gas Elec. Heat Other 

-0.2 -0.2 -0.2 
-0.3 -0.3 -0.3 
-0.4 -0.4 -0.4 
-0.4 -0.4 -0.4 
-0.2 -0.2 -0.2 
-0.3 -0.3 -0.3 
-0.3 -0.3 -0.3 
-0.4 -0.4 -0.4 
-0.1 -0.1 -0.1 

B C D 
Price Elasticity f Output 

Nat Gas Elec. IHeat Other 
-0.2 -0.2 -0.2 
-0.1 -0.1 -0.1 

0 0 0 
-0.2 -0.2 -0.2 

0 0 0 
-0.2 -0.2 -0.2 
-0.5 -0.3 -0.5 
-0.5 -0.3 -0.5 

0 0 0 



Calculations used to determine baseline data for the Transportation model 

CELL CALCULATION 
REF. 

Passenger Vehicle Fuel Efficiencies: 
K
 

A49 Train, diesel
 
683KJ/pkm* GJ/10 ̂  6J*L/.037GJ* 180p/v = 3.3 L/vkm
 

A50 Train, electric
 
198KJ/pkm*KWH/3600KJ*180p/v = 9.9KWH/vkm
 

B50 Trolley Bus, electric 
1.916 KWH/vkm 

C49 Bus, diesel 
^
14.73MJ/vkm*GJ/10 3MJ*L/.037GJ = 0.40 L./vkm 

D48 Van, gasoline
 
17vmiles/us gal* 1.609km/mile*.264us gal/L = 7.2 vkm/L or.14 I./vkm
 

D49 Van, diesel 
25vmiles/us gal* 1.609km/mile*.264us gal/L = 10.7 vkm/L or .094 L/vkm 

E,F48 Car and Taxi, gasoline 
35vmiles/cdngal*cdngal/4.2L* 1.609km/mile = 13.4vkm/L or .075L/vkm 

Freight Vehicle Fuel Efficiencies: 

A57 Train, diesel 
^ ^1.8Kgce/100tkm*621t/v*t/1000kg*29.3x10 6J/ltce*L/.037x10 9J = 8.9 L/vkm 

A58 Train, electric 
1.8Kgce/100tkm*621t/v*t/1000kg*8145Kwh/ltce = 76kwh/vkm 

B57 Large Truck, diesel 
^
19.2goe/tkm*Kg/1000g*t/100OKg*41.9xl0 9J/toe*L/37x10 

.0217 Lltkm * .77[capacity of utilization] * 38t capacity/v 

C57 Small Truck, diesei 
^
29.1goe/tkm*kg/1000g*t/100OKg*41.9x10 9J/toe*L/37x10 

^ 
6 J = .0217 L/tkm 
= 0.635L/vkm 

6 J = .033 L/tkm 
.033L/tkm *.83[capacity of utilization] I 19t capacity/v = 0.52L/vkm 

D56,57 Van, gasoline and diesel 
same as for a van used in passenger transportation 

http:35vmiles/cdngal*cdngal/4.2L


BASELINE DATA 
for the TRANSPORTATION ENERGY DEMAND MODEL 

TRANSPORTATION MODEL A B C D E F G
PASSENGER Vehicle Types Tx 

Train Trolley Bu Bus Van Car Taxi Other 

Load Factor (p/vehicle) 4 180 40 21 4 2 2 
Trip Length (km) 147 112 4 9.75 13.25 13.25 13.25 
Fuel Efficiency (litre/l 00km or KWH/1 00km) - base year 

Gasoline 48 1 14 7.5 7.5 
Diesel 49 332 1 40 9.4 
Electricity 50 9901 192 1 1 

Passenger Trips per Day, by Vehicle and Fuel Type (thousand passengdr trips / day) - base year 

Gasoline 51 1 0 5388 45.75 
Diesel 52 84.819 1 1879.73 0 1 
Electricity 53 3.6 83U.411 1 

A B C D E 
FREIGHT Vehicle Types 
Load Factor Train Lg Truck Med Truck Van Other(tonnes freghtiveh) 54" 821 29.3 15.8 0.27 

Trip Length (km)[55 185 83 83 83 
Fuel Efficiency (litre/10Okm or KWH/1 00km) base year 

Gasoline 58 14 
Diesel 57 890 63.5 52 9.4 
Electricity 58 7600 

Ton kilometers Shipped, by Vehicle and Fuel Type (million ton km / yr) - base year 

Gasoline 12 366.8 
Diesel 60 19232 5502 1487.2 1 
Electricity 81 28 1 1 

ESTIMATED ELASTICITIES 

Gross Social Product A B 
Elasticity of Trip Making [821 

IAC Social Product 
Elasticity of Shipping 63 1 

Fuel Price Elasticity of Trip Making Shipping 
Gasoline 64 -0.1 -0.1 
Diesel 65 -0.1 -0.1 
Electricity 158 -0.1 -0.1 

Fuel Efficiency Elasticity 
of Fuel Price Passenger Freight 

Gasoline 67 -0.4 -0.4 
Diesel 68 -0.4 -0.4 
Electricity 69 -0.4 -0.4 

Gasoline 70 10 10 
Diesel 71 15 15 
Electricity 72 30 30 
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Appendix B 

Draft Briefing Paper on Energy Pricing Reform in Romania. 

March 13, 1991 

Romanian Counterpart Team 
U.SAI.D. Energy Price Reform Project 
Ministry of Resources and Industry 
Bucharest, Romania. 

Dear Colleagues: 

Energy prices and quantities delivered have been centrally controlled in Romania 
for decades. This situation is now rapidly changing into a situation where energy prices
will more accurately reflect both international market prices and/or actual costs. In
addition, the quantities of energy consumed by various end users will no longer be 
centrally determined, but will be decided by the consumers themselves. A key piece of 
information for the consumer in deciding how much energy to purchase is the price of 
energy. 

The prospect of paying international prices for energy may be terrifying,
particularly at the adverse exchange rates now observed in the currency auctions, which
recently are on the order of 200 Lei per dollar. At that exchange rate and a market 
based price for gasoline, the price of gasoline (without any taxes) would be on the order 
of 40 Lei per liter at current world oil prices. Fuel oil prices (#6) would be on the 
order of 29,000 Lei per ton. Electricity prices, based on Western European rates would 
be on the order of 8 Lei per KWH for very large industrial users and perhaps 16 Lei per
KWH for small, residential users. These enormous price increases are greatly lessened
by an exchange rate of, say, 60 or 100 Lei/dollar, but nevertheless, wou!d still be quite
high for Romanian users. 

The purpose of the attached Briefing Paper is not, however, to speculate on the
future levels of world energy prices and exchange rates, but rather, to explore the 
meaning of market based prices and the implications of these prices for energy users. 

The Briefing Paper has been prepared by the RMA Energy Price Reform Team 
in Romania, part of U.S.A.I.D.'s Emergency Energy Program for Eastern Europe. We
would like to use it as the basis for discussions with you regarding some of the issues 
raised by energy price reform in the context of Romania's move to a market economy. 

Xv
 



The Briefing Paper includes a number of economic issues to which we havedevoted much thought; but, of course, it does not reflect the same level of understanding
of the Romanian economy as you yourselves already have. Please accept it as acontribution to your economic debate, and the basis for a mutual exchange of ideas in 
our working sessions. 

Sincerely, 

Mark Hanson 
Team Leader 



U.S.A.I.D. EMERGENCY ENERGY PROGRAM
 
BRIEFING PAPER:
 

ENERGY PRICE REFORM IN ROMANIA
 

The initial objective of energy price reform in Romania is io move energy pricescloser to market-based price levels. The other principal objective is to create
competitive conditions where possible. Where competitive conditions are created, it
should be possible to decontrol prices. Where such conditions cannot be achieved,
continued price regulation will be necessary. This briefing paper explores a number ofissues related to the pricing of energy in both competitive and regulated industries. We 
address the following issues: 

(1) 	 Determining Market-based Prices for Energy
 

Privatization and Competition in Energy Production
 

(2) Responses of Firms to Market-based Energy Prices 

(3) Pricing 	Electricity: Long-run Marginal Costs vs. Actual "Accounting" Costs 

Automatic Price Adjustment Mechanisms for Electricity 

Electricity Rate Design Should Reflect the Underlying Cost 
Structure
 

Other "Public Utilities" Similar to Electric Power 

(4) Energy 	Regulation and Private Power 

(5) Qualifications and Limitations 

Taking Environmental Costs Into Account 

The Social and Economic Effects of Rapid Price Changes 

The Use of New Price-setting Procedures to Provide Financial 
Incentives to Competitive Enterprises 

These issues are addressed in the following pages. The comments are intended toinitiate a discussion with our counterparts in Romania. Out of this discussion, and the
subsequent "scenario development" work which is a part of our Energy Price Reformtask, we hope that useful ideas will emerge for the guidance of energy pricing policy in 
Romania. 

2?
 



(1) Determining Market-based Prices for Enezfy
 

In a country in which prices have had little relationship to market-based prices, itis no easy task to define or measure market prices or economic cost levels. Where therehave been shortages, it is not clear what prices will equate supply and demand.
Furthermore, some observed prices are affected by sub;;idies and taxes. 
 Finally, there isa problem of circularity ­ the price of product A depends on the price of input product Bwhich in turn depends on the price of input product A, 

For internationally traded energy commodities, world market prices or border
prices provide a yardstick. 
 This procedure requires an actual or estimated marketexchange rate between the local currency and foreign currencies. We can develop someidea of market prices in this manner. 

The argument for using these prices in the situation of the move to a convertiblecurrency and open markets is that Romanian producers of energy will have to competewith the suppliers of energy who would be willing to supply energy at these prices.cases where Romanian providers could not compete, it would, with a convertible 
In 

currency, be less costly for energy consumers and the economy to import energy. 

The relationship between dollar (world market) prices for energy commodities, leiprices for energy commodities, and the lei prices of other (non-energy) goods andservices in the economy is complicated. Currently, it is possible, for example, to have alarge disparity between the dollar and lei prices of energy commodities, but for the
relative lei prices of energy commodities and other goods and services to be quite
reasonable. It is only as lei become fully convertible (i.e. as a market exchange rate
becomes determined) that the use of dollar prices will be fully appropriate.
 

The relative lei prices of energy commodities and other goods and services hasanother significance in an economy with inflation. (For this purpose, inflation is defined
as the average price increase in the Romanian economy. This can be measured
approximately by the new index of consumer prices issued by the Romanian statistical
commission.) 
 To maintain "real" or relative energy prices constant, let alone increasethem, it is necessary to increase them by as much as the general increase in prices. Thestatistical commission has reported that consumer prices have risen by 50% sinceNovember 1, 1990 (when the first major decontrol of prices occurred). Thus, energyprices, which have remained controlled, would have to rise by 50% to maintain the same"real" level. The use of world market prices should take this consideration into account,since, ceteris paribus, the dollar exchange rate of lei should fall as general prices rise. 

In Romania the introduction of foreign exchange auctions has confirmed the factthat the market exchange rate is considerably lower than the pre-April 1, 1991 officialrate of 35 lei/dollar, or the new exchange rate of 60 lei/dollar. More categories ofpurchasers of dollars will be allowed to participate in the auctions. We understand,however, that the government intends to use the new official rate, not the new currencyauction rates, as the rate at which imported energy prices will be converted to lei. Wepropose to use the new rate as a baseline rate to use in our analysis; alternative rates 



could also be considered for analytical purposes, for example 90 lei/doUar. 

The principal internationally traded energy commodity is crude oil. Romanian
domestic supplies peaked in 1976, and Romania now imports two thirds of its crude oil
requirements. As of January 1991, oil imported from the Soviet Union has to be paid
for in convertible currencies. Another major source is Iran. Imported oil can be priced
at actual delivered contract prices. 

Oil products such as distillate and residual fuel oil and gasoline can also be priced
at delivered import prices. Natural gas too can be priced at European prices, based on
deliveries from the Soviet Union or other potential sources. 

Bituminous coal can be priced at delivered import prices. Romania's coal 
resources, which consist mostly of lignite, are not readily traded internationally owing to
lignite's low energy content per unit of weight, and its high sulfur content. The use ofactual Romanian accounting-based costs as a starting point may provide too low an
estimate, however, as Romanian supplies are limited. The sulfur and other emissions
from burning lignite in power plants also suggest that a low price would give the wrongprice signal to the planners at RENEL, the Romanian electricity company. (We will
discuss below the introduction of pollution costs into energy planning.) 

The pricing of electricity produced from Romanian lignite is an instance in whichthe use of long-run marginal costs should be considered - an issue which we will take up
later. 

Nuclear fuel costs include the cost of uranium mining and milling, conversion,
enrichment, fabrication into fuel assemblies, and certain other incidental costs such astransportation, storage and insurance. Enriched uranium, which includes the first three

items, represents the greater part of the total, and can be priced at world market prices.
Fabrication of the fuel assemblies, and the incidental cost items, can be added, based on

actual or estimated costs for Romania's Candu reactors.
 

There are other fuels which are perhaps of sufficient magnitude to be taken into 
account, such as fuelwood. Perhaps we can be guided by actual market prices here. 

Privatization and Competition in Energy Production 

The Romanian government, as part of the current economic reforms, has begun todecontrol competitive industries effective November 1, 1990. The food, energy and raw
materials sectors were not included; competitive enterprises in these sectors are to be
decontrolled later. These reforms create the conditions in which enterprises should be 
able to operate with greater incentives and more flexibility. 

The government is also breaking up government enterprises by restructuring theminto autonomous bodies and commercial firms. As we speak, these changes are under way. In the energy sector, the supply of fuels is generally not a natural monopoly, and 



from an economic point of view, decontrol should be beneficial.4 This would require
the establishment of a number of enterprises in each "market"in order to ensure
competition. A market can be defined in terms of one or more products that are close
competitors within a certain geographic area. 

Oil and gas exploration, development and production - provided there is equal
access to pipeline networks - allow for plenty of competition. Coal markets may in many
cases also allow for competition, depending on the minimum economic size of coal
mining operations, coal quality differences, and transportation cost considerations. 

Petroleum refining, given that there are some ten refineries in Romania and that
both crude oil inputs and product outputs of refineries are internationally traded, also 
allows for competition. 

(2) Responses of Firms to Market-based Energy Prices 

To explore the effects of market-based pricing, we can develop "scenarios" or
projections to test out the effects of different price levels, based on alternative
assumptions about the levels of market-based prices, and how suppliers and consumers
will respond to price changes. By "consumers" we mean both the residential population
and industries. The two main aims of market pricing, it will be recalled, are to send
appropriate prices signals to consumers on the one hand and to suppliers on the other. 

The residential population accounts for a small percentage of energy use in

Romania-
 perhaps 10%, much less than in many other countries. This makes market
pricing somewhat less important for these consumers. However, their use of energy issaid to be growing, and it is important that their tariffs not be set at such low levels that
they have little incentive to use energy wisely. Residential consumers have extremely low 
gas, electricity and district heating tariffs at the present time. Bearing in mind thatdistribution costs are higher for small users, it would be desirablc to increase prices
closer to market levels. To avoid adverse social effects, a low "lifeline" rate could be
maintained for a minimum KWH use corresponding to the provision of essential lighting
and other requirements; for additional use, a full rate corresponding with long-run
marginal cost could be applied.5 

The most dramatic effects of market pricing of eneigy may come in the industrial 
sectors. How firms respond to the dramatically increased price levels that would resultin either cost based or world market energy prices depends on a number of factors in
addition to the new prices. The least response would occur if no other adjustments to
market conditions were in place. In this case, each user of energy would face a higher
price for energy requirements and would in turn pass on the higher cost in the form of 

'We understand that the government is taking into account other factors such as national
security in its determination of ownership options for energy supplies. 

5Gasoline prices are currently set in this manner. It is easier to apply a two-step tariff 
to electricity. 



higher prices for products. 

If however, incentives were put into place whereby energy savings which would 
reduce energy costs and some type of reward were to occur to managers and/or workers
who brought about the energy savings, then energy and product costs would increase 
less than in the case of no adjustments. Depending how easily energy reductions could 
be put into pila:e, overall energy costs might even decline as a result of the incentive 
system. Establishing fair, efficient, and effective rewards is a complex task. To avoid all 
of the complications involved in establishing a reward system, a free market system could 
theoretically be adopted which would leave decisions on rewards up to the owners of the 
plants (which might include the workers) and their managers. 

Within a free market system where not only energy prices, but all commodities,
services, ai.d even labor, are provided at market prices, the firm (in theory) will purchase
all inputs, including energy only to the degree necessary. Furthermore, the firm will 
actively pursue conservation or energy efficiency measures to the point where the last Lei
invested in conservation in the factory will result in the same return as the last Lei spent 
on other investments or other inputs, such as energy. The incentive for this behavior
which minimizes all costs is that it will maximize profits for plant owners. In cases where 
market imperfections exist, this implies the opportunity to maximize excess profits.
Under perfectly competitive conditions, this implies that the firm will be able to survive, 
pay workers and managers, and provide sufficient profits to plant owners (workers, 
managers, outsiders etc.), to justify their investment in this particular plant. The greatest
 
response to energy price increases will occur under these conditions.
 

In practical terms, what this means for a given firm may vary considerably from 
firm to firm. To provide a comprehensive review of the potential responses is probably
impossible. However, it is instructive to consider two hypothetical situations, one in the 
power industry and the other an industrial plant. 

District Heating Plant 

District heating plants in Romania are common and typiclly produce power,
steam,, and hot water for residential and sometimes industrial users. In at least some of 
these plants, there is difficulty in meeting all customer needs due to problems of fuel 
availability and maintenance, which may be aggravated by the fuel quality that has been 
available. 

With a shift to world energy prices, energy input costs of plant operation would 
increase dramatically. If revenues to the plant are sufficient, however, the plant would 
be able to obtain sufficient energy supplies. The high cost of energy would evoke both 
short term and long term responses. In the short run, any cost effective measures to 
reduce energy losses would be undertaken. For example, this might involve the repair of
pre-heaters, increased insulation of steam and hot water lines, increased maintenance of 
steam lines, boiler tuning, etc. In the long run, depending on the age of the boilers, and
their need for overhaul, it is possible that fuel substitution would become appropriate.
While this would be quite capital intensive, the cost differential between fuel oil or 



natural gas and coal is so large that it may be justified to install a coal boiler (with
pollution controls) to reduce overall plant costs. 

Alternatively, depending on the solid waste situation, it may be cost effective to utilize 
fluidized bed technology and burn municipal waste, as is common in Switzerland and 
Germany. 

Industrial Plant. Paper Mill 

The responses in a paper mill to changes in energy prices would be somewhat
similar to those for the district heating plant. Because the energy cost component of the 
paper mills is a much lower percentage than that for the district heating plant, the types
of measures undertaken to reduce energy costs may be somewhat different. 

In the short run there would be various maintenance issues to bring the mill up to 
top efficiency. In the longer term, process changes and other capital-intensive
modifications would likely be justified. For example, it could be appropriate to
introduce a much higher level of heat retovery (using heat exchangers) from the 
numerous waste flows at the mill. Depending on the cost of the wood raw material, the 
types of wood waste (if any), and the type of paper being produced, it could be cost
effective to install a new boiler which would have dual fuel capability to bum wood 
and/or natural gas. 

What is evident from these two hypothetical cases is that the introduction of
world energy prices could result in considerable changes. These changes range from
lower cosc measures, which could be implemented fairly quickly, to longer term measures
which might significantly alter the fuel balance in Romania away from oil and gas which 
on the world market are expensive fuels. These changes would be the result of the
change in prices, the introduction of some new technologies as the Romanian economy is
opened up to technologies available on the global market, and the impacts of incentives 
to make these, changes due to the need to compete (and profit) in the market place. 

It is also possible that some plants can not survive in the market place because 
energy costs will be too high. These will be industries where energy use isvery high and
where Romanian firms will have to compete with firms in other countries that do not
have to face world market prices for energy (or other inputs). Aluminum production is 
one example. This industry is dominated by firms that have captive hydropower or
hydropower from state owned utilities. The importance of power cost to this industry is
highlighted by the fact that plants are moving from some regions with considerable
hydropower and attractive power rates (e.g. the Northwestern U.S.) to other regions
(Amazon Basin in South America) and locations in Africa, where hydropower rates are 
even lower. 



(3) Pricing Electricity: Long-run Marginal Costs vs. Actual "Accounting, Costs 

Certain energy suppliers, including all or part of the electricity industry, are lik,-ly
to remain natural or de facto monopolies6 in Romania. For such firms, the major
problem with using world market prices or equivalent current lei prices for energy
pricing and planning purposes relates to divergences between current or "accounting"
costs and long-run marginal costs. The issue is highly important because pricing should
in general reflect not only current costs but future costs, such as new investment costs,
that may be incurred. As noted above, this problem arises with respect to non-traded
 
items such as lignite, as well as electricity, as will be discussed below, even though
 
electricity is traded internationally.
 

The classic example of the need to use long-run marginal costs relates to pricing
the use of a bridge for automobile traffic. Once the bridge has been built, its cost isfsunk cost" and from a strict economic point of view, its use should be free, since the 
short-run marginal cost is zero. (Of course, as a practical matter a toll may need to be 
charged to recover the cost to the public authority of financing the construction.) But 
consider the price "signal" that the users are getting, if the price is set at zero. With no 
charge, consumers will tend to increase their usage, and eventually may approach the
maximum capacity of the bridge, resulting in the economic cost of congestion delays or,
ultimately, the cost of a new bridge. 

In anticipation of this situation, a "full" price can reasonably be set to include the 
cost of a new bridge, which is the long-run marginal cost. By charging users this full 
price, they would be getting the right price "signal" regarding the costs incurred by their 
usage. 

Now consider a very similar example in the energy market. Existing hydro-electric
facilities cost very little to operate - most of their cost is "sunk" cost. But if their output
is charged at a very low rate, it will encourage consumers to increase their usage, which 
in turn will require the construction of expensive new electric energy facilities. 

One solution to this problem lies in the use of long run marginal costs for
electricity pricing in particular. The calculation of long run marginal costs can be 
complicated, and there have been many methods used to estimate them for the United 
States electrical generating system, for example. One method is to measure such costs 
from the full costs (investment costs as well as fuel and other operating costs) of the 
most economical new source of electrical energy. 

For Romania, there are at least two candidate sources of "new" electricity supply,
after certain coal-fired and hydroelectric plants currently under construction have been 
completed. Probably the most economical one is the increased output and capacity
which could be obtained from better maintenance and repair of existing coal-fi'ed 

6A de facto monopoly would exist in an industry with less than three firms, even though
the industry is not a natural monopoly. 



generating units. This might provide a low estimate of marginal cost. Whether it is a
 
good estimate would depend on the pcriod for which this source is sufficient to provide

for Romania's electricity requirements. We don't know the answer to that question at
 
this time.
 

If we assume that additional electric generating capacity will be required in the 
foreseeable future to meet Romania's electricity requirements, the next source of 
electricity in practice is likely to be the first Candu nuclear reactor. 

Five 750MW nuclear units are under construction or planned at Cernavoda in 
south-eastern Romania near the Black Sea. We do not know the exact status of these 
units; we understand, however, that the reactor has been installed in Unit One and 
General Electric turbines have been installed in Units One to Three. We also 
understand that Unit One is scheduled for service in 1994. An additional site has also 
been tentatively identified for further nuclear units. 

In order to calculate the cost of nuclear power, the construction cost of 
Cernavoda Unit One will need to be estimated, and converted into a per-KWH "fixed 
charge" based on reasonable assumptions about finance costs, capacity factor, and life of 
the unit. Addition per-KWH costs include nuclear fuel costs, and other operating and 
maintenance costs. Nuclear fuel cost should be relatively low, but construction costs will 
be high. 

There are, then, at least two new sources of electricity which could be used to 
estimate marginal electricity costs in Romania. The first is electricity from the additional 
capacity which would be created by repairing and maintaining existing generating units 
which are out of service or operating below full availability or reliability levels. The 
costs of this source include the costs of new investments to get the plants running 
properly, and the ongoing fuel costs (coal) and other operating and maintenance costs. 

The other source is nuclear power from the first Candu unit, including the fixed 
cost of investment in the plant and the investment in transmission facilities to bring the 
power to market, and ongoing nuclear fuel and other operating and maintenance cost. 
In the case of a nuclear unit, it is also necessary to take into account "capital additions" 
(additional capital investments during the life of the plant) and to make provisions for 
disposing of the radioactive nuclear waste and decomrrissioning the reactor at the end of 
its useful life. 

Electricity is an internationally traded commodity in Eastern Europe. From a 
short-run marginal cost standpoint, it is economical to operate the existing electricity 
system in Romania in such a manner as to minimize short-run fuel and other variable 
operating and maintenance costs, and to purchase imported electricity if the cost is less 
than the domestic short-run marginal cost. (Likewise, it is economical to export
electricity if the reverse situation is true.) However, the long period required to plan 
additional new generating units necessitates the use of long-run marginal costs in 



planning new units, in contrast to imm*iing the operating costs of existing units.7 

There are, however, a number of considerations which suggest that world pricesmight not always be appropriate prices to use in Romania. The costs of producing
electricity (and possibly certain other energy commodities) in Romania may be less thanin other countries, in part due to lower wage rates and higher efficiencies in some energy conversions. If this is the case and if there are some barriers to imports and

exports for lack of adequate transmission lines etc., an argument can be made that

certain energy prices should be set to cover only actual "accounting" costs. 

Prices that cover actual costs should, by definition, provide sufficient revenues 
cover the expenses of the industry. This level of costs should not require any subsidies

to 

because, in a free market economy at equilibrium, energy prices include a normal profit(sufficient profit to provide a necessary return on capital to justify the capital investment 
on the part of investors). 

Thus, cost based prices would provide for normal profits while world prices wouldactually provide excess profits. This raises important policy questions. With prices based on actual costs, do consumers have sufficient incentive to conserve energy resources
economically? Also, would sufficient incentive exist for the firm to make new
investments, if prices are based on actual costs? 
 If world prices are used (and the excess
profits can be retained by the firm), an incentive would exist to increase production
either through expansion of existing firms or through the addition of new firms to themarket. If the country imported energy, such expansion would serve to reduce the level
of energy imports while if the country were an energy exporter, the increase in energy
production would permit further increase in exports. 

There will be some complicating factors in this analysis. For example, the
production of district heating (hot water for building heating) and steam for industrial
 
process use raises the issue of allocating costs between the electric and thermal output.8 

7The overall economic objective for regulated or mixed industries is usually stated as"least cost integrated planning" (LCIP). This requires that a reliable level of service should
be provided at the lowest reasonable cost to society. Cost should include environmentaleffects of the service, as discussed below. "Integrated" means that investments in energy
conservation should be made up to the point at which the marginal cost of a KWH saved 
is equal to the marginal cost of a KWH produced. 

8One solution to this cost allocation problem is to allocate to electricity production thosecapital costs (construction costs multiplied by a fixed charge factor representing financial 
costs, amortization, etc.) and fuel and other operating and maintenance costs which wouldbe incurred if the plant were designed and operated for electricity production only. Theadditional capital costs and fuel and other operating and maintenance costs incurred to runthe plant as a cogeneration facility would then be allocated to the thermal output. 



Automatic Price Adjustment Mechanisms for Electricity 

Energy price reform in Romania is taking place within the context of generalprice decontrol. It is important for energy prices to be able to adjust for generalinflation in the economy, and to increase by a larger amount than general inflation in
order to move towards market pices. 

This problem is particularly serious for the electricity sector, which has tariffs thatare difficult to change quickly, but which depends on fuel purchases which can have 
rapid price increases. 

An automatic fuel adjustment clause provides a mechanism for quickly passing 
increases in fuel costs through to consumers. 

Electricity Rate Design Should Reflect the Underlying Cost Structure 

This paper will not develop the issue.s in rate design which are obviouslyimportant in making the prices of electric service reflect the underlying costs. Suffice itto say here that rate design typically takes into account actual accounting costs. The useof long-run marginal cost based rates should be encouraged; at a minimum, rate designcan be influenced by marginal cost considerations as well as accounting costs. 

Secondly, tariff design can take into account voltage level of service, load factor,
time of use, and different reliability levels, etc., all of which affect costs.
 

Other "Public Utilities" Similar to Electric Power 

The reason for treating the transmission and local distribution - and possible thegeneration - of electricity differently from the energy fuels is the existence of a natural
 
monopoly.
 

Certain other energy industries are also characterized as natural monopolies. Inparticular, the pipeline systems for natural gas and oil are unlikely to be sufficientlycompetitive to allow for competition. And the railway network for coal transportation is
 
the same.
 

(4) Energy Regulation and Private Power 

Where there is insufficient competition in a market, for example when there arefewer than three firms in the market, some means must be found to regulate prices inthe public interest, to avoid unjustified increases of prices. 

The traditional means of regulation of such "natural monopolies" as electric utilitycompanies in the United Sates, for example, is based on allowing the firms to set pricesequal to their current costs plus a cost of capital invested. The capital cost is equal tothe sum of (1) depreciation expense of the capital equipment and (2) the cost rate or"interest rate" for capital multiplied by the amount of the investment. The annual 



depreciation expense is usually simply the initial cost of the plant and equipment dividedby the expected useful economic life of the plant and equipment; depreciation on eachitem or group of items is calculated separately based on the particular depreciation rate.The amount of the investment in each year is equal to the original investment cost less
accumulated depreciation to date; this is called "net book value." 

This procedure provides a reasonable starting point for discussion of regulatorypricing. Critics of the procedure say that it gives the firm no incentive to reduce costs
because they can always be passed along, and it is true that many inefficiencies are
allowed. However, government regulators can "audit" the books of the firm to ensure
that there is no fraud, and they also require the firm to show that its plans and 
operations are reasonably efficient. 

The outcome is a system that can work reasonably well, although there have also
been significant problems. Perhaps the most salient problem in the United States has
been that the firms built too much generating capacity (particularly nuclear power
plants), being less careful than a firm in a non-regulated market would have been to
make sure that the capacity was needed and that it was not too expensive. 

There are several different models for non-competitive markets. In the United
States there have been several models. 
 First, there are the large number of regulated,
privately-owned companies that provide most of the electricity in the country. They areregulated in the manner outlined above, mostly by regulatory commissions which have
been established in almost all of the 50 states. The owners attempt to increase profits,while the commissions resist rate increases above the levels necessary to earn their
"interest rate" which is called the "cost of capital" or a "fair rate of return" on the capital
invested. 

The companies earn sufficient profits to cover their investments, but are notallowed to earn excess profits. It is sometimes necessary for commissions to provideadditional incentives for desired investments, or to order the companies to make them.
The commissions also review the operating efficiency of the companies, and their
investment plans, to see that they are keeping costs as low as reasonably possible.
However, the commissions do not attempt to manage the companies. It is the managers'
job to manage, and the commission will only review the management decisions. Inpractice, the commissions are hampered by the difficulty of fully scrutinizing the practices
of the companies. 

A second common model is the "public power" model which has two types. There are "rural electric cooperatives" which are owned by their members (farmers and others);and there are "municipal utilities" which are sometimes part of a town government
may be separate authorities. 

or 
The largest of these is the Los Angeles Department ofWater and Power. In each case, these public power systems are under democratic

control by their members or the voters in their districts. The dispersion of ultimate
authority across the whole local population has weakened the democratic controls that,
in theory, are very strong. 



The new model which is being fostered in the United States today is the"independent power" or "private power" company. Small and medium-sized power plants
are being built by independent companies, and the large regulated companies are being
forced by the commissions to buy power at rates equal to the marginal cost of generating
power on the large company's own system. In this manner, it is hoped that competition
will be created and the generation of power can be deregulated. 

This raises an important point about the structure of the electricity industry. It
consists of three levels - generation, transmission and local distribution. There is a
movement in such countries as the United Kingdom and the United States towards
decontrol of prices, as generation becomes sufficiently competitive. However,
transmission and local distribution are "natural monopolies" (itis uneconomical to have 
more than one firm providing the service in a particular area.) These levels will require
continuing regulation. It is therefore only the generation of electricity that will likely be 
decontrolled. 

(5) Qualifications and Limitations 

Taking Environmental Costs Into Account 

For some fuels such as lignite and high sulfur fuel oil, the environmental effects 
are so significant that even in the initial stages of price reform it may be worth takingthem into account. (Indeed, the burning of all fuels affects the environment, and thetrue economic costs of such effects should be taken into account in the long term.) 

For purposes of this analysis, we can assign physical pollution coefficients to
electric energy generation from each specific fuel. The amounts of S02 emitted can beestimated, for example. Monetary costs can also be estimated, based on the costs ofremediation or the estimated health and other costs of the emissions. At this stage, any
estimates developed will obviously be very preliminary. Nevertheless, if environmental 
costs are included in the costs of electricity generation from alternative fuels such as
coal, oil and gas, the choice of fuels could be affected. If pollution damage and/or
control costs are included, the cost of electricity will be increased. 

The Social and Economic Effects of Rapid Price Changes 

There are obviously serious concerns regarding the speed or completeness withwhich energy prices should be adjusted. It is a major political decision how quickly and 
even how fully prices should be changed to correspond with market-based prices. 

From an economic standpoint, the more quickly consumers receive a clear price
signal about the costs of their usage, the more quickly they will have the opportunity torespond in an economical fashion. For purposes of this analysis, we assume that there 
are overall economic advantages to such adjustments. The objective of sending the
appropriate price signal to consumers is give each consumer an incentive to set his orher consumption at the level at which he or she is willing to pay the true cost of energy 
to society. 



For industrial consumers of energy, there is the choice of which products toproduce, how much to produce, and what techniques to use in production. In energy­intensive industries, these decisions will be influenced by the prices that have to be paicdfor energy inputs. It must be expected that if energy prices are increased significantly,the production of some products may be affected. Among these are the aluminum andsteel industries, for example. Certain products may no longer be economical in the sameamount, or perhaps at all, which could have major impacts on the overall economy. New
techniques may be necessary which use less energy. 

The Use of New Price-setting Procedures to Provide Financial Incentives to Competitive
Enterprises 

Finally, we need to revisit the reasons for price reform and the way in whichprices are set. So far, we have emphasized the need for prices to reflect input costs, andhave considered the use of pricing based on long-run marginal costs. Prices sodetermined will send out the correct price signals to purchases of the product. 

But what about incentives for the suppliers themselves? We have not fullyconsidered the more complex pricing issue regarding deviations of market prices frominput costs in order to incTease a firm's "profit." We use the term "profit" here simply to mean the difference between sales revenues and the costs of materials, labor and allother inputs, including the interest cost on borrowed capital. What remains is the firm's 
profit or net income.9 

We have assumed that the first priority in Romania is to set prices closer to true
cost levels. The second, 
or a parallel, step can be to allow enterprises to increase their
profits by, for example, reducing their costs by greater productivity, and retaining the
profits that result. This would be appropriate, we believe, in competitive sectors.

(Competitive industries have been defined in the new Romanian market economy

legislation as those in which there are three or more firms.)
 

A "normal" rate of return on capital is the rate of return which is comparable tothat earned in other investments involving the same level of risk. The investor is alwaystrying to increase his or her level of return above the normal rate; and of course is tryingto make sure that the return does not fall below the normal rate. The importance ofallowing profit levels to vary according to each firm's success in reducing costs (and/or ofcourse finding new markets) is to create a very strong incentive to the owner/managersto ceaselessly attempt to improve productivity and to seek out new markets in which thefirm can earn greater profits. The lack of such incentives in the Romanian economy is amajor obstacle which the reforms are aimed at addressing. Such incentives will ensurethat the Romanian economy will respond more rapidly to the economic challenges it is. 
facing. 

Resource Management Associates/ Tellus Institute 
Bucharest, Romania, March 12, 1991 

Ifthere are taxes on profits, net income after tax is equal to net income before tax
minus taxes; this paper does not go into tax issues. 

9



Chapter 3 
Energy Use and Economic Variables 

I. Introduction 

Because increases in energy use have historically
accompanied economic growth, it is tempting to think 
of the two variables as directly correlated. However, 
attempts to specify and quantify their relationships 
have led to discrepancies of magnitude and often of 
direction. It seems clear that economic activity not 
only affects energy use, but the availability of energy 
ind the ways in which it is used affect a number of eco-
nomic variables. 

This chapter examines several aspects of the 
energy/economy relationship. Section I is an overview 
of changes in historical patterns of energy use. Sec-
tion II considers the quantification of the relationship 
between gross national product (GNP) and energy
inputs. Section III views the explicit microeconomic 
relationship between energy price and quantity used 
in the industrial sector. 

II. Historical Perspective 

The history of industrial civilization has been the 
history of man's ability to acquire, use, and control 
sources of energy and power beyond those derived 
from human .and animal muscle or the limited use of 
water power for mechanical energy. Energy use in-
creased from a per capita consumption of 2,000 kilo-
calories per day associated with basic food consump-
tion in a hunting and gathering society to 12,000 kilo­
calories per day under primitive agriculture. During

period of the low-technology industrial revolutioneQp-t2.
1 1850-1870), usage reached 70,000 kilocalories per 

by Richard S. Mack and H.F.McDuffie 

day; in the United States current per capita usage is 

276,160 kilocalories per day. I 
The acceleration in energy use is usually associ­

ated with the development of steam as a prime mover 
in the industrial sector. The associated development
of steel technology and rail transport is directly linked 
to the mobility of steam power relative to the station­
ary nature of water power.2 Just as the use of coal 
extended the industrial horizon and stopped the 
destruction of the forests of Western Europe and 
North America, the later discovery of technologies for 
recovering and using petroleum and natural gas led to 
further industrial advances including the internal 
combustion engine and andthe steam gas turbine. 
Each of these developments reinforced the pattern of 
accelerating use of energy, which was coupled with 
increases in the demands for industrial output. 

The U.S. has been extravagantly blessed with 
plentiful and easily available resources. With only 
limited restrictions on exploitation, the U.S. has been 
using these resources, especially petroleum, at a high
and accelerating rate. Figure 3.1 shows the historical 

trends in fuel consumption. A cogent historical per­
spective is given by M. King Hubbert, in his comments 
on fossil fuels: 

If these substances (fossil fuels] continue to be 
used principally for their energy contents, and if 
they continue to supply the bulk of the world's 
energy requirements, the time required to exhaust 
the middle 80% of the ultimate resources of the 

1. Earl Cook. "The Flow of Energy in an Industrial Society," Scien­
tific American 224, no. 3(September 1971).

Chauncey Starr, "Energy and Power," Scientific American 224.no. 3 (September 1971) 
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members of the 	petroleum family-crude oil, natural 
30. 	 gas and natural gas liquids, tar-sand oil, and shale 

oil-will probably be only about a century. 
Under similar conditions, the time required to 

exhaust the middle 80% of the world's coal resources 
5 2 would be about 300 to 400 years (but only 100 to 200 

years if coal is used as the main energy source).
STo appreciate the bearing of these conclusions 

Son the long-range outlook for human institutions. 
S20: 	 the historical epoch of the exploitation of the world's 

supply of fossil fuels is shown graphically in (Figure700' 	 ~ 
3.2], where the rate of production of the fossil fuels as 

S,,a function of time is plotted on a time scale extend­
3 I ing from 5,000 years ago to 5,000 years in the future­

i 	 aperiod well within the prospective span of human 
history. On such a time scale, it is seen that the epoch 

400. c" 	 of the fossil fuels can only be a transitory and 
2 	 o ephemeral event-an event, nonetheless, which 

has exercised the most drastic influence experi­

43WW enced by the human species during its entire biologi­
~, cal history.3 

*Io Thus, in the long run, or even in the moderately 
I short run of only a few generations, we are following a 

1947IM it"0 1Iwo Inal 1970 171 course that is most certain to exhaust our resources of 

Figure 3.1. U.S. gross consumption of mineral energy easily available fossil fuels. This consumption is 
resources and electricity from hydropower and aggravated by the world population explosion and the 
nuclear power in physical units, 1947-1975. Levels rising expectations of members of the Third World. 
for 1975 are projected. Solar and other forms of renewable energy, including

biomass not requiring synthetic fertilizer, can cer-
U.S. Energy Research and Development Administra-Source: 

tion. Admiistrator's Energy Data Book (July 1976), p.201. tainly contribute in substituting for fossil fuels. Other 
conservation measures likewise can reduce our con­
sumption and raise the ratio of gross domestic product 

noII (GOP) toenergy Used.' 

The expansion of the world's economy has been 
Slargely based on a long decline in the price of energy. 

200 


100 -o 	 Figure 3.3 shows the recent history of the real price of 

2, -,, , ,industrial energy and the very abrupt rise beginning in 
-5 -3 -1 0 +1 03 46 1973 with the increase in the price of oil from the 

T'.1ar. lWAftur 2 v of Exportingv.umF10 Organization Petroleum Countries 

Figure 3.2. Complete cycle of world consumption of (OPEC) accompanied by increases in the prices of coal 

fossil fuels on a time scale of 5,000 years before and and natural gas. 
after the present 

Source; Reprinted 	 with permission from M. King Hubbert, 3. M. King Hubbert, "Energy Resources." Chapter 8 of Resources 
'Mans Conouest of Energy: its Ecological and Human Conse- and Man (San Francisco: W.H. Freeman and Co. for National 

aiiences " in The Environmental and Ecological Forum, 1970- Academy of Sciences. National Research Council. 1969). D.205. 
1971 (Wasnington. DC.: U.S. Atomic Energy Commission. Office 4. GOP equals gross national product (GNP) less net property
t intormation Services. 1972). p.27. 	 income from abroad. 
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no 

quadrant industries primarily produce basic mate­rials. Third quadrant industries show simultaneously 
negative changes in both labor and energy use, reflect­aI- ing the use of technologies that are labor saving, but 
not energy intensive, as inputs to increased produc-

It tion. This situation contrasts with quadrant four,
iso /where low wages reduce the need for labor-saving

technology. It is noteworthy that over half of the indus­
tries fall into quadrant two, indicating the substitu­

100 tion effect associated with sectoral growth. 5 
As for the relationship of energy and total output, 

. ... 	 Figure 3.6 shows the relatively steady increases inPs,,of I,,,1,11 101 both variables. The late downturn in both energy con-
PAIMI DetWI aef lfwirW1MVsumption and GNP is a function of the 1973 oil embargo 

0n 	 and the reduced levels of economic activity during
the 1974-1975 recession. 

19 lM I IM ion 191' The expanded scale in the lower part of Figure 3.6
Figure 3.3. History of real energy price shows the ratio of energy use to GNP, expressed inwatt-years per dollar (Wyr/$). All the changes shownSource: R.W. Barnes; printed in National Research Council. 
Alternative Energy Demand Futures to 2010,. The Repor 

fall within a range of ±t 5% and, thus, may not be signif­of the icant. Nevertheless, the decrease in the ratio untilDemand and Conservation Panel to the Committee on Nuclear andAlternative Energy Systems (CONAES) (Washington. D.C.. Na-tional Academy of Sciences, 1979). Figure 22. p. 98. 	 1966 is a continuation of a general trend which beganin 1920. Reduction of the ratio of energy to GNP dur­
ing this period is explained by increases in the effi-

III. Relationship of Energy to Economic Output ciency of energy conversion and by growth by the ser­vice sector, which is a less energy-intensive contribu-
Because energy is a factor of production,both a substitute and a complement it relates 	 tor to GNP. Since 1967, the increase in the ratio mayto other fac-ors of production, depending 	

be due to the substitution of electricity for many directupon the length of time fuel uses,of the analysis. Because of the high levels of unem-
as well as the rapid growth of air condition­

ployment experienced ing as a primary electrical use that has little multiplierover the past decades, the effect on GNP.6 Therelationship between labor and 	 1970-1972 peak is associatedenergy intensity is of with the flat portion of the GNP curve above. Since the
particular concern. Figure. 3.4 
 portrays the relation- oil embargo, higher energy costs and resultantship between energy intensity and labor intensity for decreasesa number of industrial products. Note that energy and 	 in efficiency (from general business slow­down and from use of sources that are less energy effi­labor usages are in part determined by the product mix cient) may be causing an upturn in the ratio; contin­labo usgesareinwithin the economy.prtTheetemind bytheprouctmixenergy and labor quantities ued increases in energy cost should eventually force aless energy-intensive industry mix.of Figure 3.4 are based upon the total requirements The relationship between energy consumption(direct and indirect) to effect marginal changes in t he rossme t ic ry o n tionfinal demand. per capita and the gross domestic product of nationsWith respect to the variables of energy anduse is shown in Figure 3.7. Naturally, there is 	some varia­sectoral economic growth, Figure 3.5 shows 

effect of 10o growth of each 

the tion among nations with regard to this relationship,

industry upon energy because nations have differing amounts of varioususe and employment in the entire economy. Note that resources, investment capital, and labor, and differ­first quadrant industries show a complementary rela- ent cultures and life-styles.

tionship and are primarily agricultural. Growth inindustries in the second quadrant is accompanied by 5. Bruce Hannon, "An Energy Standard of Value,- The Annals ofexpansion of total energy use and contraction the American Academy of Political and Social Science, no. 410employment in the entire 	 of (1973). pp. 139-52.economy: these second 6. Cook, "The Flow of Energy in an Industrial Society" 
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Source: Bruce Hannon, "An Energy Standard of Value." In
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Accounting as a Policy Analysis Tool (Washington, D.C.: 1976), 
p.29. 
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rials. Third quadrant industries show simultaneously 
I negative changes in both labor and energy use, reflect­-I ing the use of technologies that are labor saving, but 

not energy intensive, as irputs to increased produc-
I tion. This situation contrasts with quadrant four,

IS where low wages reduce the need for labor-savingj / technology. It is noteworthy that over half of the indus­
-, tries fall into quadrant two, indicating the substitu­100 ­ - tion effect associated with sectoral growth. 5 

- ....-- As for the relationship of energy and total output,
Figure 3.6 shows the relatively steady increases in
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the 1974--1975 recession.
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vice sector, which is a less energy-intensive contribu­
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as both a substitute and a complement to other fac- be due to the substitution of electricity for many direct 
tors of production, depending upon the length of time fuel uses, as well as the rapid growth of air condition­
of the analysis. Because of the high levels of unem- ing as a primary electrical use that has little multiplier
ployment experienced over the past decades, the effect on GNP. 6 The 1970-1972 peak is associated 
relationship between labor and energy intensity is of with the flat portion of the GNP curve above. Since the 
particular concern. Figure. 3.4 portrays the relation- oil embargo, higher energy costs and resultant 
ship between energy intensity and labor intensity for decreases in efficiency (from general business slow­
a number of industrial products. Note that energy and down and from use of sources that are less energy effi­
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within the economy. The energy and labor quantities ued increases in energy cost should eventually force a 
of Figure 3.4 are based upon the total requirements less energy-intensipve industry mix. 
(direct and indirect) to effect marginal changes in The relationship between energy consumption
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effect of 10% growth of each industry upon energy because nations have differing amounts of varicus 
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tionship and are primarily agricultural. Growth in

industries in the second quadrant is accompanied by 5. Bruce Hannon. "An Energy Standard of Value." 
 The Annals ofthe American Academy of Political and Social Science.expansion of total energy use and contraction of (1973). pp. 139-52. 
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Figure 3.5. Employment-energy trade-offs: effects 
of differential growth in specific industries 

Source: Reprinted with permission from Bruce Hannon, "Op­tions for Energy Conservation," rechnology Review (February
1974): 26. 
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Figure 3.6. The correlation between energy consump­
tion and economic activity, 1955-1975 

Source: Reprinted with permission from Jerrold H. Krenz, 
"Energy and the Economy: An Interrelated Perspective," Energy 
2,no. 2 (June 1977): 116. ,1977 Pergamon Press Ltd. 
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IV. Responsiveness of Industrial Energy Use to
Variations in Energy Prices and Sectoral
Output 

Price elasticity of demand is an analytic measure 
of the responsiveness of quantity demanded to changes
in price. More specifically, the coefficient of price
elasticity represents the percentage response inquantity demanded which results from a given per-
centage change in price. Simple or "own" price elas-
ticities are always negative, indicating an inverse rela-
tionship in that an increase in price will decrease the
quantity demanded. 

Demand isdeemed "elastic" if a given percentage
change in price results in a larger percentage changein quantity demanded. This situation represents a
high degree of responsiveness to price change. Elas-
tic conditions are indicated by a coefficient of elastic-
ity which falls between ­ 1 and -:. On the other hand,if a given percentage change in price results in a 
smaller percentage change in quantity demanded,
then the relationship is termed "inelastic"; inelastic-
ity is denoted by a coefficient which ranges between 0
and -1. In the industrial sector, relative inelasticity 
in the demand for energy, particularly in the short run, 

Energy Use and Economic variaoles 
results from the technical inability to substitute other 
fuels in response to price increases. In the long run,
when changes in capital equipment are possible,
responsiveness tends to be more elastic. As for spe­cial cases, a coefficient of 0 indicates no response to 
a change in price, whereas a coefficient of -1 indi­cates a situation of percentage changes in quantity
that are equal to the initiating changes in prices.

Price elasticities for energy demand in the indus­
trial sector are presented in Tables 3.1 through 3.5.
Table 3.1 treats energy in the agg egate, whereas
Tables 3.2 through 3.5 treat electricity, coal, natural 
gas, and petroleum. Although there are great varia­
tions in magnitude, there are no zero elasticities; this
fact attests to the concept that quantity demandedresponds to changes in price. Similarly, the tables 
show energy demand to be more inelastic in the short 
run, reflecting the inability to substitute other fuels 
without time-consuming capital investment. 

Right;hand columns of Table 3.1 through 3.5 list 
output elasticities, which reflect the percentage
change in quantity demanded that results from achange in industrial sector output. These figures are 
positive because of the direct relationship between 
the variables. 

Table 3.1. Price and Output Elasticities for Aggregate Energy, Industrial Sector 

Data Price ElasticitY" Output Elasticityb 
Study Typea Vintage Short-Run Long-Run Short-Run Long-Run 

Hudson-Jorgenson (1974) 
Berndt-Wood (1975) 
Baughman-Zerhoot (1975) 

TS:USA 
TS:USA 
TS-CS: 

1947-71 
1947-71 
1950-72 

-0.05 
-0.47 
-0.22 

1.00c 

1.00c 
0.69 

USA 
Griffin-Gregory (1976) States

CS-TS. 1955, '66 -0.79 1.00c 
USA and 1965, '69 

Halvorsen (1976c) 
FEA (1976) -

EuropeTS:USA 
TS-CS: 

USA 

1947-71 
1960-72 

-0.28 
-0.13 

-0.42 
-0.31 

0.10 d 

1.00c 
1.00c 
1.00C 

States 

a TS refers to time-series dala. CSto cross-sectional data: and CS-TS to pooled CSand TS data. o Elaslicilies lisled between short-run and long-run columns are ambiguously defined in the reference cited. 
c Value is unity bythe assumption
d This elasticity is not necessarily compatible with lheassumption of aCobb-Douglas production function.

Source. James A Edmunds. A Guide to Price Elasticities of Demand for Energy Studies and Methodologies (Oak Ridge. Tennessee: Oak Ridge Associated Universities.;iilule
for Energy Analysis. 1978. ORAU IEA-78-15RI). p. 14 
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Table 3.. Price and Output Elasticities for Electricity, Industrial Sector 

Study 

Fisher-Kaysen (1962) 
8axter-Rees (1968) 

Anderson (1971) 
Mount-Chapman-Tyrrell (1973) 

Lyman (1973) 

Griffin (1974) 

Hudson-Jorgenson (1974) 
Uri (1975) 

Baughman-Zerhoot (1975) 

Chem (1975a) 

FEA (1976) 

Halvorsen i1976a) 
Halvorsen (1976b) 

Data Price Elasticit)b Output Elasticityb 
TypeC 

Typea Vintage Short-Run Long-Run Short-Run Long-Run of Price 

CS:States 1946-57 -1.25 A 
TS: 1954-64 -1.50 A 
Indus. U.K. 
CS:States 1958, '62 -1.94 A 
CS-TS: 1947-70 -0.22 -1.82 A 
States 
CS-TS: 1959-68 -1.40 A 
Areas served 
by utilities 
TS.Aggre- 1951-71 -0.04e -0.51 e A 
gate U.S. 
TS:USA 1947-71 -0.07 1.00 d A 
TS:Monthly -0.35 -0.69 1.32 2.63 A 
Aggregate 
U.S. 
CS-TS: 1962-72 -0.11 -1.28 0.69 A 
48 States 
and Wash., 
D.C. 
CS-TS: 1959-71 -0.61 -1.98 0.30 0.97 A 
16 U.S. 
Industries 
CS-TS: 1960-72 -G.15 -1.03 1.00d 1.00d A 
U.S. Census 
regions 
annual 
CS:States 1969 -1.24 0.68 M" 
CS:USA 1971 -0.92 1.00d A 
States 

a. TSrefers to time-senes data: CS to cross-sectional data: and CS-TS to pooled CS and TSdata.
 
b Elasticities listed between short-run and long-run columns are ambiguously defined inthe reference cited.
 
c M' refers to a theoretical model inwhich both average and marginal price elasticities are identical (price data was. however, either Aor A*); Ato an average price for
 
electricity: and A' to an average once for a fixed amount if electricity.
 
d Value isunity by the assumption.
 
e Combined industrial and commercial.
 

Source. lames A Edmonds. AGuide to Pnce Elasticities of Demand for Energy. Studies and Methodologies (Oak Ridge. Tennessee: Oak Ridge Associated Universities. 
institute for Energy Analysis. 1978: ORAUIIEA-78-15RI). p.16. 
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TWle 3.3. Price and Output Elasticities for Coal. Industrial Sector 

Data Price E:asticit b Output ElasticitYb 

Study Type Vintage Shoit-Run Long-Run Short-Run Long-Run 

Reddy (1974) 
Hudson-Jorgenson (1974) 

TS:USA 
TS:USA 

1957-73 
1947-71 

-0.39 
-0.01 

-0.91 0.53 
1.00 c 

0.60 

Un-Spore-Nephew (1975)
FEA (1976) 

TS:USA 
CS-TS 

1957-73 
1960-72 -0.44d 

-0.49 
-0.73d 1.0c 

0.56 
1.00 c 

USA 
States 

Halvorsen (1976b) CS:USA 1971 -1.52 1.00c 

States 

a. 1 refers to time-series data: CS to crow-sectional data: and CS-TS to pooled CS and TS data. 
b.Elasticities listed between short-run and long-run columns are ambiguously defined in the reference cried. 
c. Value isunity by the assumption. 
d.This elasticity refers only to steam coal. 

Source: James A.Edmonds. AGuide to Price Elasticitiesof Demand for Energy: Studies and Methodologies (Oak Ridge, Tennessee:. Oak Ridge Associated Universities. 
Institute for Energy Analysis. 1978; ORAU/IEA-78-I5(R]), p.18. 

Table 3.4. Price and Output Elasticities for Natural Gas 

Data 	 Price Elasticityb Output Elasticityb 

,tudy 	 Typea Vintage Short-Run Long-Run Short-Run Long-Run 

Vermetten-Plantinga (1953) 	 CS: 1947 -2.11 
States
 

Villanueva (1964) CS-TS: 1950-60 -1.34--1.64 
Regions

Felton (1965) CS: 1961 - 1.50c 
States
 

Anderson (1971) 	 CS: 1958, '62 -1.98 0.21 
States
 

MacAvoy-Noll (1973) CS: 	 -1.78 0.68 
States 

Hudson-Jorgenson (1974) TS:USA 1947-71 -0.04 1.00 d 
Randall-lves-Ryan (1974) CS:USA 1970 -3.85e 	 0.29e 

S.W. 
Communities 

MacAvoy-Pindyck (1973) 	 CS-TS: 1964-70 -.0.98--1.13f 
USA 
States
 

Baughman-Zerhoot (1975) 	 CS-TS: 1962-72 -0.07 -0.81 0.69 
USA 
States
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Table 3.4. Price and Output Elasticities for Natural Gas - Continued 

Data 	 Price Elasticityb Output Elasticity" 

Study Typea Vintage Short-Run 	 Long-Run Short-Run Long-Run 

FEA (1976) 	 CS-TS: 1960-72 -0.17 -0.58 1.00d 1.O0d 
USA 
States 

Halvorsen (1976b) 	 CS:USA 1971 -1.47 1.00 d 

States 

a. ISrefers to time-senes data; CS to cmss-sectional data: and CS.TS to pooled CSand TS data. 
b. Elasticities listed between short-run and long-run columns are ambiguously defined in the reference cited. 
c. Elasticity defined for amarket share ratio between electncity and natural gas. 
d.Value isunity by the assumption. 
e.AUrepte commercial and industrial. 
f. Saturation elasticity used. 

Source: James A.Edmonds. A Guide to Price Elasticities of Demand for Energy- Studies and Methodologies (Oak Ridge. Tennessee Oak Ridge Associated Universities. 
Institute for Enegy Analyss. 1978: ORAU/IEA-78-I5[R]), pp. 19-20. 

Table 3.5. Price and Output Elasticities for Petroleum 

Data 	 Price Elasticitbo Output Elasticityb 

Study 	 Typea Vintage Short-Run Long-Run Short-Run Long-Run 

Verleger-Sheehan (1974) 	 -0.12C -0.61 c 0.12 c 0.61C
Hudson-Jorgenson (1974) TS:USA 1947-71 	 1.00 d 1.00d,h 

e-0.02	 1.000
Baughman-Zerhoot (1975) CS-TS: 1962-72 -0.11 - 1.32d 0.69d 0.69d 

USA 
States
 

Houthakker-Kennedy CS-TS: 1965-70 -0.39 c -0.76 c 1.43 c 
 2.70c 
(1975) Nine OECD -0.17 f 	 f-2.37 -0.21f 2.80 

Counties -1.05f -1.5 89 0.409 0.609 
cFEA (1976) CS:USA 1971 -0.34 - 1.01 c t.000 1.000 

States -0.2 6f9 - 0.75gf 1.0 , 1.009,h-0.26	 -7035 1.0 f 
h 

1.00 f 

Halvorsen (1976b) CS:USA 1971 	 -2.82, 1.00 h 

a 1S refers to time-seres data: CSto cross-sectional data; and CS-TS to pooled IS and CS data. 
b Elasticities listed bctwee6 short-run and long-run columns are ambiguously defined in the reference cited. 
c. Elasticities for distillate. 
d Crude petroleum products. 
e. Elasticities fot gasohne and oil 
f Elasticity for kerosene. 
1. Elasticity for residual oil. 
h Value isunity by the assumption. 

Source: James A.Edmonds. AGuide to Price Elasticities of Oemand for Energy. Studies and Methodologies (Oak Ridge. Tennessee: Oak Ridge Associated Universities. 
Institute for Energy Analysis. 1978: ORAU/IEA-78.ISIRI). p.21. 
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Table 3.6 is a matrix of "own," and "cross" elasti- Table 3.6. Lo2Rnilasticity/Cmss.Elasticity Matrix for the 

cities. The concept of "cross" elasticities refers to the Industrial Sector (Less Feedstocks) 
responsiveness in the quantity demanded of one fuel 
.o a change in price in another fuel. Thus, "cross" In Response to a Price Change at the 
elasticity is a measure of substitutability; if the Point of Consumption in 
"cross" elasticity coefficient is positive, the two fuels Elasticity of 
are substitutes. For exam . coefficient of 0.75 in Consumption of Gas Oil Coal Electricitycolumn 1, row 2, of Tab . mplies that, in response 
to a 10% increase in the price of oil, there is a positive Gas -0.81 0.14 0.15 0.34 
increase of 7.5% in the quantity of gas demanded by Oil 0.75 -1.32 0.14 0.33 
industry; the fuels are substitutes. Lower "cross" Coal 0.75 0.14 -1.14 0.33 
elasticity coefficients in the second and third col- Electricity 0.73 0.13 0.14 -1.29 
umns indicate a lesser degree of substitutability. 

Note:. Mean values calculated for the following fuel consumotion configura­
tion: 52% natural gas, 19.5% oil; 7.4% coal: 21.1% electncity. 

Source. M.L Baughman and F.S. Zertioot. Enerl Consumption and Fuel 
Choie by Industhal Consumers in the United States (Cambndge. Massachusetts: 
MT Labertory. March 1975). 
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Chapter 5 
Investment Criteria and Public Policies 

Toward Industrial Energy Conservation 

by 	Richard S. Mack 

This chapter considers the relationships between 
investment in industrial energy conservation and 
public poiicy measures designed to provide incen­
tives for such investment. In all considerations of 

publicpolicymaking, the relationship between the
and private sectors is of primary importance. Because 
conservation furthers both private and public goals, 
it is the role of public policy to assure first that private
conservation efforts are allowed to take place to the 

tent of purely private incentives, and then to extend 
eyod te pintofre 	egre o coseratin rivte 

o degree of conservation beyond the point of private 
optimality to the point of public sector optimality.
Accordingly, this chapter will consider briefly the 

need for and benefits of conservation and then turn to 
pivae sctorinvstmnt citeia,a dicusionof 

a discussion of private sector investment criteria, 
barriers to optimization, and current public sector 
policies. 

I. 	Conservation 

By 	 definition the word conservation implies the 

preservation and management of a limited physical 
stock. In the industrial sector conservation of fuels 
can be acieved by four methods of altering energy 
use patterns: 

1. Reduction of energy use through "housekeep-
ing practices" or short-term efficiencies 

2. 	 Reduction of use through the retrofitting of 
energy conservation equipment, not involving 
process change 

3. 	Reduction of use through process change, a 
long-run measure 

.4. 	 Reduction of energy cost by means of fuel sub­
stitution and cogeneration 

The category of "housekeeping" changes refers 

to minor modifications of existing systems. These 
modifications involve leak-plugging in heating andcooling processes, the adjustment of systems not 
operating at design efficiency, and the employment 
of energy manugement techniques to optimize energy
use 	 over time, within the constraints of the existing 
cpt sructue H osein m e essal 
capital structure. Housekeeping measures usually 
can be accomplished out of operating budgets. capi­
tal investment is not necessary. Because relatively
low costs and a high rate of dollar savings are associ­
loe with h rt ins f h o i 
ated with the first incremental units of housekeeping 
changes, internal financial incentives have provided 
the impetus to initiate these practices. 

Retrofitting describes modifications made to 

existing capital equipment to render it more energy 

efficient. The modifications are necessary in older 
equipment because of design inefficiencies, which 
were appropriate in view of low fuel costs at the time ofthe 	 original investment. The category of retrofitting 
also includes some elements of fuel substitution­
namely, whatever types of fuel substitution or energy 

cascading that can be accomplished without com­
pletely replacing the process equipment. The level of 

required investment for retrofitting varies greatly 
depending upon the nature of equipment purchased. 

When investment criteria indicate a financial 
preference for capital revision over retrofitting opera­
tions, the industry may replace existing assets with 
new ones. These process changes may involve the 
substitution of new process technology for the pur­
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pose of long-run economy in the total costs of opera- ings and projected progress for the Voluntary Busi­
tions. Specifically, when retrofitting cannot eco- ness Energy Conservation program. In order to realize 
nomically accomplish fuel substitutions, process these potential savings, consideration must be given 
changes may be necessary. Given the long functional to decision-making in the private sector and to the way 
life of capital equipment in major industrial pro- that it is influenced by public sector policies. 
cesses, process change requires a major financial 
commitment, involving decisions that will affect the 
profits of the firm over decades of use. Table 5.1 shows II. Investment: Decision-Making in the Private 
the age of U.S. manufacturing capacity by sector; note Industrial Sector 
the high percentage of plants that began first-year 
operations in 1950 or earlier. The criteria for business investment are multiple 

Although internal private sector incentives aris- and complex. In order to simplify these relationships, 
ing from post-1973 energy price increases have led to it is first necessary to briefly consider the private 
considerable application of industrial housekeeping 
measures, all estimates point to further potential effi­trouh easresof 1. See "Technical Tech 
ciencies available through all four measures of con- nology Review 76(1974): 14: U.S. Senate, Committee on Commerce. 
servation. The estimates of industrial energy savings Energy Waste and Energy Efficiency in Industrial and Commercial 
by use of current conservation technology range from Activities (Washington. D.C.: June 1974): and E. P.Gyttopoulos. 

cieniesavalabeal fur on- C.Berg, Basis for Energy Conserval~ion," ­

et al, Potential Fuel Effectiveness in Industry (Cambridge. Massa­10 to 15%.1 Tables 5.2 and 5.3 present potential sav- chusetts: Ballinger, 1974). 

Table 5.1. Major Industry Groups. Age of Plant, 1975 

First Year of Operations Class (%) 

SIC 1950 and 1951- 1961- 1966- 1971-

Code Industry Group earlier 1960 1965 1970 1975
 

20-39 All manufacturing 57 16 9 11 

20 Food and kindred products 65 12 8 9 6 
21 Tobacco products 81 D 5 4 D 
22 Textile mill products 69 8 7 10 6 
23 Apparel, other textile products 47 15 12 14 12 
24 Lumber and wood products 49 13 11 14 13 
25 Furniture and fixtures 54 15 9 11 12 
26 Paper and allied products 61 15 9 11 5 
27 Printing and publishing 55 14 8 12 10 
28 Chemicals, allied products 59 18 7 11 5 
29 Petroleum and coal products 82 9 3 4 3 
30 Rubber, miscellaneous plastics products 44 15 13 17 10 
31 Leather. leather products 59 14 9 12 6 
32 Stone, clay, glass products 60 16 9 9 7 
33 Primary metal industries 77 10 4 6 4 
34 Fabricated metal products 53 17 9 12 9 
35 Machinery, except electric 55 16 8 13 8 
36 Electric, electronic equipment 41 27 12 13 7 
37 Transportation equipment 64 20 6 6 4 
38 Instruments, related products 44 21 11 14 11 
39 Miscellaneous manufacturing industrip 49 0 12 15 D 

D x Withheld to avoid disclosing figures for individual companies. 
Source: 1975 Age of Plant File in )of, Govc I Cvr Linonis. "Age of Manufacturing Plants." presented at theJoint Statistical Meetings. San Diego. California.
 

14-17Aulust 1978
 

5-2 

\1-2u 



Investment Criteria and Public Policies 

Tale 5,2. Potential Savings for 1980a 

1980 
1980 Energy Use Projected 1980 Savings 

1972 Energy Use Assuming through 
Energy Use with Base Year Attainment of Attainment of Net Targets 

SIC (Base Year) Efficiency Net Targets 
Code Industry 1012 Btu/yr 1022 Btu/yr 1012 Btu/yr 1012 Btu/yr 8FOE/daYb 

20 Food and kindred products 1,047 1,195 1,052 143 62,200 
22 Textile mill products 474 567 440 127 55,200 
26 Paper and allied products 1,388 1,526 1,210 316 137,400 
28 Chemical and allied products 3,087 4.800 4,128 672 292,200 
29 Petroleum and coal products 2.993 4,007 3,527 480 208,700 
32 Stone, clay, and glass products 1,462 1,753 1,478 275 119,600 
33 Pnmary metal industries 4,246 5,167 4,690 477 207.400 
34 Fabricated metal products 442 587 445 142 61,800 
35 Machinery, except electric 437 707 601 106 46,100 
37 Transportation equipment 414 690 580 110 47,800 

Total 15,990 20,999 18,151 2,848 1,238,400 

a. In terms of total energy use. 
D.Barrels fuel oil equivalent (BFOE) per day, coversion factor is 6.3 x 10' Btu per BFOE. 

Source. U.S. Department of Energy, Industrial Ener&Efficiency Program. Annual Reo (Washington. D.C.. 31 March 1978). 

Table 5.3. Progress toward Achieving Energy sector. Goal-setting in industry is in itself a complex 
Conservation Goals process; the long-run viability of a firm may depend 

upon the ability of management to shift emphasis in 
Percent Improvement the short run from one managerial objective to 
in Energy Efficiency another. 

The traditional private sector organizational 
SIC Realized Target objective is profit maximization, which is likely to be 

Code Industry 1976 1980 the most appropriate single goal in the long run. Yet 
this objective is usually constrained by other param­

20 Food 11 12 eters, which include tne maintenance of market 

22 Textiles 12 22 share, the maintenance of stockholder rate of return, 
26 Paper 9 20 the maintenance of sales levels, and the minimiza­
28 Chemicals 10 14 tion of risk. Alternatively, each of those constraints 
29 Petroleum 10 12 can become a goal in its own right, particularly in the 
32 Stone, clay, glass 8 16 short run. Such goal substitution would, therefore, 
33 Primary metals 4 9 shift profitability into the category of a parameter, 
34 Fabricated metals 8 24 requiring a stated level of profitability to satisfy 
35 Machinery 19 15 stockholders or management.

3Assuming a long-run criterion of profit maximiza-
Composite average f! 13 tion, investment decisions about the purchase of 

equipment for either retrofitting or process change 
Source: U.S. Department of Energy. Industrial Enerry Efficiency Prolram, depend upon expectations of the long-term effect of 

Annual Reoort (Washington. D.C.: 31 March 1978). these expenditures on the cash flows of the firm. Most 

capital budgeting models consider the contribution 
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of a capital asset to the long-term profitability of the
firm: that is, if, over anthe lifetime of investment,
the additional benefits outweigh the marginal costs,
then the investment is deemed acceptable. Specifi-
cally, the marginal benefits of an energy-related
investment may include reduction in fuel costs over 
time, as well as favorable changes in other input/out-
put relationships; the marginal costs include such
incremental costs to the firm as capital, operating,
and maintenance charges. Both benefits and costs 
are adjusted for the length of time of the analysis by
incorporating some version of present valuation. In 
view of the likelihood that, over time, both benefits 
and costs will vary from original expectations, assorted 
adjustments for decision-making under uncertainty
may be incorporated into this capital budgeting frame-
work. Analytic techniques for investment analysis are 
variations and extensions of this basic marginal anal-
ysis. These techniques include internal rate of return 
analysis, break-even analysis, payback analysis, and 
life-cycle costs analysis. In combination with present
valuation and risk assessment theories, all of these 
methods allow for ranking and choosing among invest-
ment alternatives. 

Despite the apparent simplicity of this general
approach, numerous factors enter into the calcula-
tion of comparative feasibility; many of these vari-
ables are based upon the decision-makers' percep-
tions of the future. A partial list of these contributing
factors include the following: 

Expected product demand 

Expected changes in the cost of capital 

Expectations of fuelcost and availability

Interaction with regulatory requirements 

Age of existing process equipment 

Change in unit costs 

Operating and maintenance expenses 

Tax advantagesInstallation disruption 

Among these factors are several influenced by exter-
nal institutions. Because of the importance of these 
institutions to the investment decision, a brief con-
sideration of situations in which these factors 
become barriers is necessary to the development of 
policy analysis. 

111. Barriars 

With respect to investment in energy conservationequipment, the term barriers refers to those con-

straints on the investment decision that are raised by
the regulations, policies, procedures of institu­or 
tions in both the public and private sectors. Thus,
environmental regulation would be an example of a
barrier to certain fuel substitution measures. Simi­
larly, barriers are raised by the policies of financial 
institutions, which offer different interest rates 
depending upon the purpose and the time horizon of
the loan. Because the general field of energy produc­
tion is highly regulated, numerous barriers are unin­
tentionally raised by state, federal, and local power
regulatory boards against private sector cogenera­
tion when requirements originally established for 
commercial electrical generation are applied to gen­
eration for internal use. 2 

Reducing and avoiding such barriers are goals of 
policymakers. As information is a primary requisite to 
attaining that goal, studies are under way to identify
the sources of barriers to industrial investment in 
conservation. A recent study by the Lawrence Berke­
ley Laboratory has developed a method of identifying
potential barriers to investment by analyzing the
interaction of attributes of various conservation mea­
sures with the characteristics of the industry. 3 

Figures 5.1 through 5.6 treat several conservation 
measures considered as potential investments by the
steel and chemical industries. Each table is a matrix 
that expresses industrial sector characteristics as 
row variables and attributes of the conservation mea­
sure as column variables. The industrial 
sector char­
acteristics are factors that have significant bearing 
upon the investment decision; these characteristics 
are described for the particular industry as of "high,

medium, or low" (H, M, or L) importance. Similarly,

the column variables of conservation measure attri­
butes are rated "high, medium, or low" depending 
upon qualitative determination. Each cell contains a
sign for plus, minus, or zero. These represent theresultant interaction of conservation measure attri­
butes and industrial sector characteristics. Plus indi­cates a combination of factors that increases the like­
lihood of adoption. Minus derotes the decreased like­
lihood of the adoption of the measure, and zero denotes 
the lack of significant effect. 4 Examination of the 
matrix will determine whether the given conservation 

2. G. N. Hatsopoulos. E. P Gyftopoulos, et al, "Capital Invest­ment to Save Energy," Harvard Business Review (March-April
1978).

3 Lawrence Berkeley Laboratory, Energy Conservation: Policy
 
!ssues and End.Use Scenarios of Savings Potential. Part 3: PolicYBarriers and Investment Decisions in Industry (Berkeley: Univer­sity of California. September 1978).
4 LBL. Energy Conservation. p.11. 
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Unreliability Technical 
Conservation Cost Relative Unscheduled Disruption Sophistication Environmental Change in 

Measure Effective Cost Downtime to Install Needed Impacts Dependency 
Attribute HML HMJLL M I H M IL HM1 + - + -

Subsector 
Characteristics 

Market Growth 
HML 0 0 0 0 0 0 0 

Capital Intensity 
HML + -. 0 0 a 0 0 0 

Energy Intensity 
HML+ 0 0 0 0 0 0 

Access to Credit 
HML 0 0 0 0 0 0 0 

Rate of Return on Investment 
HML 0 0 0 0 0 0 0 

Regulatory Restrictions 
HML 0 0 0 0 0 0 0 

Age of Plant 
(old) H M L (new) + - 0 0 0 0 0 

lability of Fuels 
HML 0 0 0 0 0 0 0 

Technical Complexity 
HML 0 0 0 0 

Figure 5.1. Conservation/investment matrix for 
improved housekeeping in the steel industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation: 
Policy Issues and End-Use Scenarios of Savings Potential, Part 3: 
Policy Barriers and Investment Decisions in Industry (Berkeley: 
University of California, September 1978), p. 14. 

measure faces significant barriers, which might IV. Public Policies Affecting 
require government action. 5 Energy Consumption 

Government action is both a potential creator and 
a potential remover of barriers to investment. Accord- Energy-related public policy encompasses the 
ingly, the following section describes a theory of group of laws, taxes, incentives, or rules by which the 
optimality of government actions. The various policy public sector alters the level of energy use that results 
measures that currently influence the decision to from a purely private sector equilibrium. It is empha­
invest in industrial energy conservation are then briefly 
described in the review of existing legislation. 5. LBL. Energy Conservation, p.12. 
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Unreliability Technical 

Su 

Conservation 
Measur 

Attributesbctorese tor.. 
Subu 

cost 
Effective 
HLHML 

Relative 
Cost 
HHM L 

Unscheduled 
Downtime 

HML 

Disruption 
to Install 

HML 

Sophistication
Needed 

HML 

Environmental 
Impacts 

+0-

Change in 
Dependency 

0 
Characteristics 

Market Growth 

HML 0 0 0 0 0 
M-Caitl L 

- -nen 0FaPita Iintensity 
C0

HMLAccsto reity +00 0 0 0 0 

HML + + 0 a 0 0 0 

Rate of Return on Investment 
HML -0 0 0 0 0 

Regulatory Restrctions 
HML - _0-

Age of Plant 

(old) HML(new) + + 0 0 0 + 0 

Availability of Fuels 
+ 0+00+,HM L 

Technical Complexity
HML 

0 0 

Figure 5.2. Conservation/investment matrix for new
plant construction in the steel industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation:Policy Issues and End-Use Scenarios of Savings Pot.ntial, Part 3:Policy Barriers and Investment Decisions in Industry (Berkeley:University of California, September 1978), p.15. 

sized that, in theory, intervention occurs and is justi- general theory of public decision-making closelyfied when conditions in the private sector do not allow parallels that of the private sector in the considera­for eouilibrium levels of energy use, conservation, tion of the ;ncremental benefits and costs of publicand supply deemed adequate by public bodies. Such actions.6 The existence of positive net benefits indi­an inefficient situation may result from imperfections cates feasibility of a policy action. The general formulain the institutions and activities associated with the for policy optimization is the present value expres­internal incentives of the price system. Afice y + %Eut n A oss -A ots 
is less than opti- sion,

When the private sector solution 

mal, movement toward a more preferable equilibrium Net benefits n 
" Efficiency + AEquity_ . Costs, -costs 3 

can be effected by policies that either (1) alter the (1+,- (1 -)f 
private sectcr solution by making marginal changesin the price system inputs, or (2) provide a substitute 6. For a survey of benefit-cost tehniques, see Alan R. Prest and 
for the private sector solution. In either case, the nal(1965): 683-735.
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Unreliability TechnicalConservation Cost Relative Unscheduled Disruption Sophistication Environmental Change inMeasure Effective Cost Downtime to Install Needed Impacts DependencyeAttObute HML HML HML HML HML +-U +0-
Subsector.. 

Characteristics 

Market GrowthHML +s,0 0O ,- UU 

Capital Intensity

HM L +,U 
 00 O,- 0 0 0 

Energy Intensity

HM L +,0 
 0 0 +,0 0 0 0 

Access to Credit 
HML 0 0 0 0 0 0 0 

Rate of Return on Investment 
HML -- 0 

- 0 0 0 0 0 

Regulatory Restrictions
 
HM L +,0 0 U 
 0 0 +,0 0 

Age of ?lant
(old) HML_(new) 0,- +,0 0 0 0 + 0 

Availability of Fuels
 
HML -M-
H 


U 0 0 
Technical Complexity 0HML + U 

Figure 5.3. Conservation/investment matrix for 
improved housekeeping in the chemicals industry 

Source: Lawrence Berkeley Laboratory, Eneqrj Conservation:
Policy Issues and End-Use Scenarios of Savings Potential, Part 3:Policy Barriers and Investment Decisions in Industry (Berkeley:
University of California, September 1978). p. 16. 

where Costsa and costsp represent public and private competitive economy, it provides concepts of causal­costs, and the denominators of the aggregate benefit ity and offers a measure of efficiency to which realityand aggregate cost expressions indicate present val- can be compared.
uation of the n periods of policy existence based upon 
a rate of time discount i.1 A theoretical optirioum is
achieved when all policy prescriptions have equal net V. Review of Existing Legislation
marginal yields, and system net benefits are accord­ingly maximized. Much like private sector criteria, There are three general types of policy measuresadjustments are made to discount not only for time that directly affect industrial energy use: tax incen­elements, but also for the relative probabilities of tives, direct regulation, and subsidies. Existing poli­actualizing projected benefits and costs. This model cies of each type are listed and briefly described below.ublic policy is only an idealized reflection of real- 7. Clair Wilcox and W.G. Shepard, Public Policies Toward Bus­yet, like the friction-free model of the perfectly ness (Homewood, Illinois: Richard 0. Irwin. Inc., 1975), p. 51. 
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Unreliability Technical
Conservation Cost Relative Unscheduled Disruption Sophistication Environmental Change in 

easure Effective Cost Downtime to Install Needed Impacts Dependency
Attrbute HML HML HML HML HML +0- +0-

Subsector
 
Characteristics
 

Market Growth 
HML + + 0 0 0 0 0 

Capital Intensity
HML 0 0 0,- 0 0 

Energy Intensity 
HML + 0 0 0 0 + 

Access to Credit
 
HM L + 
 + 0 0 0 0+0 

Rate of Return on Investment 
HML + 0 0 0 0 0 0 

Regulatory Restrictions 
HML - 0,- 0,- .-

Age of Plant 
(old) HML (new) 0 0 0 0 0 

Availability of Fuels 
HML - 0 0 0 0 0 

Technical Complexity
HML + - - 0 0 

Figure 5.4. Conservation/investment matrix for new 
plant construction in the chemicals industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation: 
Policy Issues and End-Use Scenarios of Savings Potential, Part 3:Policy Barriers and Investment Decisions in Industry (Berkeley:
University of California. September 1978), p. 17. 

The chronological ordering of public laws (PL) under- tion of export of energy-intensive goods, incentives 
scores the acceleration of industrial conservation for increased industrial recycling, and industrial 
enactments. 'This list covers only federal legislation energy use efficiencies. 
that has significant, direct or indirect impact on 2. Nonnuclear Energy Research and Energy Re­
industrial energy use.8 

search and Development Act (Pl 93-577) 
This act required that "energy conservation shallA. 1974 be a primary consideration in the design and imple­

1. Energy Supply and Environmental Coordination mentation of the federal nonnuclear energy programs." 
Act (PL 93-319) 8. The review of energy conservation legislation relies

This act involved conversion of power plants to Doan 
upon 

L. Phung, "Energy Conservation Policies," unpublished
coal and required several areas of study by the Fed- manuscript, Oak Ridge Associated Universities. Institute forEnergy Analysis, Oak Ridge, Tennessee, 1978; and Congressionaleral Energy Administration (FEA) concerning restric- Quarterly. Inc.. Energy Policy (Washington, D.C.: April 1979). 

5.8 



Investment Criteria and Public Policies 

Conservation 
Measure 

Attribute 

Cost 
Effective 

HML 

Relative 
Cost 

HML 

Unreliability
Unscheduled 
Downtime 

HML 

Disruption 
to Install 

HML 

Technical 
Sophistication 
Needed 

HML 

Environmental 
Impacts 

+0-

Change in 
Dependency 
+0­

" Subsector s... 
Characteristics 

Market Growth 
HML + + 0 0 0 0 

Capital Intensity
HML - + 0 0 0 0 

Energy Intensity
HML + -0 0 0 0 

Access to Credit 
HML 0 + 0 +0 0 0 

Rate of Return on Investment 
HML - + 0 0 0 0 0 

Regulatory Restrictions 
HML 0.- 0.- 0 0.-+,0 0.- 0 

Age of Plant 
(old) HML inew) ,- 0,- 0 0 0 

4vil~labilily 

H ML 

of Fuels 
+- +-0w- -M- 0 +-+ 

Technical Complexity
HML 0.- + 0 0 

Figure 5.5. Conservation/investment matrix for waste 
heat recovery in the chemicals industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation:
Policy Issues and End-Use Scenarios of Savings Potential, Part 3: 
Policy Barriers and Investment Decisions in Industry (Berkeley: 
University of California, September 1978). p. 18. 

B. 1975 0. 1978 
The Energy Policy and Conservation Act (PL 94- The 1978 National Energy Act is comprised of five163) required that the FEA establish efficiency tar- bills, each having impact upon the industrial sector: 

gets in each of the 10 most energy-consuming sectors.
The program was voluntary with no penalties for fail- rhe Powerplant and Industrial Fuel Use Act (PL 
ure to re a c h th e ta rg ets. 9 5 -6 2 0 )

95-620) 
C. 1976 The Energy Tax Act (PL 95-618)

The Public Utility Regulation Policies Act (PL 95-Under the Energy Conservation and Production 617)
(PL 94-385), the FEA was authorized to study elec- The Natural Gas Policy Act (PL 95-621)
utility rate design changes with respect to the The National Energy Conservation Policy Act (PL

.ects 
of peak pricing, load management, etc. 95-619) 
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Unreliability TechnicalConservation Cost Relative Unscheduled Disruption Sophistication Environmental Change inMeasure Effective Cost Downtime to Install Needed Impacts Dependency 
c tsetr HML HML HMLbute HML HML +0- +0-

Characteristics 

Market Growth 
HML + + 0 0 0 0 0 

Capital Intensity
HML 0 0 0 

Energy Intensity
HML + 0 0 0 + 0 

Access to Credit 
HML 0 0 0 0 0 

Rate of Return on Investment
HML C. 0 0 0 0 0 0 

Regulatory Restrictions 
H ML +,- 0,- O,-


Age Gf Plant 
(old) HML(new) + + 0 0 0 0 0 

Availability of Fuels 
H.M L +,- +,- +,- +0- +,- ,-

Technical Complexity
HM L + 0,- O,- 0 0 

Figure 5.6. Conservation/investment matrix for pro­
cess change and major renovation in the chemicals 
industry 

Source: Lawrence Berkeley Laboratory, Energy Conservation:Policy Issues and End-Use Scenarios of Savings Potential. Part 3:Policy Barriers and Investment Decisions in Industry (Berkeley:University of California, September 1978), p. 19. 

1. Powerplant and Industrial Fuel Use Act Title III dealt with existing faciliies, prohibitingTitle 11barred new electric power plants and major the burning of natural gas after 1990; plants not usingfuel-burning installations from using fuel oil or natural gas as a primary fuel during 1977 were prohibited fromgas as the primary energy source in large boilers. The converting to gas. Title IV empowered the energyenergy secretary was also empowered to issue rules secretary to prohibit the space heating use of naturalprohibiting oil and gas use in broad categories of non- gas if the boiler consumed 300,000 cubic feet of gasboiler uses. Temporary exemptions could be obtained, per day and could run on oil. Title IV, Section 602,however, on grounds of environmental constraints or authorized $400 million in both 1979 and 1980 forin cases of the physical incapability of conversion; loans to existing power plants to finance the cost ofprovision for permanent exemption was also made. pollution control devices required for coal conver­
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sion, and Title VII created programs to study the effects 
of increased coal use. 

2. Energy Tax Act 
1WA 10% investment tax credit was provided to busi-

esses for the installation of (1) equipment for pro-ducing synthetic fuel, geothermal, solar, or wind 
energy if installed in a new building; (2) heat exchang-
ers, waste heat boilers, heat wheels, recuperators,
heat pipes, automatic energy control systems, and 
other specified items for industrial energy conserva-
tion in and (3)process uses; specified industrial 
recycling equipment, shale oil equipment, and equip-
ment used to produce natural gas from geopressured
brine. Moreover, the act provided special deprecia­
tion treatment for natural gas or oil boilers replaced 
before their expected retirement and a percentage
depletion allowance for natural gas produced from 
geopressured brine. taxIt also denied investment 
credit and accelerated depreciation for specified gas
and oil boilers, 

3. Public Utility Regulatory Policies Act 
The primary effect of this act involved the impact 

of rate structure changes upon industrial electricity
rates. These provisions required the prohibition of 
declining block rates and the encouragement of sea-

,nal rates, time-of-day rates, interruptible rates, 
load management techniques. Other sections of 

act that affect industry are as follows: 

Title 11,Section 210, provided for the encourage-
ment of cogeneration and small-scale power pro-
duction by establishing rules which required
utilities to sell electricity to and purchase electri-
city from qualifying cogenerational facilities, 
Titlecies toIV encourageddevelop small hydroelectricindustrial development agen-projects
Loans were made available for feasibility studies 
and for licensing costs. 

4. Natural Gas Policy Act 

A number of the 
 provisions of this act potentially

influence industrial energy use. The act required an 
incremental pricing rule for industrial boiler fuel facil-
ities, which identified those low-priority gas consum-
ers who would bear the higher costs for purposes ofeasing the impact on high-priority users. Further­mesing o e ipa incre entalgy priority i useri. Fa t ­more, once an incrementally priced industrial facility
reached gas prices equal to an alternate fuel's, the
higher gas costs would be limited to the alternative 
fiel price level. Title IV of the act specified certain 

Investment Criteria and Public Policies 
industrial processes or feedstock uses that have cur­
tailment priorities after residences, businesses, 
schools, and hospitals. 

5. The National Energy Conservation Policy Act 
Although directed primarily at houses and busi­

nesses, this act did make provision for the establish­
merit of industrial equipment efficiencies and recy­
cling targets. It also provided for the testing and label­
ing of energy efficiencies in specified process heat,
electrolytic, and electric motor-driven equipment
and set targets for the use of recycled materials in the 
metals, paper, textile, and rubber industries. 

V1. Policy Assessment 

Assessment of industrial energy policy not only
involves the appraisal of past and existing policy
efforts but also can establish relationships upon
which projection of future policy actions may be 
based. Policy analysis is, therefore, an ongoing pro­
cess by which the gap between theory and reality can 
be narrowed. 

Because the preponderance of existing federal 
conservation legislation was enacted in the fall of
1978, many assoc'ated policy directives have only
recently been issued. Under these conditioris, impact 
assessment is premature. In the absence of such 
appraisals, policy impact projections can only be 
based upon the effectiveness of parallel or general 
policy issues. For example, projections of the effec­
tiveness of the industrial energy tax policies may be 
based upon the substantial literature which deals
with the general response of industrial investment totax policy.9 Based on this type of response, simula­
tions can be developed to estimate the impact of the
 
explicit energy policy.
 

to enumerate 

This chapter does not attempt the 

vast number of state and local policies enacted since 
1974. The relationship between these state and local
policies and federal legislation does merit study,
particularly because of the possible existence of con­
flicting as well as complementary relationships. 

9. See Robert Eisner and Patrick Lawler. "Tax Policy And Invest­ment: An Analysis of Survey ResDonses." American Economic 
Review 65, no. 1 (March 1975); R.E. Hall and D.W.Jorgenson.
"Tax Policy and Investment Behavior," American EconomicReview (June 1967): and G. Fromm. ed., Tax Incentives and CapitalSpending (Washington. D.C.; The Brookings Institution. 1971). 
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Chapter Eight 

THE PRICE SENSITIVITY OF THE HUNGARIAN ECONOMY: 
THE CASE OF ENERGY DEMAND 

BY ISTVAN DOBOZI 

Introduction 

In the past decade considerable research effort has been expended to 
understand the terms of trade and balance of payments effects of the dramatic 
increases in energy import prices on the Hungarian economy. However, 
comparatively little attention has been devoted to the effects of the domestic 
energy price changes, although pricing has increasingly been used as an 
instrument of energy policy in an attempt to reduce energy demand and 
encourage conservation. 

The aim of this chapter is to estimate empirically the responsiveness of 
users to these changes in domestic energy prices. Knowledge of this is 
important on several grounds: 

(i) A high price elasticity for energy demand implies a long-term ability of 
the economy to absorb the impact of higher energy prices; price shocks, after 
generating pronounced inflationary and recessionary effects in the short term,do not act as a constraint to economic growth over the longer term. By
contrast, a low price elasticity implies weak reactions to increasing energy 
costs and a protracted adverse effect on output, inflation and other macro-economic variables.1 

(ii) The size of the price elasticity allows us to assess the feasibility ofenergy conservation through price-induced effects 
iii) Study of price sensitivity may shed light on potential systemic orregulatory problems of a more general nature 

Our procedure is to estimate a series of demand models for various energy
products and consuming sectors for which data were available. We believe 
that simultaneous models are inappropriate and generally lead to biased 
estimates because they do not take account of the dynamic nature of energy
demand, equipment depreciation and inter-factor substitution. Two types of
dynamic model are used for estimating short-run and long-run price
elasticities, namely the autoregressive Koyck scheme and the Almon
polynomial lag scheme. 

The variety and severity of estimation problems show that it is no simple 
matter to estimate price elasticities and that it is equally difficult to assess thereliability of the estimates when they have been made. Comparisons of 
estimation procedures indicate that potentially large discrepancies may occur 
as a result of choices among competing models, estimators and data.2 

THE PRICESENSITIVITY OF THE ECON *
 
Uncertainty about the accuracy of a specific elasticity measurement can be 
somewhat mitigated if the results of alternative models are compared. Such a 
comparison reveals a range of elasticities with which one can feel more
confident than with any one elasticity measurement. 

First we present the dynamic models and discuss some estimation 
problems. Then we give the estimation results and some international 
comparisons. Finally, we discuss some of the factors responsible for the 
re!atively price-inelastic response in the Hungarian productive sectors. 

The model methodology
It is assumed that the simple static version of the energy consumption 

function has the following general form: 

Et=a+bYt+cP,+e( 

where E energy consumption
 
Y--real Gross Domestic Product
 
P =real price of energy
 
e =error term
 
a =constant
 

The variables are expressed in logarithms, so that b is the income elasticity
and c is the short-run price elasticity. Unless stated otherwise, we shall 
assume that the error term is normally distributed, independent of theexplanatory variables, and neither serially correlated nor heteroscedastic.The usual deficiency oi static models such as (1) is that they do not allow for 

any long-term reaction to price changes. Change in the demand for energysources is a dynamic process because reactions are not complete within asingle time period. Consumers' immediate response to a price change islimited to more or less use of available energy-using devices. For example, 
firms are locked into existing capital structures and production processes,limiting their reaction to energy price changes to more or less intensive use of 

existing capital.3 Until the capital stock is altered through depreciation,modification, and replacement, energy demand will be relatively little 
affected by price changes independent of income level changes, and thus 
relatively price-inelastic responses can be anticipated.

An increase in the real price of energy generates conservation trends that 
will last for a longer period of time. A restructuring of the capital stock 
(including modifications to existing equipment), inter-factor substitution, the 
gradual phasing out of energy-intensive processes, etc., are the elements 
embedded in the long-term price elasticity. Thus it is anticipated that 
consumer responses to energy price changes will spread out over several 
years.

The contrast between short- and long-run elasticities can be visualised as a 
shift in the demand curve. Take a situation shown in Figure 1, where the 
energy price suddenly rises from Po to pt. In the short run there is only a small 
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decrease in demand from qo to q1 , as consumption moves up on a (constant-
elasticity) short-run curve Ds from w to x. However, this is only a partial 
response, and the total response may be expected to cumulate over time as a 
result of substituting other inputs, such as labour and capital, for energy, by
adopting technical changes, etc. Thus demand would continue moving towardq2. which is on the long-run demand curve DL. This movement can be
depicted as going from x to y; a large number of demand curves are being
crossed, one of which is the intermediate demand curve DM.

It is not unusual in the literature to assume a dynamic relationship between 
energy consumption and income changes, in addition to this dynamic
rc!a.ionship between price and consumption. However, the same dynamic
mechanism does not really apply in the case of income elasticity.4 The income
effect operates on energy demand through the utilisation of energy-using
equipment. High past incomes (unlike past prices) do not have a bearing oncurrent energy demand. Past incomes jmay determine the capital stock in
industry and appliances in the household, but there is no guarantee that these
will be fully used at any given point in timre. It is the movement in current
income that, by determining the utilisation rates, establishes the level of 
energy demand (along with prices and other factors). Thus income represents
the capacity utilisation variable and hence has only a short-term impact, while 
price changes have both a short and a long-run impact on energy 

consumption. Energy demand isthen assumed to be a
function of income
(activity level) and prices according to the following double-logarithmics ecification: 

THE PRICE SENSITIVITY OF THE ECONO 
EP=a+bY+cPT+cIp,,+c, 2+ . .+M 

00 

--a+bYt+2cjPt-i+e 
 (2) 

where a, b and c are the parameters to be estimated. co is the short-run price 
elasticity and cl, c2... are the interim price elasticities because they measureimpact on mean E of a unit change in P in various time periods. And 

c 

j=0 

gives the long-run price elasticity.
Model (2) represents an infinite lag distribution because the length of the 

lag is assumed to be infinite. In some cases it is reasonable to assume that 

lq
im c,=O 

i--+CO
 

The vanishing of the cj in the limit means that following a change in the 
explanatory variable P, the dependent variable E eventually reaches, perhaps
in asymptotic fashion, a new equilibrium. If all ci after cm vanish, the model
reduces to a finite distributed lag of the following form: 

E1=a+bY+ (3)a.
 
j=0


The infinite distribution lag model is clearly not suitable for direct
estimation in its original since involves infiniteform it an number of 
regressors. If the number of terms in the finite distributed lag is very small,
then model (3) can be estimated using ordinary least-squares (OLS)
regression. However, when there are many terms and little is known about
the form of the lag, direct estimation becomes difficult for several reasons.
First, the estimation of a lengthy lag structure uses up a large number of
degrees of freedom. Second, the estimation of an equation with a substantial
number of lagged explanatory variables is likely to lead to imprecise
parameter estimates because of the presence of multicollinearity. Both these
difficulties can be resolved if one can specifiy a priorisome conditions about
the form of the distributed lag. Many possible structures for the lagged
coefficients have been suggested inthe econometric literature s In this
 

chapter we use two of these, the Koyck and the Almon distributed lagmodels. 
The Koyck model assigns increasingly lower weight or importance to 



HUNGAIHE SECOND DECADEOF ECONOMIC REFORM 

energy price in past time periods in the form of a series of geometrically 
declining weights. With appropriate transformation model (3) can be 
estimated by Ordinary Least Squares (OLS) in the following form: 

Et-Et_1 =a(-X)+b(Yt-Ytt)+coPt+kEt_1 +v1 (4) 

where b is the short-run income elasticity, co is the short-run price elasticity, 
and v, is the error term. The long-run elasticity is given by CoAI-k), where k is 
the rate of decline of the distributed lag. 

The Almon model allows.a more flexible distributed lag. Here we assume 
that lag weights can be specified by a continuous function, which in turn can 
be approximated by evaluating a polynomial function at the appropriate 
discrete points in time. 

Suppose that the lag pattern can be approximated by a polynomial of the 
following form: 

ci=w0 +wti+w 2i
2 + ... +w Pi (5) 

where p is the degree of the polynomial. The length of the lag may be defined 
as the number of c's excluding co. With appropriate transformation we obtain 
the following model in which the parameters a, b and w can be estimated by 
OLS. 

E,=a+bYt +Wo Pt-i +wt iPt-

W i_+]e(6) 

where b is the short-run elasticity and the price elasticities can be calculatedfrom (5). 

Estimation results 

Time series data were collected for the whole economy and for three sectors, 
industry, agriculture and households, on the direct consumption (direct 
consumption excludes consumption related to converting one source of 
energy into another one) of aggregate energy and several energy sources such 
as oil, natural gas, coal, electricity, heating oil and petrol. When energy
demand is analysed at the aggregate level, many important shifts within the 

structure of the economy are concealed. Energy demand behaviour should
also be modelled at the sectoral level, where the different profile of 

adjustments can more properly be investigated. The sectoral scope and the 
number of fuels investigated for the individual sectors were determined by the 

''i-ivailability of data. 

THE PRICE SENSITIVITY OF THE ECONO* 

The income (or activity) variabie represents real GDP for the national 
economy and real sectoral value added for industry and agriculture. Real 
values were obtained by using the industrial producer price index as deflator. 
In the case of the household sector the income variable is represented by real 
income using the general consumer price index as deflator. 

Energy prices are expressed in real terms using the industrial producer 
price index as deflator for the whole economy, industry and agriculture, and 
the general consumer price index for the household sector. Average energy 
prices used in the r.ggregate energy demand models represent a Btu-weighted 
average of different fuel price categories. In several models, to test the effects 
of winter temperature, the average winter temperature is introduced. All the 
models are specified in double-logarithmic form so that the estimated 
parameters of the explanatory variables can be interpreted as elasticities. 

Different degree polynomials with various lengths for the price lag were 

TABLE I 

AGGwrATE ENErGY CoNsuUrnoN 

Whole Economy Industry Agriculture 
Estimation period
Lag structure 

1970-84 
Static 

1970-84 
Koyck 

1970-84 
Almon 

1970-84 
Almon 

1970-84 
Static 

Total length (in years) linear linear 
of lag distribution 

Parameter(0- (2) 
0 o4 3 0 

a 1-494 0.942 -0-985 -0.313 0-278 
(4.112) 
0.767 

(2-621) 
0.987 

(1.214) 
1.610 

(0-584) 
1.255 

(0.152) 
1.068 

U 

CCoO. 
(7-197)

-0.092 
(1.911) 

(4.670)
-0.049 
(2.247) 

(7.075)
-0-096 
(3-271) 

(9.002)
-0.048 
(1.803) 

(1-974)
-0.065 

(0-337) 
c, -0.085 -0-057 

c2 (4.480)
-0074(5.325) 

(4.11)-0.057
(5.365) 

C3 -0.063 -0.076 
(3-330) (2-979) 

C4 

MCI -0.160 

-0.052 
(1.786) 
-0.318 -0.248 

d -0-030 -0.156 -0-094 -0.011 

D.W. 
3 .7 t ) 

1"70204) 
(2.)072 

1.830 (l) 
(1.431)0.895 

2.231 
0913093 

2-668 
(0.289)0.522 

0.741 

Notes: ) a-constant term; b-short run income/activijlelasticity; Co=shortrun price elasticity;cl, c,, c3, c4, c.3=lagged price elasticities; >c=long-run price elasticity (significant 
coefficients only); d-weather elasticity;

( t-ratios in parentheses;
(3, Unadjusted for dcgrees of freedom; 
(4)The estimates were corrected for serial correlation; 
(3) The Durbin.Watson statistic is reported, although biased toward 2 in the presence of 

lagged dependent variable, for lack of any more relevant statistic. 
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(ried when the Almon technique. That particular polynomial lag profile 
is chosen vAWprovides the best (in the statistical sense) fit. Generally this isa linear siructure. In those cases when only one dynamic model is reported
the other model's overall explanatory power proved to be too low, as
indicated by a low F-statistic. Initially, cross-price elasticities were also 
estimated, but in all cases they proved to be statistically insignificant and 
frequently had the wrong (negative) sign. Since price-driven inter-fuel 
substitution was found to be negligible, only own-price elasticities are to be 
estimated. The results of the estimation are given in Tables 1-7, and the priceelasticity estimates obtained with alternative models are summarised in 
Table 8. 

Generally speaking, as anticipated, the static formulation of the demandfor energy is unsatisfactory. Although the static model generally gives an 
excellent fit to the data, the strong evidence of serial correlation indicated by
the Durbin-Watson test suggests that this model is not well specified. Most of
the computed yearly price elasticities are far too big, mainly because they
absorb part of the missing long-term price effect. Similarly, as a consequence 

TABLE 2 

OIL CONSUMTI'ON OF INDUSMY 

Estimation period 1960-84 1960-84 1960-84 
Lag structure Static Koyck Almon 

linear
Total length (in years)

of lag distribution 0 
Parameter)- (2) 

a -1-649 -0289 -2506(5.864 ) (i-689) -2-54 )(5-851) (1-689) (8-347)b 	 1-539 1-561 1-827
(18-751) (7-376) (24-480) 

co -0-211 -0-052 -0-083 
(5-618) (3-536) (3-549)

cl -0-074
C 	 (5.265)

.0.064 

c1 	 -0055(6-585)
C4 	 -0-045 

(2-629)
-036 

E.c 	 -0277 -0321
k 	 0.974 0-731 0-984

D.W. 	 0-920 1.7230 ) 1-738 
Notes: ' 	 a-constant term; b=short-run income (activity) eJ~sticity; ca=short-run price

elasticity; c,. C2 . c3. c4, c,=lagged price elasticities; jcj=long-run price elasticity(significant coefficients only); 
(2) t-ratios in parentheses; 

1 The Durbin-Watson statistic is reported, although biased toward 2 in the presence of 


lagged depcndcnt variable. for lack of any more relevant statistic. 

-K_ 

..-- -
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TABLE3 

NATURAL GAS CONSUurON 
Industry 	 Hoseholds 

Estimation period 1963-84 196-3-84 1963-84 1963-84 
Lag structure Static Almon Static Koyck Almon 
Tot lng (in yea) quadratic linear 

of lag distribution 0 4 
Parameter')- (2) 

a -5-516 -1.489(2-635) 	 -8887 6-807 23-572(3-425) (1.547) (1-573) (2-640)b 	 2-123 1.441 4.251 2-531 2-156(4.774) (16-041) (10.023) (3-880) (2-996)CO 0-135 0-156 -1-378 -2237 -0767 
(1-024) (3-052) (1-596) (3-311) (2-009)Ca 0-029 -0874 

(0-986) (3-175)
Ca -0.041 -0-981
c( 0-053 -108 

(1-913) (4-634)
-0007 -1-195 
(0-099) (3-699)

C-1-303 
.. de (2.961)

dM0 d -4.483 -5.334-0.074
 

(0-487)
 
l 0-979 0.983 0-960 0.845
-z 	 0-932 
D.W. 	 1-245(3) 1-768 2-396 2.008(' ) 1-741a constant t- i 	 -.Nota: term; b-short-run income (activity)asticity; co=short-run pric

elasticity; c,, C. C3, c,-lagged price elasticities; 2.c 1 =long-run price elasticit 
(sigrificant coefficients only); d-weather elasticity.(2) 	 t-ratios in parentheses; 

(3)uCetmeswrfo nai,
(T) The stimtes Were Corrected for serial correlation;

The Durbin-Watson statistic is reported, although biased towards 2 in the presence o
lagged dependent variable, for lack of any more relevant statistic. 

of misspecification, the income (activity) variable tends to 'overexplain' th 

effect of activity level on energy demand. 
Aggregate energy 

The elasticity estimates clearly depend on the choice of dynamic specification 

The Koyck model produces significantly smaller elasticities than the Almot 
model. Of the two, the Almon model is to be preferred because of its greateprecision. The Almon model has a fourth-order linear lag structure. Only thi 
first three lagged coefficients are statistically significant at the 5% level. Thi
is not meant to imply unequivocally that the effects of a price change ar,exhausted after three years--only that the identifiable, measurable effecdissipates after that period. The effect of a 1% change in price in the currenperiodais tater eneronsumpto o sin thed nb 0
period is to altr energy consumption in the opposite direction by 0.096% 
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TABLE 4 

COAL CoNsumrnori OF HOUSEHOLDS 

Estimation period 1960-84 1960-84 
Lag structure Static Almon 

linear 
Total length (in years) 

of lag distribution 0 4 
Parameter")- 2) 

a 4421 1484 
(3.783) (3.686) 

-0.363 -1-341 
(4.552) (3.1) 

(2.136) (0.176)c, -060 
(0-555) 

c -0"148z 
(1-713) 

C3 -0-236 
(2 179) 

d 	 -0048 -0-012)(2-067)1 

O.880)
IV 	 0-730 8 
D.W. ~~~~1.008 

D.W (4) 

Notes: (I) 	a=constant term; b=short run me elasticity; c0 -short-run price elasticity; c,, cz, 
c3,c4-lagged price elasticities; I!.cj=long-run price elasticity (significant coefficients 
only); d-weather elasticity; 

(2 	 t-ratios in parentheses; o 

Unadjusted for degrees of freedom; 


( 	The estimates were corrected for serial correlation, but unfortunately, the relevant 
SAS procedure did not generate the corrected D.W. statistic. 

This is clearly a rather inelastic response. As expected, the intensity of 
response becomes stronger (but still inelastic) over the long term when the 
total effect of a 1%change in price alters the level of consumption by 0.318%. 
(Observe that the lag structure results because of the nature of the polynomial 
fit through the coefficients). 

How do these elasticities compare with international experience? The 
statistical evidence suggests that both the short-run and long-run elasticity of 
demand for aggregate energy are smaller (in absolute value) than those 
generally obtained for Western economies. (See Table 9). For the industrial 
sector the price elasticities were estimated by a three-order linear Almon 
scheme and they are rather small, -0.048 and -0.248, respectively. These 
are significantly smaller (in absolute value) than those generally obtained for 
the Western economies. (See Table 10). For the agricultural sector no 
statistically significant price elasticities could be obtained either by the static 
or the dynamic specifications. This suggests an almost total lack of price 

-	responsiveness with respect to aggregate demand for energy. 
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TABLE 6 
HEA1ING OIL CONSUMPMiON Or HOUSEHOLDS 

THE PRICE SENSITIVITY OF THE ECONOAK 

TABLE 8
 
SHORT-RUN AND LONG-RUN PJCE ELAsncnms
 

Estimation period 
Lag structure 

Total length (in years)
of lag distribution 

Parameter-

CO 

ct 

C2 

dCi 

d 

2
It


D.W. 

1970-84 1970-84 
Static Almon'linear 

0 2 
-5706 1282 

(1.606) (0-914)
3-251 1-941 

(4,895) (3-920)
-1-101 -0578 
(2.409) (2-900)

-0355 
(3-229)

-0-132 
(0-587) 

-0933 
-0-206 
(0.404)
0-0i1(3) 0.558 
1.7330') 1-880 

Notes: O) a-constant term; b-short- income elasticity; co-short-run price elasticity; Cl, 
c2-lagged price elasticities; cj-long-run price elasticity (significant coefficients 
only);

(2) t-ratios in parentheses; 
(3) 	Unadjusled for degrees of freedom; 

4 The estimates were corrected for serial correlation.
 

TABLE 7 

PETROL CONSUMrnON oF HousEnows 

Estimation period 
Lag structure 

Total length (in years) 
of lag distribution 

Parameter(')- (2) 

a-9-288 

b 

cn 

c2 

C3 


it2 

D.W. 

1960-4 1960-84 1970-84 1960-84 
Static Koyck Koyck Almon 

linear 
0 cc 3 

(16-909) 
3-006 

(20-818) 
-0092 

-2-910
(10-980) 

2-743 
(13-708) 

0-062 

-5-706
(5-302) 
3.454 

(7-160)
-0-005 

-9.341
(11-909) 

2.943 
(14.777) 
-0067 

(1-178) (1-420) (0-078) (0-761) 
0-002 

(0-04)(0-071 

(1.696)
0-139 

0-995( ) 

1-233 
0.946 
1-308 (4)  0.908 

1.631( 4)  

(1538)
0-993 
(i) 

Notes: tt) a=constant term- b=short-run income elasticity; cl, c2, c3-lagged price elasticities;
Il) t-ratios in parentheses; 
(3) The Durbin-Watson statistic is reported, although biased toward 2 in the presence of 

lagged dependent variable, for lack of any more relevant statistic.(3) The estimates were corrected for serial correlation, but, unfortunately, the relevant 
1- SAS procedure did not generate the corrected D.W. statistic.

"-

Aggregate enzrgyWholge enomy 
Whole economyStatc 

Koyck model 
Almon model 

Industry 
Alnon 

Agriculture
Static 

Oil 
Industry

Static model 

Koyck model 

Almon model 


Naturalgas
Industry


Static model 

Almon modeloe od 

Households 
Static model 

Koyck model 
Almon model 

Coal 
Households
 

Static model 

Almon model 


Electricity 
Industry
 

Static model
Koyck model 

Almon model 


Static model
Almon model 

Households
 
Static model 

Koyck model 

Almon model 


Heatng oil 
Households 

Static model 

Almon model 

PetrolHouseholds 
Static model 

Koyck model 

Almon model 


Short-run Long-run 

-0-049 -0-160 
-0.096 -0318 

-0048 -0248 

n.s. 

-0-211 
-0052 -0277 
-0-083 -0"321 

n.s. 
i.e. 

n.s. 
-2.237 -4.483 
-0-767 -5-334 

i.e. 
n.s. n.s. 

n.s. 
n.s. n.s. 
n.s. n.s. 

-2117
-0-807 -1-841 

-0-763 
-0-342 -1-988 
-0-380 -1.562 

-1-101 

-0578 -0933 

n.s. 
n.s. n.s. 
n.s. n.s. 

No!s: n.s.-statistically not significant at the 5% level (one-tail test). 
i.e.-inconsistent estimate (it is statistically significant, but the parameter has the wrongipnlh. 

ci 
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TABLE 9 
 the aggregate effect of a 1% change in price is to alter the quantity demanded 

SIORiT-RUN AND LONG-RUN PRICE E.ScTES or DEMAND FOR AGGREGATE ENERGY IN TE in the opposite direction by only 0-321% over a period of four years. AgainOECD AREA AND SELECTED WESTERN COUNTRIES both the short-run and the long-run elasticities are considerably smaller (in 

Labsolute value)6 than those usually obtained for the inJustrial marketShort-run Shor-runlongruneconomies. 
Author: Prosser (1985); Data: Final energy demand 

OECD countries (1960-82)1) -026 -041 Natural gas
OECD countries (1960-82)(2) -0.22 -0N40OECD countries (1971-82)(2) 	 -0-26 -037 For the industrial sector no significant price reaction could be estimated. In 

Author: Kouris (1983); Data: Primar energy the United States short-run industrial demand has a short-run elasticity intheOECD countries (1961-81) t1 -0147 -0429 	 range of -0-07 to -021 and a long-run elasticity in the range of -045 toOECD countries (1%9 -- -0.162 --0.40 	 -­81)t2) 
 1-5.7 In sharp contrast to industry, the Hungarian household sector's gas 
Author: Kouris (1983a); Data: Final energy demand 	 demand seems to be fairly responsive to price changes both in the short run2 (Canada (1960-78) ) 	 -0.15 -041 and in the long run. Both dynamic models produce reasonably close long-

J apan(1960-78)(2) 	 -0-16 -0-47Japan (1960-78) ( ) 
-- 13 -0.47 term price elasticities, but they seem to be surprisingly high compared with

France (1960-78)(2) -014 -039 estimates generally obtained for Western countries.' 
West Germany (1960- 78)t2) -018 -0.51
 
Italy (1960-78)(2) -0-11 -0-34 
 Coal
United Kingdom (1960-78) ( 2) 	

-0-18 -041 

Our estimate; Data: Direct energy demand No significant price reaction could be estimated for either sector. In the West 
Hungary (1970-84)(2) 	 -0049 -0-160 short-run price elasticity of industrial demand for coal is in the range of -0-10Hungary (1970-84)() 	 -0-096 -0318 to -0-49 and the long-run price elasticity ranges from -0-49 to -2-07. 

Notes: "I An Almon distributed lag hypothesis was assumed. 
(2) A Koyck distributed lag scheme was assumed to derive the long-term price reaction. Electricity 

No significant price elasticities could be obtained for the industrial sector 
TABLE 10 Most of the Western studies reveal relatively low short-run price reaction (ir 

SHORT-RUN AND LONG-RUN PjucE E lAsnrrnEs OF INDUSTIAL the range of -010 to -020) and a relatively stronger one in the long rur- (ir 
DEMAiD iOR AGGREGATE ENERGY IN SELECTED WEsTERN the range of -050 and -1-00).o 

COUNTRIES For the agricultural sector a relatively high (in absolute value) short-rul 
flart-run Long-run and quite a high long-term elasticity are derived by using a fourth-degret 

linear Almon lag structure. For the household sector the two dynamic model:Author: IEAIOECD (1982); Period: 1960-79; Data: Final Energy Demand generate relatively similar estimates. These elasticities are close to the uppeCanada -015 -0-38 	 end of the elasticity values for the Western countries."United States -0-15 -036
 
Japan -0-19 -0.48
 
Frnce 	 -0-18 -0-39 HeatingoilWest Germany -0-19 -0-45Italy -0-14 -0-40 	 A second-order Almon model (with poor overal p o yUnited Kingdom -0-18 -0-40AseododrAmnmdl(ihpoovrlexoatypwr)ils relatively high elasticity value for both the short run and the long run. Thes 
Hungary 	 -0-048 -0-248 values are quite comparable with estimates obtained for industrial mark( 

Note. A Koyck distributed lag scheme was assumed for the Western countries to derive the long- economies. 
Icrm price reaction. 

Petrol 

Oil 	 No significant short-term or long-term price reaction could be estimated. TI 
consumer demand for petrol seems to be strongly price-inelastic. TI"The dynamic models produce re lasticiy of idusticities.Clearly both Western literature on petrol demand is rather consistent in concluding th;the short-term and the long-term elasticity of industrial demand for oil are the price elasticity is near -0.2 in the short run and is in the range of -0.4inelastic. Even if
one accepts the higher estimate for the long-term elasticity, 	 -0-8 in the longer term."i 

1 
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The stabiit1 siciies over time 

of an upward trend in both the -,hort-run and the Iong-U lasticity ofOf major concern in the context of drawing meaningful inferences over the industrial demand for oil. Before the mid-1970s no significant price, reactionwell ontxthistorical period as Ofasmjorconerninf dawin heany forecast meninfulinfrenes verthecanhorizon is whether the observed 	 be estimated, which makesvariations were-hinimal. sense since during that period anyrelationship (price elasticities) are stable. Stability is defined in the statistical 
Significant and increasing (in absolute value) pricepriceelasticities are associated with a steeply rising trend in the real price of oil (seesense that the estimated coefficients of the explanatory variables remainconstant 	 Fiu reover time. This implies that elasticities may vary depending on the Fis teregression coefficient is to fit the regression oa a short segment of n successive 	

It isu quite plusbe)ht.plausible that we increasing trend in the elasticities (i.e., aperiod chosen for estimation. A way of investigating the time variation of a progressively higher speed of consumer reaction) is someobservations and to move this segment along the series. 
non-linear function 

Toervtimandvato moe sthiiegmnt lon time sees. m oresponses 	 of boih the level and the rate of change of oil prices. It is likely that consumerTo estimate variability of elasticities over time the Almon model of the 	
to real price increases may not occur until a threshold level of realprice has been crossed. As the level of -.industrial demand for oil (Table 2) was computed for 10 over-lapping 13-year real price bec3mes progressively

periods. The estimation results are shown in Figure 2. There is clear evidence 

higher a larger and larger percentage of the consumers' inome will be spent 
on oil, which will leave them less with which to pay for ot.her inputs, with a 

FIGURE 2 Ps:cz ELAsicrrf OF INDUSTRIAL OIL DEMAND0.34 -FIGURE 3 REAL PRICE OF VARIOUS ENERGY Souc~s0.34 ­

0.33 ­ 0.330 Oil. coal, electricity: 1960 - 1000.30 	 - Natural gas: 1963 - 100
 
90 ­

0.31 -
Total energy: 1970 - I00

0.29 
0.28 
0.27 	 8 / 
0.26 
0.25 
0.24 
0.23 -	 ­
0.21 


Oil
 
S0.20 
- ng-run0.19 

0.18
 
0.171- 300
 
0.16 
0.15	 150 
0.14 ­
0o131- I0­
0.12
 
0.11N
 
0.10 ­

300 ­0.09 
0.08 
0.07 
0.06 S 2 -	 To alnery 
0.05 

0 04 -Ca V9
 
0.03 - I I 	 ­
0.02 	 Elec triciy 
0.01 
0.00 

1961-74 62-75 1 1
63-76 64-77 65-78 66-79 67-80 68-81 69-82 70-83 71-84 1960 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 

Period 
Year 
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dampening co on output. Thus the strength of the incentive to reduce oil 
consumption is proportional to the level of real prices. It is also plausible that 
the observed time profile of oil elasticities is related to the intensity of the 
price shock in such away that the disruptive effects of successive price shocks 
make oil conservation more imperative than under an alternative situation 
when price changes follow a more gradual pattern and their effects can be 
more easily absorbed. We can conclude that there is no such thing as a 'true' 
elasticity. The fact is that whatever elasticity vriue exists at one point in time 
would almost certainly change, at least by a little, at a different point in 
time., 3 

Some factors behind the low price responsiveness in the Hungarian
productive sector 

Our empirical results show that, with the partial exception of households, the 
price elasticity of the demand for energy in Hungary is very small. The 
elasticity values tend to be unfavourable in international comparison. As 
suggested earlier, alow price elasticity implies weak reactions to rising energy 
costs and a protracted adverse effect on output and inflation. In these 
circumstances increases in energy prices are translated into an increase in the 
cost of output-an increase in cost nearly as large as the percentage increase 
in the price of energy multiplied by energy's share in the total cost of output. 14  

The higher cost of energy will mean, ceteris paribus, a lower real national 
income, which in turn mean- lower real wages, profits, investment and 
consumption levels. 

The particularly low short-run elasticity compared with the long-run 
elasticity implies that the Hungarian economy's short-run vulnerability with 
respect to the real price of energy is very high. To judge the degree of direct 
effect on economic growth of change in the real price of energy we estimated 
a variant of the Cobb-Douglas production function which explicitly includes 
the real price of energy.'" It is found that in the period 1960-84 the elasticity 
of industrial productivity with respect to the real price of energy is -0.142, 
meaning that, ceteris paribus, a 1% increase in the real price of energy 
reduces productivity by 0-142%. 

Looking over a longer term, however, the reacticn of the Hungarian 
economy to rising energy prices is somewhat better, although still sub-
standard relative to the industrial market economies. Several factors might be 
responsible for this situation. 

(i) Substitution difficulties between energy and other factors of production 
such as labour and capital. Generally when energy is considered as a factor of 
production alongside capital and labour, the answer to whether or not energy 
availability can become a constraint on economic growth depends on the 
extent to which it is possible to substitute other factors of production for 
energy. The econometric evidence for the Western economies demonstrates 
strong long-run substitution possibilities between labour and energy. Although 
long-run energy-capital substitutability is a subject of controversy, most 
studies support the view that short-run energy-capital complementarity is 

THL IRICL SNSITIVIlY ()I 1t11L. LcUfvCm 

replaced by substitutability over the long term.16 Unfortuna o empirical 
study is available for the Hungarian economy on substitutio. non-energy 
factors for energy. Such work is planned by this author. Until we obtain 
reliable estimates on interfactor substitution we can only hypothesise that the 
relatively low Hungarian price elasticity values are related to difficulties in 
substituting non-energy inputs for energy even over the long run. For 
example, some substitution between labour and energy is possible but 
difficult because labour in Hungary has become an increasingly scarce factor 

7input.1 Capital-energy substitution can be limited even when relative factor 
prices shift in favour of capital, if energy conservation equipment is not 
available or of low quality. The general slowdown in investment activity in the 
recent period has probably impeded the substitution possibilities betweer 
capital and energy. It is likely that a better housekeeping approach rathe 
than inter-factor substitution has been the dominant source of whateve 

amount of energy conservation has been achieved. 
(ii) The empirical evidence suggests that Hungarian enterprises have no 

yet been given sufficient incentive to minimise cost. Even world parit: 
scarcity prices may be insufficient to induce large scale conservation in th, 
productive sector-if other components of the economic mechanism (subsidies 
taxes, credits, etc.) partly or totally neutralise or diminish their effects. Th 
general softness of enterprise budget constraints is a powerful factor behin 
the price-inelastic response. Kornai and Matits claim, on the basis of a large 
scale empirical survey, that there are no visible signs of enterprise budge
constraints becoming harder since the 1968 reform. 1n

Summary and conchainns 

In this chapter we estimated a series of energy demand models for varioi 
energy products and consuming sectors. We argue that static models a 
inappropriate and generally yield biased estimates because they do n 
capture the dynamic nature of energy demand. This is confirmed by o 
empirical results. We applied two dynamic models, the autoregressive Koy. 
scheme and the Almon polynomial lag scheme, to estimate short-run at 
long-run price elasticities of energy demand. The elasticity estimates shou 
be treated with caution. It is not appropriate to interpret price elastici 
estimates without giving consideration to the type of estimation moc 
employed, the other variables which bear upon energy consumption, the le, 
of aggregation and the characteristics of the data. 

Our empirical estimation shows some evidence of responsiveness in t 
Hungarian economy to changes in the domestic prices of energy sourc. 
However, with the partial exception of the residential sector, the dema 
response was found to be rather price-inelastic. In international comparis 
the Hungarian economy's price sensitivity is probably stronger than that 
the traditional centrally planned economies (although no comparable data 
available to prove this), but it is significantly weaker than that of 
industrial market economies. This is in line with the position of Hungary as 
intermediate economy in comparative systems terms. 
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Significant difWnces exist between the short-run and long-run responsentensity. It is found that the effect of a price change works through energy 
lemnand over a period of time. This suggests that although in the short run 
here is very little flexibility to decrease the use of energy in the non-
esidential sectors, the flexibility becomes somewhat greater (though demand 
emins inelastic) in the ong run as a result of inter-factor substitution, 
apital stock turnover and other processes.
A stability test was run to estimate the variability of elasticities over time 

ising industrial demand for oil as a case study. It is found that there are 
omprtant trends in the elasticitiesanupwardthemsend verbothime tadtheisshrtterm this 

rend may be some function of both the level and the rate of change of oil 
"rices. 

The relatively low price elasticity of energy demand implies weak consumer 
-esponses to higher energy costs and a protracted adverse effect on output, 
nflation, the balance of payments and other macroeconomic variables. 
Increases in energy prices are being translated into an increase in the cost of 
industrial output and potentially into a reduction of cost competitiveness in 
international markets. The low price elasticities also limit the feasibility 
)f dampening energy demand through price-induced effects. This last fact 
:alls for active supplementary use of non-price instruments to encourage 
conservation. 

Two major factors are suggested to account for a good part of the relativelyprice-inelastic response: (1) substitution difficulties between energy and otherprice-snelasroductionse:(1)subastu ituand (2) the continuing lack of
factors of production such as labour and capital; aUniversitystrong managerial incentives to minimise cost. 

Notes 

See Kouris. 'Energy Demand... '. p. 73. 
2 For a comprchcnsivc discussion of the cstimation problems of energy price elasticities, see,

interalia. Pohi. pp. 1-53. " 

See Dobozi. p. 205 and Bohi, p. 15. 
Kouris. 'Energy Demand . . . '. p. 81. 
See. inter alia. Johnston. pp. 343-381. 

6 For various estimates for Western countries, see Pindyck. pp. 222-4. 
See Bohi. p. 159. 
It is not unusual to find long-term price elasticity of residential demand for natural gas in 

Western ounjtrie amoVnting to 2 or more (inabsolute terms).See Bohi, p.94; Pindyck,p.160. 
Bohi. p. 159. 
For a review of Western estimates. see Bohi, p. 159. 
For a comparison, see Bohi. pp. 57-59; Pindyck. pp. 162-3 and Nemetz and Hankey. 

pp. 250-251. 
For a review of Western estimates. see Bohi. p. 130. 

" For a similar conclusion in the context of the OECD countries, see Kouris. 'Elasticities . 
p. 68. 

Pindyck. p. Ii. 

The reduced form equation of the industrial production function is the following: 


log(YIL),= 1.320 + 0.869 log(K/L),-0.142 log(P.IP), 
(1I 115) (15.942) (3.685) 

1t2=0-988 D.W.=0.862 

THE PRICE SENSITIVITY OF THE ECONOA 

where Y =real gross industrial production:
L =labour input (man-hours); 
K =real gross capital stock;
P=nominal price of energy; 
P =industrial producer price. 

Note the low D.W. value indicating positive serial correlation in thc model. The attempts to 
remove it were unsuccessful due to lack of convergence. A similar model was estimated by Suzuki 
and Takenaka (1981. pp. 237-238) for Japanese industry (with a real energy price coefficient
-0.1194 for the period 1965-78) and for American industry (-0-1062 for the period 1960-78).
i6 See, inter alia, Suzuki and Takenaka. p. 235; Gregory and Griffin. pp. 845-857. For a reviewof elasticity of substitution estimates with respect to energy and capital, see World Bank. 

A similar conclusion is drawn by Hewett, p. 131, in the context of the Soviet economy; 
...Soviet conservation options are somewhat more limited than they were in the West. where

the increased relative price of energy induced enterprises to substitute labour for energy. In the 
Soviet Union the price of labour will fall relative to energy. but that will only increase the excess 
demand for labour'.
",Kornai and M.atits. p. 28. 

Statistical Note 
Data on direct energy consumption were obtained from Allami Energetikai es Energiabiztonsg­
technikai Felgyelet. Other data were derived from various issues of Statisztikai Evk6nyv or 
through personal communication from the Hungarian Statistical Office. Kalmin Dezseri 
provided valuable help in collecting the data. 

Bibliography 

D. R. Bohi, Analyzing DemandBehavior.A Study of Energy Elasticities.(The Johns HopkinsPre., Baltimore and London, 1981).I. Dobozi, 'The "Invisible" Source of "Alternative" Energy: Comparing Energy Conservation 
Performance of the East and the West', Natural Resources Forum, 7,No. 3 (1983), pp. 201-216. 

P. R. Gregory and J.M. Griffin. 'An Intercountry Translog Model of Energy Substitution
Responses', American Economic Review, 66 (December 1976), pp. 845-857. 

Ed A. Hewett, Energy. Economics and Foreign Policy in the Soviet Union, (The Brookings
Institution, Washington, D.C., 1984).

International Energy AgcncylOECD. World Energy Outlook (Paris. 1982).
J. Johnston, Econometric Methods (McGraw-Hill Book Company. New York. 1985).
J. Kornai and A. Matits, 'A kdltsvetgsi korlit puhasigr6--villalati adatok alapjhn' (On

the Softness of Budget Constraint on the Basis of Enterprise Data), Gazdasdg, 1983 No. 4, 
pp. 7-29. 

G. Kouris, 'Elasticities--science or fiction?'. Energy Economics (April 1981), pp. 66-69. 
G. Kouris, 'Energy consumption and economic activity in industrialized economies-a note'. 

Energy, Economics (July 1983), pp. 207-212.
 
G. Kouris, 'Energy Deand Elasticities inIndustrialized Countries: A Survey', The Energy 

Journal,4.No. (1983) (an. Eti 
P. N. Nemetz and M. Hankey. Economic Incentives for Energy Conservation (John Wiley and 

Sons, New York, 1984). 
R. S. Pindyck, 7hc g!-,cture of World Energy Demand (The MIT Press. Cambridge. Mass. 

1979).
 
R.D.Prosser.'Demandelasticities
inOECD: dynamical aspects', Energy Economics (January
 

1985), pp. 9-12. 
K. Suzuki and H. Takenaka, 'The role of investment for energy conservation. Future Japaneseeconomic growth'. Energy Economics (October 1981). pp. 233-243.
World Bank, Energy Department. Energy Pricing in Developing Countries, Energy Depart­

ment Paper No. I (Washington, D.C.. October 1981). 

http:log(P.IP


A. n.a.LW19y hgxup. JJIJ.71
Cqyrz ae JP by A aRagwa Inc. AM now rtserwd 

ENERGY AND TRANSPORTATION
 
IN THE UNITED STATES
 

Marc Ross 
Phfyics Department, Univenity of Michigan. Ann Arbor, Michigan 48109 
and 
American Council f-r -,c &.g y Efficient Economy, i101 Connecticut Avenue NW. 
Wasuagton DC 20036 

INTRODICT ON 
Trap. poru on a..vities accow.:-d for ?8% of all US energy use in 1987. or21.3 qutdd.'ion Btu (i-.adsj.W:- Tha 97% of this energy was in petroleumproduc,;.. Moreover, 63% of all petroleum is used dirctly for transportation,
am! muc :fr- pe _roleum used in other sectors is in the form of by-productsof g solinc, '-cl fuel, and je: fuel productioa. In at.dition, while energy usefor lrnsportation Rrew at the relatively moderate average rate of 1.2% peryear ta 1971.-1987, all other sc.:ors slashed their use ul petroleum, so
transportatt;n's share is larger ti.,l the past (1).

Whai is s-. stery behind th-se nLrnbers? The pait 15 years have been
tumultuous T,.e oi? empaigo of the fall of ;973 led to shortages and pricecontrols. The 'Atotoi Vehicle Wnormation & Cost Savings Act of 1975 in­uroduced the Corpo.ate Average Fuel Economy standards. The second oilshock, ac.onpanying the Iranian revolution of 1979, led to long lines atfilling sita,:ns and hrjh fuel prices. Then, as governments, equipment man­ur;.,',wrs, and consumr : around the world moved toward more efficient useof petroleu-.a. -d oil producers moved rF,:icrez!,e proL uction, oil prices felland 1.l .- in beca., pertiu'. -hy:r.I-i l Pric,- of g;'soline in the United
SUMeS is rA 'bOW 6t VI!-~ as - 72.... ac'ourting for the general
in:.atiNc,. 

3ut we har-. ,,.rd.y ,:ojrne i: !z,2 cor.,iii,.is. Our capital, humanoi,..ge, -:.Ut,io:?,.. i .quipmc.l .1;,;e changed forever. Our un­

O_62-162t 19:10_.-0 "Ii12_0 131 
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derstanding Of tianspOEtic enrgy.-ENERGY
ciency of s the side effecof AND TRANSPORTATIONPeroleum, the effi 133-"tothPr-ut -- aneolitne•fe n -" potation, mom 

trucks. The light truck has been the most rapidly growing category of tns­so that air travel. It is, however, primarily a categorizationadventures of the pas5 years. S-rr-pertday than before theIni this Paper, energy use in ia problem. Trucking is dominated in fuela coherenThen ubset isu esarmafatof trarisporzation isbrey use by light trucks (pickups, vans,

Thens ansportation briefly analyzed, and ieep-like vehicles. under five tons); about three fourths of light trucks, in
i h . activites, PeasonaPaSsenger 

turn, are now being used as cars (4). A good analysis requires disaggregationr tbpa ed on Petroleum fuels,economy, is explored in depth: the 
of trucking into light trucks used as personal passenger vehicles, light trucksand ueossibwliti 

look ahead involves (a) the tech 
r 

nge 
ivgin, the Past developments in fuel 

used for freight, 5-13-ton trucks, and very heavy trucks. (In the tables in thisfor f owoece. article the last two are grouped together as heavy trucks.) Among thflo ad nvoves n ai pontial f 
This reasons 

a improvement in fuel 
for the shift to pickup trucks as passenger vehicles is the decreasing number ofThsnropou enaoplted (thea ole xplorain passengers in typical trips. The average household size declined from 3.14 in

tesevaareas. and ( narro hfrom 
fthe Th vrg ih rcthe role of public policies. ssrpe fe 4yas hlh average car is1970 to 2.66 in 1987,

ThsfIuna 
and the average occupancy of automobiles declined 

am of om dpthte r feloptionsrn 
2.2 to 1.5 or 1.6. Light trucks also appear to be more durable than cars.perspt raortation 

ee 
re 

~ The average light truck is scrapped atr1yes,ad e scrapped after 10 (Table 2.11 of Refs. 2 and 3). while teaeaecriancud arthenothi s aeoro Other advantages of light,thePasser e do hsP and ae very brieflyoaton course im orgiseNergyeusr, andrey rel 
trucks may flow from the fact that they are more lightly regulated with respectpeao -funld personal

transporation use, tenergyand to fuel economy, emissions, and safety thanen s r, accounting for 58% of cars.
 
Athorae en 
 and will remain so 

Two sources of first-hand data permit the disaggregation of trucking: thefor the Period in question.Although there are alternatives Of considerable interest, there will be no rush 
Censun's Truck Inventory and Use Survey (TIUS) of 1982 (4) and the 1985themOn Anaiona scle.Residential mns trationTransportation Energy Consumption Survey (RTECS) of theACIVInY Energy Information Administration (EIA) (5). The activities and energy usethi sY Uthis 

energy use of highway vehicles are obtained from these sources (Table I). In preparingin 1985 table, an inclusive definition of light trucks, as to types of vehicle, isienergy .iinensigy. For exapld auodtof is i a g e a I ne lb e t r 
used. In some other studies, light trucks comprise a more restricted group oftrvee adthe a 'eve' Of activity aaurg-itoobies the expvyres an ergy, vehicles. This difference largely explains the larger activity and energy use bytraveled ed i vehicuemileseneerg-insenlaFo example. forgautomobiesisasuthenduprssenthe of some other studies (2, 8. 9, 10).f suc e per Wie. Total 
light trucks (and smaller by heavy trucks) in Table 1, compared to the resultseedi peile Table 2 shows energy, activity, and energy-intensity in detail for all of 

E - AEI),
Using the simple but elegant Divisia technique, the change in energy transpottation in 1985. The main characteristic is the dominance of personal
use passenger vehicles. Passenger transportation dominates freight in energy use, 
1. paeger-miles (assuming a personal vehicle occupancy o " 1.6 in 1985).oversime then dcomp 

and personal vehicles dominate passenger transportation. Personal passengerosutedegnto a tchndue, cvehicleschange dueheoa change due to changed account for 58% of all transportation energy use and for 85% of all 
ovee to changed eergy-in tie s.~ iity levels and 
Transportationin 

Commercial air carriers providem r1I%of the passenger-miles, while buses and
e il s1985 n r y ite sv h n te oh r fr s oThe personal vehicletrains together provide only 4%.is more energy intensivesources of data on energy and activity in transportaton;richness of data makes the sector more congenial for 

than the other forms ofthe e rgyanalyst thn passenger transportation, but not by as much as many think. The average caraRidoter is shown in Table 2 to haveNatoal etnnfc an energy-intensity of 7100 Btu per mile (ane ognaany other sector except manufactrng. Using theseolh 
sources,j yaaytta0o a group at Oak in-use fuel economyYhas disaggregated transportation energy use (Table of 17.6 mpg). An urban transit bus hasintensity of 3600 Btu per passenger-mile (Table 2, note e). So 

an energy­
i N Refs. 2 3). andoenowhen y po a car with twoLrof wans rOne area of transportation that needs a ghly te note e nergy-itstpambitios disaggrego isP tto ht wmoreed or 

people, or a car with one person but twice the average fuel economy, notabtosdsageaini gere and when you want, but has roughly onlye same nrgy-intensity perpassenger-mile as an urban bus. (The low enricgy-intnisity for buses in Table 
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'innpp-inmsae accord with data frm he Depanmw of Trwaspamtatnp 

TaW Highway vehicle activity and energy use, 1985 

Vehicles 
(millions) 

Miles/vehicle 
(thousands) 

Vehicle-mile b 
(trillions) *pg 

EwrEnerquy 
(q@@&) 

Automobiles 

household 
fleet 

passenger light tnzcksP 
freight light trucks'
heavy trucks 

104 

10.7 
28.' 
9,6%
4.1 

9.7c 

27 
9.6 

10.51
23 

1.01 
0.28 
0.28 
0.10
0.035 

17.2 

20r 
13.3 
12J
5.4 

7.35 

1.78 
2.60 
1.05
2.40 

buses ' 0.6 10 0.006 0.15 
otolTotal 

Automnbile and &lckiota based on R H Poll data (pp. 2S. 

0.0091.78 
9 or 6) 

0.0215.35" 

, (7). (p. 531oRef. 6)
'From t5). but. slightly less to account fOr -Smol of thoe vehicles reed by households"(5) Its OFfreill ight trac"ks wih hiBL-f use. 

eks flet-foreign 

*(Tale2.35 ofRers 2 id 3) 
E0tine between new-cor w-use fuel ecomomy of 22 MipS and household fi ecooty el 17 M.IIelodes pickups. vans. -d jeep-like vehicles. 
For mm er of light truck . sutri heavy tr cks from total. Assume 75% of Ifg hminsbme M Wf tr iPersonal Passenger t at ston This ar itonti is based, for exnlk. on 1982 TPJSlight bucks do Motcmy freight (4). (height includes crt1swanm s tools.) 1s ds di 73% 
Ue'Miles per vehicle adjusted is up abou 10% mid fftl eaonomy down abo 10% lIm hbo&ld SWUe(5).1Based primarily on sumnmy of TIUS (Table 2.39 of Refs. 2 md 3). Number of heavy trcks ban3.53 miflion m 192 (fIUS). addition of5.4 million wacks in 192-195. and Saks at uro.ksof 91b in the period (pp. 10. 11 of Ref. 6). 1915 miles per vehicle. vehicle-mies, ad fucl of 

moty 
fhey

-assuming (a) t miles per vehicle.ye of trucks orerruicks between - 26.000 lb. remained of 36.6 1i .oand,10.000 and 26.000 remained cI9.5 thousand (TIUS). a d (b) dl 1262 f and ofee i 
mproved 2%. This: diesel 1.95 and 0.06. gasoline 0.10esults of this exercise for 1985 is 76 and 19 million vehick-iles, tid 27.5 ad 19.1nd 0.27 for the two groups of heavy trucks.thousand Btu per mile. for die heavier and less heavy grops of tucks. repectively. Theespectively.resadiq etg qladsneUnd 

'Tables 2.47 arid 2.48 of Refs(quadrillion B)to 2 and 3
(qua~ilion S)'This quantity (md gasoline md diesel totals) was used as aconvol total to make minor adjosnmwLs. 

2 is due to school buses and the shaky assumption that their average passengerload is 20. ic average load of the urban transit bus is 17.) The energy-
intensity of certificated air carriers is also not as great as one might, at fr,think. 

Freight energy use is also dominated by highway vehicles, but freightactivity measured in ton-miles is dominated by nonhighway modes. Thenonhighway freight modes are much less energy intensive than heavy trucks,Note that gas pipelines are fairly energy intensive, however. a gas is much more difficult to pump than a liquid. 

The Change fom 1972 to 1985 
Many of the transportation activities have been tracked in consistent or nearlyconsistent data series since 1970 and before. For this paper, the period 
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Table 2 Tnspoatio activity ad eery ue. 1995* 

fEl)Activi Activity mmD,-ller Iymode 411116) NOR (_iai_) (_mmd Da per wit) 

atomobiles 9.16 JM 1.29 7.1ligh trcksd 
2.60 VM 0.28 9.3buses 0.15 PM 0.11* 1.4rfail 

ar 0.05f PM 0.015 3.5'1.618 IM 0.336 5.01 
subtotal 13.57 

Freightlight trucksd 1.05 VM 0.10 10.4
heavy trucks 2.40 TM 0.7 3.4
railh 

0.45 TM 0.91 0.49 
mtarine'-domsic 0.30 TM 0.39 0.340.75 bA 1.54 0.5 
pipelinesJ 0.55' TM 0.26 2.1

ubiotal 5.50 
Misceilaneous

milia y .70 

nx'catknW boon 0.22n0
 

t on.00aos.gti 0.2

S.bboa 106

Ot 20.12 

Table 1.10 (Reh. 2.3) andTle I. 
r0 

Vls. veluk.miles; ba. pounds dipped; TM. fm~odls-
PM. posselger.nulese 

aludes 0.00 ksAnumes occpmcy r1 gMOM ". in acldd brn. The cny-llsky of 0%0 le ba­

ihs oses i.n ibe 3.6 d ul1qaFleigshlctivity. iMsmoadbe Me Ja 0.05'laddes loses "wd.Is lc kho-. WsEb ormr . drhtad euicy. 

u b7 SdsticIomeic I 1 ed 11od cen in . The ener,-I4 ly is baud m f l ,
'Ty 3.9roghly moct oM. 2and 3 . 
'Tables 3.5 and 3.6ofRefs. 2 sd 3. 
1Natura gas papeinne only. Activiy i b -all 00001iONm61 m a(and A~ 

for freight activities. 

average transportaion o6 .miles. 

1972-1985 is selected for an analysi of Ue1. IEnergY consmmti in 1972and 1985, and average growth rates for acfivity dfing that period, We shownin Table 3. (It will be seen that ow analysis does not require activities indifferent subsectors to be measured in the same units. Energy use memsun 
must be commensurate across subsectors, however.) 

Table 3 reveals the critical role of the light Iuck as a personal passenger 
vehicle. It also shows the growing importance of air travel, as well as therelatively slow growth of most freight activities. In the latter connection. 
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Table 3 Transportation energy use and activity, 1972-1985 although value measures of trade and freight are increasing, tonnage measures 

to GNP. This reflects the growing share of con­
are declining with respect 

Energy (quads) Activity (percent er yew) sumption. in advanced industrial societies, accounted for by less materials­
1972 1985 meansO activity energy-iiensity" intensive, and therefore lighter, products (12). 

Passenger 'The data in Table 3 has been set up to enable a Divisia decomposition. 

sutomobiles 9.1fi 9.16 V2 2le Define G(X) to be the compound growth rate, measured in percent per year, of 

light trucks' 1.11 2.60 VM 8.9 -2.0 a quantity X(T): 
(combined) (1029) (11.76) VM 3.0 -2.0
 
buses" .11 0.15 I 2 G(X) = (IOO/T)lnIX(T)X(O)]
 
ril .'14 0.05 PM 0.3 I
 
air' 1.30 1.61 PM 6.3 -4.6 
 with T in years; and define the weighted average growth rate:
 

subtotal 1.74 13.57
 

light trucks' 0.99 1.05 VM 1.9 -1.4
 
heavy inucks 1.82 2.40 GNPh 2.5 -0.3
 
rail, 0.57 0.45 TM 0.9 -2.7 The Divisia decomposition of Equation I is:
 
nsrine'-domestic 0.32 0.30 TM 2.9 -3
 

-foreign 0.69 0.75 T 1.6 
 -I G(E) - < G(A) > + < G(EIA) > 2. 
pipelines 0.77 0.55 quads -1.7 - I 

Subtotal 5.15 5.50 
Total0 16.90 19.07 where one should note 

VM. Vehicle-mils; PM. passeagr. miles. TM mon-mes. -uakiUi Etta (ofT. ion shipped; qdt. < G(EIA) > = < G(E) > - <G(A) >
natural gas consumed in the United Suges).,Indapdndemn data for can awd to a teaser extent for light tacks. but eaerly-imeay W w gtycally cakulaed as difference mgrowth rose between energy and actvity. Here Wj is the time-average energy weight of the subsector: 

'Table 1.13 of Refs. 2 and3 
Automobiles (cachudiag motorcycles) wert driven 966 and 1290 billion miles im1972 ad 1t95.

pcuvly 17). = lI2IE(T)IE(T) + E,(O)IE(O)j
ITpiS.
 

#The light truck VM in 1972 is she differeace between tWa ruck VM (7) aid moe-lghtuack VM
 
'Comisieng with change from 13510 17to 

(Table 2 of Ref I1). Thus it equals 260 - 90 - 110 billion. The fraction of thse vehicles mgd a ISee Boyd et al (12a) for further details.) Equation 2 states that the averagepassenger vehicles in 1972 (0.534 from Ref. I1)isused to sp ion the VM. yieldig 91 billion VM forgpassenger light tuks Fel used is determined assuming that fuel economy improved 2%per y in aver­ennrgy-weighted growth rate in energy use (approximately) equals tfe 
1972-1985. so fuel u- for passenger light trucks in 1972 - (91/275) cap (13 x In 1.021 x 2.60 1.1£ age growth in activity plus the average growth in energy-intensity. (Forquads. where 275 billion VA were tInveled in 1985.

' (Tables2.45 a 1.I o"Rela. 2 and 31.71m average occupancy ofschool buses is amed 10 be 20. typical energy-use time series, the approximation is good to about 0. 1% per"Tables 3 and2 3 year or better.)
'Table 3.1 of Refs. 2 and 3. coected to dmastc fuel purchases.
'Fuel use isbased on assumed fuel economy of 1Ompg and VM from note f: (710) x 1.25 - 0.99 The results of the analysis are summarized in Table 4. The behavior for

quads Activity grows Ifnrm 79 to 101 billion miles (T'ble ).
hFuel use for all mcks (Table 1.13 o(Refs. 2and 3)or 3.91 quats in 1972. fo1mwhich 2.10 for l sports fs a whole is the same as that for personal passenger vehicles 

trucks (notes f and j) is aubtracted. Activity is taken proponional to real GNP. An altemative woud be alone: growth in activity at an average 3% per year, but a rapid decline in-ton'nules in inte'eily motor freight, whb grw fm470io6l0billiofIme 1972to 1915(p. 57 ofRf energy-intensity, so that energy use grew only 1% per year in this period.
6)


'Table 39 ofRefs. 2 and 3 The separate results for passenger and freight activity show what is nm(Tables 3.5 nd 3.6o(Refs. 2 mad 3). A uiversal I er yearenergy.imensity reduction ism gd surprising to any observer of the US scene: travel is increasing rapidly, but so 
for foreign

"Natural gas pipelines only No histocal data is available on energy me for pipelines for petmolu cc is the energy-efficiency with which it is provided. Freight activity in ton-miles 
materials other d"n nawuma 

"Masjumllanous uses have beens Table 1. increasing much less a of an affluent and 
mature society. At the same time, it has proven more difficuli to improve the 

gas. 
omnnd fro has been rapidly, characteristic 
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TOWe 4 Divisis -,--yuis of eergy 
1972-1985 

rued for Irpmsia., • 
(P)oh rUfs inpercm per yx) 

Activity Eaergyimemty Enery 
Pisengff 3.6 -2.4 .ca ilo 

Freight 1.7 -1.1 0.5 

Total 3.0 -2.0 1.0 s 14Oo 

120
energy-efficiency of freight services. (The notes to Table 3 show that the 

freight data is much less complete and therefore the decomposition for freight = 
is less reliable than that for passenger travel, but the essential picture is clear.) U 0

If we want to understand these results, we must decompose and probe them
further. What is responsible for the growth in travel? What is responsible for 
the decline in energy-intensity? In the next two sections these questions wifl! 

7 e 

be explored with respect to personal passenger vehicles. 

TRENDS IN HIGHWAY TRAVEL C 
40049 

Vehicle travel continues to grow in spite of arguments that saturation isimminent. Figure I shows total vehicle-miles traveled, and Figure 2 total evehicle-miles per adult (i.e. total vehicle-miles divided by the population aged
16 and over). The data and a curve with adjusted parameters for income andfuel price effects ae shown. The theoretical curve is almost proportional to ISe5 145 141 106 I7S 10real disposable income per capita, corrected by a moderate fuel price elasticity Figwre I Total vehck-milesbUved on highways mmuly (in the 12 momhs prio toh=myeffect, representing an elasticity of -0. 1 (indicating that a 10% increase in the of the year shown). Soure: (13)fuel price induces a !% decline in consumption). In a slightly differentapproach to these data, Werbos found a fuel price elasticity of -0.2 (14). mographics provide a mom haterting perspective. Much of the growth inThe decomposition of this trend in vehicle-miles will be based on informa-
tion from the 1983 driving since the late 1960s"isassociated with women moving into the laborNational Personal Transportation Survey (NPTS) on
drivers and their driving (15). 

force and those women becoming d&vers (Tble 5). In 1969, 39% of adultFrom our present perspective, however, 1983 women were employed; in 1983,was an unusual year because of the high fuel prices, with a real fuel price 42% 
50% were employed. In 1969, 74% ofemployed

higher than now, so in the following the amount of driving in that year will be 
women had divers licenses; in 1983, 91% did. The relative 

increase in licensed drivers accoutws for half the growth in driving per adltcorrected by a factor of (1.42)°15= 1.05 (where the average of the twoelasticities mentioned in the last paragraph is adopted). 
shown in Figure 2 between 1969 and 1983.

That is,about 5% 
more From 1969 to 1983 (corrected), personal vehicle-miles traveled grew at adriving would have occurred in 1983 had gasoline prices been like those rate of 3.5% per annum (p.a.). This growth can be described in terms of theof 1986. This correction cnidely represents the effect on vehicle-miles of the
fuel price excursion of the late 

1.8% p.a. growth rate in number ofadults, a growth of0.6%p.a. due to shifts1970s and early 1980s. in employment and the changing role of women discussed in the previousJust because income per person provides a good statistical fit to the general paragraph, and the residual, a 1.growth trend for driving does 1% p.a. growth in driving per licensed driver.not mean it is a good interpretation. De- In the next decade growth in the numberofadults will slow dranatically, as 
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- a1969
ii 

TlAk 5 Drivers hntascs and dnvwS. by wa and employmcni 

1983 
Annual M&4 

% ofOWElS S withfIme % ofadults %withI .CmA Parthiva(I0006) 

Employed full timc 

9. 

j 
2 

-. 
'ij2 ~ ~1Not 

orpan tn 

Male 
NFmle 

employed
Mal 

36.3 
20.8 

10.5 

93.5 
74.1 

64.8 

34.4 
26.0 

13.2 

95.8 
91.1 

76.0 

15.9 
7.7 

7.7 

WeED a -1.Female 
TOWa 

32.4
100 

54.9 
75.1 

26.4 
100 

64.2 
13.6 

4.5 
10.3 

S22 
-

ll•pV 
flnyld 

. 

sAqh 

%traveled 

*OOIqOSA 

* 

o 
,-

%.4 

F 
. :. 

N5 

: 

. 

i -. g 

will the effect of increasing employment and licensing of women (because
they have already moved so far toward matching men in this respect). If menand women in 2000 have the employment-licensing characteristics of men in 
1983 (in the various age groups) and if the average growth rate of driving perlicensed driver remains the same as for 1969-1983, then vehicle-miles 

will grow an average of 2.4% per year from 1983 to 2000. This 
slower growth should be felt soon, after the response to the fuel price
reductions of the mid-1980s is complee-if the analysis is accurate. 

The projection of slower growth in road travel is supported by two other 
facts. The distance driven per drivcr is unlikely to increase much further for
the predominant cohort, employed men in their prime years (25-54). This 
group already drives an average of 18,000 miles per year or about 11/2 hours 
per day. Moreover, as shown in Figure 3 for all employed men, this driving 
pattern is essentially independent of income (unpublished analysis of theNPTS data by Anant Vyas). (In the past, evidence has been offered for a fairly
strong income dependence of vehicle-miles per household, but that is of less 
interest than the weak dependence shown, which is for 'ehicle-miles per
driver.) 

On the other hand, there is no hint that the information revolution will 
reduce the amount of travel. If anything, just as more information seems tolead to more use of paper, btte- information and communication may lead to 
increased travel. The cellular phone may, for example, lead some people to 
spend more time in their vehicles. More important, the growth in part-time
work and business services is leading people to spend more time on the road.These developments are abetted by the information revolution, but are also 
partly due to a relative decline in full-time work with good pay. 



142 0@Jss 
ENERGY AND TRANSPORTATION0 3 

slowly. (For example, the median age of cars in use has increased two yearssince the early 1970s.) The growth in the number of vehicles and, especially, 
their use is thus difficult to foiecast accurately.

in conclusion, recent growth in vehicle-miles has been fueled by the baby6 3boom cohort entering adulthood and the changing role of women. Those sources of growth are saturating, so total vehicle-miles should star to grow 
14 

more slowly. Nevertheless, there is still considerable room for growth invehicle-miles. 

I? 	
The Mix of Vehicles Purchased 
RECENT TRENDS IN FUEL ECONOMY 

& 10approximately Since its nadir of about 14 mpg in 1973, the fuel economy of new cars hasdoubled to 28 mpg. (These new-vehicle fuel economies are _e
, , 
 * * 	 nominal, i.e. laboratory measurements. Their melation to in-use fuel economyis discussed below.) The average fuel economy of new light-duty vehicles 
(both cars and light tzcks) has, however, only increased one mpg since 1981"• M(Figure 4). One important reasonS .	 for slower growth in fuel economy com-Riopared to the previous period is that consumers are switching to light trucks,6 W m and their fuel economy is lagging.

The early 1970s saw a shift to smaller cars. In spite of frequent remarks tothe contuy, however, consumers ae not switching beck4 	 to large carsM(Figure 5), although they did. to a small extent, in the early I9M0s. If the sizeM-€lb
mime b-0.05 for UinIobed ImuS 	 of cars is specified in terms of interior volume, then one finds that thesales-weighted average volume has hardly changed in the past decade. The
2d OW".16 fr a 0Environmental Protection Agency (EPA) interior volume averaged 109 ft3 inM -m n jilm 19 7 8per yaw


Jmmajof h ehoij pm peren 	
, fell to a low of 104 ft3 in 19 80.and is now steady at 1 hft3.I - hio.m 

0 In addition, while there is considerable variation in fuel economy withineach automobile size class, especially in the small classes, the average fuel00 20 	 ;9economics
Annual 1I Pn of Hoeh 	

for each class vary only 30% from the smallest to the largest size-od Prp
(Mtauwd of Is" "oem) 	

class (Figure 6). This is in part due to the low fuml economies of some heavy
Fiwre 3 Dstamce diven Per driver (in 	 high-powered cars that are styledhousnds of 'iles) vs household icme per pto, 	

as sport cars and so have low interiorvolume, with the result that the average fuel economy in the smaller classes isbowin d e s inalimcme elsticity of rivngin de United Staes. D ois for 193 o ( 5) held down. In other words, while the very highest-fuel-econom y cars e 
The description of vehicle-miles traveled on the basis of the number of indeed small, buying the average small car does not ensure getting a high fueldrivers, just presented, is in contrast to one based on the vehicles in use-an economy.approach that has been widely used in forecasting. The trouble with using With these observations in mind, it is not surprising that a Divisia analysismile4 per vehicle for forecasting is that, in the United States, a fundamental of automobiles by size class shows that only one-tenth of the fuel-economyshift in the use of private vehicles is now beginning to take place. The number improvement in new cars from 1976 to 1988 was due to consumer'of households with more vehicles than drivers is becoming lage.This tmd shifting 

toward extra, probably special-use, vehicles may well continue &ronglyas 
to smaller cars, while the lio,'s share came from fitel-economy improvements 

vehicles are kept in service longer and the adult 
within each size class (Figure 7). This analysis is, however, somewhatpopulation grows more sensitive to how the size classes are defined. 
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Figure 4 Sakem-weighLed fuel economy of new autonobiles andforcaga) and the conmpMu fuel eConomy 

light ticks (oCawC uicof bo h. The momina] 35%/45% city-highway fuel 
economy i show.. or: 17)s (16. 

What happened within each size class is that new models with higher fuel 
economy were introduced, replacing or taking market share from old models.
In recent years, this process has weakened in the compact and subcompact
classes, especially for foreign cars. ThIs weakening explains the slowed 
progress in fuel-economy improvement for cars since 1982, shown in Figue 
7. The introduction of models with higher fuel economy has continued in the 
intermediate and large classes, explaining the recent improvernent.The progress in each size class (sales-weighted average) is shown in Figure 

0.2 

. 0 0 0 0 0 C 0 0 

1 0.0 -X. 

CO Mrcto40Of V) -r sn (aFiueSFato e auiomouve siz claa (EPA intenor volume bts). Figwt 

by (18), data from (19. 20) 

8 for four car sizes and all six truck sizes. The failure of most of the uucklasss to improve as much as the cars is evident. Much more of the 

improvement in the overall fuel economy of trucks was due to the shift in
sales to smaller vehicles, a shift that accompanied the boom in passenger light 

than was the case for cars. 
andDesign, Engineering, and Trade-offs 

The major fuel-economy improvements in the past decade can be grouped intothree components: propulsion-system engineering, otlir elements of vehicle 
design, and trade-offs. 

Engineering improvements are exemplified by the remarkable 36% in­
crease in power per unit of engine size, or displacement (Tahle 6). Engine
displacement has long been used as a surrogate indicator of power, but 
engineers have found many ways to loosen ticconnection. 

Through improved design andinterior volume of cars use of new materials, the ratio of weight tohas been reduced an average of 16% over the past 
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Figure 6 Sales.weighted fuel economy of cars by size class (nominal fuel ecminony. E-.,
kderior volume classes) Bran show the highest. mid lokwf el-economy models ineach cas. 
Source: (16. 17) 
decade (Table 6). Weight reduction has, of course, been a major clement infue-eonmyimroemnt9be

fuel-economy improvement.Trade-offs among performance, emissions, cost, safety, and fuel economyhave also been used by manufacturers in meeting their goals and by buyers inmeeting theirs. The significant reduction in acceleration time since 1982,shown in Table 6. is such a trade-off. Cars with higher acceleration perfo'r-mance are attracting buyers. 

To estimate the importance of the trade-off between accelention pefor-mnance and fuel economy in recent cars, several popular cars were selectedand the performance data for different models of each car were studied 
(models with different or modified engines but the same body) to obtain a
statistical relationship between fuel economy and 0-60 mph accelention 
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tne.sqThe larioohip found issquare-root of accelkn A.Wue mmy is ugShy ViItime. 7bus, other tg gal tebeing equal, the
eductio inaverage (sales weighted) weleration time from 14.43 in 1982129 sin 1987 caused a decline in the fa mymoof new o197 can f9m a

23.0 inphea uelMOmm(a5% decline).
his analysis underestimates theuel- omy benefit of designing vehi­wh sunaler ngnes. thefuel conumion in ideing is roughly po­des wt eng inesacement, i dlingin idkuw-Powe ouu domt
U dnvig. Through U ,smission
maagement one can enableu a mal
aig in proxl gooTd acceleration atlow to modeat
g. Vehicl speeds, butuacine t re 
 "ping vehicles with extraorlenary acceleration cspsb­

ity as a Marketing strategy. 
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The tradei-off beween fuel momy a cost in the context of contmpo-
rary veh le cannot be reliably determined from the prices of vehicles, 

because typical production models with higher fuel economy ar cheaper
rather than mom costly. There are two related reasons: (a) Marketing cotion
dctate that high fuel economy be coupled with the saripped-down ogdel;
customer intrested in fuel economy is also believed to be interested in a 
low-cost vehicle. (b) In many current applications, technology that canimprove energy-efficiency .(Such as weight reduction atimpreased engiye pow -to-size ratio, andi a given size. anved pat-load parfoamucc 

with a Uubocharger) is being adopted in ways that increase acceletion 
performance rathr than fuel economy. 

The In-Use Fuel Economy of the Entire Fleet 

The Envimmenta Protection Agency determined in the early 1980s thatvehicles in use achieve 10% lower fuel conomy in actual urbani ving 
in the urban cycle test for new vehicles, and 22% lower fuel economy in
actual highway driving than in the highway test (22). Regardless of age, 

TablIe 6 Som avras chmwc ,aiics of now cam 

volume weUro Powe 

(Cu. ft.Aon) (hgvcu. in.) (acond) (hplb)
1917 70.4 .731 12.9 0.037 
1986 70.5 .694 13.2 0.036
1985 69.8 .672 13.3 0.036
1994 69.7 .637 13.8 0.034
1983 70.1 .65 140 0.033
3912 69.4 .609 14.4 0.0321981 68.9 .394 14.4 0.032 
1910 67.1 .583 14.3 0.032
1979 62.6 .545 3.13 0.034 
3978 au mimd &oe3toagu,'i. 60.8 .538 13.7 0.034 

1.55/urban + .45/highway]-', where urban and highway here refer to the o ponding laboratory fuel economies. Thiu composite fuel economy is thenew-vehicle fuel economy quoted throughout this report, except where speci­fied otherwise. 
It is now believed, although without'solid statistical evidence, that !hediscrepancy between the typical new-vehicle in-use fuel economy and the

nominal rating has increased to as much as 25%. Reasons for an increasing
disparity ame: increasing urban congestion, increasing share of urban driving, 

higher spels on open highways, and higher levels of acceleration. In connec­
with the latter, some powerful vehicles are being described as cycle

busters. Their big! power enables them to be driven far outside the test cycle
regimes, probably with poor fuel economy, but they incorporate features 
enabling them to obtain a satisfactory rating.The other consideration in linking a history of new-vehicle fuel economies(FE, where i is the year) to the in-use fuel economy of the entire fleet, is the 

miles of travel of older vehicles. For this a simple approach is to use 1982
sjuvey data (6). Analysis of these data yields the fraction VM, of totalvehicle-miles traveled by vehicles in e-ach age group (i being the age of thevehicle). The ia-usc fuel economy of the fleet in 1987 is thus: 

0.85 x0.8) (i (x VM./FE.) 
The analysiswell-maintained vehicles achieve about 15% lower fuel economy of th connection between the nominal new-vehicle fuelinuse thanTeanlssothcnetinbwenheomnle-vilefl

theewmanin al vehile ahig:ew-veut15%site fuel econ inmyusethaeconomythe new nomial vehicle rating: New-Vehicle Composite Fuel Econemy 
and that of the entire US fleet shows that the in-use fuel economy ofall automobiles in 1987 was about 18 mpg, far below 28.3 mpg, the 1987 
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nominal new-car fuel economy; 24.1 mpg. the in-use fuel economy of new OME-TRAMt1210 A3=0
 
cars (using a correction factor of 0.85); or 22.0 mpg, the in-use fuel economy

of new light-duty vehicles (16, 17). 
 The rapid advances in new-vehicle fuel CFCMMa DV
 
economy made in the late 1970s and early 
1980s are still working their way ANrEXHAU11T
 
through the system. Many old low-fuel-economy vehicles are still being1"A
 
driven. 04 

Let us turn from this record of past progress to consider the possibilities for -
further increases in fuel economy. 

TECHNOLOGY FOR FURTHER FUEL-ECONOMY ,0 
IMPROVEMENT UI

There are many options for improving fuel economy. Moreover, many of the 
 ENMC2"TM, 

options are alternatives to each other. There is not a single path to high fuel 
economy at this time. In addition, some technologies for improving fuel 
economy can also reduce emissions. Others can increase them. Many of the 
technologies also provide performance benefits. The potential for combined ,AM O, IHP vbenefits has become critically important. 

The energy-efficiency of vehicles can be improveo in many ways, because 
energy uses and losses occur in many ways (Figure 9). Energy use can be 4 A MWAN
analyzed in terms of the energy loads that arise in operating the vehicle, i.e. 
what the drive wheels must accomplish, and he efficiency of te engine- 12 -A
transmission svstem, which converts fuel and provides energy to the drive 4 PL = C
wheels as it is needed. The term efficiency can be applied to the engine and 
transmission, given the load, but not to the loads. 

The lower half of Figure 9 shows that air resistance, tire resistnce, ndbraking loads are comparable in urban driving. In high-speed driving, air 
4 

Fipi..9 F
resistance dominates. The upper half of Figure 9 shows that only abuut 12% givt, ce) io lble egy i opeiyofi ewWri qes fdodtesolce (23of the fuel energy in the tank reaches the drive wheels. There are many losses. 24)
One of them is not usually acknowledged in discussions of this kind: Accord­ing to fundamental principles, the process of combustion in itself decreases 
the quantity of work that can be obtained from fuel energy by about 30% (23). 

In today's engines about helf or more of the calculated power output of die
corresponding idealized engine is lost because of cycle losses, friction, mdThis is due to the irreversibility of combustion, the degradation of energy, pumping losses (24). Cycle losses mr.due to heat loss, to the finite time forreducing its availability to do work. Perhaps this surpising ;esult will seem combustion, and to the finite times for filling and exhausting the chamber.more reasonable if one considers the extreme case of low-temperature corn- These losses distort the ideal thenmodynamicbustion; in low-temperature combustion very little woi cycle. With the advent of: (such as rotational powerful microprocessors and sensors, it is becoming possible to optimize theenergy) could be extracted from all the heat generated. If instead of burning timing of the spark and the air-to-fuel ratio to reduce these losses. Electroicthe fuel, the fuel energy were converted into electricity, in a fuel cell, this loss controls of the current generation typically respond to measurement of stateof available work could be avoided in principle. variables like average air in-ke, temperaure, and engine speed and send out 

The Efficiency of ,'e Engine-TransmissionSystem signals for modifying the air-to-fuel ratio and spaRt timing based on encodedtables describing how a typical engine should operate. A new generation ofAlthough the fuel economy and power-to-weight ratios of engines have been controls involves feedback. Control is based on the sensing of state variablesmuch improved in the past 15 years, much more can and is being achieved, plus output characteristics like exhaust composition, the timing of peak 
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pressure in ewah cylinder, irregularities in speed, and knock (25). The feed-back capability enables optimization of performance even if sensors oractuators have drifted in calibratio.-j, arid even if the particular engine differsfrom the standard. Early venrmia; i.f such closed-loop controls ar now beinginstalled in some production models (26).
The pumping loss is the energy to pull the air-fuel mixture into the cylinderand push out the exhaust. Unless vehiclea is being accelerated rapidly.relatively little power compared to the engine's capacity is needed (27). Whenpower requirements are low, unless gears are shifted so the engine speed canI= reduced, less cylinder pressure needs to be generated with each powerstroke. This is achieved by burning less fuel. But, for the typical spark-ignition engine the air-to-fuel ratio must be kept within narrow bounds forproper combustion, so less fuel means that less air can be admitted. - isachieved by restricting the air flow, i.e. by throttling. At full load, i.e. withwide-open throttle, pumping losses are relatively small. At moderate loadsuch as steady highway driving, they are 30% to 40% as large as the engine 

power output (24).There are a multitude of proposals and prototypes for reducing throttlinglosses. One approach is to manage gear ratios so that when the engine delivers!. power then its speed is low, so it operates as near wide-open throttle aspossible. Such transmission management could be achieved with con-tinuously variable transmissions, for example. similar resultA can beachieved by not fueling and firing some of the cylinders at low load. Anotherpossibility is to use a smaller engine, that in normal operation deliversrelatively little power, but that can, by delivering the charge under pressure(e.g. through supercharging), provide a lot of power. Such an engine isoptimized for typical rather than maximum power requirements. Yet anotheroption is variable control of the intake valves such that at low load is&airintake occurs fot only a suitable fraction of the intake stroke (28). Throtffing 

The type of engine tha has been in use for many decades is already higly
refined and so moreis difficult to improve than Lthcse in a low sa- ofdevelopment. While significant improvements in controls, friction reduction,and part-load strategy are still possible with the typical gasoline engine, reallylarge improvements may require substantial departures. Paradoxically,however, any radical departures will have to compete with the highly de-velopd engines we already have-implying that greata 6c¢al of carefil 
development will be needed before 'any substantially differtnt engine couldbecome competitive. 

Among the alternative engine concepts is the direct-injection diesel, in usein some production models and prototypes in Europe. In R&D is the moreradical ceramic-coated diesel, with some ceramic parts, which would be 
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operated at much higher temperatures, with the extra energy in the exhaust gas captured to achieve high efficiency.
An exciting spark-ignition engine initiative is the lean-bum (high air-to-fuelratio) two-stroke engine. The two-stroke is currently used in small engines,such as for lawn mowers, and in many marine applications. As noted above.the power output of standard automobile engines has been increased in the lastdecade for a given displacement. while emissions have been sharply reduced.'These benefits have been achieved through many refinements and coni­plications, as anyone over 30 knows w~ho looks under the hood. Such reline­ments have not yet been incor'orated in the two-stroke engine.
The two-stroke engine has twice as many power strokes in a given numberof revolutions as the four-stroke and in its basic version has no valves, onlyports, which are uncovered as the piston moves. A three-cylinder enginecould have almost the same output as a six-cylinder four-stroke engine (oltwice the displacement). Saab used such an engine (in unmodernized form) inthe 19 60s, and cars with them are manulactured in East Germany. This 

two-stroke engine would be light enough to be carried by a strong person; andit would be relatively cheap and easy io maintain.
But would it be possible to achieve low emissions and high fuel economyby refining the two-stroke engine? Development work is now under way byengine manufacturers around the world. Extraordinary improvements in thefuel economy, emissions, and misfire performance have already beenachieved, compared to two-stroke engines of the past, with modern fuelinjection systems (29-31). It is not clear where this development work willlead. For application as a small automotive engine, will supercharging beessential? What level of catalytic clean up of the exhaus, will be necessary':How simple, light, and cheap will the resulting engine be?

Fuel-Economy Emissions Interactions
In the context of 1988 markets and political climate, the most important 

possibility for much higher fuel economy may be technology that couples fueleconomy with emissions reductions. Many people have the misconcepti,that emissions reduction and fuel economy arc antithetical, because, given avehicle design, if you would reduce emissions you must add equipmentmake adjustments that will decrease 
or 

fuel economy. In designing a ncwvehicle, the opposite relationship c:'n occur. New technology or fundamentalredesign often offer opportunities to both improve energy-efficiency and 
reduce emissions. 

A major fuel-economy tie to emissions reduction ;!-rises frotio the nature ol
the mass regulatory-standards for emissions, i.e. the limits on grams olemissions per mile (32). A vehicle that consumes relatively little fuel per imikhas an easier-to-meet standard in percentage terns (concentration of pollut­
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ant8 nLhe 'Jmbu-tion gases). Emissions decrease iess tan a simple p 

ENERGY AND TRANSPORTATION .tion of fuzi use would suggest, however, with, e.g. 
In a very high fue;-economy vehicle, such a system might be able to meeta smaller engine,In aildiiion, som fundamental approaches to fuel-economy improvement 
strict emissions standards. One disadvantage of this approach is that there isno practical after-teatment to reduce NO. in an oxygen-rich environment, soalso enable prcentge emissions reductions. As an example, consier alea,-bum engine. With lean-bum, the combustion temperature is lower, 
that the control of NO, would have to be achieved entirely in the engine.reducing NO, formation, as shown in Figure 10. The fuel-effici.cy is Reduction of the Vehicie
nevertheless improved, because air is a better the;modyna.*ic medium than 

oad

(evaporated) gasoline. The increase in unburnt hydrocarbon with air-to-fuel The load has three components: energy that goes into braking, air resistance,ratio, which begins at the right of Figure 10, is a rajor challenge. It can be and the tire, or rolling, resistance. A general approach to reducing braking
prevented, in principle, by improving ignition, e.g. through a higher-energyignition mechanism, ad it can be mitigated by improved exhaust 

and rolling resistance is weight reduction. Improvements in design and in­after- creasing use of lighter and stronger materials (plastics, composites, high­treatment. 
strength steels, andaluminum) are continuing. To recover energy that wouldIt s possible that a lean-bum engine can be developed with relatively low otherwise go to the brakes requires an energy storage scheme, such as braking 

emissions, with little or no after-treatment, e.g. without a catalytic converter. through a motor-generator that charges batteries, or braking by transferring 

energy to a flywheel. At present, these appear to be costly options for a smallf6 
vehicle. Dramtic reductions of air drag are now going on as designers learnhow to create the appropriate smooth surfaces and integrate them into the

14 3000 vehicle (26). Where the average coefficient of aerodynamic drag of 1979model US cars was 0.48, the Taurus/Sable has a drag coefficient of 0.30 andprototype vehicles have coefficients of less than 0.2. RolliLg resistance was
12 0 0are 2500 sharply reduced with the introduction of rial tires. Further improvementsin development (26), but are limited by the primary tieed for tires to hold

the road.WlO 2000 In this brief summary, many important measures that could be (or already 
NO 

are being) used to improve fuel economy have not been discussed, or have 
-c8

o0 
been mentioned only in passing. The point is that there is an extraordinary 

.) 
ferment in automotive technology at this time. It is due to the conjunction ofnew capabilities in materials, information, and control, which affect designand manufacturing as weil as the vehicle itself. What will be the impact on 

6 - fuel economy? Let us briefly examine the influence of the marketplace. 
.a. 

S ECONOMICS AND FUEL ECONOMY 

zS500 
Trough improved design and technological innovation, the loads on a vehi­

cle can be reduced and the enrgy-effiwiency of the propulsion system in­creased without necessary detriment to01 vehicle size, performance (e.g.0 acceleration), safety, and emissions. In addition,0 IO trade-offs can be made12 14 f6 f8 20MEASURED AIR-FUEI_ RATIO among fuel economy, size, acceleration performance, cost, safety, and otherFigure 10 characteristics. In today's market conditions, two kinds of change in the fuel
Exhaust gas composition and specific fuel consumption of a sample autmie

engine, vs air-to-fuel ratio The stoichioijc ratio is 14.6. Cmurtesy of Donald J. Pattenon. 
economies of new vehicles can be expected: (a) modifications to existing or
planned production models and (b) creation of substantially different vehicles. 

0 
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Modifications to Currem Models 
Technologies to improve fuel economy, which are already developed orwhose development isof low risk, and were, in 1985, considered likely to be 
incorporated by domestic automobile manufacturers into existing and plannedmodels, are the basis for a cost estimate by Energy and EnvironmentalAnalysis. Inc. (33). As shown in Table 7, a $48 per vehicle price increase istypical for each one mpg improvement in the fuel economy of a current 
compact car. The modifications coasidered are. listed in Table 8. The corre-sponding cost of saving gasoline, starting with today's typical new vehicle, isles than 50 cents per gallon saved--4cidedly less than the price of gasoline.
(A 10% real discount rate, a vehicle lifetime of 10 years, and an average of11,600 miles per year of driving are assumed.) 

ApFpriate combinations of the cost-effTective technologies considered inTables 7 and 8 are capable of changing the current compact car, with fueleconomy of about 30 mpg, into can with fuel economy in the mid-4Os or
higher. 

These costs are based on estimates of the manufacturing costs (materialsand labor) multiplied by the average long-term ratio of vehicle retail price to 
manufacturing cost. This ratio is four to five. Itaccounts for all other costs:R&D, plant and equipment, tooling, administration, and all distribution andsales costs, as well as earnings,

The rader has to be careful in ineieprtting these numbers. As discussed
above, the price of typical vehicles declines with increasing fuel economy,because in a high-f-uel-economy model the engine system is simpler than one 

Table 7 Tbe cost of near-term technology to improve auoaouive fuel 

CnM~MYa 

Retail price inremm:~w 
per vehicle for one mpgTypical fuel economy improvement in ful Total cost per gallofor application (mps econoy (1986 S) saved' (5/gal.) 

30 
 48 
 $0.46 
50 37 50.98 
Adwd from E - Envi Ay. In -ayn of the cap"-

tiOAa A(0 3 LcompgCa.Rf Amag Fd Eco my.re3.m (c. d SOpg Ref. 3Ime byEEA a be" Nimq, 5a % m1 9-1991.md 1992-19 . mpc. 
"V''e'l 8.See,T" 

gallon. Fr qipp.at- 30 mp. th c is0.35 x 48 x 1.4qt(1/30) - (1/31))116.0W01. whe 85;, xistbein-usc fuel ecomy compard Ionominal. 1.4is the 
weiarMtion Of theIncremental cogs of Oie vehici116.000 ie cpcied mileaW uing a 10% reAj ducotw me,andn thefi 10 yerg of susloobde life, 
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Tab 8 
 Sample wdbalog. conuidered in Ii cou ew 

Lreand fuel coomy 
(proefi)

Thlinrue1 

Technologes introduced 196 
wei reti m am" size (marnaov 7

n edUtutim) 

s ic drag 


33 
ncn fi.4 ,dy improvemnent
frictioneaf,ction (ecly pitn and rngs) 4 
uiproved lubicam 

2 
iuni-in~t fuel jeion 7 
new engme dsign-fum-bum cylinder 4
 
ter cam folowm (red4 friction in moving valves)acce"say efficiency impmve 3

2t 

fo whe drive 

12
 
Tecbnologes introduced 1989-1991
 

of transie m i o conto 33
 

Tmeoovics ioduced 1992-1995 
T ineo ienyimpvce2me1
 

diesel 
 45
intake valve control (varil valve timing) 9

opimizon of transmission 
'Samcontinuously varate msimalcchmologses. 11houh briefly named. repraeni a complea 

12 
of design changes. fie timing I&V 

iimdwio 
o tecl kigic in specific models is thatfa eait by Energy and Envumiamenial Aaadyus. 
"bia ise aoison Asity combinmutually cdive.luatung. haveMoreover.himiiedsomeapptacabitay.ectinotogsoir havecan be improved with tun. On te odier haind.te peii umproven==. See the already been panialiy applied. One cainuton uial mfcmnr= (f1mny Of the desads. 

(32. 33) 

souped up for high acceleration performance and the design is less luxurious. 
In contrast, incremental costs are shown in Table 7, the average cost ofmodifying given vehicle models to increase their fuel economics. Typically
these improvements do not require loss of accelcration-performtac or reduc­
tion of interior volume, although there is weight reduction. (Some loss of 
acceleration performance would, however, probably characterize diesel en­
gines, if adopted.)Finally, and of great importance, the incremental cost of these technolo­
gies, as calculated here, does not mean that the preferred fuel-economytechnologies will ultirately cost as much. Fuel-economy technologies havebeen costed here as add-ons, additional parts, and fabrication steps in the 
manufacture of existing automobile models. When the technologies are 
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integrated into the design and manufacture of new vehicles, it is likely that theincremental cost of the fuel-economy benefits will be much less. 

Altogether New Vehicles 

The highest-fuel-.economy vehicles already in production have impressivelyhigh mpg ratings, but tend to be rather small vehicles with low acceleration-performance. Some more ambitious prototype vehicles itre
shown in Table 9.Many incorporate radical innovations, such as aluminum bodies and engines(GM), direct-injection diesels that stop when the vehicle coasts or stops,start as needed (VW & Renault). and direct-injection 
and 

diesels with con-tinuously variable transmissions (Toyota).mtinu sl 	 Extensive use of plastics and lightcy ar tial tsmiss s (o otmetals characterizes all these s.TE teni use iofp roaetia ightprototypes. The potential improvement sug-gested by prototypes is difficult to evaluate because they are often single-purpose projects. A practical, marketable vehicle may involve many com-promises. The cost and perforance that cars like these would have ifdesigned for the market and mass produced remain to be determined. Thereis. however, every expectation that cars with very high fuel economy andgood space and performance characteristics can he built, perhaps without asubstantial cost penalty beyond the manufacturer's initial tooling investment 
(27, 35). 

Table 9 High-fuel-economy prototype vehicles* 

Curb Power Fuel 
weight 

(ibs) 
curb wt 
(hp/lb) 

economy' 
(mpg) 

Prutotype 
status 

2- 4 -passenger 
GM TPC 
Volvo LCP 20 
Renault Vesta 

diesel 
1040 

1555 

1047 

0.037 

0.033 
0.026 

66 
70 
89 

complete 
complete 
complete 

Volswgen e0nological 
Volkswagen EDO deselPaseugeot ECO 20 04 

-­ passenter 
1540990 0.0330.028 8379 developmentdevelopment 

Volkswagen Auto 2000 1716 0.031 66 CompleteRenault EVE+ diesel 1880 0.027 70 oPeugeot VERA + diesel 1740 0.029 66 developmentToyota AXV diesel 14.30.-arget 0.039 97 development 
•Rer 	 26 

For itasoline vehicles meafsued with astandard Lest.adjustcd as per Ref. 22 For diel vehicles.Unadjusted 
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The Market and Fuel-Economy Improvements
How likely is the implementation of major fuel-economy increases in the next 
decade or so? There is technological momentum for incorporating some of the 
modifications listed in Table 8, at the typical costs shown in Table 7. On the 
basis of the cost advantages to consumers, Energy and Environmental Analy­sis projected in 1985 that many of these improvements will be made bydomestic manufacturers by 1995. But with today's fuel prices and fuel-priceexpectations, these projections appear overoptimistic.

Two principal reasons for lack of urgency on the parts of manufacturers andcar buyers are evident from the "von Hr-.l-Levi effect," Figure 1I: (a) Thecontribution of fuel purchases to the cost of driving is, at present, relativelysmall- it is less than the cost of insurance. (b) The curve representing totalcost vs fuel economy varies only slowly with fuel economy; the vehicle buyercan be expected to be indifferent over a broad range of fuel economy (36). Forexample, if a person drives 12,000 miles per year and his/her car is improvedfrom 30 to 40 mpg (nominal), then 120 gallons of fuel axe saved annually. Ifthe cost of saved energy is 60 cents per gallon (between 46 and 77 cents,Table 7) and the cost of fuel is $1.00 per gallon, the net value of the saving isabout $50 per year, a small motivation. Moreover, the simple payback on theincreased price of the vehicle is about fou-- years, somewhat long in terms of 
consumer behavior. (The annual operating savings are 120 gallons or $120. 

while the increase in the up-front cost is, from Table 7, about $470.) In otherwords, while the nation may rave a great interest in reducing total petroleumuse and some geographical regions may be very concerned with reducing fueluse by vehicles in order to reduce air pollution, the individual has very littleinterest, in simple economic terms, in the fuel economy of the vehicle he or 
she buys.


Without a stimulus other than fuel saving, the manufacturer would be evenless inclined to make high-fuel-economy vehicles than the consumer to buythem in today's market. A manufacturer would incur a significant tech­
risk and substantial opportunity costs in introducing new fuel­efficient technology. He is very unlikely to do this if his prospective buyer islikely to be indifferent about the new product.Events, however, could alter this pattern of inertia. There are three impor­

tant kinds of possible events: (a) new technology with multiple benefits, oneof which is fuel economy, (b) much higher fuel prices and/or fuel shortages,or (c) strengthened fuel-economy regulations or other changes in public policywith strong fuel-economy implications. 
Technology with multiple benefits may become part of the programmanufacturers for whom innovation is a major competitive strategy. Consider 

of 
one fuel-economy innovation, the continuously variable transmission. The 
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driver gets a different feel during acceleration. Such a technology could
establish new standards of performance, creating demand for cars that also
have high fuel economy. 

A different kind of technical change would be creation and wide adoption
of a narrow two-passenger vehicle as an extra vehicle for use in commutingand errands. A relatively safe, high-performance vehicle could probably be
manufactured. Two factors make wide adoption of such a vehicle conceiv-
able: (a) Rising incomes in many households and rapidly increasing vehicle 
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life are encouraging purchase of "excess" vehicles, often special-purposeIn 1983, 13% of all vehicles were already in excess of the number of 

in the household (15). (b) A small high-performance vehicle. if
afforded special parking privileges, might have appeal. There is a tremendous 
fashion for pickup trucks as passenger vehicles; and many of these aretwo-passenger vehicles. Of course, even though a very small two-passenger 
vehicle might have a social rationa!e, it might not appeal to buyers. 

Fuel price increases would also motivate fuel-economy increases, but the
effect is not thought to be strong (37, 38). It has been estimated that tie priceelasticity is -0.5 for the fuel economy of new car purchases. That is, for 
every 10% increase in fuel price, the average buyer would opt for a vehicle5% higher fuel economy. But this analysis probably overestimates theimpact fuel price increases would have in the United States. because the 

level of fuel economy is primarily due to the regulatory standards. Amajor increase in fuel economy would require fuel price increases of a factor 
of two or more, fuel shortages, or major changes in public policy. 

POLICY AND FUEL ECONOMY 

A Review of Recent Initiatives 
Before addressing future policies that could lead to major fuel-economyimprovements, the policy experience gained in the past dozen years is briefly 
reviewed. 
INFORMATION The federd government systematically determines the We 
economy of each vehicle model every year, publishes the information in the 
Gas Mileage Guide, and has a window sticker put on each new vehicle.Although the in-use fuel economy varies considerably among individual

vehicles of the same 
model (as maintained and driven), this information is
reliable enough for buyers and has removed the extensive confusion
characterized fuel economy before the age of a standardized laboratory 

that 
tst. 

PERFORMANCE REGULATIONS The mandated improvement of corporate 
average fuel economyapproximate doubling of the

(CAFE) was probably largely responsible for thecar fuel economynew 
from 1974 to 1926,although some argue that fuel price increases alone would have driven asimilar increase. The history of the sales-weighted fuel economy of new cars,

when compared with the history of CAFE regulations and the price of
gasoline (Figure 12), leaves little doubt as to the engine that drove theimprovements. In examining the figure, not- that the 1970 gasoline price wasa little higher than that in 1973, that the CAFE standards were legislated in
1975, calling for an increase to 27.5 mpg by 1985, and that fuel price 
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elasticity studies suggest an elasticity substantially less than one, rather than 
grater than one. 

No further increasr, in fuel economy are mandated although the 27.5 mpg
standard for cars remains. The 275 mpg standard has not Yet been fullyimposed, however, reductions being grpnted on petitions from Ford andGeneral Moors. There are also standardt for trucks, but these an not set by
the legislation as such; they have been set largely in conformity will, man-
ufacturers' wishes. 

Of the arguments now offered against further increases in the CAFE 
standards, one is especially powerful: theat CAFE standards dis:riminateagainst corporations offering a full line of vehicies (including large ones).
Modifications that nave been suggested are: mandating a percentage improve-
ment for each corporation and mandating a certain improvement for size-

weighted fuel economy (40).THE AS-GZZLE TAXemissions 
TlE GAS-GUZZLER TAX he average fuel economy of vehicles purchasedcan be improved by a carrot or stick at the tie of purchase. Tae gas-guzzler
tax has this purpose. 1h kicks in at $500 for cars with.fuel economy below 22.5 
mpg and grows to more than $3000 for a fuel economy below 12.5 mpg. In1986 the US Treasury collected $148 milo ,ath prga ca e noit 
final form. mi as the prga to i 
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FUEL TAXES In the United States, motor fuel taxes average 23 cents per
gallon and have little impact on which vehicles are purchased and relatively 

impact --n how much vehicles are driven. Modestly higher fuel taxes 
might influence owners of inefficient cars to trade them in earlier. Un­

this process might not hasten the time when inefficent cars were
scrapped. Wh&t would be likely to happen is what happened in the late 1970s:'Te prices of used cars "ith low fuel economy were depressed so they werebought and used by people for whom the low first cost was a strong attraction. 

Fuel taxes in the United States have not been conceived as influencing 
purchases of light-duwy vehicles. In many other countries, however, gasoline
taxes are several times higher than the 23 cents per gallon average here (41). 

$2 to $4 per gallon price of fuel in Europe does have a major impact on 
vehicle purchases and use. A definitive study of the European experience,
however, would also have to take into account the much higher population 
density and geographical structure, which discourages the long-distance com­
muting by personal vehicles that is common in the United States. 
R-SEARCH AND DEMONSTRATION Th Department of Energy has an ongo­g R & D program in Transportation Energy Conservation. The 1987 appro­
priation was $56 million. The program is limited to work on radical propul­
sion systems, especially ceramic .'iesels, gas turbines, and electric vehicle3,
and in advanced materials, especially for engines. There is a general sense
about this program that. although importart transportation product goals, such 
as an electric vehicle, have not been achieved, some basic yet practical work
has been done, especially on ceramics and batteries, which may have con­siderable economic value. The existirng programCooperative Autorotive Restarch Program, 

is much smaller than the 
an R & D program ircluding

substantial basic research, proposed during the Carter administratio-n. buv not 
implemented.
The Rationalefor Public Policiesto Increase Fuel Economies 

Concerns for national security relative to petroleum supply and for the
well-being of the economy in the face of increasing erzergy prices, have
justified public policies aimed at energy-efficiency. Concerns for metropoli­

tan air quality, and to astvinards. lesser extent regional air quality, have justified the 
The petroleum-supply issues remain important in spite of the current lowprice because of our rapidly increasing dependence on imports (caused by the

low price). Net imports of petroleum are rising toward 40% of consumption, a
higher level than that of 1973, before the first oi. shcr-k, and close to the 45% 

level of 1978, before the second oil shock.Air quality concerns are increasing because (a) metropolitan air quality 
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Air quality concerns are increasing because (a) metropolitan air quality 
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continues to be unsatisfactory in 	many areas, and the public is clearly
interested in making progress; (b) regional air quality impacts, especially
acidificat;on of lakes and forest death, are increasingly troubling; and (c) the 
greenhouse effect will affect the global climate, as a result of increasing
atmospheric concentrations of infrared-absorbing gases, such as carbon di-
oxide. NO.. methane, and chlorofluorocarbons. The production of carbon
dioxidc by gasoline-fueled vehicles is inversely proportional to their fuel 
economy. The joining of these strengthened environmental concerns with 
those for petroleum supply gives impetus to consideration of stronger fuel 
economy and emissions policies.
Major Policy Options for the Near Future 

INDUCED MOTOR-IFUEL PRICE INCREASE Other industrial countries impose
high molor fuel taxes with the result that fuel economy is of economic 
imp ortance tO the vehicle purchaser. In the second quarter of 1988, taxes 
constituted 31% of the price of gaso!ine in the United States.-but 47% in Japanand 63 to 79% in the major countries of Vestern Europe (41). The higher fuel 
prices in Japan and Europe may be responsible for the relatively rapid
introductions there of fuel-ecooomy innovations. 

Under US conditions, a motor fuel tax that might generate a great deal of
fuel-economy innovation, on the scale of $2.00 per gallon, is not feasible in 
the foreseeable future. The strong dependence of rural areas on cars and light
trucks, and the importance of commercial trucking in our economy, suggest
that it would be inappropriate to approach fuel-economy improvement pri-
maily through use of a stick that strongy penalizes those who drive a great
deal. 

A moderate fuel price increase might. however, be a part of a effective 
package of policies aimed at improved fuel economy. (At this time it seems 
we could have a modcrate motor fuel tax increase for revenue purposes.) Such 
a package could emphasize technology policies and strengthened standards 
for new-vehicle fuel economies, but include induc,.d fuel price increases of 25 
to 50 cents to provide a balance of motivations. The concept is that the entire 
cast of players (manufacturers. vehicle buyers, drivers, and those responsible
for other components of the system), will be able to respod more effectively
if all are motivated. In contrast, if, for exam.ple, manufactu-ers are pressure
to bring out higher-fuel-economy vehicles but buyers are wholly indifferent,
there would be a dissonance, which might lead people to look for loopholes
instead of increased fuel economy. 

STRENGTHENED FUEL ECONOMY REGULATIONS The tool oi" minimum
standards for the fuel economy of new vehicles, standards that are periodical-
ly strengthened, has worked and would probably work in the future 
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(especially if used in concert with other policies). Properly designed, it would 
put all manufacturers on an essentially equal competitive footing. As dis­
cussed above, there is good evidence that the overall cost of improvements
would Le more than matched by savings on fuel, in the fuel-economy range
that is likely to be considered and over a time period that allows manufactur­
ers to retool and change models at a typical pace.

A 	critical component in strengthened standards would be closure of the 
light-truck loophole. Light-truck performance standards would have to be 
developed and written into the legislation, instead of being left to the discre­
tion of an agency.

The second half of the !980s is, however, a time of low oil prices. Underthese conditions the political will to adopt a controversial policy of strength­
ened fuel-economy regulations will probably be lacking. And yet it would be 
a straightforward, economic, and equitable way to push petroleum-supply
problems off into the distant future. 

STRENGTHENED AIR POLLUTION STANDARDS Local and regional air pollu­
tion problems remain serious a quarter century after the first Clean Air Act 
(1963). Progress has been made in cleaning up particular sources. For ex­
ample, measurements of 	light-duty vehicles in use by the Environmental 
Protection Agency show that emissions per vehicle have been greatly re­
duced. The typical model 1988 car in normal use emits roughly one fifth of
the hydrocarbons and carbon monoxide and one-third of the NO, that an early
1970s car emitted per mile (42). Extraordinary progress has been made 
through the combined efforts ofgovernment and the manufacturers. In typical 
use our light-duty vehicles are very clean. 

On the other hand, vehicle-miles traveled have increased about 80% since 
1970. In addition, the standards are not completely definitive because non­
standard situations may create most of the pollution. EPA is conducting more 
careful studies of (a) emissions, especially evaporation of fuel rather than tail 
pipe emissions, in very hot and sunny weather, (b) emissions, especially
carbon monoxide, in very cold weather, (c) emissions in high-power (wide­
open throttle) operations, (d) emissions in heavy congestion situations, and 
(e) emissions from vehicles whose emissions control systems have failed.
(For the last group inspection and maintenance programs have been in­
troduced in regions not meeting air quality standards. Such programs can 
work, but are difficult to implement so as to detect and correct most of the 
gross 	emitters.) 

To develop and exploit the technological opportunities to further reducevehicle emissions, it would be valuable to strengthen technology policies
(such as R&D programs) as well as to enact still more effective air pollution
standards. In designing more effective standards more attention to (a) fuel 
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conMY-eMiuioS intcacJom and (b) nostandard situations seems calledfor. It may be that a regulatory focus on frt-er tightening of the grains permile nitatiois 'S o the mo&- effective way to improve air quality. For 

example, taxe and rebaleeffective. based on emissions performance might be more 

H Twlscience 
RFSEAL-H "he tody Of new idu, Systematic knowledge,son", and nhutrum:M trained per-ion asociated with reearch activity is the context inwhich invention and development take place. The strength of the United
States in basic science research bur.persuaded many that our arrangements forresearch re in good shape, but that is not accurate. As suggested by the recentenamionalspate of engineeng activity at the Science Foundation, research inbasic engineering or basic technology is very uneven in the United States. Thetendency of th -:vate s ctor to underinvest in research (compared to de-velopment) is well established. One of the I2-ge holes is research rt.iating totechnologies for land vehicles and their manufclture. For example, only
recently has nesarch relating to basic properties of combustion begun to be atall adequate. Many issues relating to engines arAd transmission managementreed thorough and fundamenia! examination. In vehicle manufacturing, theforming of metals, plastics, and ceramics is still largcly an art rather than ascience. It is not enough for manufacturers to apply th:! new information 
technulogy in a general mpxurne; research n problems specific to vehicledesign and manufacture must be carried out. 

DEVELOPMENT AND DEMONSTRATION The stages of technical change thatprecede innovation are invention, development, and prototype demonstration,
The context fr development activity in the United States would be quitedifferent than it is today if there were more active innovation in vehicles.The federal government should be cautious (in the author's view) aboutdirectly suIpoting development and demonstration of commercial products,The nation has had bad experience with programs like the breeder reactor,synfuels, the electric vehicle, the Transbus, and Operation Breakthrough(manufactured housing). In these cases the project goals and management 
were far too inflexible for the creation of a commercial product. At present
another major demonstration program is under way: clean coal technology.The jury is out in that case. 

The pattern is not all one of failure, howevcr. Foi example, major suc-
ceases were achieved with partial federal supptt for demonstration of lightingand window technologies (43). The expericce tentatively suggests twocriteria for partially federally supported development and demonstration pro-grams: (a) Federal participation in deve!opment and demonstration is morelikely to be effective if the technology in question is smal (with a low cost per 
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installation) so that different attempts can be made and some failures areexpected from the start. (b) Federal participation is more likely to be effectiveif the technology is generic. i.e. may have a variety of applications. 

INNOVATION These days the United States is known for its irowess in basic 
research, while Japan is famous for taking research cncepts andapplying them. The first concern of technology policy imust be the vitality ofthe private sector in adoption of new technology. The technology pull ofmanufacturers who want or need to innovate is required as well as the

technology push of research.
While innovation in motor vehicles is needed, the nation's manufacturersarc all large and cautious. The industry has matured to the point that there arno small vehicle manufacturers left. (And the barriers against a new firmentering the business, except from a foreign base, are very high.) Until thethreat of innovative Japanese manufacturers became intense, the industry waslargely not competing with respect to product or manufacturing innovation

(44). 
One reason for ',he manufacturers to be cautious about new technology isthe scale of risks that are involved. A typical production line produces200,000 vehicles per year. Engine lines involve more of a commitment. Thetooling costs are large. The manufacturer needs to feel confident that the new 

product will be successful. 
A second reasonmajor innovations in the past couple of decades, but have been badly stung 

for caution is that US manufacturers have made several 

several times by poor technological performance. The Japanese may be betterat innovating and avoiding the flawed product than we are. As a result theymore frequently use innovation as a compititive strategy.In the face of this problem, a policy to directly encourage innovation iscalled for. One possibility is government-funded consumer rebates. Therebate could simply be based on fuel economy (45). Apother possibility iscontests for creation of prototype vehicles meeting certain goals. Over thepast century contests for new technological achievements have provoked veryinteresting creations. This approach could be invigorated with major gov­cmmnnt-fundcd contets. 
A more refined policy incorporating features of both these approacheswould be federal rebates applying to the initial produ tion runs of vehicles6etingspecified goals. Different gcals could apply to different sizes of both 

cars and trucks.
It would probably be desirable to carry out such policies in combination:both to encourage consumers to buy early versions of vehicles incorporatingnew technology and to prepare manufacturers to carry out such technologicalchange (46). In the late 1970s the government presciently helped manufactur­
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sales of the new vehicles were poor. Would rebates to smooth the way for the 

ers prepwr the second oil shock with the 1975 CAFE legislation (47), but
new technology have helped? Might the associated economic dislocation have

been moderated? One does not know. There has been little evaluation of pastp olicies to guide the formulation of new policiesa 

OTHER PASSENGER TRANSPORTATION ISSUES
Alternative FP,e. RP. 

A a FThe
Alternative fuels for Personal passenger vehicles is currently a Nxt topic. Wi~h 
the decline in oil prices and the difficulties of synfuels programs, interest in a
synthetic gasoline has declined in the United States, but metropolitan-region
air pollution has sha rened interest in fuels composed of simpler molecules,
whose products are less reactive in the atmosphere. Thereelsewhere are major effortswith ethanol, natural gas, and LPG as motor vehicle fuels.nore theoretical level, At ainterest in hydrogen and electricity .continues. (Muchdevelopmental work on electric vehicles has gone on in the United States, butthere is as yet no 1i1t of practical vehicles for other than small niche markets.)
Methanol enjoys the most attention in the United States as present. Some of 


this attention is due to the fact that modified vehiclesattention by the driver) widely varying mixtures of methanol and gasoline,
thus potentially easing aspects of 


can burn (without 

a transition to methanol. For example,methanol could be favored in certain air-quality regions and gasoline else-where.would A disadvantagcno ' be designed to take advantageof this approach of the specific propertic-s of the 
woultotakeadvntaenw bedesined 

is that such flexible-fuel
methanol, o thespeifi proert vehiclesoftheautonomousa substantial sacrifice. Another approach to flexibJe fuel capability 

is presented in the paper by Mellde et al (48) in this volume.
Congestion 

Metropolitan area transportation is burdened by congestion. Moreover, streetalso
and highway mileage continues to grow more sowly than vehicle-miles. Only
a small raction of pasengermihL hcan e diverted toforeseeable mass transit in thefuture. Moreover, the energy-intensity of mass transit per passen-ger-mile may not be much less than that of the private car. Mass transit can,however, relieve congestion and can influence real-estate development so asto reduce &pendence on personal vehicies. Some evidence of this is thatnotor vehicle-miles per adult is two thirds as great in New York and Mlinoisas it is in Texas. (Another responte to congestion, information and controlsystems for highways, is not discussed)
Intercity passenger travel faces even more 
severe congest7 in. Traveling in
three dimensions is. paradoxically, much more affected by crowding than 

traveling i two. There is atechnolcgically exciting opportunity: high-speed 
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ground transportation. The concept is to replace shor-haul heavily traveledsfr routes with high-speed ground vehicles. The main focus woeld be substitu­tion for air travel, including longer-distance travel where a ground trip, e.g.between(private communica!ion,Detroit and Chicago airports, wouldLarry R. Johnson). be combined with a flightAn energy-efficient 
lightweightvehicle and guideway might be enabled by magnetic levitation. Such vehiclesmight be able to operate along expressway rights of way.energy implications of such developmentscertain. Nevertheless, we are of course quite un­know that the technological ferment of our times is 

the equipment directly involved, but the equipment of suppliers including.especially, energy suppliers. Moreover, inertia is created not only by physicalcapiallbteleogy humpital,ororgniatis mod ofo per ia
capital but also by human capital, our organizations, modes of operation 
 andbe achieved in relatively short times (such is the improvementautomotive fuel economy of in-useand the increase of the average passenger capacityPer airplane of commercial airlines since tie eary 1970s). more profoundchanges will take longer. They will take longer especially if they are mod­rated by concerns other than improvement in the service provided. 

CONCLUSIONS 
This wide-ranging discussion was intended as an antidote to the concept ofordinary policy making the way supply is. Even withottt consideringenergy demand, i.e. modalthe concept that demand is not subject to 
ording or alente uels is E en ithe nerg rqi­*Switchingor alternative fuels, tere is grat uncertainty in the energy requir­with hard-to-controlments for transportation. Moreover, that uncertainty is not only associatedfactors rnch as the world oil price and consumer tastes, itdepends sensitively on the energy-efciencies of the technologies used. 

These technologies will, in turn, depend on what the manufacturers choose todevelop and market and on public policies. There ame public policies,which we already have experience, thit (in the author's opinion) 
with 

economically severe and are notthat do not severely intrude onmajUng, private decision­that would probably have powerful impacts on transportation tech­nologies and energy use during the irst decade of the next century.An exercise by the author to quantify the uncertainty in personal-passenger­vehicle energy use in 2010 yielded high and low scenario-, with energy use inthe high scenario twice as high as in the low seario. These diverse outcomesare thepresult of moderate, unsurprising developments and choices. The pointis that energy demand is. to a c.-tica! de3ree, a matter for rational de­cisionmaking, rather than simply being an act of God or the consequence of aparticular fuel-price elasticity-if one looks ahead far enough in the future so 



that them is time to make decisions (at normal replacement times) about thecapital equipmen involved. 
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CAFE OR PRICE?:
 
An Analysis of the Effects of Federal Fuel
 

Economy Regulations and Gasoline Price on New Car MPG,
 
1978-89 

David L. Greene* 

Following a tripling of world oil prices in 1973-74, the U.S. Congress 
passed the EneryPolicy and ConservationAct of 1975 establishingmandatoy 
fuel economy standardsfor automobiles and light trucks. Beginningat 18MPG 
ii 1978 he passengercar standardsincreasedto 27.5 MPG by 1985. Thcrc has 
been considerable debate about the influence of the standards, as opposed to the 
gasoline price increases in 1973-74 and 1979-80 on new car fuel econonty. 
Twelve years of aterage fuel economy data are now available for eiwy 
manufacturer'sdomestic and inportedcar fleets, making possible a statistical 
estimation of the relative importance of standards versus fuel prices in 
dctcmtining new car MPG. In this paper a penalty function is fomudatcd in 
which deviations from either the standard or the market equilibrium demand for 
fued economy create costs for manufacturers. An equation for new car MPG is 
derived by minibnizing the suin ofquadratic penaltyfunctions. Estimation of the 
model, using 15 sets of manufacturer CAFE data for 1978-, clcarly indicates 
that the CAFE standards were a significant constraint for many manufacturers. 
and were perhaps twice as important an influence as gasoline prices. A test for 
structural change in the model does not rejcct the khpothcsis that the CAFE 
constraint l ad the some effect on cannakers before and after 1983. 

INTRODUCTION 

In 1974 the fuel economy of new U.S. passenger cars hit its lotg 
point in recent history. 14 miles per gallo . (MPG) (Heavcnckh, et al., 1984). 
At the same time, the Organization of Petroleum Exporting Countries 
exetcised its new found market power by tripliug world oil prices. The c! 
price shock, together with an oil embargo of the United States orgnized I 

7Th EwV 7oJmdI, Volume 11, Number 3. All Rights ReswnTd. 

*Oak Ridge National Laborstory, Oak Ridfe, Tenne.see 37831. 

The "viW* expressed in this paper are thow o( the author and do nx mtessrl!: 
represent the views of the U.S. Department of EneC"or the Oak Ridge Natior'al iaborato.­
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those for whom it may have bcn a significant conmtraint, can be used to help 
discriminate bctwccn price and regulatory effects. The goals of this analysis 
arc (1) to quantify ibe importance of EPCA rcgu:^ions relative to gasoline 
prices in manufcturcr dccision-making about aew car fuel economy, and (2)
-Zaneaneli~eo h repne c of ncw car fuel economy tofiincderivean estima1te of the ritsponsivencs 0 waueeconomytA
gasoliem price in the absence of a fucl economy constraint. 

MANUFACTU1JRER DECISIONMAKING WITi A FUEL ECONOMYCONSTRAINT 

in the presence of govcrnmcnt fucl econiomy regulation, the 

manufactucr faces the problem of balancing the nced to comply with thc law 

against the need to provide ihc level of fuel economy and other vehicle 

characteristics that the market demr '- As fucl prices fluctuate, market 

demand for fuel efficiency should rise au.. l. The federal standards may be 

consistent with or contrary to these market trends. Nonetheless, the 

automobile mzjnufacturcr must be concerned with both. Just as thcre arc fines

for failure o.wmeet the standards, the penalty of lost profits and lost market 

share must be paid for being out of step with the market, 


Assume that the manufacturer's objective in sclcting a level of fuel 

economy, E, is to minimize the combined penalties of being out of step with 

the level of fuel economy that would maximize his profits in thic absence of 

regulation, EM, and the level required by regulation, Ea. 


Minimize Z - f(EM,E) + dg(ER-E) (1) 
d E 

- Iif E < Et. 

The regulatory penalty is a incar function of the diffcrence between the MPG 
achieved by the manufacturer and the aut-motivc fuel economy standard: $5 
per 0.1 MPG per vehicle sold. In reality, 'towcvcr, the situation is more 
complicated. There are nonnonctary penaltaes as wcl: bad publicity and 
personal liability for tht:company's management. Furthermore, manufacturers 
can use credits earned by cr.eeding the standards i., some years to offset 
deficits in others. Finally, they have the option of pressing for a rulcmiking 
to lower the standard. This strategy was successful in lowering the AFE-S by 
I MPG or more in each of the years from 1986-89. 

The penalty for being out of step witi the market will depend not 
only on the cost of produci.g efficiency but also on the trade-offs between 
efficiency and other valued vchicle attributes and the ability of matia facturcrs 
to advance technology and change the trade-tuffs, as well as on input priccs 
and consumers' prcfereaccs, Since the regulatory penalty should no, affect 
any of these factors, it is rea.onable to assume that the penalty functions are 

.I FE Wit 'BI(17 / 4I 

additive as shown in equation (). As a 6econd-ordcr ;troxin Io nm(­
addle pash uation (.dA a ascudobr ahial ,t., ,,! 
hoe iffcrpenctyfuncions, aned rcd masskutmc t)r rcguilaii fiiitc , ,h' 

efficiency actually achieved.
culy cavdquadratid approximation to the manufacturers peal.th). tlitI,Ii

might sccrm inappro1 riatc at first.1 The statutory penalties s 'o.altd wilh tik
fcdcral fuel econom rcgulatioits arc $5 per tenth of alt Nii Ii)i vi; th ll" 
manufacturer falls short of the standard multiplied by thc nnit-r (f a.aas , l, 

and zero if thc standad is cxcccdcd. Thus, it would appear that lit- l'ein..llyfunction is picccwisc lincar and that there is no benefit at all t C.tccligIhI"
standard. Howcver, maoufacturcrs must plan ycars in advance to a lits(. 

future fucl economy goals in a futurc market in which fuel prices, c4aI.uaac
 
prcfcrcnccs and competition arc uncertain. Thc impwtrn of h f.,
 
understanding the roleof ful cooy rcgulati cannu"Ic ,.
r ofll 
Thus, thcre is an insurance bnfeli to manufacturcrs i,: planning to xct-- Ii.­

standards. Furthermore, the CAFE law allows manufactu.r% io l'uill ;,, 
credits by cxcccding the standards which can bc uscdttlo ff.,t deitil, Illn ,il, 
years. This carry forward-carry back provision, together with the uuoitaily 
manucacturers face in planning for future MPG, requires that the pciI-ay
 
function allow benefits for cxcecdi:g the standards as well as cots for faliiht
 
short. It is also clear that the true form of the penalty funtio i%.,
 
In light of the above, the quadratic approxmation is a rea.onable t~a.
 

drivd from the firotnrder cmiiorab 


minimizing Z Iwith respect to E, by solving for E.
 
equation for E can b p fwir 

dZ/dE = dEja+b(Em -E ) +C(EM-E ) 1 + da +1(ER-E ) + (Ei) 

-b - 2 c(EX -E) -di - 2 d r (E R -E) = 0. 

Solving for E gives, 

E = (b+,)/2(c+ r) + [c/(c+ r)]E M + Ir/(c+ r)IE , if d (
M + = (2) 

= b/2c + Em if d = o 
b (:;,} 

or, 

E = A + (i-B)E M + BE if d
 
R I(i)= 


where A = (b+P)/2(c r) and B = (T/(c+ r)). 

Thus, for these simple but flexible penalty functions, the ottimid n,w , Il, I 
Tcono y will e awighted avert;g ( f t oleel ml ,tl' ; I

O ptimal nialet l 

I- I Am grateful In)Jim Swtncy for his ommnts and insightsn Ihi.%i~r 
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the CAFE rcquiremcnt, when the CAFE constraint is binding, but simply a 
function of the market's desired fucl economy when the AFES are not
binding. Equation (2) also shows that the more important the regulatory 
constraint is, the less important the market's dcsircdl MPG level.

Assume that the market level of fucl economy is a function of current, 
ycar t, and past gasolinc prices up to amaximum lag of L yars. 

EM - E(pPi,,,...p.I). (3) 

In reality, EM depends on many factors besides fuel price, but fuel price
should be by far the most important factor. According to recent research, 
consumers form their expectations about future gasoline prices based on 
experience within the last three months as well as trends over the last siXZccn
months (EEA, Inc., 1983). Thus, L should be at least 2 to account for 
consumers' desired fuel economy levei. The market desired fuel economy
level will also depend on the types and characteristics of vehicles
manufacturers produce. Manufacturers can do very little to change the 
technology of their product offerings (they are basically limited to pricing
strategies) with less than two years advance notice. Therefore, L should be
chosen based on the leadtime required for manufacturers to make significant
changes in product lines. New carlines or engines require four to five years
leadtaine, while significant redesign of a-xisting make- and models may require 
up to three years advance preparation (EEA, Inc., 1981; Ford, 1984). Thus, 
L-5 (six time periods) should be adequate to estimate a model combining
manufacturers' and consumers' price expectations. 

It is important to allow the data to detcrmine the best form of themarket efficiency equation (3). A reasonably flexible model is the polynomial
distributed lag (PDL) model, in which the coefficients of the price expectation
equation, 

EM(t) - b + bep, + b1pl.1 +...+ bLpl.L, (4) 

are assumed to follow a polynomial of chosen degree (Madalla, 1988, pp.
355-361). If the polynomial is quadratic, for example, then, 

bi= ae+ al+ .ai 3 (5) 

(The a's and b's here are unrelated to those in equations (1) and (2).) 
Because the lagged variables are highly correlated, equations (4) and(5) are most effectively estimated by using a smaller number of variables 

constructed from the ptI's. Using equation (5), we can express ENI(t) in termsof the quadratic equation coefficients, 

L
 

EM(t) - b + Z (a+ali+ai' )P.I
i=O 


74t­

i l Pr ":1/ ,.
 

- b + a07.,+ a1zl.+ a172t (6) 

where the z's arc defined by, 

L L L
 
r P, , ip. , Z- E I P.L ()
£ p,1 Z6 


i=O - i=0
 

The lagged price coefficients, b., can then be calculated froin [hc Cov'ciClesof the zilusing equation (5). The PDL model cannot rcprcscnt all pla.Lsilk.
price expectation models. However, it does allow the data to determine Ihc 
way expectations arc formed, given that fixcd weights must be used. 

Some manufacturers, cspccially Japanese nianuf,ictur rs, wrc
consistently well above the AFES rcquircmcnts. In this utdy, am 
manufacturer who in year t is consistcntly more than one V'" alx~vc $I):
AFES for year t+3 is considered to be unconstraincd (cquatio 4,,a).mlplic.
For example, in 1978 the AFES was 18 MPG, and the 1981 A.F-S wai 22' 
MPG. A manufacturer with a CAFE of more than 23 Mi'(; in197h would I c 
considered unconstrained in that year. If the rcgulatory standard is no(t a
constraint (its penalty function is zero), the optimal level of fuel ecomniy is
the market level, E&I, plus a constant. The constant my be inlcrprcLct ,t%
given manufacturer's deviation from the market average fuel ccomy .iit 
may thereby reflect a manufacturer's specialization in particular inmaLcl 
segments. 

The efficiency equation to be estimated is, therefore, 

E(( ) = A, + (I-dmB)EM(I) + dXBER()() 

where, 

= 0 if manufacturer m is unconstrained amnd, 

= 1 if manufacturer m is constrained by the AZES, 

and Am is a manufacturer-specific intcrccpt. 

Substituting equation (6) into equation (8) we get the form of the model iit-d 
for estimation. 

E+(t) = + (*-1B)(bea +alzl+az,2) 4 d.,lti" (")R 

l I i=A L + bi9o+atl,+ a iz,,+ a z,,+ 1131: 

The superscript, i, indicates that coefficients arc different for constraincd 
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versus unconstraincd manufacturers. Assuming identical EM functions, the 
coefficients should differ by a constant factor, (1-B). In the estimation wedo not impose this constraint, which allows constrained and unconstrained 
manufacturers to have differcnt functions. This produces an interesting result, 
as will be seen. 

The PDL formulation allows the data to dictate how past fuel pricesinfluence new car fuel economy. Because of manufacturers' Icadtimce 
rcquirements, we can expect the current year and one-year lag coefficients to 
rcflect the response of consumer demand to gasoline price changes, whilelonger lap reflect the manufacturers' response via new and redesigncd
product offerings. Current and one-year lags may also reflect manufacturers' 
short-term reaction to changes in the markct demand for fuel economy (e.g.,
pricing strategies to encourage sales of more efficient car types). For the fuel 
economy standard, only the current ycar is included since the standards are
generally set far enough in advance to allow manufacturers time to adjust their 
product offerings. Exceptions are the rulcmakings in 1986-1989, which 
lower the AFES on relatively short notice.V/ 


FUEL ECONOMY AND FUEL PRICE TRENDS 

The general trend of automobile MPG over the past fifteen yearssuggests a strong relationship to the fuel economy standards. Gasoline prices 
rose sharply twice, declined gradually twice, and fell sharply once (Figure
The 1989 price of 10.96 (1988 Ss) is actually bclow the constant dollar price
in 1975. At thc same tinic, domestic automobile MPG doubled from 14 to 28 
MPG, increasing in every year except 1983. The efficiency of imported cars 
also increased, though less dramatically (Figure 1). Thcsc gasoline price and 
MPG trends certainly suggest a correlation betwecn the fucl economy
standards and the fuel economy realized, in particular, by domesticmanufacturers. A closer look at individual manufacturers' CAFE numbers 
reveals at least three different types of pattcrns (NHTSA, 1989).

The CAFE MPGs of the "Big Three domestic manufacturers
(Chrysler, Ford, and General Motors) are very close to the AFES in every
year (Figure 2). Each experienced a dcclinc in fuel cco:.)my in 1983; GM 
and Chrysler als-o expect e-.lines in 1989; Ford's CAFE slipped in 1987 and
1938. Only Chrysler consistently exceed the AFES of every year, but all three
manufacturers satisfied the EPCA regulations by using credits earned by
exceeding the standards some years to offset shortfalls in others (Automotive
News, 1989). Certain European manufacturers' CAFE numbers exhibit the 
same "costrained" pattern (e.g., Volvo, Figure 3).Other imported manufacturers were far above the 18 MPG standard 
in 19'78 and remained well above the AFES throughout the twelve-year period
(see Figure 3). For example, Volkswagen's saleswcightcd MPG was in cxcccs
of 27 MPG iL 1978. Most of the others who fit the unconstraincd" pattern 
are Japanese car builders (e.g., Toyota, Nissan). 

C:IFE ,"ic 

Figure 2: Corporate Average, MPG va. Standard - Domctlc VYl,Ii .. 
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Still other importers reflect a mixed pattern. Mercedes-lenz, for 
example, closely followed the APES and even exceeded them by a comfortable
margin until 1984. At that point the company appears to have given up :.yingto meet the standare'., and returned to a level of fuel economy itconsidered 
more consistent wich consumer demand. Mcrccdcs-Bcnz paid a S20.2 millionpenalty for the 1986 mzodel year and is reportedly facing a similar fine for 1987(Automotive News, 1989). BMW's MPG history is similar to that of
Mcrcedes. The fact that the two manufacturers conforming to this*discouraged* pattern both sell high-priccd automobiles suggests that theirmarket segment may be less interested in fuel conomy, and less scnsitive tocost, than the market as a whole. 

The patterns of MPG change exib.;'id b.- the "constisined,"unconstrained,' and *discouraged' examplks, shown in Figures 2 a; " are
typical of others. In them we see graphicatl evidence that the AFES do maticr 
to producers, but also that market factos matter as well. The oil pricecollapse in 1986 is almost certainly a factor in Mercedes-Bent'step drop inMPG and is probably a factor in the smaller declines expericned by othermanufacturers. iaihe following section, these tendencies are quantified byestimating the pararaters of the manufacturers' decisionMPG modelspecified above. 

The principal source of data for this analysis is the Natioral HighwayTraffic Safety Administration's official CAFE estimates (U.S. D.O.T., 1989).NHTSA compiles data for every manufacturer's domestic and imported fleet, 
an0 for light trucks as well as cars. Only the passengerth" study. Only manufacturers with a full twc!-,e ycars 

car
of

data
CAFE

were
numbers

used in 
were include. In addition, Ford's imported car line was dropped because ofthe lack of stability in product offerings. Until 1985 Ford imports sold onlythe Ford Fiesta. This changed drasti-ally in 1985 when tie Fiesta wasdropped, and drastically again in 1988 when the Ford Festiva was introduced.Low-volume, high-performance, high-priced luxury cars were also excluded,This category included Alfa-Romeo, Jaguar, and Rolls-Royce (similar
manufacturers, such as Ferrari and Lamborghini, did not have a full twelveyears of data). The fiftecn manufacturers included were: BMW, Chryslerdomestic, Chrysler import, Ford domestic, GM domestic, Honda, Mazda,Mercedes-Benz, Nissan, Peugeot, Saab, Subaru, Toyota, Volvo, and 
Volkswagen.reasonably


Fuel price data for 1973-1989 wcrz obtained from the Monthly EnergyReview and Annual Energy Review (U.S. D.O.E., 1988, 1989). Prior to 1978the average price of regular leaded gasoline was used because the series for 
the average price of all grades begins in 1978 and bcausc the price series forunlcadcd regular does not begin until 1976. In 1978 and subsequent years the average of all grades was substituted. While most new cars are designed forunleaded regular, many owners buy premium, and a significant number 
misfuel with leaded gasoline. In any case, all of the DOE gasoline price scries are highly correlated. Prices were inflated to 1988 dollars using the implicitprice deflator of the Gross National Product. 

,­

C-r I iFEO 1 ;
 
TIHE IMPORTANCE 
 OF MPG STANDARDS: ES'IMAII()N ANI)
INFERENCE
 

In :his sectionj thc parameters of the mani-faclturtr'.s cfficu ivy
equation arc simaed land several hypoheses amuifihc.1cc II 0w

equation and its stabilty over time are tested. tIFirst eciuatin (:.1estimated to dctcrminc the relative importance of fuel a5d ldpriv'v 5 

ccoonomy rcgulatiors and to infer the nature of maussfctlure, ' rcJp,,Is.. to
gasolins price increases. Next the stability of tfiprice clfulatdi,,ilig 11cil,k
of falling versus rising prices is tested. The stabilily of the cflcct of the fujtIeconomy constrair: over time is also subjected to a statistical Icm. NCxt Imodel is tested that implies that, given the AFES, fucl prices may have bt.'ciirrelevant to the product planning of constraincd manffacturcrs. Ii:tMily,inferences about the price elasticity of MPG arc prescied for-uncoistgiitd
carmakers,and for the short-run effect on constrained n acturrs.
 

The parameters of the manufacturers' cfficiccy d-ci. ,
m .,I I(equation 8) were estimated using.lhe lca:.t squares dumy v rial,i: (t.';I\')
method on 
 the time series of cross-sectional manufacturer dita. A dutmiv
variable was included for each of the fifteen manufacturers. Ordinany leat
 squares was the estimation technique and manufacturer data weic nut
weighted by sales volume. Thus, Mcrccdcs-Bcnz gets just itsiutch wcig.i ',
General Motors in the determination of modcl parameters. 
 1I.cI.II,N)1-I'(TM)e€onor.tr c software package performed the c.tlculailimts ((;vec.
 
1986).
 

Results for the basic PDL model that,indicate for con.tlaillcdmanufacturers, the weight given the AFE.S is roughly twice tha given t.lmarket-determined level of MPG (Table 1). The coefficient uf FR i6 0.'2,which implies that the market MPG weight is 0.28. i a prcvitous s.tuLy,Santini and Vyas (1988) regressed the chatge in average MI"(; tur l1Iiw t%
against the change inCAFE, a trend variable, and two p3ice variabl's, aid
obtained a coefficient for the change in CAFE of 0.354. (iivcn the ditfcregsc,

in model formulation and data, the two results arc not inco. sistcnl. 
 Ntst Ill*the constructed price variables arc statistically significant at Ihle05 level. A
F test for all of the price variables proved that their combincd cffect 
 is casilysignificant at the 0.01 level. The overall fit of the model itIhc data i%good: the adjusted R was 0.79.
 

Pattern of Response to Price Changes 

The patt .rn of lagged price response can be computed frotms Iiccoefficients of the constructed price variables in Table 1. Lapg..cd pi,3ie­coefficients for the unconstraincd manufacturers becan comlpttlcd tlicl'from the coefficients of w0,7 and z inTable ,by uig cquatIM (5). '1 
fo; the constrained manaclurirs arbcomputedbye from cusng1-Iolis
7g+zodI, z1+zzd , and z2 t-z2d respectively, and dividing each by (1-tL'1. 

http:e�onor.tr
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Table L PDL Mad EAUmagen 

Variable Co"f.icient Std. Error t-ratio Sign.Level 

Dummy variables 
BMW 5.20 2.72 1.91 0.055 

Chrysler D 6.34 2.72 2313 0.020 
Chrysler 1 26.94 2-43 11.08 0.000 
Ford D 4.97 1832.72 0.066 
GM D 4.86 2.72 1.79 0.072 
Hlonda 26.43 2.43 10.87 0.000 
Mazda 23.28 2.43 9.57 0.000 
Mere-Benz 3.91 1.432.72 0.149 
Nisan 23.96 2.43 9.86 0.000 
Peugeot 6.11 2.72 2.24 0.025 
Saab 5.71 2.72 2.10 0.036 
Subaru 24.95 2.43 10.26 0.000 

2.43 0.000S.32 1.95To..taVolvo 24.60 2.72 10.12 0.050,, 

VoU 51w1111 24.17 2.43 9.94 0.000 

ze -0.925 0.715 -1.29 0.195 
1.910 0.864 2.21 0.027 

z2 -.0.31 0.178 -1.91 0.054 

31.d595 1.239 -3.42 0.00.0.2A9 2.65 U.0 

AFES, EId 0.719 8.430.08S 0.000 
Adjuted R1 - 0.715 Std. Err. of Regression - 1.94 
Mean of Dependent Variable - 27.83 Sid. Err. Dp. Var. a 4.19 

The division by (1-0.72) rcmoves the assumed penalty function weight of (1-B) 
on the market MPG equation. In accordance with equation (8), this is 
necessary to obtain the price responsiveness in the absence of the AFES 
regulations. In the penalty function, the market-dctermined fuel economy
lcvcl receives a wcight of (1-0.72)=0.28, so that its potential effect on new car 
efficiency is muted. Results presented below, however, indicate that rescaling
(increasiag) the constrained-carmaker price coefficients is not entirely
appropriate. 

Initially, one might cxpcct the market efficiency equatious for constrained 
and unconstrained manufacturers to be essentially the same. In fact, the 
estimated coefficients imply very different responses by constrained and 
unonstrained manufacturers to changes in the price of gasoline. According 
to the lagged price coefficients (Figure 4), the new car MPG of unconstrained 
manufacturers is determined by fuel prices of two to four year; ago. This is 
consistent with what we know about necessary "lcadtimcs for productthe response of
development (e.g., Ford, 1984). in sharp contrast, 

manufacturers constrained by the AFES is nearly all in the current year. 


CAFE 0R PIZUl.I( 7;. 

10 o 

;L¢,. . CAFE CONSTRAINED 

.CFO'E 

0211 
UNCONSTRAINED 

.. 4.37 

WII 
0 4 

Al 
0 

2 

:3
 
0
 

-2 

0 1 2 3 4 5 IET Er"rCT 

LAG, IN YEARS 

Figure 4. Lag Structure if Response to Fuel Price
(by Manufactu r Relation to ICAFE Construint) 

For the constrained manufacturers, product planning ha%.Ibcct thnaaisalt-d 
by the requirement to meet the AFES goals. Thus, thc potcntial inp;ci. (1
past fuel prices on research and design has bcen ovcrwhehed by jlasoini. it)
meel the fuel economy goals required by law. For thc unconfr;aiit'dmanufacturers this is not the case, and their product planning has bccn guidcIl 
by their expectations of the level of fuel ecnkny ffie markct wouid ,cqtturc 
two to four years hence.2 If the above argument is correct, it.implics tliat 
B= I and the level of MPG preferred by the ,arkct have not been facis il 
the long-run product planning of AFES-constrained car tmranuftdrcrs. "1Ili% 

2. In fact. to rome degree the fuel economy standards appear to hatvc t,ccn a o',wr;:,l,,I 
the "unconstr ined mapufacturen a well. Estimations of the I'DI. n-..rl. n. 'ril as - r 
form discussed below, including a fuel economy standard varialvle for u,,,wi:ac, 
manufacturr . pioduced slatistically significant coefficients for that v.,jitlc shith -,irvx 
third to one-lslf the size of the CAFE constraint coefficicn-s for '"m.tainc" ,Other coefficients armpffected ,ery atitle by the inclusion of the CAIl" connrmot ,obiar Utunconstrained" manuflicturer. Results armn'ailable from the author. Ahh,,mgh th- c-1 
fuel economy standatUs appear to have had some infiucnc cvcn on 
manufacturers, the stnrtt unconstrained definition ismaintained in this papr.. Sl l-ly cpW:.g..unconstrained' is mor properly interpreted as "mositly unronitad" or "muh Itc.constrained." The author is gratef,;l to Jim Sweeney for suggesting the imc:.t.;.st'n At h, 
itue. 

http:1-0.72)=0.28
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hypothesis is tested bclow and is not rcjeczcd. This, howcvcr, does not explain
the lack of significance of current-year prices to unconstrained manufaResponsivene"s to current year prices cannot come about by changing the 
engincering, design, or technology o product offerings. Itis too late for such 

turcrs. 

actions. It must be due to changes inthe sales distribution,given the makesand models available. Thus, it must represent consumera response, morethan a manufacturer decision. In effect, 	it is outside of the manufacturerdecision-making model presented above. When fuel prices rise. car buyerslook for more efficiect makes and modcls, raising the itull-line manufacturcrs'average fuel economy. The constrained manufacturcrs' sales distributions arcaffected 	 because they tend to sell a wide range of cars with differingefficiencies. The unconstrained carmakers, on the other hand, tend to sell amore.limited line of efficient cars. Though they may gain markct share whenthe current price of fuel jumps, it apparently has little effect on their salesdistibution or average MPG. 
The patterns of price response illustrated in Figure 4, and the above lineof reasoning, suggest that a simpler formulation of the price variables may beadequate: for constrained carmakers include only the current year fuel price

(P) and for unconstrained carmakcrs use the simple average of prices two,three, and four years ago (P24). Results for this simpler formulation are
show-u in Table 2. This formulatiol, which fits the data nearly as well as thecomplete PDL model, is more convenient for testing certain hypotheses about
price effects. 

Table 2. 	 Estimated Coefficients of simplified Model (Dummy variables

omitted froma table for brevity) 


Variable CoiT-Icient Sid. Error 1-8aio Sign. tLeve 

P 	 .0.667P 	 0.669 -1.0 0period.2.4 	 4.0494.70 .691.S 4.40.0 0.322
&000 


2-4 6324 1.618 -3.91 0.000 
A'-ES 0.728 0.086 8.49 0.000Adj. R' =-0.713 Sad-Er. ot'Regnujon- 1.95 

T (2of, P f-, n1iar Rem11,.. 0-.24B0 
(2 160) -	 1318,Sivf. LcI - 0.270 

PB 2.851 0.717 3.98 0.00 
P2-4 4327 1.056P24d 	 4.29 0.000

4-527 
 1.056 -4.29 0.000 

AFES 
 0.670 0.073 9.18 0.000 
Ad1. R' -	 0.782 Std. Err. of Rereion - 1.96 

CAFE OR PRICE: /51 
Stability of Price Effects 

One might expect rising prices to have a different cffcct ,innew c.r P61'(;than falling prices 
for two 	reasons. Firs, ifrising ii(-.% linitl.t.
 
technological change, fuel economy will no retur 
 to its o, iina, level ,Aitniprice falls back to its original level. 	 lc
Iftechnology has truly advatnitcd,
would return to a somewhat higher level of MPG trldbecause 	,chlacr 'n]l.cj*means we can have more MPG and more 	

y
of evcrything else we want in a
at the same time (there is considerable empirical vidcncc that fucI econiny
technclogy has advanced -- see Greene, 1987; EEA, Inc., 1986; U.S. D)1'.
NHTSA, 	1982). Thus the price coefficient for pcriods of rising piic,.s wolduitbe greater than that for falling prices. Second, manufacturcrs Can ihtlijnitcthe salesmix inthe short run by offering incentives or changilig Ilhpiaccmakes and models, e.g. 	 of 

as Kwoka (1983) has argued. Bit theywould mostlikely try 	to shift sales only when prices were falling, to coauntcraO. listdownward pressure on MPG so as to still mcet the AFES targets. The cffceiof this would be to dampcn the market rcsipnsc when pric.s ;t" fatli,!c.Once again the coefficient for rising prices should be gicaacr than 1h.11
falig prices. 

I
 

Figure 1 suggsts that the 1973 to 1989 period can beroughly dividd
 
into two parts: a period of generally increasing prices from 1'973 to 1981, anda period 	of gcnerally decreasing prices from 1982 to 1989. If wc allow for atwo-year lag for expectations to change, wc have a period of rising Jfict-s ftoiti

1973-82, and fAling prices afterwards. A test of price rcsplinsivcncss for thi(­two periods does indicate different modes of response. The currcnt-y)car piJtecresponse for domestic manufacturers appears to be about twice as large (fl,,ig

the period of rising prices (2.5 vs. 1.2, Table 3). For uncons.traincdmanufacturers the price coefficients arc much closer in value (3.4 vs. 4.1) bit 
there is a slatistirally significant increase in price sensitivity for the postRecall that these are predominantly Japanese nianufatlrcr%141824efficient 	automobiles. It appears that they may have reduced their MI'(; illresponse to falling prices in the 1980s more than they increased it iirC,,lntr 
to rising prices of the 1970s. If the intent of the EPCA was to bri,,g ahomiroughly equal improvements by all manufacturers, this is a disturbing re'l.It suggests that market slackness* created when the AFEN kci coslai-dcarmakcrs from fully following market trends was taken up Iw dlh 
unconstrained carmakers, who took the opportunity to sell a mix (if 	It:%%efficient cars than they otherwisesomesupporl to Kleic's (1917) would have. This cvitictit hInn'assertion that fuel economy rt'gmalati,,I-. ( L,-,l
economics of scope that jncourage 	 fullall manufacturers itoieconle hl.-i
 

manufacturers. 
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Table 3. Test of Equality of Pr i Coef'cientW, 1978-1982, and 1983-19g9 
(Dummny variables omitted from table) 

Variwl 	 c=Irwkni Std. Urrr I-ratio Signf. Lml 

PB 2506 0.729 3.44 0.001
PB.83 -1.281 0.701 -1.83 0.066
P2.4 	 3.391 1.148 2.95 0.004
P2-483 	 0.701 0.304 2.30 0.021 
APES 0.857 0.125 6.86 0.000 

Adj. RI - .790 Sid. Err. of Regr.apioa = 1.92 

Stability of the AFES Constraint Effect 

It has been suggested that, 

The CAFE standards appear to have provided little but nuisance value 
until recently. As gasoline prices have fallen in real tcrms, the standardshave become a binding constraint upon producers attempting to sa.isfy 
the demand for larger cars." (Crandall et al., 1986, p. 139) 

A look at Figure 1 shows that real gasoline prices stabilized in 1981 and began 
falling in 1982. If it is true that consumers base their price cxpcctations on
what has occurred in the past year and a half, by 1983 they should have 
decided that prices were headed downward. A Chow test was performed to 
evaluate the hypoth.-.ss that the effect of the CAFE standards in 1982 andbefore differed from their effcct in 1983 and afterwards. The more flexible 
PDL model was re-estimatcd with scnaratc AFES cocfficicnts for the two time 
periods. As before, the AFES applies only to constrained manufacturers.

Not only can we not reject the hypothesis of equal effects before and 
after 1983, but the independently estimated coefficients are nearly exactly thcsame: 0.77 for pre-1983, and 0.75 for 1983 and after (Tabe 4). The F sAatistic 
for the null hypothesis that the two coefficients areidentical is F = 0.124 with
(1, 157) degrees of freedom, which has a significance level of 0.72. There is 
no evidence here to suppot the assertion that the automotive fuel economy
standards were not binding on manufacturers prior to 1983.bcn trog ad cnsitenit gpeas tat hci €fcctb~as Onthougoutthcperiods.the contrary,
it i.ppars that their effect has becn strong and consistct throughout the 
entire period. 

OR( )1- U' /.".r 
Table 4. Test of Equality of AFES Coefficients, 1978-1982 and 19&3-19.;9 

(Dummy variables omitted from table) 

Varable CoffLecnt Sid. !irrr I j.,1i1, ,,:,,f. I rlr 

-0.925 0.717 -12J)
 
z1 1.910 0.866 2.2u5 0.02
Z -0.341 0.178 -1.92 0
o2
70dZ d	 3.334-38-46 1.290 257 G0 IUm 1a54 -2.t;4 0111,5
 
z 2 d 0.635 0.260 2.44 0015
 

AFES<83 	 0.770 0.168 4.57 MY1r9

AFES > 82 0.749 0.122 6.13 O.X)
 

Adj. R' - .7B4 Sd. Err. of Ritgrcuion = 1.95 

The of Fquaity of AIES Coeffrcdents 
iP(1. 157) = 0.124 Signirscanc Level = 0.724 

Z -0.925 U.717 -1.29 0 T27
 
z2 -0.341 0.178 
 .29 Olus2 

3.595 1.055

Z1d -4.035 1.2421 -3.5 0'12


o.6W 0.250 2.( ,AW
 
AFES< 	 3 0.719 0.086 8.0 011X)

I-"s<S3 0.719 

70mM 	 3.41 (,.ti, 

0.086 8.40 u ,XXj 

Adj. R - 0.785 Sad. lrr. of Rcgrcssaon = 2.94 

Dominance cf the AFES over Fuel Prices 

If thceMPG o CAFE-constrained carmakers reslxmds only to ,uicI.I 
zaro and thc coefficient of the fuel economy standard vaiabl. .,I

1 h cowitest othehypotesis, tan into c 'h'ea ,atequal 1. Wc now test thishypothesis, taking into accou7t the difcn.t 
rcsponsc of constrained carmakcrs to prices duringthe '978-82 .and1a,-,i1In the results prcscnt~cd in Table 5 the 71-variabics itic dclh-Md ;v..iii
equation (5) fer unconstraincd carmakcrs, and arc zAcro olicrwisc. * tic/
variables represcat the PDL price variables for the constraincd iailI.itI !vlrs. 
Prior to imposing the pricc and standard constrairt2s, nonC of tht" it,., 
variables for constrained manuiacturcrs is statistically sigmilicatit. J,,iiiimposing the four constraints results in F(4, 156) = 05.53, .hiih i.. i,
significance :vcl of 0.70, so that we do not rcjcct the hypotlsis thait i 1. 
The implication is that the long-range fuel economy plaknning of coiu.1.0 ,J
manufacturcrs may have bccn entirely dominated by tlkc CA'i .standar,ls. 

http:hypoth.-.ss
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TaleS. Test of Ielemae of Gasoline Price to Coustraincd hlanufacturerMPG (Dummy variable. omited from table) 

Variable Coeflciat Sid. Error -ratio signi LVC 

-0.925 0.718 -!.29 0.196 
1.910 0.867 2.20 0.027.0.341 0.79 -1.91 0.oss 


rgdm 4.908 5.351 0.92 
 0.364ZdO -3.649 4.026 -0.91 0.370S0-553 0.628 0.58 0.384 
X.4.215 1.335 -0.16 0.847 
AFS ERdn 0.716 0.199 3.60 0.000 

Adj. R 0.784 Std. Eff. of RVt&ion - 1.95 

Tal of Ua' Raesrticmet zedin = zidm "z 2d= -0, AFS - 1.0

(4,156) - 0.33 Signfic'ar~cc Lel - 0.700 


__(4,_156) _ __ __ __ _ __ 
 __ _ __ __ __ __ __0_700_avoid 

Zh -0.925 G.718 -1.29 0.196Zia 1.910 0.867 2.20 0.027 
zid 0.0-20.0
Zidin 0.0 

0.0
P9 2-375 0.7M8 3.4 0.001
PH -1.939 0.409 .4.74 0.000 
AFES, ERdn 1.0 

Adi. 1R.- 0.736 Sid. irr.o( Retgrmauion - 1.94 

Estimates of Price Elasticity of MPG 

Overall price elasticities can bc computed either from the net effcct ofthe lagged price responses shown in Figure 4, or from the coefficients ofcurrent and average prices 2-4 years ago in the simplified model. Note thatthe elasticities computed for constrained manufacturers assume the existenceof fuel economy standards. One could try to infer elasticities that one wouldobtain in the absence of regulation by dividing by (l-B), but given the effectthat regulatioa appears to have on the nature of the price response, this wouldgive misleading results. The average price of gasoline for the 1978-89 periodwas $1.36 per gallon and the average CAFE of all the manufacturers was 27.83MPG. Using these values to compute elasticities of MPG with rcspect to astep increase in gasoline price gives, 

011 OR I'IlCC -?/ 

(6.21.0.28)-(1136/27.83) 0.08- ctr ihi.ld, l'DI. nrd,, 
2.51.(i36/27.83) - V_.12 consrainl, IPIX i,..'(2.51-1.28) (1.36/27.83) - 0.06 cotirailcdIiiit :',J 

4.37.(1.36/2783). r = 0 7 unconsiainad, 111)1. olil.-I3 vi7 - 0.21 I 
339-(1.36/27.83) z 0.17 uncot;stait-d. 19, :'I4.09.(1.36/27.83) = 0.20 uncom, traiic.l ,'ill 

The price elasticity of MPG with respcct to fuel t,.r
unconslrained manufacturers is quite small. At a long-ruit clsticit) of 0 21, 
fucl prices would have to increase from S1.36 to 
about 10% in 

$2.15 ixer g;uhlti i, lirapa increase MPG. The impact of current flu'l Iuut ltt 
constrained manufacturers is largcr during the 1978-82 pCriod ,1 giCncit lvrising prices than during the 1983-89 period when prices '%crc fullaig. I lIz.I i%
consistent with the idca that manufacturers may take actions In rt',%.Idownward pressurc on their CAFE when fuel prices arc fallini in ordca I,

violating the AFES. 
Unfortunatcly, the above estimates cannot bc interprect ;%,11wlong-run and short-run gasoline price elasticities of MI'(; for life voliicrrarkct. The tw ) market segments (constrained and unctiustrahi' 'e') ,,rc (1111L.

diffcrent and atjpcar to respond differently to price chati.cs. \V" we. c .,-1table to estimaicla market MPG equation as a function of past fuel pii;
constrained manufacturers, apparently f.ut

because the AFE. cons.ahii;.ibinding. Their inherent responsiveness in the abh.ctncc of fucl ecot-miuyregulation might have been greatcr or lcss than thai of the uncon1riai+,ld
 

manufacturers. In addition, 
 the model is designed to represcot the fucleconomy of individual manufacturers, and thus does not adde .csthe lIL',ti I,
of market MPG improvement via shifts in sales front It:,. to more clif, i,.,manufacturers, and vice versa. Such sales shifts arc an in|)trlpot (11i( '1Co
of the short-run gasoline price elasticity of MPG. 

CONCLUSIONS 

The automotive fuel economy standards (AFES) spccificI by thcEnergy Policy and Conservation Act of 1975 and ruleInakis oif tieDepartment of Transportation, appear to have had a piowcful tilt t, oirproduct planning decisions of the manufacturers costraiucd by Ilucrir. 
fli. 

'11;,includes all the "big three' domestic manufacturers and several Furl-irca11carmakers as well. The statistical analysis described here indiatc.' tlhatstandards werz at least twice as important as market trcld'; il 
lh~* 

f.lI pri4cS, aidmay have completely replaced fuel price trends as a basis for hotg-ir,,,e
planning about MPG. Of course, correlation is not causalhiy. Ilit po..,lnletremains that the standards were such an accurate lprcdition of [he fultuic 

http:chati.cs
http:4.09.(1.36/27.83
http:339-(1.36/27.83
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EP=RGY PRICES INOWN CURRENCY INCLUDING TAX 

AUTOMOTIVE FLELS 
RETAIL 

Leaded Premium 
CzecF-Alovalda 
Lithuania 
Romania 

UNITS 

C/ltre 
R/ltre 
I.Aitre 

1988 

8 

190 

8 

F -1990 
ltO 

12.4 

2ndQ 3rdQ 

13.5 

4ht 

18 

. 91I 
latQ 

18 

2ndQ 
F 

3rdQ 
_1992 

4tho lato 

4 

Unleaded Premium 
Czechoslovakia C/lMre 
Lithuania R/itre 
Romania tlitre 

9 12.4 13.5 18 18 

Leaded Rek.,ular 
Czechoslovaqja 
Lithuania 
Romania 

C/litre 
Rlitre 

litre 15 45 
3.5 

Unleaded Regular 
Czechoslovakia C/litre 
Lithuania Ritre 
Romania L/litre 

Diesel 
Czechoslovakia 
Lithuania 
Romania 

C/lItre 
R/lire 
1/Litre 

5.5 6.5 9.8 9 15 15 
3 

LPG for Vehicles 
Cze,;hoslovakia 
Lithuania 
Roman'm 

C/GJ 
R/GJ 
I1GJ 

1.85 

AUTOMOTIVE FUELS 
WHOLESALE 

Leaded Premium 
Czechoslovakia 
Lithuania 
Romania 

UNITS 

C/tonne 
Ritonne 
Ltonne 

F798 

3550 

1989 

2474 

I1990wI 
lat Q 

2476 

2nd 

2476 

3rdO 

2476 

4thQ 

2476 

1991 
l0 t 0 

II199 
2nd Q 3rdQ 4th 1O 

2637.5 

Unleaded Premium 
Czechoslovakia C/tonnj 
Lithuania Rtonne 
Romania I1tonne 

3550 2474 2476 2476 2476 2476 

Leaded Regular 
Czechoslovakia 
Lit.uania 
Romania 

C/tonne 
R/tonne 
l/tonna 

3550 2474 2476 2478 2476 2476 
1857 

Unleaded Regular 
Czechoslovakia C/orne 
Lithuania R nicno 
Romania I1tonne 

3550 2474 2476 2476 2476 2476 

Diesel 
Czechoslovakia 
Lithuania 
Romania 

C/tonne 
Rtonna 
LAonne 

2834 2080 2080 2080 2080 2080 
1800 

LPG for Vehicles 
Czechoslovakia 
Lithuania 
Romania 

C/GJ 
Ronne 
IJGJ 

1785 

/ / ., A
 



FUEL OIL 
RETAILI/RESIDENTIAL 

Light Fuel Oil UNITS 
Czechoeovajda C/liAtre 
Libuan.a R/tonnc 
Romania IL.onne 

1968 

820 

59 

820 

1 
1991 " 

IA2nd 

820 820 

1875 

820 

4h 

820 

I 
1991 
latQ I 2ndQ 

1- 1 992 
l 

1877 

WHOLESALEINDUSTRY 
Light Fuel Oil 
Czechoslovakia 
Lithuania 
Romana 

C/litre 
R/tonne 
I.Aftre 

24.51 24.75 35.69 31.3 59.34 54.58 
1785 

Heavy Fuel Oil 
Czechoslovada 
Lithuania 
Romania 

C/tonre 
PItonree 
lotonne 

2290 1700 

1875 

2718 2760 4710 4272 

1500 
1171.5 

PROPANE/BUTANEIKEROSINE 
RETAIL UNITS 

Propne Butane Mix 
Czechoslovakidt C/GJ 
Lithuania RGJ 
Romania L/GJ 

1988 1989 
I19 

lstQ- 2rdO 3rdQ 
121 

4thQJlsto 2ndQ 3rdQ 4thO 
1992 
istO 

31.28 

LPG 
Czechoslovakia 
Lithuania 
Romania 

C/tonne 
R/tonne 
I/tonne 

4203 4249 

Kerosine 
Czechoslovakia 
Lithuania 
Romania 

C/ltre 
FPitre 
1litre 

5 5 6 

WHOLESALE 
Propane Butane Mix 
Czechoslovakia C/tonne 
Lithuania R/tonne 
Romania L/tonne 

1775 

LPG 
Czechoslovakia 
Lithuania 
Romania 

C/lonne 
Pdonne 
L/tonne 

4981 3166 

Kerosine 
Czechoslova ia 
Lithuania 
Romania 

C/tonne 
Fjonne 
L/tonne 

3325 2160 2160 

CRUDE OIL 
WHOLESALE 

Czechoslovakia 
Lithuania 
Romania 

UNITS 
C/bonne 
R/tonne 
1/tonne 

1988 
2250 

1989 
1550 

119N0 
lotO 
1t50 

2nd O 
1550 

d Q 
1550 5280 

1991 
letQ 

8000 

04thO2nd I 3rdO 4th O 

70 

1992 
IstO 

25478 

TURAL GAS 
INDUSTRIAL USE 

Czechoslovada 
Lithuania 
Romania 

UNITS 

C/10'7kcal 
R/m ^ 3 
1/tonne 

198 

2414 

19 

1746 

1000 

1990 
latO 

1777 

2nd 3rdO 

1530 

4th 

2520 

2800 

1991 
letO 

3350 

2ndQ 3rdQ 4th 

42 
6000 

1992 
ltO 

ELECTRIC GENERATION 
Czechoslovakia C/10^7kcaJ 
Lithuania R/b m ^ 3 
Romania I/onne 

2414 1746 

1000 

2355 2027 3338 

200 

4439 
42 

6000 

RESIDENTIAL USE 
Czechoslovakia 
Lithuania 
Romania 

C/10^7kcal 
R/ m 3 
I/tonne 

1080 1058 1058 1058 1058 1058 
3.02 



COAL 

INDUSTRIAL USE 
S =aU COaI 

UNITS IM1969 
1 1990 1 1 

1.0 2nd0 3rd 
1 

4th0 
1Iii ll I 
1,10 2nd 

I 
I 3dQ 

I 
I4thO 

:F-92 
1 stO 

C' eslovakia 

Lithuania 
Romanla 

C1onne 

RFtonne 
LAonre 

1112 196 

179 

236 215 311 311 

350 

471 

810 

Coking CoaJ 
Czechoeols,,a 
Lithuania 

C/tonne 
Ptonne 

705 917 944 917 1320 1487 1061.1 

Romania L/onne 

Coke 
Czechoslovakia 

Uthuania 
Romania 

C/tonn. 

RItonne 
L/tonne 

965.32 1314.91 1349.81 1348.81 1349.81 1348.61 1934.2 

ELECTRIC GENERATION 
Steam Coal 
Czechoslovalka C/tonne 

Uthuania R/tonne 
Romania Lftonne 

102 109 134 120 179 172 

350 810 

RESIDENTIAL USE 
steam coal 
Czechoelovakia 

Jthuan a 
Romanla 

C/tonne 

PAonne 
Ldtonne 

180 180 10 180 180 ISO 

ELECTR1ICrY UNITS 

UGHT INDUSTRIAL 
"* 
* 

Consumption Charge 
Czechoslovakia C4kwh 
Lithuania Rtkwh 

Romania L/wh 

1 

0.488 

1 

0.477 

low90I 
1.t0 

0.525 

2ndO 3dO 

0.490 

4th0 

0.597 

1991 
IstO 

0 597 

2.2 

2ndO 3d 

12.7 

19 

0.30 

Demand Charge* 
Czechoslovakia 
Uthuanla 
Romania 

CfKW 
R'KW 

1ION 2407 
750 

HEAVY INDUSTRIAL 
Consumpdon Charge 
Czecholovakia C/kwh 
Lithuania A/kwh 
Romanla L./wh 0.57 O. 5.7 

0.3 

Demand Chabo 
Czechoslovakia 
Uthuar.a 
Romania 

CAKW 
R/KW 
1./" 706 6384 

750 

RESIDENTIAL 
Czechoslovakia 
Lithuania 
Romanla 

CAwh 
A/kwh 
L/kwh 

0.506 0.506 0.487 0.467 0.487 0.497 

0.85 0.65 
0.35 

*"for InduWtres < 1KV (Romanl) or <75OKVa ULhuanla 
0 demand changes awepaid annually _________________________________ 

HEAT UNITS 
INDUSTRIAL 

Consumption Charge 
Czechoolovaida C/GJ 
Luanla RfGJ 
Romania 1/0J 

57 

19 18M 

57 

1 

56 

2ndQ 

56 

3rdO 

56 

4th0 

58.2 

1.10 

482 

2ndO 

102.96 

3rdO 4tho 

1100 

1,10 

85.67 

RESIDENTIAL 
Czecholovakla 
Lithuania 
Romanla 

C/GJ 
ROGJ 
L/GJ 

22 22 22 22 22 22 

as 
11.48 

IKEY 

blank dala not aviabe 

asaumed same price as peMou pedod 

1,P
 



EASTERN ANDCW(AL EU1RPEAN ENERGY PRIONG 

ECO1AJE RATES" 

NAM uni rt, 1988 1889 
I
1 

1990
Ist 

I 
2nd 

r 
3I. Q_ I 4th Q 

CzecJokmla CowO/US 9.4 10 23.8 23.5 23.8 23.8 
Uthun= 
ROmAnO 

Roubs/ 
WidA 

0.829 
14.37 

0.829 
14.44 

1.8 
34.71 

1.8 
34.71 

[.8 
34.71 

1.8 
34.71 

11988-199! olticiel enhr3ne mtes for the MxR 
"The exvLnne wtes are awurate through 4th quarter 1990. atterwhich multiple desltmUi could 

This is eseclaly a zroblem in Uthumnia and Romania late in 1991 and efrev in 1992. 

eNMW PR3 INDOUAS ($IS) M ,M TAX 

A1M', MVE I 1990 1FUSS 

RzrAL INTSI 1988 1989 Ist Q I 2nd Q I 3rd Q 4th 
Ieaded Premium 
Czech,&vakia 8/litre 0.85 0.80 0.570.53 0.78
Uthuania I/Lre 
Ivomanla S/itre 

Unleaded Premium 
cmb~o v, s/f 0.90 0.53 0.57 0.78 
Lithuania 8/litre 
Romania S/Aitre 

Czecoloakia 8/litre
Uthmnia s/litre 
Romania Atre 

Ow.ecklovalia 8/litre 
ULutnia 8/litre 
Romania 8/ltre 

tClxuooWa S/litre 0.59 0.85 0.42 0.38 0.84
lithusnia s/Iltr 
Romania t/ltIT 

LPGfor Vehicles 
Czechnlovakia 8/0.3
lithuania 8,0.3 
Romania 8/0.3 

AUIUUI1V FUUS 1 1990 
WHOLE~SAIE IJNTIS 18 i n r U 

lnaded Premium 
1zechodovalca $/ton 377.86 247.40 104.92 104.92 104.92 104.92 
Lithuania 8/nne 
RP4ania $/ton 

UnleadedPremium 
zcwhovoakia 8/ntane 377.86 247.40 104.92 104.92 104.92 104.92 

lithualia $/tne. 
Romania 1/towle 

tChbodova 8/Inane 377.88 247.40 104.92 104.92 104.92 104.92 
Lithuaia 8/tWan 
Roman a $/Inae 

Unleade Regular 
Cbechadoka $/tnne 377.88 247.40 104.92 104.92 104.92 104.92 
Lithuania 8/Ine2. 
Romania 1/Ite 

Cechoslvakia 8/toone 301.49 208.00 88.14 88.34 88.14 88.14
 
Lithuania /tone 
Romania I/Io
 

LPGforVehicleg
Uebtoalca $/.
lithuania 1/onne 

Romania $/G 

1991 1992
I t Q I 2nd Q 3rd Q 4th Q I Il Q 

27.3 30.2 30.9 29.77 27.7 
1.6 1.79 1.8 1.8 IZo 

30.97 80.35 81.38 183 183 

occur per quarter. 

1991 I1992 
it 2d 3rd L 1 9 Q 

0.88 
0.03 

0.8 

0.03 
0.41 0.25 

0.55 
0.03 

0.02 

3991 19
 
i I982nd 913rd Q I4th __I It
 

21.98 

15.48 

15.00
 

14.88 



SOIL I 1990 I I I I 1991 " II___ ______
14Et IN O1: UNITS 1988 1989 lt Q 2nd :I d 4t , I / 2dI 3jrd 4 I 

Cwecb/naa S/Utn 87.23 82.Co 34.75 34.75 34.75 34.75
 
Lithuani S/tLone 
 15.64 
Romana /iLre 54.02 

116t Fe Od
 
C hOedOV'k1 S/litre 2.81 2.48 1., 1.33 2.51 2.00
 
uthu,-i 1/Inn, 
 14.88 
R! lna l Atre 

Heavy Fir[09

C'zx sovaliA 1/Dane 243.62 17.00 115.17 118.95 199.58 156.48
 
uithtnnla S/ton 
 9.78 
Rcma.1. S/-, .e 129.85 40.57 

LIQUIDGAS M 990 T 1991 I 992
RETAIL UNITS L1989 1j IsQ 2nd Q I 3rdQ 4tQ1 Ih I I rd Q Ith ItI Q 2nd 3d 4I Q 

ULthuania S/G 0.28 
Rom~ania S/GE 

LPG 

Czehomklda S/onne 447.13 424.90 
ithuania /tonne

Romania S/tnane 

Kerosine
 
C eclvakia l/111 0.53 0.50 025
 
Lithunia S/Inan
 
Rornanin Sitre
 

WHOLIME
 
Prpne Butane mix
 
eCbho~vakia S/nne


LithtUn s/Itnne 14.79 
Rlaman" S/Inan 

LPG 

Czechosaka S/onre 529.89 318.80
 
Lithunia S/tae
 
Romniaa S/Inne
 

Kertdne
 
C vamda $/onne 353.72 216.00 91.53
 

Raomania S/Loane 

CRUDEOIL 1990 I 1991 
WtIUNS 1988I 1989 IYlt 2ndQI 3rdQ I 

1992 
I .QI I:3,dQhQQ q,Q I4hQ I 


Czeclh,-valia $/tnoe 239.36 155.00 85.08 65.88 85.68 223.73
 
Lithu i.a 1/t-e 
 7.00
Romania S/tnne 218.39 139.21 

1&90 I II1991 1 1992NATURAL UNITS 1989 2dQ I 4th QGAS 1988 ltQ 3rd QI I I1t Q I 2nd Q I 3rdQ 4tb Q I Ist I 
INDUSDIAL US 

,ech,,vida /10-7 kcal 258.81 174.60 84.83 106.78 122.71 
LiLthLA $/ m3 23.33 
Romania S/Inne 69.25 80.87 32.79 

ET GNE1RATION
 
r, bmlmda /10-7 kcal 258.81 174.60 99.79 85.89 141.44 
 182.60 

Litbhwnia I/ m"3 23.33 
Romania $A/nne 89.25 80.87 32.79 

RESMNTlAL USE
 
r"ec- lov]da $/10-7 kcal 114.89 105.80 44.83 44.85 44.83 38.75
 
ULthuai $/ M3 0.03Romnia $/te 



1 1990 1! 1 1991 1 1 4 1992 
DoUSTPL USE -
Steam Col 
czchai ,okia 8/tene 19.3 19.50 9.98 9.11 13.10 11.39 15.60 

Romaola t/toc'ie 12.40 9.47 4.43 

cechsovalka 

uthmila 
Romania 

8/tonne 
I/tnoaw 
8/toine 

75.00 91.70 4.00 38.56 55.93 53.74 55.00 

Ctechoaloda 

Lithtlania 
Romaia 

$/oAM 

$/Loame 
I/tonne 

102.69 131.49 5720 57.20 57.20 57.20 70.85 

LET1 GMEATON 
Steam Ca 
Czechooya ia 
Lifflo 
Romania 

$/onMe 
1/toame 
$/Mwar 

10.85 11.80 14.26 12.77 19.04 19.04 

37.23 68.17 

RE1S~MAL USE 
Steam Coa
Czcoloai 

Lithuania 
Romania 

$/t a 

I/Lonw 
S/tonne 

19.15 19.15 19.J5 10.15 19.15 19.15 

UGHCrrr 
UGHT INUt'IA m 

UNS 1955 1959 
I 1990 

1st 2,dq I 3rd I 4th q 
I 
I 

1991 
t 

I 
23 

I 
Q 

I 
I 4h Q 

1 1992 
l tQ I 

Conegm3tpion Qwge 
Czceloakaa 
Lithuania 
Romania 

8/kwh 
8/kwh
/kwh 

0.05 0.05 0.06 0.05 0.06 0.06 

0.23 1.35 

Cwdhosovaika 
Lthuanma 

Romania 

SAWU 
/KU 
/KU 256.06 79.79 

HEAVYDtMIAL 

Czhosu oa 
Lithmnia 
Romania 

/kwh 
S/kwh0.:
8Awh 0.06 0.09 0.61 

DemandChr 
Czech,akia 
Lithuania 
Romania 

S/A
IKU 

S/KW 75.32 679.15 
79.79 

RESID/AL 
('zecosovada 
Uthuania 
Romania 

$/kwh 
$/k-wh 

/kwh 

0.05 0.05 0.05 0.05 0.05 0.05 

0.07 0.07 0.04 

for IdustAs < 1KV (Romana)or< 750KVa (Utbuana) 
I the demand charge is levied amully 

HEAT UNT1t 1955 1959 
IDEEUIST1AL 

,ConsumptionMa 
ecbovalda $/Cl 8.00 5.06 

ULthinia $/G, 
Romania S/Cl 

I 
I 

1990 
tQ 

5.96 

I 2ndQ I 

5.98 

n'.q 

5.96 

I 4thq 

6.30 

I 
1991 

Ist-QI 2nIQ 

10.95 

49.15 

3rdQ I 4th Q 

117.02 

I 
1992 
IsqQ 

9.11 

Cziosloyakia 
iUbmnia 

Romanla 

8/Cl 
$/GJ 
$/Cj 

2.34 2.34 2.34 2.34 2.34 2.34 

9.36 
1.22 

Note. these tables are a prototype. 



LITHUANIAN ENERGY PRICES as of 1-Jan-1992
 
exchange rate (roubles/US$)= 120
 

FUEL TYPES PRICES 
Electricity Roubles/Kwh $US/kwh 

Residential: 
day rate 0.35 0.0029 
night rate* 0.16 0.0013 

Other:
 
demand charge** 
 150 1.25 
use charge 9.30 0.0025 

Export to: 
Byelorussia 0.36 0.0030 
Latvia 0.35 0.0029 
Kaliningrad 0.35 0.0029 

*Applied to metered residents between 11 pm to 7am. 
**In the units Roubles/KW*yr and $US/KW*yr 

Thermal Energy Roubles/GJ $US/GJ 
Residential: 

space & water 11.46 0.10 
Enterprises and other consumers: 

state firm 85.76 0.71 
state energy system 

demand charge* 1648.35 13.74 
use charge 42.04 0.35 

Greenhouses, garages and studios: 
state firm 85.76 0.71 
state energy system 50.17 0.42 

*In the units Roubles per month for 1 GJ/hour. 

/
 



Oil Products 
Retail: 

Gasoline* 
76 octane 
92 octane 

Diesel,40-62 cetane 

Reactive fuel 
Boiler Fuel w/ ash 
Oil fuel, low ,.sh 
Stove fuel fo home 

Roubles/litre Dollars/litre 

3.5 0.03 
4 0.03 
3 0.03 

Roubles/tonne Dollars/tonne 
1957 16.31 
1268 10.56 
1270 10.58 
1877 15.64 

*gasoline and delsel prices Include a road and value added tax. 

Wholesale: 

Gasoline 
76 octane noneth 
92 octane noneth 
92 octane ethylized 

Diesel 
40 cetane high Q 
62 cetane high Q 
40 cetane low Q 
62 cetane low Q 

Reactive fuel 
Boiler Fuel w/ ash 
Oil fuel, low ash 
Stove fuel for home 

Roubles/tonne Dollars/tonne 

1857 15.48 
3080 25.67 
2195 18.29 

1825 15.21 
1825 15.21 
1775 14.79 
1775 i4.79 

1860 15.50 
11 70. 9.75 
1172.5 9.77 

1785 14.88 



Liquid Gas 
Residential: 

with gas stoves 
and hot H20. 

with gas stoves 
but no hot H20 

for hot H20 

for space heat 
for greenhouses 

Retail Prices: 
propane and butane 
0.3kg cap. tank 
2.05kg cap. tank 

LPG for vehicles 

LPG for vehicles 

liquid gas from 
distrib stations 

liquid gas from 
distrib stations 

Wholesale Prices: 
Propane-butane mix 
Technical Butane 
LPG for Vehicles 
Butane 
Isobutane 
Propane-propilane 

Roubles per Dollars per 
resident month Resident month 

8.93 0.074 

14.92 0.12 
16.82 0.14 

Roubles/m ' 2 Dollars/m 2 
of floor*month of floor*month 

3.02 0.025 
26.27 0.22 

Rouhles/GJ Dollars/GJ 

31.34 0.26 
31.22 0.26 

Roubles/litre Dollars/litre 
1.85 0.015 

Rcubles/GJ Dollars/GJ 
75.2 0.63 

Roubles/tonne Dollars/tonne 

2130 17.75 

Roubles/GJ Dollars/GJ 

46.81 0.39 

Roubles/tonne Dollars/tonne 
1775 14.79 
1775 14.79 
1785 14.88 
1795 14.96 
2350 19.58 
1783 14.85 



Roiianian Electricity Corporation 

Electric Tariffs 
(Effective 11/15191) 

Tension Level A. Differentiated B.Differentiated 
Two Tiered Single Level 

Tariff' Tariff" 
for for 
power* energy 
Lei/kW Lei/kW 
year Lei/ kWh 

Peak Remaining Peak Remaining Peak Remaining
hour hours hour hours hour hours 

1. Low tersion 41268 17556 18.2 5.9 27.4 9.8 
(0,1-1 kV year) 

2. Medium tension 24780 10140 15.7 5.7 22.2 8.2 
(1-110 kVyear) 

3. High tension 14820 6384 15.5 5.7 18.0 7.1 
(110 kV day) 

" Used where equipment exists for measurement of maximum demand, otherwise estimates of peak power used. 

0OTariff is determined by existence of functioning meters. 

C. Simple D. Simple 
Two Tiered Single Level 
Tariff* Tariff" 

Leri/kW Lei/kWh Lei/kWh 
annual 

for for 
power energy 

28884 9.5 12-7 

24060 7.9 105 

20052 6.9 8.9 



L 
END USE ENERGY PRICES 

OECD-EUROPE 

Sector Fuel US$/toe US$/mmBtu Comments 

Transport 
Gasoline 1106.6 27.89 Q2 1991 OJECD Europe price 

Diesel 660.9 16.66 Q2 1991 OECD Europe price 

Industrial 
Light Fuel Oil 289.9 7.31 Q3 1991 Danish price, similar to OECD Europe Price 

Heavy Fuel Oil 150.8 3.80 02 1991 OECD Europe price 

Electricity 
Natural Gas 

742.1 
151.2 

18.70 
3.81 

1989 OECD Europe price 
1988 OECD Europe price 

Steam Coal 128.1 3.23 1989 OECD Europe price 

Coking Coal 
Thermal 

91.7 
297.6 

2.31 
7.5 

1989 OECD Europe price 
per discussion at RMA meeting 

HouseholdElectricity 1281.7 32.30 1989 OECD Europe price 

Thermal 436.48 11 per discussion at RMA meeting 

US PRICES 

Sector Fuel US$/toe US$/mmBtu Comments 

Transport 
Gasoline 365.4 9.21 Q2 1991 price 

Diesel 335.8 8.46 02 1991 price 

Industrial 
Light Fuel Oil 186.6 4.70 Q2 1991 price 

Heavy Fuel Oil 78.8 1.99 02 1991 price 

Electricity 552.3 13.92 Q2 1991 price 

Natural Gas 101.9 2.57 Q2 1991 price 

Steam Coal 58.8 1.48 1990 price 

Coking Coal 61.6 1.55 02 1991 price 

Household 
Electricity 995.8 25.10 02 1991 price 

Source: lEA, 1991, lEA Statistics, Energy Prices and Taxes; 

Second Quarter 1991, OCDE/OCED Paris, pp.283-298. 



I 

Conversion Tables
 

CONVERSION TABLES IY- and powi, oduct specili gravity ranges
I lnlernationaltablu

(IT)calorie n 4.1868JoukisLangk Speciflc BarrelsI kllocaloile (IT) 0 1.163 watt bous Gr vi1y per tonne39.3701 Lnchs Ikilowal hour a 3412.14 BTUs321084 ret a 895.845 Mloca Oiks Crude oil 0.80.0.97 8.0-6.6
 
Art& (IT) Avialion
 a 3.6 nreloules Eusollne 0.70.0.78 9.1-8.2I square mctIt 10.7639 square feet a 1.34102 hoepowes-I aquat kliom1eer 0.386102 square mile Motor

bours gasoluns 0.71.0.79 9.0-8.1 
100 hectaresI hcctazg * 10,000 aquase metews I metric hone. Kerosene 0.78-0.84 8.2.7.6* 2.47105acn power M 735.499 Valts Gas oil 0.82.0.90 1.8.7.1 

w 542.476 foot poundsVolume Diesel oil 0.82-0.92 7.8-6.9focc/seeond LubricatingI lker a 0.0353147 cubic foot 0.98632 Imperial oi 0.850.95 7.5-6.7a 0.264172 US gallon borsepowet Fuel oil 0.92-0.99 6.9-6.5a 0.001 cubic meter I kilowatt a 737.562 foot pounds Asphaltica 0.219969 Imperisa foirccsecond biluins 1.00-1.10 6.4-5.8gallon 0 1.359 6 2mi@10c hoas.I US barrel = 5.6146 cubic foot powel 
a 0.158987 cubit meter
 
a 42 US gallons
 
a 34 .9726 lmperi AImAIS behat OMgY contentof fuels
 

WII,Kassal/b ABBREVIATIONS 
I kilogram w 120462 pounds Qude oil 18,300-19,500 2.6.45.4rthott ton (US) * 2.000 Rounds Gasoline 20,500 47.7 0iIP - broke horsepowera 0.907185 loww Kerosene 19.800 46.1 BTU - British thernal unitM 0.892857 long ton Benzol 18.100 42.1 CIFI tonMo (metric, a 1,000 kUograms Ethanol 11,600 27.0 

- cost Including Inturanct and 
filghtr 2,204.62 pounds Gas oil 19,200 44.7a 0.9842U7 long ton Fuel oll CPI - consumer price IndexDWT - de..weih ions or tonnaCge 

a 1.10231 short tons (bunker) 18,300 42.6I long ton GNP - gross national productCo4l0
(iamperlal) 2,240 pounds GWiI - lgawalt-hour(biltuminous) 10,200-14,600 23.7,34.0 KV - kilovoltS1.12 short tons LNG KW - kilowatta 1.01605 tonaos (naturlgu) 22,.300 51.9 KWH - kllowatt.hour 

MB - thousand barrels
MBCD - Ihousand barrels per calendirCnvarting Ito Barcal-OOU Equvalekn (BOE) 

.MOSD day- thousand birtelt per streamEnergy forms ao converted lIno acommon unl, BOE, basal on f6l oil eS Dvount dayat 18, 60 0 Btullb'ufollws: .NMJ - megjoules
ElecticIty 600 kwh 1.0000 MMIB - million barrels
Regular Gasoline I bbl • 

ID,BOE - million barrelsof.oll equivalkc0.8470PreInlum I bbl MT - metric tuns
0.861Kcosene MVA - megavolt ampere1bbl 0.8798Diesel OU MW - megawattI bbl 0.9328 blb - bas!LPG I bbl 0.6384Aviation Gas I;bbi 0.8475Aviation Tutbo I bbl 0.798 

Fuel Oil 
Pitch I bbl 1.0058

i'PC I bbl 1.0197
Coal (I11.000 TU/lb) I 14r 3.030

Alcohol I 1 0.5561Balat I MT 1.440
Coconut OIL I bb4 i.40 

60 7 

http:2,204.62
mailto:1.35962mi@10c
http:1.00-1.10
http:0.92-0.99
http:0.850.95
http:0.82-0.92
http:0.82.0.90
http:0.78-0.84
http:0.71.0.79
http:0.70.0.78
http:0.80.0.97


TAzLE B-60.-Conjuiitrprictindexts, commodities, .seret, and special group, 1946-90
 
[1982-841 00] 

LServa -special indexes 
year Of All 
 " 	 i IMfomd. Serv, Allaonth itemsAll All 

coms- Food 	 iAll itemsAll I$l tems items less Enermodities All Durable Non. services care mdi, les; less 	 food gy" durable serv. Cal 	 andices ca food energycare 
gy 

1946 .......
19.5 22.9 19.8 26.3 29.2 23.5 14.11947 ... 22.3 24.1 29.7 	 10.4 ...............
27.6 	 19.831.7 27.1 14.7 11.3 ......... 21.7 ...........
1948.. 24.1 29.6. 26.1 31.9 34.0 29.2 12.1 23.315.6 ............... ...........
1949 :...........
23.8 28.8 25.0 31.5 34.5 28.7 16.4 12.5 ...............
23.5. 	 ..........
1950 ............ 29.0 25.4 31.4 34.9
24.1
1951 ............ 31.6 	 28.6 15.9 12.8 ...............
26.0 28.2 	 23.8- .....................
.33.8 37.5. 30.8 17.8 13.4 ......... 25.3 ..............
1952 ...... 26.5 	 ....32.0 28.7 34.1 38.0 .31.0 18.61953 ........... 	 14.3 ......... 25.9 ..............
26.7 31.9 28.3 34.2 37.7 31.2 19.426.9 	 264...............
1954 . 31.6 28.2 33.8 36.8 	 14.8 .......2... 

1955 ....... 26.8 31.3 	 31.4 20.0' 15.3 266.............. .........
27.8 33.6 36.1 31.4 ZOA 15.7 26.6..............
1956 ..... 272 31.6 28.0 	 ... ............
33.9 36.1 32.0 20.9 16.3 ............. .... ,
27.1...........................
1957 .. 28.1 32.6 28.9 34.9. 37.21958.. 28.9 	 32.9 21.8 17.0 22.8 28.033.3 30.2 35.3" 37.8 33.1 	 28.9 28.9 21.51959.I 29.1 33.3 	 22.6 17.9 23.6 28.629.7 35.8 38.4 33.5 	 29.7 29.6 21.523.3 18.7 24.2 29.2 29.9 	 30.2 21.91960 .. 29. 33.1 30.0 *36.0 38.1 34.1 24.11961 ...... 29.9 33.8 30.4 36.1 	

19.5 25.0 29.7 30.4 30.6 22.438.1 34.3 24.5 2021962 ............30.2 34.1 30.6 38.5 	 25.4 30.0 307 31.0 22.5
36.3 34.5 25.0 20.9 25.9 30.31963 ............ 34.4 	 31.1 31.4
30.6 31.1 	 22.636.6 38.6 34.8 25.5 21.5 30.71964 ........... 	 26.3 

1965 ..........31.5 35.2 37.2 	 26.8 31.1 32.0 32.3 22.5
 

31.0 34.8 31.5 36.9 39.0 35.1 26.0 22.0 	
31.5 31.8 22.6 

32.2 38.8 35.6 26.6 22.7 27.41966 ........... 	 31.6 32.5 32.7 22.9
32.4 36.1 33.8 37.7. 38.9 36.4 27.6 23.91967 ...... 33.4 36.8 34.1 	 28.3 32.3 33.5 33.538.6 39.4 37.6 28.8 26.0 29.3 33.4 34.4 
23.3

1968 ....... 34.8 38.1 35.3 40.0 40.7 39.1 	 34.7 23.8

30.3 27.9 30.8 34.91969 ........... 39.9 	 35.9 36.3
36.7 37.1 	 24.241.7 42.2 40.9 32.4 30.2 32.9 36.8 38.0 38.4 	 24.81970 ........... 41.7 39.2 43.4 44,1
38.8 '42.5 35.0 32.3 35.61971 ...... 40.5 43,2 40.4 45.1 46 0 44V 	 39.0 40.3 40:8 25.537.0 34.7 37.5 40.81972 ............ 44.5 	 42.0 42.7
41.8 42.1 	 26.546.1 46.9 45.0 38.444.4 48.2 	

359 38.9 "42,0 43.4 44.0 27.21973 ........... 47.8 
 47:7 48.1 46,9 40.149.3 	 37.5 40.6 46.11974 ............ 53.5 55.1 52.8 51.5 	 43.7 45.6 29.4
.1975 . .. .53.8 .58.2 59.8 	 52.9 438 41,4 44.3 48.0 50.6 49,4 38.157.6 57.4 57,0 48.01976 	 46.6 48356 ' 60.7 61:6 60:5 60.9 59.5 52.0 51.3 
52.5 55.1 53.9 42:1 

1977 .. 60.6 	 :f2.2 56.0 57.46412 65.5 63.8 	 58.2 45.164,4 62.5 56.0 56.41978 . 652 68.8 72.0 67.6 68.6 65.5 60.8 61.2 
55.9 59.6 61.9 61.0 49.4 

1979 ... 	 .7 63.9 66.7 65.572.6 76.6 79.9 75,g 75.4 .74.6 67.5 67.2 	
52.5 

'.5 71.2 73.4 71.91980 .......... 	 65.7
82.4 86.0 .86.8 85.7 83.0 88.4 77.9 74.8 78.2 81:51981 ........... 93.2 	 81.9 80:8
90.9 93.6 	 86.093,1 89.6 96. 8811982 ... 96.5 97.0 97,4 96.9 	 82.8 88.7 90.4 90.1 89.2 97.795.1 . 96.0 92.61983...........99.6 	 96.4 96:3 -96.1 95,8
99.8 99.4 100.0 99.8 100.0 99.4 100.7 99:2 	
912 

1984 ............ 	 99.7 99.6 9%9
103.9 103.2 103.2 103.1 105.1 101.7 	 99.8104.6 106.7 104.4 104.01985 ............ 105.4 	 104.3 104.6
107.6 105.6 	 100.9105.2 106.8 104.1 109.91986 ........... 	 113.2 109.1 108.0 108.4
109.6 104.4 109.0 101.7 	 109:1 101.6106.6 98.5 115.4 121.91987 ............113.6 	 114. 109.8 112.6 113.5
107.7 113.5 104.3 108.2 101.8 120.2 130.0 119.1 	
88.2 

1988 .....118.3 111.5 118.2 107.7 110.4 105.8 	
113.6 117.2 118.2 88.6125.7 138.3 124.31989 	 118.3 122.3 123.4 89.3124.0 1,16.7 125.1 112.0 112." .111.7 131.9 148.9 130.1 123.7 128.1 94.31990 .......... 	 129.0
130.7 122.8 132.4 117.4 113.4 119.9 139.2 162.7 136.8 130.3 134.7 135.5 102.11989: Jan..... 121.1 113.9 122.2 109.2 112.5 107.1 128.9 143.5 127.3Feb ...121.6 114.3 122.9 109.5 112.4 107.6 	 120.8 125.5 126.4 89.0 

Mar;... 115.2 	 129.4 145.1 127.8' 121.3 126.0 126.9122.3 123.5 110.5 111.9 109.4 13Q.O 	 89.3145.9 128.3 122.0 126.7Ay..... 	 123.1 116.7 127.6 89.8124.2 112.5 111.8 112.8 13.2May. 	 123.8 117.5 124.9 113.2 146:4 128.5: 122.9 127.1 128.0 94.9111.9 113.9 130.8 145.9June.. 124.1 117.2 125.0 112.1 	 129.1 123.5 12Y.6 128.3 97.4112.8 113.1 131.6 147.9 129.9 123.9 127.7 128.5 99.0July.. 	 124.4 117.0 125.5 112.1 111.9 112.2 132.5 149.3 130.8 128.2Aug.... 	 124.6 116.7 125.8 124.2 129.0 98.5111.6 111.4 111.5 133.1 150.4 131.3 124.3 128.5Sept... 	 125.0 117.3 126.1 129.3 97.0112.4 111.3 112.9- 133AOct._ 	 125.6 118.1 126.5' 113.4 151.3 131.6 124:1 129.1 130.0 95.9112.1 114.1 133.7 152:3Nov 	 125.9 118.3 126.9 113.4 113.0 131.8 125,4 129.9 130.9 94.6113.6 134.1 153.6 132.1Oec .... 	 125.6 130,4 93.2126.1 118.2 127.4 113.0 113,5 112.6 	 131.3134:6 154.1 132.6 125.81990: Jan ..... 	 130.6 131.5 93.2127.4 119.9 130.4 114.1 113.8 114.2: 135.4 155:7Feb.*.,,128.0 	 133:4' 126.7 131.5 132.0120.6 131.3 114.6 113,7 115.0 .136:0 1572. 133.9 	 97.6
Mar 128.7 121:1 131.5 115.4 113.4 116.5 	 127.3 132.3 132.8 96.41356.9. 1585 134.7 128.1ar.128.9 121.4 131.3 115.9 113.1. 117.4 	 1333 133.9 95.5129.2 121:4 131.3 115.9 113.2 137.1 159A 134.9 1284117.5 137,6 160.5 135.3 128.7- 133,5 134.2 95.7133.7 	 134.4 96.7
June.. 	 129.9 121.6 132.0 115.8 117.6130.4 132.7 

112.9 138.8' 161.5 136.5' 129:4 134.2 134.8 99.5July.... '121.6 115.5' 113.0 117.0 139.9Aug ....131.6 	 16.4 137.5 130.0 134.8122.8 132.9 117.2, 112.9' 119.9 140.9 165.0 1385 135.5 98.9
Sept.. 	 132.7 124.6 1313 135.6 136.4 103.6133Z 119.8 112.8 124.1Oct... 	 133.5 126.1 133,6 141.4 165.8: 139'0- 1326 136.3 137.2 108.8
 

133,8 134.0 
1218 113.6 126.8 141.7 167.2' 13 1 133:5 136.9 137.8 111.4
Nov.... 126:3 121.8 114,1 142.0126.6 168.6133.8 134.2Dec .... 126.0. 121:4 114.5 125.7 142.3 1693 

1314 1337 137.2 138.2 110.9
13 7 133.7 137:4' 138.3 110.1
 

'Household fuels-gas (piped), electricity, fuel oil, etc.-ahd motor 
 oil, coolant, et: alsoful. lltoi" included through 1982.Note.-Data beginning 1978 are for' all urban consumers; earlier data are forurban wap earners and clerical workers.See also Note, Table 8-58.Source: Department of Labor, Bureau of Labor Statlstics. 
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TABLE B-59.-ConIumer price indexej. selected expenditure claises,. 946-.9O -Continued 

(1982-84- 100, except as noted) 

Transportation medical care 
Private tra lsoortatioi, '
 

Year or month Ato
 

Total mobile Public MedicalMeia 
Toas New oll Nsew M to m ine.transpor-i Total care iUsed Moto-rmit.,Ohr t~ncm cr 

cars cars fuel 4 nance Oth rdaton 1esm crwes 

and ,
 
... 
 repairs 

1946 16.7 18.3 ............... 14.5 15.8
947 ......... 18 .5 20 .8 9.4 12.5 34? 1043 4 .1 ............. 1 7 1 9 9 36.7
16 4 . . . . . . . 13.5 131948 . 20.6 23.0 37.1 .............. 18.1 .. 144 121
18.6 ........ 38.6 

1949...22.1 
 24.4 40.8 ...............
19.1 18.6 .... 12.4 14.81950 ........ 392
..................... 125
22.7 24.5 
 41.1 ...............
19.0 18.9............
1951 ......................24.1 13.4 15.1 39.7
25.6 43.1 ............... 128
19.5 20.4 ..........14.8 
15.9 40 8
1952 ....... 25.7 27.3 46.8 ......... 20.0 20.8 

134
 .................. 
 .......... 15.8 167 412 143
1953 . ..... .............
26.5 27.8 47.2 26.7 22.0
21.2 ...............
16.8 17.3 14
1954 . ........... 41 5
1955 .... 26.1 27.1 46.5
. ............25.8 22.7 21.8 22.7..........18.0
26.7 44.8 21.5 178 . 420 1531956 22.1 23.2 ..........185.
26.2 27.1 46.1 18.2 42 5 15
20.7 22.8 242 ... i1957 ................. 19.2 18.9 434 163
27.7 28.6 48.5 
 23.2 23.8 250 
. .. 199 197 17 01958 ... .......... 446
28.6 29.5 50.0 240 23.4 25.4
1959..... .......... 20.9 1 20.6 46 1
29.8 30.8 52.2 17926.8 23.7 26.0 .......... 21.5 215 46.8
1960..... ............30.6 51.5 25.0 4.4 187
 
1961 .... 

29.8 26.5 22230.1 30.8 223 469. 195........... 
 51.5 26.0 24.1 27.11962 ............................... 2312 22.9
30.8 31.4 51.3 28.4 46 , 202 
............ 24.3 27.5 24.0 23. 5
1963 ...............
30.9 31.6 51.0 45.6 20 91964 ......................... 28.7 24.2 27.8. 24.31
31.4 32.0 50.9 30.0 24.1 28.2 24.6 45.2 1 21 5

1965 .. ......... 45.1 220.31.9 
 32.51966 32.3 32.9 49.7 29.8 25.1 28.748.8 29.0 25.6 29.2 252 25.2 45,01967 . ... 26.1 26.3 22 733.3 33.8 49.3 451 23929.9 26.4 30.4 379 274.8.21968 .. 449 260.... 34.3 34.8 50.7 26.81969 357 36 (1) 32.1 39.2 28.7.0 51.5 30.9 29 9 1 45 0 279276 34.1 41'6
1970 . ............... 30'91 319 454 302
3 75 37.5 53.0 31.2 279 36.63 9.5 45.2 35.21971 ...........................
39.4 55.2 33.0 28.1 39.3 37.8 340 46.5 32348.6 36.1 473 34 71972 ...............
 39.9 39.7 54.7 33.11973 ......... 41.2 41.0 
28.4 411 48.9 39.3 37 3 47 4 . 359
54.8 35.2 31.2 43.2 48.4 39.7 38.8 47.51974 ....................... 37 5
45.8 46.21975 .................... 57.9 36.7 42.2 47.6 50.2
50.1 50.6 62.9 43.8 45.1 53.7 53.5 

40.6 42.4 492 41.41976 ........
. ........55.1 55.6 66.9 50.3 47.0 57.6 
43.5 47.5 53.3 46.6
 

1977 . .. 61.8 47.8......... 59.0 52.0 56.5 51.3
59.7 70.4 54.71978 49.7 61.9 67.2 50.0617 62.5 75.8 55.8 57.0 ! 602 56451.8 6701979 . ..... 69.9 51.5 61.8.......70.5 71.7 81.8 644 61 2
CO.2 70.1 73.7 75.2 54.9 67.5 6901980 .. .........83.1 84.2 88.4 62.3 97.4 84.3 
67 2
 

1981 ...................... 81.5 69.0 74.9 75 4
93.2 93.8 93.7 76.9 7481982 108.5 89.2 91.4 85.697.0 82.9 83.7... 828
1983 ... 

97.1 97.4 88.8 102.8 96.0 97.7 94.999.3 99.3 99.9 98.7 99.4 92.5 92.3 926 
1984 ... 100.3 98.8 99.5
. 103.7 103.6 100.6 100.2 100 7102,8 112.5 
 97.9 103.8 103.5 105.71985 .. 106.4 106.2 106.1 113.7 98.7 106.8 107 5 106.7106.8 109.0 110.5 113.51986..............
.......102.3 101.2 110.6 108.8 115.2 113.2
77.1 110.3 115.1 117.0 12201987 122.8 121.91988 ......... 105.4 104.2 114.6 113.1
... 108.7 107.6 80.2 114.8 120.8 121.1116.9 118.0 80.9 130.1 I 131.0 1300119.7 127.9 123.3 138.6 1I114.1 112.9 119.2 1399 1383120.4 
 88.5 124.9 
........ . 135.8 i 1?9.5 1493 150.8 148 9
1990 .......... 120.5 118.8 
 121.0 117.6 
 101.2 130.1 
 5 142.6 1628
1989 Jan 1634 162 7.... 111.1 

... 
109.8 119.5 120.5 79.6 122.4 133.5 127.5Feb ......... 111.6 110.3 119.6 1438 1450 1435
120.5 80.3 123.3 134.3Mar ....... .. 111.9 110.7 119.6 120.5 128.1 1452 145.8 145 I
81.5 123.5 134.54Ar . 128.2 146 1 147.2114.6 113.6 119.4 120.7 92.1 145 9 

a . ... 116.0 115.0 119.5 
123.8 134.7 128.4 146.8 148.4 146 4121.0 96.6 124.3 135.6
June ..................115.9 128.9 147.5 150.0
114.9 119.1 121.3 1469

July 96.0 124.5 135.9 129.6.. ........ 115.4 148.5 151.0 1479
14.3 118.6 121.1 94.4Aug ... 114.3 113.1 117.7 120.3 91.0 
124.8 135.6 129.7 1497 151 4 149 3Sept ........... 113.7 112.4 117.0 119.8 
125.4 135.7 130.1 150 7 152 1 150 4
88.8 126.2 135.7Oct ................. 130.1 151 7 153 3
114.5 113.3 118.6 151 3119.7 88.9 126.7 137.1Nov . ....... 115.0 113.7 120.5 120.1 130.6 1 152 7 154.1 152 3

Dec .... 87.2 126.7 138.2 131.3................113.9 1 1539 155.3 153 6
115.2 121.8 119.7 85.8 126.9 1390 131.7 I 15441990 Jan ...
...........11 7.2 156.0 154 1
115.9 122.3 118.9Feb ............ 121.9 117.4 
91.4 127.3 140.3 134.2 155 9 156.9 155 7
117.1 115.6 .

Mar ........................... 90.6 127.6 140.8 136.7 157.5
116.8 115.1 121.3 1586 1 157 2116.6 89.3 128.8 140.7A ........................... 139.1 158.7 159.9
117.3 115.5 120.7 116.2 91.2 129.4 140.8 
158 5 

ay........................ 140.3 1.59.8 161.3
117.7 115.9 120.7 116.9 92.5 129.4 1594
June ........... 118.2 116.4 120.3 117.6 

140.8 140.9 1608 1622 1605

July 94.6 129.6 141.0.........................
118.4 116.6 119.8 118.2 141.5 161.9 163.3 1615

120.6 94.3 130.2 142.1 1416Aug ........................ 163.5
1190 119.5 110.3 103.2 130.4 142.4 164.1. 163 4Sept .
........ 123.0 121.4 119.0 141.9 165.0 1648 1650
118.3 112.0 131.5 143.0 1440Oct .. ............ 165.8 1 166.0 1658
125.8 124.2 120.5 118.1 *18.9 132.1 144.8Nov ............ 126.9 125.1 146.0 167 1 166.8 I 167 2
122.1 117.2 119.0 132.5 146.2Dec.. ......... 127.2 125.1 123.5 150.3 168.4 1678 168 6
117 1 117.1 132.5 1146.7 154.4 169.2 169.1 169 3 
Includes direct pricing ofnew trucks and motorcycles beginning September 1982.'IncludesSNotavailable.direct pricing of diesel fuel and gasohol beginning September 1981. 

Note.-Data beginning 1978 are for all urban consumers; earlier data are for urban wage earners and clerical workersSeealso Note, Table 0-58.
Source: Department of Labor, Bureau of Labor Statistics. 
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TABLE B-59.-Consumerprice indexes, selected expenditure classes, 1946-90
 
(1982-84-100. except as noted) 

Food and beverages 	 Shelter Fuel and other utilities 
Food Renters' costs 	 Household fuels 

Fuel oilYnHome
Year or month 	 mainte and Other 

Total Rent, owners' nance Total other. Gas utldtesAtt,,wAway 	 house. IpipedI anrTotal home 	 res os Total
home dotal costs aa 	 hold and publiceihome dential repairs fuld elec. servicesfuel trlCityi 	 ~com. 

modities 

1946 .............. ............ 19.8 ........ ............. 
 25.0 	 .................................................. 7.9 18.3.
1947 .. ............ "
25.8...................25.8....................... 
 . 9.0 18.2 .1948 26.1 28.0 .................................... 27.5 ............. ..... ........ ........... 
 .10.6 18 7
1949 25.0 26.9 ................ ........... 28.7 .............. ...... ..... 10 9 19 2'
 
1950 . 25.4 27.3 ..... ............ 97.............. .................................. 11.3: 19 2
1951. ....... .. 28.2 30.3 .... ............... 30.9 ........................ 118 193
1952 ............... i. .. .. 28.7 30.8 ....................... ............ 32.2 ............. .... ........ . .. .... .... 12.1 19 5 .
953 .......... ..... ............ 28.3 30.3 21.5 22.0 ............ 33.9 .............. 20.5 22.5 ........... 12.6 19.9 ,.
1954 - i. .i.-i ii i 28.2 30.1 21.9 22.5 ............ 35.1 ............. 20.9 22.6 ........... 12.6 . 20 2 .
1955 .... 27.8 29.5 22.1 22.7 ............ 35.6 ............. 21.4 23.0 12.7 207 .........
1956............. 28.0 29.6 22.6 23.1 ........... 
 36.3 .............. 22.3 23.6 ......... 13.3 20.9;.
1957 .............. ............ 28.9 30.6 23.4 24.0 ............ 37.0 .............. 23.2 24.3 14.0 1 21 1..
1958 ...... ......... ... 30.2 32.0 24.1 24.5 ........... 37.6 .............. 23.6 24.8 13.7 21.9 .
1959 ......... 29.7 31.2 24.8 24.7 .......... 38.2 .............. ' 4.0 25.4 ........... 13.9 224,.

1960.. .......... 30.0 25.4 25.2 ............ 38.7 .............. 24.4 26.0 . 13.8 23.3
I 31.5 

1961 .................. ........... 30.4 31.8 26.0 25.4 ........... 39.2 
 .............. 24.8 26.3 ...... 14.1 23.5 
 ......962 .............. 30.6 32.0 26.7 25.8 ............ 39.7 .............. 25.0 26.3 ............ 14.2 1 23 5'..
1963 .... ........... I............. 31.1 32.4 27.3 26.1 ............ 40.1 .............. 25.3 26.6 ........... 14.4 23 5
1964 
.. ...... ... . ...... 31.5 32.7 27.8 26.5 ............ 40.5 .............. 25.8 26.6 ............ 14.4 23.5 1......
1965 ............................... 32.2 33.5 28.4 27.0 ............ 40.9 .............. 26.3 26.6 ............ 14.6 23.5 .........
1966 ............................... 33.8 35.2 29.7 27.8 ............ 41.5 .............. 27.5 26.7 ............ 15.0 23.6 .......
1967 .................... 35.0 34.1 35.1 31.3 28.8 
 ............ 42.2 ............. 28.9 27.1 21.4 15.5 23.7 46.6
1968 ..... ............. 36.21 35.3 36.3 32.9 30.1 ............ 43.3 ............. 
 30.6 27.4 21.7 16.0 23.9 , 471
1969. 38.1;i 37.1 38.0 34.9 32.6......... 44.7 .......... 33.2 28.0 22.1 16.3 24.3 48 4
;1970 .................. 40.1 39.2 39.9 37.5 35.5 ............ 46.5 ............. 35.8 29.1 23.1 17.0 
 254 500
1971 .................. 41,4 40.4 40.9 39.4 37.0 ............ 48.7 ............. 38.6 31.1 24.7 18.2 27 1 53 4
1972 .............. 43.1 42 1 
 42 7 41.0 38.7 ............ 50.4 ............. 40.6 32.5 25.7 18.31 2851 562
1973 ................... 48.81 482 49.7 
 44.2 40.5 ............ 52.5 ............. 43.6 34.3 27.5 21.11 2991 578
1974 ............... 55.5 55.1 57.1 49.8 44.4 
 ............ 55.2 ............. 49.5 40.7 34.4 33.2 1 34 5' 60 7
1975 ........... 60.2 59.8 61.8 54.5 48.8 58.0
........... ............. 54 .1 45.4 39.4 36.41 40.i
1976 
............... 62.1 61.6 63.1 58.2 51.5 ............ 61.1 ............. 57.6 49.4 43.3 38.8 44.7 

6 
67 
39 

7
1977 ........ .. 65.8 65.5 66.8 62.6 54.9 ............ 64.8 .............. 62.0 54.7 49.0 43.9 50.51 70 8
1978 .......... ..... 72.2 72.0 73.8 68.3 60.5 ............ 69.3 .............. 67.2 58.5 53.0 46.2 55.0 73 7
1979 ................... 79.9 79.9 81.8 75.9 68.9 ............ 74.3 ........ 74.0 i 64.8 61.3 
 62.4 61.0 74 3
 
1980 ..... .. 86.7 86.8 88.4 83.' 81.0 ............ 80.9 .............. 82.4 175.4 74.8 86.1 714 770
1981 ................... 93.5 93.6 94.8 90. , 90.5 ............ 87.9 .............. 90.7 86.4 872 104.61 81.9' 84 3
1982 .. ............ 973 97.4 98.1 95.8 96.9 ............ 94.6 .............. 96.4 94,9 95.6 103.4 932, 93 3
1983 ................ 99.5 99.4 99.1 100.0 99.1 103.0 100.1 102.5 
 99.9 100.2 100.5 972 101 5 995
1984 ..... .... 103.2' 103.2 102.8 104.2 104.0 108.6 105.3 107.3 103.7 104.8 104.0 994 i 105 4 107 2
1985 ................... 105.6 105.6 104.3 108.3 109.8 115.4 113.1 106.5 106.5
113.8 	 104.5 95.9 107 1 112 1
1986 ....... 109.1 109.0 
 107.3 112.5 115.8 121.9 118.3 119.4 107.9 104.1 99.2 77,6 105.7' 1179
1987 	 ............... 113.5 113.5 111.9 117.0 121.3 128.1 123.1 124.8 111.8 103.0 97.3 779 1038, 
 120 1
1988 ....... 118.2 118.2 116.6 121.8 127.1 133.6 127.8 131.1 
 114.7 104.4 98.0 78.1 104.6: 122.91989 ........... 124.9 125.1 124.2 127.4 132.8 138.9 
 132.8 137.3 118.0 107.8 100.9 81.7 107 5 127 1

1990 ................. 132.1 132.4 132.3 133.4 140.0 146.7 138.4 144.6 122.2 111.6 
 104.5 99.3 1 109.3: 131.7
1989 	 Jan 122.0 122.2 121.2 124.7 129.8 135.2 130.5 134.4 116.1 106.0 98.7 8051 105 1 125.9
Feb 122.7 122.9 122.0 125.2 130.3 136.3 130.9 134.7 117.1 105.9 98.6 81.4 
 1049 1260
Mar . 123.3 123.5 122.7 125.7 131.2 138.6 131.1 135.0 117.1 105.9 98.5 81.5 104 8 1259
Apr 124.0 124.2 123.5 126.2 131.2 137.9 131.4 135.4 117.3 106.2 98.8 82.5 1050 1262
May ........... 124.7 124.9 124.4 126.7 131.8 137.8 131.7 136.2 117.4 107.0 99.6 21.5 106.1 
 1270


June ........... 124.9 125.0 124.3 127.1 132.3 138.7 132.3 136.5 118.3 
 109.2 103.2 80.2 110.5 127 1
July ............ 125.4 125.5 124.8 127.8 133.6 141.5 133.0 137.3 118.4 109.7 103.7 79.7 
 111.1 127 7
Aug ............ 125.6 125.8 124.9 128.1 134.1 
 141.5 133.5 138.1 118.5 109.7 103.7 78.9 111.3 i 1278
Sept ........... 125.9 126.1 125.0 128.8 134.1 
 139.4 133.9 138.9 118.6 109.7 103.5 79.3 111.0 128 1
Oct ............. 126.3 126.5 125.4 129.1 134.8 140.0 
 134.7 139.7 118.6 108.0 101.0 82.0 107.6 127 6
Nov ............ 126.7 126.9 125.8 129.5 135.2 140.1 135.2 
 140.3 119.3 107.5 99.9 83.9 106.1 1279
 
Dec ............ 127.2 127.4 126.5 129.8 135.6 140.1 140.9 119.5 108.4
135.5 	 101.2 88.7 107.0 1282
1990. Jan ........... 130.0 130.4 131.0 130.3 136.3 142.0 135.8 141.1 120.4 110.8 
 1045 113.1 107.5' 1293
Feb .......... 130.9 131.3 132.1 131.0 136.6 
 143.5 136.0 141.0 120.8 110.2 ,103.1 95.4 108.3 1300
Mar i 131,2 131.5 131.9 131.8 137.8 144.8 136.5 142.2 121.2 109.9 102.3 91.5 1079 130 7
Apyr . 1310 131.3 131.1 132.5 138.0 144.7 137.0 142.5 121.2 109.4 101.2 89.6 106.8' 130.9ay ... 131.1 1131.3 130.9 133.0 138.3 144.4 137.3 143.1 122.2 109.9 101.9 88.0 1078, 131,2June ........... 131.7 132.0 131.7 133.4 139.5 145.3 137.9 144.4 121.8 
 112.2 105.4 84.9 112.4 1318
July 132.4 132.7 132.5 133.9 141.1 148.7 138.7 145.4 122.1 111.3 104.5 82.7 1117 1308
Aug.... 132.7 132.91 132.7 134.3 142.4 150.7 139.4 146.5 121.2 


132 112,7 105.6 91.8 111.6, 1328

Sept...... 1330 133.2 .9 1 134.6 142.3 148.9 140.0 147.0 124.6 114.0 107.6 104.4 1124 1329

Oct ......... 133.4 133.6 133.4 1 135.0 142.4 148.9 140.5 
 147.2 123.4 113.4 106.4 118.5 109.0 1334
Nov .......... 133 7 134.0 133.81 135.4 142.4 149.0 
 1407 147.3 123.9 112.9 105.4 117.0 1080 133 7
Dec . 133.9 134.2 133.8 135.7 142.7 149.5 141.1 147.5 123.8 112.7 105.6 114 1 1086, 132 7
 

'Includes alcoholic beverages. not shown separately.DecemberD 1982 - 100 
See W llDJe tXWatm0uJt0 0/ t AO 

352e
 



PRICES 

TABLE B-58,-Corumer price indexes, major expenditure clasjes, 1946-90 

(1982-4 1001 

Food andSbeverages housing 

House.
Year or All hold Apparel Othermonth items Fuel and furnish, and Trans. Medical Enter. goods Ener.
Total' Food Total Shelter other ings upkeep portation care tainment and gy

utilities and services 
oper.ation 

1946 ........ 19.5 ............. 19.8 .......... ............... 
 34.4 16.7 12.5 ......... ...
1947 ........ 22.3 ........ 24.1 .......... .............................. 39.9
1948 ................ 24.1 .... ........ 26.1 ........ ....... 18.5 13.5 ................ .........................
.42.5 20.6 14.4 ................ ............
 ........
1949 ........23.8 25.0.......... ............... 40.8 
 22.1 14.8 .............................
1950............... 24.1 ........... 25.4 ....... 
 .40.31951 ................ 22.7 15.1 ..................
260 ........ 28.2 .........................
1952........ 43.9 24.1 15.9 .................... ............
26.5........ 28.7 ................... ....... 43.5 25.7
1953 ........ 16.7 .................................
26.7 .............. 28.3 ...... .. .
1954 ................ .5........ 43.1 26.5 17.3 .............................. .............
26.9 ............. 28.2 ............. 22.5 
 22.6 ............... 43.1 26.1 
 17.8 ....................... .............
1955 ........ 26.8 ........ 
27.8 ............. 22.7 23.0 ............... 42.9 25.8 18.2 ............ ...........
1956 ........ 27.2 ............. ........
28.0 ............. 23.1 23.6 ............... 43.7 26.2 18.9 ................................
1957 ........ 
 28.9 24.01958 ........ 
28.1........ .............24.3 ...............27.7 19.7 ......................21521.5
44.5 .....
28.9 ............. 30.2 ..............
1959 ............... 29.1 ............. 29.7 

24.5 24.8 ............... 44.6 28.6 20.6 .............................. 21.5
............. 24.7 25.4 ............... 
 45.0 29.8 21.5 ...... ......... 21.9
1960................ 29.6 ............. 
 30.0 ............. 25.2 26.0 ...............
1961 ................ 29.9 ............. 30.4 ............. 25.4 
45.7 29.8 22.3 ............... 22.4
 

1962 ........ 26.3 ............... 46.1 30.1 22.9 ............... 22.5
30.2 ........ 30.6 ............. 25.8
1963 ........ 26.3 ............... 46.3 30.8 23.5 ............................... 22.6
30 .6........ 31.1 ............ 26.1 26.6 ............... 46.9 30.9
1964 ................ 31.0 ............. 31.5 24.1 ............................... 22.6
............. 26.5 26.6 ............... 47.3 
 31.4 24.6 ...............................
1965 .... 315 . 32.2 ............. 27.0 26.6 ............... 47.8 31.9 25.2 ................ 
22.5
 

1966 ........ 32.4 ........ 33.8 ............. 27.8 26.7 ............. 49.0 32.3 26.3 
22.9
 

1967........ ................ ............. 23.3
33.4 35.0 34.1 30.8 28.8 27.1 42.0 51.0 33.31968............... 34.8 36.2 35.3 32.0 30.1 27.4 53.7 
28.2 40.7 35.1 23.8
43.6 34.3 29.9 43.0 36.9 24.21969 ................ 36.7 38.1 
 37.1 34.0 32.6 28.0 45.2 56.8 35.7 31.9 45.2 38.7 24.81970 ................ 38.8 
 40.1 39.2 36.4 35.5 29.1 46.8 59.2 37.5 34.01971 ................ 47.5 40.9 25.5
40.5 41.4 40.4 38.0 37.0 31.1 48.6 61.1 39.5 36.1 50.0 42.9 26.51972 ................ 41.8 43.1 42.1 39.4 38.7 32.5 49.7 62.3 
 39.9 37.3 51.5 44.71973 ................ 44.4 27.2
48.8 48.2 41.2 40.5 34.3 51.1 64.6 41.2 38.81974 ........ 49.3 52.9 46.4 29.4
55.5 55.1 45.8 44.4 40.7 56.8 69.4 45.8 42.41975 .............. 53.8 60.2 59.8 50.7 48.8 45.4 72.5 

56.9 49.8 38.1
63.4 50.1 47.5 62.0 53.9 42.11976 ............... 56.9 62.1 61.6
1977 ................ 60.6 65.8 65.5 
53.8 51.5 49.4 67.3 75.2 55.1 52.0 65.1 57.0 45.1
57.4 54.9 54.7 70.4 78.6 59.0 57.0 68.3 60.41578 ................ 65.2 49.4
72.2 72.0 62.4 60.5 58.5 74.7 81.4 61.7 61.81979 ................ 71.9 64.3 52.5
72.6 79.9 79.9 70.1 68.9 64.8 79.9 84.9 70.5 67.5 76.7 68.9 65.71980 ................ 82.4 86.7 81.1
86.8 81.0 75.4 86.3 90.9 83.1 74.9 83,6 75.2 86.01981 ................ 90.9 93.5 93.6 
 90.4 90.5 86.4 93.0 95.3 93.2 82.9 90.1 82.61982 ................ 96.5 97.3 97.7
97.4 96.9 96.9 94.9 98.0 97.8 97.0 92.5 96.01983 ................ 99.6 99.5 99.4 99.5 99.1 91.1 99.2
100.2 100.2 99.31984 ............... 100.2 100.6 100.1 101.1 99.9
103.9 103.2 103.2 103.6 104.0 104.8 101.9 102.1 103.7 106.8 103.8 107.9 100.91985 ................ 107.6 105.6 105.6 107.7 
 109.8 106.5 103.8 105.0 106.4 113.5 114.51986................ 109.6 109.1 109.0 107.9 101.6
110.9 115.8 104.1 105.2 105.9 102.3 122.0 111.6 121.41987 ................ 113.6 88.2
113.5 113.5 114.2 121.3 103.0 107.1 110.6 105.4 130.11988 ................ 115.3 128.5 88.6
118.3 118.2 118.2 118.5 127.1 104.4 109.4 115.4 108.71989 ................ 124.0 124.9 125.1 123.0 138.6 120.3 137.0 89.3
132.8 107.8 111.2 118.6 114.1 149.3 126.5 147.7 94.31990 ................ 130.7 
 132.1 132.4 128.5 140.0 111.6 113.3 124.1 12,.5 162.8 132.4 159.0 102.11989:Jan ........ 121.1 122.0 122.2 '120.7 129.8 106.0 110.9 115.3 111.1 143.8 127.8 143.4 89.0Feb ........ 121.6 122.7 122.9 121.1 
 130.3 105.9 110.9 115.3Mar ........ 122.3 123.3 123.5 121.5 131.2 111.61 145.2 1.4.3 144.1 89.3
105.9 110.5 119.3 111.9A 146.1 !14.7 144.4 89.8123.1 124.0 124.2 121.6 131.2 106.2 110.7 120.9 114.6 1A6.8 25.4 144.7 94.9June... 123.8 124.7 124.9 122.1 131.8 107.0 110.8 120.4 116.0 147.5 125.5 145.4 97.4June ...... 124.1 124.9 125.0July....... 122.9 132.3 109.2 111.1 117.8 115.9 148.5 126.2 146.3 99.0
124.4 125.4 125.5 123.9 133.6 109.7 111.4 115.0 115.4 149.7 126.9 147.3 98.5Aug. 124.6 125.6 125.8 124.2 134.1 109.7 111.4 115.0 114.3 150.7 127.3 148.7Sept ...... 125.0 125.9 126.1 124.3 134.1 109.7 97.0 

Oct..... 125.6 111.7 120.0 113.7 151.7 127.8 151.2 95.9 
Nov. 

126.3 126.5 124.4 134.8 108.0 111.9 122.7 114.5 152.7 128.4 151.8125.9 94.6126.7 126.9 124.5 135.2 107.5 111.9 122.1 115.0 153.9Dec ....... 126.1 127.2 127.4 124.9 135.6 108.4 111.7 119.2 115.2 
128.6 151.9 93.2


154.4 129.1 152.9 93.21990.Jan. 127.4 130.0 130.4 125.9 110.8Feb . 128.0 130.9 131.3 126.1 
136.3 112.1 116.7 117.2 155.9 129.9 154.0 97.6136.6 110.2 112.8 120.4Mar ....... 128.7 131.2 131.5 126.8 137.8 112.8 

117.1 157.5 130.4 154.7 96.4
109.9 125.4 116.8 158.7 130.9 155.2Apr..., 128.9 131.0 131.3 126.8 138.0 95.5 
may.... 129.2 131.1 131.3 127.1 

109.4 112.8 126.7 117,3 159.8 131.4 155.8 95.7138.3 109.9 113.2 125.5 117.7 160.8 156.6June ...... 129.9 131.7 132.0 128.3 13.7 96.7139.5 112.2 113.1 123.3 118.2 161.9 131.9 157.8 99.5July. 130.4 132.4 132.7 129.2 141.1 111.3 113.6 120.8Aug ........ 131.6 132.7 132.9 130.2 118.4 163.5 132.7 159.2 98.9
142.4 112.7 113.3 122.2 120.6 165.0 160.4Sept....... 132.7 133.0 103.6
 
Oct. 

133.0 133.2 130.5 142.3 114.0 113.8 126.8 123.0 165.8 134.1 162.6 108.8133.5 133.4 133.6 130.6 142.4 113.4 114.2 128.4 125.8Nov 133.8 133.7 134.0 130.4 142.4 112.9 127.5 
167.1 134:3 163.2 11,4113.8 126.9 168.4 134.4 163.6 110.9Dec. 133.8 133.9 134.2 130.5 142.7 112.7 113.7 125.3 127.2 169.2 134.6 164.5 110.1 

=Includes alcoholic beverages, not shown separately. 
£ Seetable 8-59 for components.
see tables B-60 for definition and 8-59 for components.Note.-Data beginning 1978 are for all urban consumers; ezrlier data are for urban wage earners and clerical workers.Data beginning 1983 incorporate a rental equivalence measure for homeowners' costs and therefore are not strictly comparable withearlier figures.

Source. Department of Labor, Bureau of Labor Statistics. 851X 



The demand for gasoline
 

Further evidence 

Leonidas P. Drollas 

Sufficient time must be allowed to elapse to assess fully the response of gasoline 
demandto price changes. Hitherto, empiricalwork on the subject has generally 
not examined the period beyond 19 75; moreover, the extant time-series studies 
concentratealmost exclusively on the USA. This study extends both the observation 
periodand the country coverage. A vehicle stock-adjustment model is estimated via 
its reduced form without explicit consideration of the vehicle stock itself However, 
the estimation procedureincorporatesthe structureby way of constraintson the 
parameters.Cross-sectionanalysis offers additionalevidence concerning the truly 
long-run price elasticity. The results suggest that there is no need to resort to 
elaboratemodels to explain adequately gasolinedemand. Gasolinedemand exhibits 
a long-run priceelasticity near unity with time lags exceeding six years, while there 
is tentative evidence that the durationof these lags is not fixed. 

rhough gasoline has received in the empirical literature 
he amount of attention that befits its status in the 
"amilyof oil products, most extant studies and models 
ire based on data up to 1975 and are preoccupied with 
he USA, especially in a time-series context. This study 
eeks to redress the balance by examining the period to 
1980 and encompassing certain European countries, in 
Lddition to the USA. 

rhe author isManager Economic Studies, Management

ciences Division, Corporate Planning Department, 
3P International Ltd, Britannic House,Moor Lane, 
.onnonEC2Y9BU,UK. 
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The need to extend the estimation period to incor­
porate the years following the 1973/74 oil crisis is 
particularly strong, since one would not expect to see 
the full response to the very large price increases within 
a year or so of the crisis. Moreover, the gasoline markets 
were rocked by even more severe price increases in 
1978/79 due to the Iranian Revolution, and the world 
is still adjusting to the price jumps set in motion then. 

Lest it be thought, however, that this study represents 
merely an update of existing models, it should be 
emphasized at the outset that a new approach is used 
to examine gasoline consumption over time, an approach 
that is economical in its data requirements and parsi­
monious regarding estimated parameters, yet succeeds 

in achieving a high degree of explanatory power. The 

study also presents evidence regarding the truly long-run
price elasticity of demand for gasoline, and examines ­
albeit cursorily - the possibility that the speed of adjust. 

ment in the dynamic time-series models may not be
invariant over time. I 

The main messages that can be gleaned from the 

empirical analysis can be put succinctly as follows: 
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The demand for gasoline: L. P. Drollas 

" most countries in the sample display similarities 

rather than dissimilarities; 


" the long.run price elasticities of demand obtained 

from the time-series models suggest that although 

gasoline demand is price inelastic, it is not far from 

possessing unitary elasticity; 


* 	 there is some evidence from a cross-section model 

that the truly longrun price elasticity is well above 

unity; 

there appears to be considerable inertia in gasoline 

consumption due essentially to the slowly changing
vehicle stock and habit persistence; 

* 	 there is tentative evidence that delays in the response 


of consumption vary a great deal in length over the
 
years. 


In terms of policy implications, the empirical results as 
they stand suggest that governments in gasoline consuming 
countries that tend to use taxes on gasoline as a source of 
revenue rather than, say, an instrument of energy conser-
vation policy, will find the going increasingly tough in the 
long run - particularly if the price of crude oil keeps on 
rising inexorably. As far as the oil producing countries 
are concerned, the results would tend to imply that blind 
pursuit of oil price increases on the basis of inelastic 
demand for transport fuels cannot be relied upon to 
keep producing results in the longer term. Finally, these 
price elasticities suggest that the limit to the amount of 
refinery upgrading capacity needed may well be reached 
sooner rather than later. 

Of models and elasticities 

The various contributions in the literature are character-
ized ostensibly by their diversity: some models are based 
on simple dynamic relationships between gasoline con­
sumption, the price of gasoline in real terms, and real 
income over time; others examine the variation of gasoline 
consumption per capita as a function of the price of 
gasoline, the stock of vehicles per capita, traffic density,real income per capita, etc. across countries in a parti­
cular year; still others incorporate elaborate vehicle-stock 
determining relationships in addition to examining the 
utilization rate of this stock. 

I use the word 'ostensibly', because most of these 
models share a common logical foundation based on the 
self-evident idea that gasoline is consumed by way of an 
existing stock of vehicles; the differences between the 
models can then be ascribed essentially to the extent to 
which the models take into account explicitly the stock 
of vehicles and the factors affecting both the stock itself 
over time and its utilization rate. 

Conceptually, the relationship between gasoline 
consumption and the vehicle stock is enshrined in the 
following identity: 

K 	 MIL, 
:-	 (1) 
=1MPG, 

where 

G = total consumption of gasoline per time unit 
MIL, = miles driven in the ith vehicle per time unit 
MPG = miles per gallon achieved by ith vehicle 

K = number of vehicles 
Notice how the identity above - like all tautologies -
N oi do fth e int t a s i s ta lo er ­
is devoid of any real interesat stands. However, ifwe assume h Ia Sveeney' that the vehicle population issegmented into vintages, each vintage representing a
 
model year with certain characteristics shared by all
 
vehicles of that year such as mileage driven and
 
efficiency, we can deive a meaningful aggregaterelationship as follows.
 

Writing,
 

K
G MI,- ,+ M12 "K 2 +MI,• K= +...+'+... 	 (2) 
mpg1 mpg 2 mpg! 

where 

MI = miles driven per vehicle per time unit in jth 
vintage 

mpg, = efficiency ofith vintage (in time unit 
considered) 

K = number of vehicles in ith vintage 
Multiplying (2) by (M - K)/(MI - K), where M/ repre­
sents the average mileage driven per vehicle as far as the 
whole fleet is concerned and K is the total number of 
vehicles in existence, yields the following: 

G=[J I (MI)(K)}M1. KjMJ=K(3)
 
mpg (MI) (K) 

ie 
Ml 

G = - -K (4) 
MG 

where 
1I K 

MG = 1/ I - -? (5) 
i mpgi (AY) -K) 

is a weighted harmonic mean of the efficiencies charac­
terizing each vintage - in other words, a variable repre. 
senting the average fuel efficiency of the whole vehicle 
population. 

Furthermore, if we assume that the average distance 
driven within the time unit (for argument's sake, a year) 
is a function of the real price of gasoline among other 
influences - as indeed one can hypothesize about both 
the car stock itself and its average efficiency - Equation 
(4) is then transformed into the following behavioural 
equation: 

MI(Pg*)
 
MG(Pg*)
 

where 

Pg* = real price of gasoline 

(.) = functions 
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The demandforgasoh'ne: L. P.DrollasIt is easy to see that Equation (6) above implies the Bearing in mind the microfoundations of gasolin.efollowing relationship between the various price consumption already presented, it is apposite at thiselasticities of demand: stage to examine a few empirical results from studies of 

Eg .p Emi .p - Emg.- p +Ek " (7) 
where 

Eg p = price elasticity of demand for gasoline
Emi p = elasticity of response of distance to gasoline 

price 
Emg .p = elasticity of response of efficiency to gasoline

price 
Ek p =elasticity of vehicle stock to gasoline price 

Thus, when the price of gasoline increases in real terms, 

a whole sequence of behavioural responses is set in 

motion, whereby people start to drive less, 
 to drive 
these fewer miles more carefuily, to exchange their 

less efficient vehicles for more efficient ones, and finally

to own fewer vehicles than they would have done other 

wise. The total effect of the real price increase on 
gasoline consumption is of course given by Eg p in 
Equation (7) above. 

Table 1. Price and income elasticities of demand for gasoline. 

gasoline demand to be found in the literature. The listof results displayed in Table 1 is by no means exhaustive; 
however, it is hoped that most of the more important
 
papers have been covered.
 

As mentioned in the introduction, there is an over­
whelming bias in the literature - as can readily be seen
 
from Table 1 - towards the USA. Hence, there are all

kinds of models that have been estimated for the USA,

ranging from the traditional time-series analysis of a

simple gasoline demand equation incorporating a lagged
 
dependent variable, 2 to single-equation pooled cross.
section/time-series models, 4,s to multi-equation time.
series models. 3 "'" The consensus view regarding the 
USA seems to be that the long-run price elasticity of
demand lies around -0.80, while the long-run income 
elasticity is slightly below unity. As far as other countries 
are concerned, the limited evidence on offer suggests
that they do not differ substantially from the USA. It
is hoped that the following sections will prove to be of 
use in corroborating or refuting this consensus view. 

Study 

DRI, 1973, Ref 2p 
d Corporation, 1974, Ref 3 

Houthakker etal, 1974, Ref 4 

Charles River Associates, 1975, 
Ref 5. 

Houthakker and Kennedy, 1975, 
Ref 6 

Ramsey e al, 1975, Ref 7 

FEA, 1976, Ref 8 

Sweeney, 1978, Ref 9 

Pindyck, 1979, Ref 10 

Price elasticity Income elasticity 
Type, coverage Short run Long run Shurt run Long run 

Time series, USA, 1950-73, -0.07 -0.23 0.28 0.94 
lagged dependent variable 
Time series, USA, 1950-73, -0.26 -0.78 0.18 0.88 
separate equations for the 


t
components Emi.p = -0.36 Ownership 
Emg.p 0. 17 
Ek.p - -0.25

Dynamic pooled time series, -0.075 -0.24 0.303 0.98 
USA, states, quarterly 1963-72
 
7-region pooled time series, 
 -0.28 -1.37 0.012 0.06 
USA, 1950-73 
Logarithmic flow-adjustment, -0.47 -0.80 0.74 1.33
12-OECD countries, 1962-72, 
cross-section/time-series 
Time series, no dynamics, USA, -0.77 1.34 
private demand, annual 1947­
70 
"Timeseries, vehicle-miles (vm), -0.48 0.98 
aggregate, USA 
Time series, vehicle-miles (vm), Evm.p - -0.22 Emg.p - 0.72 0.82
USA, 1950-73 Evm.p - - 0.06 
Pooled 11 countries time series, Ek.p = -0.26 Ek.p - -0.64 Emi.y 0.06- Emi.y - 0.661955-73 Emg.p 0.11 Emg.p - 1.43 Ek.y = 0.12 Ek.y 0.30=Archibald and Gillingham, G, MI. MG equations, no K, 1car -0.771981, Ref 11 1car 0.29USA, monthly data, 1972-74 2 car -0.22 2 car 0.56

Wheaton, 1981, Ref 12 Cross national, 25 countries, Eg.p - -0.78 Eg.y , 1.20 
1972, no dynamics Emi.p - -0.52 Emi.y - 0.52 

Emg.p - 0.32 Emg.y = -0.19
Ek.p " 0.16 (1) Ek.y - 1.26Fishelson, 1982, Ref 13 Time series G, MI, MG, K -0.49 -0.98 

equations, 1960-78, dynamic, 
USA
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Is an explicit treatment of vehicles necessary? 
Gasoline, along with most other fuels that are consumed 

to generate power, obviously needs a stock of vehicles 

or machinery (eg lawnmiowers) to exist for consumption 
to be possible. This trite remark has to be made again at 
this juncture in order to draw a comparison between the 
treatment of, say, heating gas oil and gasoline. In the 
case of heating gas oil, no one seriously proposes counting 
the number of oil-fired boilers in existence in order to 
arrive at a stock figure, which in combination with a 
utilization rate would yield heating gas oil consumption. 
One has to try to explain gas oil consumption via some 
other route that obviates the need to know the exact 
numer oe thaoboi se tene Whynowthed stnumber of boilers in existence. Why, then do most 

gasoline studies lay so much emphasis on the vehicle 
stock and its technical chara'teristics? 

The main reason seems to be a practical one. Vehicle 
stock data are available in most developed countries, 
unlike boiler stocks. Fiscal authorities consider the 
taxation of vehicles a matter of utmost importance and 
are prepared to go to extraordinary lengths to maintain 
registers of vehicles. Moreover, it all sounds so logical -
given the number of vehicles, miles driven per vehicle, 
and the technical efficiency of each vehicle, gasoline 
consumption drops out by way of an identity! Or does it? 

As we have seen above, the only true identity is the 
- at a certainsummation over K vehicles of miles driven 

mpg - by the ith vehicle (Equation (I)). On the other 
hand, one can arrive at an equation with operational 
significance (see the derivation of Equation (4) above) 
by assuming that all vehicles fall into distinct vintages. 
However, one assumption made en route in the deriva-
tion, and another required to allow one to obtain in 
practice a weighted harmonic mean of efficiencies, 
conspire to cast a shadow over those studies that rely 
heavily on published vehicle fleet efficiencies and average 
miles driven. The first assumption - that all vehicles 
within a common vintage are driven the same number 
of miles per time unit and possess the same efficiency ­
is required to be able to segment the sample into 
vintages, while the second - that all vintages share a 
common number of miles driven (ie MIj =MI allj, in 
(5) above) - is required to obtain in practice a measure 
of vehicle fleet efficiency by weighting the estimated 
efficiencies of each vintage only by the share of each 
vintage in the total vehicle stock (ie KI/K in (5)) and 

not by relative vehicle-miles. In fact, I am given to under. 
stand that the 'miles-travelled' statistics in the USA are 
obtained by calculating the average fleet efficiency in 
the manner suggested and then multiplying this efficiency 

figure by total gasoline consumption. A further practical 

complication in the case of the European countries con. 

sidered is that efficiency statistics by vintage, and indeed 

the number of vehicles in each vintage, are not readily 

available, 
Without wishing to 4enigrate the efforts of those 

authors who have made use of published miles-per-
annum and mpg data, it is the contention of this paper 
that one need not resort to particularly elaborate equation 

systems based on such data to explain a high proportion 

of the variation in gasoline consumption over time. 
Furthermore,Tekyt one neednesadnnot use vehicle stock data either.u ftefre oenn 

the consumption of gasoline over time lies in the behavioural 
functions associated with each of the elements mentioned 

above. In line with other studies, it is assumed that econo. 
mic variables influence both the desired stock of vehicles 
and the utilization rate of this stock. However, unlike 
other studies, it is felt that one need not be specific 
about the vehicle stock and vehicle miles - algebraic 
substitution and constrained estimation usually suffice. 

Bearing in mind the points made above, the relation. 
ship between the amount of gasoline consumed within 

say a year, the vehicle stock, and its utilization rate, canb rte s 

be written as: 
Gr = Ur -K, 

In G, = In Ur + In K, (8) 

where U = utilization rate. 

The utilization rate U incorporates both notional 
miles driven per annum and average efficiency, and is 
specified as a constant elasticity function of the real 
price of gasoline and real income, ie 

=In U, ao + aI In (Pg/P), + a2 In Y (9) 

where 
Pg = nominal price of gasoline 
P = prices of all other goods 

(NB Pg, = (Pg/P)r) 
Y = real income 

Note that the utilization rate is postulated to be a 
function of the real price of gasoline only, because it 
is assumed that the prices of rival forms of transport 
influence the decision to invest in gasoline.consuming 
vehicles rather than their utilization rate once they have 

been purchased (this assumption has been borne out 
empirically). Furthermore, note that the actual utiliza­
tion rate (though unobservable) is postulated to equal 
the desired rate, ie Equation (9) represents an equili­
brium relationship, which is not unreasonable given that 

we are dealing with an annual model. 
The actual vehicle stock is assumed to adjust towards 

its desired level with a lag due to what has been termed 

'habit persistence', but which in fact encompasses infor­
mation, decision, and investment delays. These delays 
are typically considered to be the result of two anti­
thetical forces: one, based on the cost of being out of 
equilibrium, forcing the pace of change, with the other, 

based on the cost involved in actual change, retarding 
change. Another way of looking at it is to assume that 
the actual vehicle stock at any moment is not determined 

solely by the current levels of certain relev int factors 
(eg real income, the price of vehicles, etc) but also by 
past levels of these factors, with the effect on the present 

of more remote periods being discounted more heavily 
than that of more recent periods. Viewed in this manner, 

the size of the existing vehicle stock in an extreme case 
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could owe more to developments some time ago than 
current conditions, 

At any rate, whichever way one looks at it results in 
similar dynamic adjustment mechanisms in discrete time, 
if one does not take explicitly into consideration the 
error terms. For example, the widely used partial Adjust. 
ment hypothesis or 'habit persistence' model referred to 
above yields a final equation virtually identical to an 
equation obtained by way of the second route that 
assumes the discounting of the past follows a pattern of 
geometric decay - the Koyck or geometric lag scheme, 
On the other hand, explicit consideration of error terms 
both introduces complications and affords us an 
admittedly convoluted way of distinguishing between 
the two schemes.* 

Without losing sight altogether of certain underlying 
complexities connected with the error terms, our general 
ignorance regarding the true structure of the errors means 
in practice that we may proceed cautiously along simpler 
trails. Accordingly, comparatively little is lost and much 
gained by accepting the principle of delayed adjustment 
(or the intuitively equivalent principle of geometrically 
declining lag effects) and positing the following adjustment 
mechanism: 

- -- (10)
In K t InK,_1 g(In K '- InK, -,)
_


where 

K* desired vehicle stock 

g speed of adjustment (0 <g< 1) 


The desired vehicle stock in turn is postulated to depend 
on the real price of vehicles, real income, and the relative 
price of gasoline with respect to the price of alternative 
forms of transport in real terms, ie 

InK' = bo+b In (Pg*/Pr), + b2 In Yr b3 In Pcr (1) 

where 

Pr = real price of transport services 
Pc = real price of vehicles 

By straightforward substitution and subsequent algebraic 
manipulation, it is possible to eliminate the unobservable 
utilization rate and the stock of vehicles. One is then left 
with a dynamic equation in terms of the consumption of 
gasoline and the predetermined variables, ie 

InGr = (ao +bo)g + (a, +gbl) InPg* - gbl InPrr 

+ (a2 +gb 2) InY +gb 3 lnPc, 
al (I -g9)In Pgt- I - 2(1 - g) in Yr-l 

+(I -g)In G,_, (12) 
.stimation of the final-form equation above by way of 
my single-equation based estimation technique is.. 
icceptable if the main intention is to predict rather 
han obtain parameter estimates. However, if one's 
rimary objective is to unravel the tangled web of 

elationships that result in Equation (12) without con­
idering explicity the vehicle stock, miles driven per 

For details see Pp 33-34 in Griliches. Ref 14. 
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annum, etc, one needs to resort to a method of estima. 
tion that allows for parameter restriction during 
estimation. 

Empirical results 
The estimation technique used in the case of Equation 
(12) was Full Information Maximum Likelihood (FIML) 
with parameter restrictions within equations, while the 
actual programme used was RESIMUL, one out of a 
suite of programmes developed by C. R. Wymer'1 to 
deal with parameter-constrained estimation, among other 
things. In this instance it might seem we are using a sledge. 
hammer to crack a feeble nut. However, it is the very 
use of parameter.constrained FIML that allows us to 
obtain consistent parameter estimates of the implied 
structural model from the final form, because as the 
programme iterates on the parameter set to maximize 
the likelihood function, the constraints implied by the 
structure and enshrined in the equation to be estimated 
in the form of functions of parameters (eg a2 +gb 2 ) are 
brought into play to limit the extent to which particular 
parameters can vary during the maximization procedure. 
There is another factor in favour of the use of FIML 
estimation when dealing with Koyck lags. As Morrison 16 

has shown, the methods that have given the best estimates 
of the parameters of the familiar geomet.ic lag have 
involved numerical approximations to the maximum 
likelihood solution. 

Before the main results of the estimation are presented,
it is apposite to discuss briefly the vexed question of lag 
structures. The ubiquitous Koyck 17 lag was used in the 
model presented above essentially because of its popu. 
larity and recognizability. However, there is no theoretical 
reason why the lag structure should follow a pattern of 
geometric decline. Indeed, early on in the history of lag 
schemes, Solow, 18 Almon, 19 and Jorgenson 20 all genera­

lized the lag structure in such a way as to include the 
geometric lag as a special case of the general scheme. 

Perhaps the best way to visualize the more general 
lag pattern put forward by these authors in juxtaposition 
to the Koyck lag is to consider Figure 1. 

Imagine that the dependent variable in question ­
represented by "y" - is in equilibrium, which means that 

Y 

Y 

Figure 1. Delayed responses to a step change. 
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it follows its desired level (given by "v") apart from a regarding geometric lags apply aforrioriin the case of
 
random variation around it. Then imagine that a ch;,nge inverted-V lags.
 
occurs in the behavioural function that determines the The most sensible course of action to take ampiri.
 
desired level and that this level increases. The geometric cally is to remain sceptical as to whether the true lag
 
lag response of "y" would follow the solid line, while scheme is a geometric or an inverted-V scheme, and
 
the alternative lag scheme would cause "y" to follow estimate both formulations. This has been done for the
 
the dashed line. In the latter case. there is little response five developed countries that had the requisite data
 
initially fo the new desired level, then an accelerated sets readily available. The estimation results are presented
 
response, and finally a slowing down as "y" approaches in Table 2.
 
the new eouilibrium. Many researchers have found the The first impression one gets looking at Table 2 is of
 
inverted-'" a more plausible lag structure since Solow similarity rather than diversity between the countries.
 
introduced it in 1960. It is felt that people tend to delay One also soon observes that the differences between the
 
their response until they are sure that the circumstances two lag schemes are not striking in terms of the para.
 
that led to the new desired level - such as a real price meters they both yield. Detailed commentary on the
 
increase, in the case of a demand function - are likely results can be put succinctly as follows:
 
to persist. Change is not costless, and people would be * The speed of adjustment: of gasoline demand to
 
reluctant to invest, for example, in new more fuel- changed circumstances is slow, full adjustment taking
 
efficient equipment if they believed that an energy price more than 7 years. Moreover, the results suggest that
 
increase in real terms is merely a temporary aberration the lag in consumption can be identified with the
 
due to pat.icular conditions prevailing at the time. slowly changing vehicle stock. There is broad agree-


At any rate, the Solow generalization can be written ment on the speed of adjustment among countries.
 
as follows in terms of the variables dealt with in this * There is an identifiable short-run effect of the real
 
paper: price of gasoline on the demand for gasoline, which
 

-works pincipally through the utilization rate. Again,
 
In K t = ci In K,._, (13) there are strong similarities between countries regard­

1=0 ing the magnitude of this short-run price elasticity.
 
where 0 	 As far as the effect of a change in the level uf
 

economic activity on the utilization rate is concerned
 
(ie parameter a 2), the empirical work drew a blank
 

ci = )(I - gg (14) 	 apart from the USA. William Wheaton 12 provides an
 
unsolicited explanation for this, since he found that
 

In other words. Solow postulated that the actual increases in income do lead to more miles driven, but 

variable is a distributed lag function of its desired level the increases in income also lead tc. more vehicles 

in the current and allprevious periods, the distributed (per crpita), and more vehicles per capita tend to 
lead to fewer miles driven per vehicle. Our formula­lag scheme being represented by coefficients cithat 
tion does not allow for these opposing effects explicitly,follow a Pascal distribution. It can be shown quite 

easily that the Solow scheme boils down to the geo. and logic dictates that the results would be particularly
 

metric lag if r above equals unity. If, on the other hand, inconclusive in countries with a rapidly increasing
 
vehicle stock per capita (most European countries
 r= 2, the Solow pattern becomes 
would fit this bill in the post.WWII period in contrast
 

lnKt=2glnKI-g2 nK ,- 2 +(I -g) 2 In K, (15) to the USA).
 

Incorporation of Equation (15) above into the system * 	 The long-run income effect on gasoline demand 
operates through the effect of income or activity on

of equations we have been dealing with instead of 
the desired vehicle stock (parameter b2 ). The evidence

Equation (10) yields the following final-form equation: 
from the estimation is overwhelmingly in favour of
 

In G, =(ao + bo) (1 - g) 2 + (a, + bl( I - g)2) In Pg'* unitary elasticity as far as the European countries
 
are concerned. In the USA, it appears that vehicles 

-(I - g)2bl InPer + (a2 + b2(0 - g) 2) In Y are considered necessities (b2 well below unity - in 
+(I -g) 2b 3 InPcr - 2alg InPg*,- fact, not significantly different from zero). This latter 

point seems to accord well with the role of the 
-2a 2 g In +at-a2 In Pg9 - 2 +a 2g private automobile in the American way of life.1g

2 In YT­2 

+ 2g InG , -- g2 In G,_ 2 (16) * There is some evidence of an effect of the price of 
vehicles on gasoline demand via its effect on the 

Equation (16) is merely a more elaborate version of the vehicle stock (UK, France, USA). However, this 
final form in the case of the geometric lag - Equation effect is relatively small and takes a long time to 
(12). The econometric arguments in favour of FIML influence demand. 
estimation with parameter constraints that were vented 

The speed of adjustment parameter g can be reinterpreted in 

tThe lag scheme owes its description as such to the plot of the terms of the time taken for 90% of adjustment of the actual to 
derivative, which reser9bles an inverted-V in that it first rises, the desired level to occur. Thus, (2.31g) and (41g)yield the time 
reaches a peak, and then falls away. 	 in years for the Koyck and inverted-V models respectively. 
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Table 2. Final form of gasoline demand model based on vehicle stock adjustment. 

Years Root 
Price elasticity for mean 

90% square 
Short Long adjust- % x2Country/model g a a, b b b run run ment error (DF) I 2 

UK: 0.23 -0.20 -0. 0 8a -0.35 1.29 -0.65 -0.28 -0.55 10 1.75 2.6 0.9989
geometric lag (3.8) (3.2) (5.6) (1.6) (4.5) (3.4) (5.9) (2.8) (2)UK: 0.62 -0.17 -0.08a -0.45 0.98 -0.56) -0.24 -0.62 7 1.57 17.4 0.9991,nverted.V lag (8.2) (3.4) (7.2) (1.7) (2.7) (2.3) (4.9) (2.2) 	 (6) 
W. Germany: 0.35 -0.19 -0.62 1.15 -0.56 -0.41 -0.82 7 1.97 0.29 0.9995geometric lag (3.0) (1.5) (3.5) (8.5) (0.9) (5.8) (5.5) 	 (1)W. Germany: 0.46 -0.25 -0.95 1.07 -0.88 -0.53 -1.20 9 2.08 5.4 0.9993inverted-V lag (5.3) (2.0) (2.8) (6.3) (1.4) '7.6) (4.4) 	 (3) 
France: 0.24 -0.39 -0.19 1.08 -0.44 -0.44 -0.58 10 1.08 0.001 0.9996geometric lag (3.4) (8.5) (1.3) (15.1) (3.3) (12.2) (4.8) 	 (1) 
USA: 0.23 -0.24 0.55 -0.48 b 0.34 -0.64 -0.35 -0.73 10 1.10 1.1 0.9987geometric lag (3.4) (3.7) (2.8) (2.0) (1.5) (2.8) (9.4) (3.6) (1)USA: 0.61 -0.24 0.72 -0. 0.21 -0.514 6 b 	 -0.32 -0.70 7 0.97 4.81 0.9989inverted-V lag (8.1) (5.6) (5.2) (2.1) (1.3) (2.1) (8.5) (3.6) (3) 
Austria: 0.39 -0.34 0.35 -0.48 1.02 -0.34 -0.52 -0.82 6 2.07 1.8 0.9989geometric lag (4.0) (2.9) (0.7) (4.8) (2.2) (1.1) (6.9) (9.5) 	 (1)Austria: 0.45 -0.43 -0.47 1.39 -0.42 -0.57 -0.89 9 2.06 19.3 0.9987inverted-V lag (4.4) (3.8) (4.2) (11.9) (1.1) (7.8) (7.8) (3) 

Notes:Estimation covers 	 2period 1950-1980. Method of estimation isFIML with non-linear parameter restrictions, x test with indicateddegrees of freedom (DF) examines the appropriateness of the over-identifying parameter restrictions. r values in parentheses.a Dummy variable used to capture effect of Suez crisis.
b Real price of gasoline used in vehicle stock equation.
 

* The one quantity of prime importance to oil producers,
oil companies, and governments in oil-consuming 
countries is the long-run price elasticity of demand 
for gasoline. Table 2 shows that the estimates are 
certainly above -0.5, and in the case of West 
Germany, Austria and the USA, the estimates are 
not statistically significantly different from unity. Of 
the two components that make up the long-run elasti-
city (a, and bl), the effect of the price of gasoline on 
the vehicle stock is dominant in all cases. 

* 	 On the whole, the two lag formulations yield para-

meters that are statistically indistinguishable, apart

that is from West Germany's bl, Austria's a,, and the 

USA's a2 . Naturally, the speeds of adjustment cannot 
be tested for equality, because they have differing 
interpretations (eg if both lag formulations imply a 
10 year lag for 90% adjsutment, then the geometric-
lag speed of adjustment parameter will have the value 
0.23 whereas the inverted-V will be 0.4).


* 
 The explanatory power of these single-equation final 
form models is quite high, as can be ascertained from 
their low RMSEs (Root Mean Square Errors). Further-
more, in most cases the x2 test is passed, implying
that the parameter restrictions imposed on the models 
are valid, ie the underlying structure is as specified. 

Further results: five more countries and 
a variable speed model 

Before examining the likely magnitude of the price 
sticity of demand for gasoline in the really long run, 
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it is apposite to present the results of two further bits 
of analysis pertinent to the time-series models examined 
so far. Table 3 contains the results from estimating a 
conventional partial adjustment xaodel§ of gasoline 
demand, based on a geometric lag mechanism from 
Equation (10), for a further five European countries 
over the period 1955-80. The reason why simple 
lag models have been estimated in this case is because 
it was not possible to obtain satisfactory data for series 
such as the price of vehicles and the price of public 
transport in these countries. 

The salient features of this analysis can be stated 
simply as follows. First, though the estimated long-run 
price elasticities appear in most cases - except Sweden 
- to be well above unity, they are not statistically 
significantly different from unity. The previous point
applies equally to the income elasticity of demand ­
except for Belgium and Sweden. The lags implied by 
the speeds of adjustment are broadly similar across this 
small sample of countries. The RMSEs are of the same 
magnitude and uniformly higher than the corresponding 
errors in the more complete models presented before. 
Since the countries for whirh full data sets exist yielded
better re3ults in the case of the implied vehicle stock 
model than the elementary partial adjustment model, 
there is every reason to believe that this would have been 

§This model iswritten 
In G, - In Gr_ 1 = k(In G* - InGr_ 1 ) 

where the desired level of gasoline demand G' isgiven by 

In Gr*=co + c1 In Pgt* + C2 InYt 
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Table 3. Simple lag model%of gasoline. 

Root 
Price Income mean 

square 

Country/model Short run Long run Short run Long run Years 90% x' (0F) (V 

Belgium:
 
geometric lag -0.48 -1.62 0.38 1.27 8 0.0 3.2
 

(4.7) (2.3) (1.7) (9.1) (0) 
a

inverted.V lag -0.50 -1.17 0.57 1.34 11 3.7 3.5 
(4.4) (3.7) (2.9) (16.7) (1) 

Italy: 
10 4.4geometric lag -0.41 -1.0 8a 0.31 1.34 0.0 

(4.6) (5.7) (2.4) (7.1) (0) 
a 3.5 4.6inver:ed-V lag -0.38 -1.44 0.39 1.46 8 

(3.6) (6.21 (3.1) (11.5) (1) 

Netherlands:
 
invarted-V lag -0.29 (1) 

4.6
-1.81 0.18 1.11 7 2.1 
(1.3) (1.3) (1.6) (4.1) 

Sweden:
 
geometric lag -0.17 -0.52 0.46 1.46 7 0.0 2.3
 

(11.7) (0)(2.7) (2.0) (2.6) 
1.50 12 2.1 2.3

invertwd.V lag -0.16 -0.37 0.65 
(2.5) (2.1) (3.6) (20.3) (1) 

Denmark: 
0.86 6 0.0 4.4

geometric lag -0.38 - 1.07' 0.31 
(0)(2.8) (3.4) (1.6) (3.3) 

8 1.6 3.8inverted.V lag -0.31 - 1.27' 0.14 0.57e 
(1)(2.9) (3.0) (1.1) (1.6) 

Notes: 
Method of estimation is FIML with parameter restrictions within the equation. x1 test with indicated degrees of freedom (DF) 

xamines the appropriateness of the over-identifying parameter restrictions. t values in parentheses. 

Indicates parameters that are not statistically significantly different from unity. 

one been able to obtain the relevant series the cost of being out of equilibrium may depend on thethe case had 
magnitude of the disequilibrium itself - the speed of

for the second set of countries as well. 


The second bit of analysis is potentially of great adjustment will vary over time.
 
The main factor leading to a variable speed in the

importance, if it proves to be relevant in the case of 
case of the gasoline models based on the partial adjust­

other countries also. The USA has been used as a test 
ment scheme over the period examined would in all

bed in this section more in the spirit of a 'scouting 

party' than an 'armoured column'. At issue is whether probability be the real price of gasoline, the only variable 

that changed dramatically during the sample period.
the speed of adjustment of the vehicle stock (see 

which has been assumed to be constant, Therefore, it has been assumed that the speed of adjust-
Equation (10)), 

ment in the USA case is a function of the real price of 
is in fact variable. As both Feige2 1 and Griliches 14 have 

shown, the partial adjustment scheme exemplified by gasoline, thus 

Equation (10) can be derived from the minimization (18) 

of a quadratic cost function that combines the cost of g m o + m1 In 

being out of equilibrium with the cost of adjusting Substitution of Equation (18) in the final.form
 
above* yields the following estimating


towards the new equilibrium. The interesting result Equation (12) 


from our point of view is 'hat the mean time lag implied equation:
 

by the partial adjustment scheme is a function of the In Gr = mo(ao + bo) + (a, + mob, + (ao + bo)m 1) In Pgf 
two costs, ie 

- mo) In Pgt- I
+(a2 +mob2)In Yt -al(1 

l -g B 2
(17) -a 2(l -mo) In Y,_1 +m1 b(lnPg*)Mean timeAlag g- A 

+mlb 2(ln Pg* i Y) - ml(In Pg* In Gr_1) 

+a1m1(ln Pgt?In Pg -) +a2mn(In Pg7 In Yt-). 
B =cost of adjusting 

- (19)A = cost of being out of equilibrium +(1 ioo) In Gr-: 

Now, if or (or both) of the costs are not constant, but *Note that Equation 012) as estimated for the USA does not 
depend on some other variable - for example, the cost have a real price of transport in the desired vehicle stock equation, 

as this was not found to be statistically significant.of adjusting may depend on the rate of interest, while 
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It is immediately apparent that Equation (19) is non- 15
 

linear in the variables, as indeed it might be apparent 1,-/
 
that withiml = 0, Equation (19) boils down to the 1_"
 

familiar Equation (12). Non-linear estimation would I' ­
all present estimatiom problems in a simultaneous- to­

luation context. However, in this case we have to deal g9 _ ,
 

only with a single equation, which means that the right- r 
hand-side variables can be constructed independently ­
and treated as normal regressors. The implicit structure s 
is embodied in the relationship between the parameters, 4- 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1111..I.. 
as we encountered in the case of Equation (12), and all 3 19 60 962 t964 96 968 1970 972 1974 1976 978 190 
appears to be plain sailing. However. perils lurk just Figure 2. Speeds of adjustment for gasoline in the USA 
beneath the surface in the form of a parameter identifi- (time taken for 90% adjustment). 
cation problem. The parameters concerned are me and 
the combination ao + be (which cannot be separated to those obtainable from a variable speed model such 
into ao and be and must therefore always be nstimated as the one above, but an adjustment-speed parameter 
as a sum). Attention is drawn to the fact that m o and that is an average over the sample period. Incidentally, 
(ao + bo) appear both as a weighted sum and a product, an increased speed of adjustment of the vehicle stock 
ie to its desired level due to a higher real gasoline price 

at + b1m o + m1(ao + bo) =K 1 is compatible with the observed increase in the median 
(20) age of the US auto fleet since the early 1970s. Stagnating 

mo(ao + be) = K2 ( real income and higher real gasoline prices combine to 

where the other parameters are all identifiable. Thus, reduce the desired vehicle stock from the level it would 
ino and (ao + be) are the roots of a quadratic equation, otherwise have attained had income and prices followed 
and the estimation procedure cannot distinguish between their 1960s trends, while increased real gasoline prices 
the two. All is not lost, however, if we could only obtain speed up this process. A lower vehicle stock than would 
an independent estimate of either m or (ao + be), for have existed otherwise implies fewer net additions to 
then we can iterate between the two parameters by the stock and thus an 'aging' of this stock compare with 
treating one of them as a constant, estimating the the earlier period, exactly as the population 'ages' when 
other, then treating that as a constant and estimating the birth rate slows down. 
the first as a parameter, and so on until the parameters The way in which the speed of adjustment varies over 

anverge to stable values. Fortunately, we have an time as a function of the real price of gasoline is the 
tial value for (ao + be) from our prior estimation of prominent feature of this analysis. As can be seen in 

quation (12), and it is this value (12.26) that serves Figure 2, the time taken for 90% adjustment rose 
as the starting point, steadily in the 1950s as the price of gasoline fell in 

It took only seven iterations for the parameters m real terms, falling subsequently in two large jumps to a
 
and (ao + be) to converge to values that changed by 1980 value of 5 years, which is certainly rapid by
 
only 0.4% and 0.03% respectively. The full results of historical standards. If the speed of adjustment. as indi­
the final iteration are presented in Table 4. cated by the USA model, is capable of increasing so
 

There is reasonably strong evidence that the speed rapidly, then models based on constant speeds of adjust­
of adjustment is indeed variable, with an average value ment might yield biased forecasts in periods when the 
over the sample period of 0.225 (90% adjustment in price of gasoline is increasing by leaps and bounds. One 
9 years) based on the sample mean of the real price can only say at this stage that variable speeds of adjust­
of gasoline. It is interesting to see how close these para- ment ought to be looked at more closely. 
meters are to those estimated in the constant-speed
 
case, which seems to suggest that estimation of geo­
metric lag models with constant speeds of adjustment In the reailyoog run...
 
is likely to yield long.run parameters that are similar In the long run we shall all be dead, as Keynes so aptly
 

put it. Of course, he was being facetious, to goad his
 
contemporaries into action, fearing that a preoccupation
 

Table 4.Variable speed of adjustment, USA. with the future consequences of action (or inaction)
 
might jeopardize one's chances of ever getting there.
 

, - -1.885 (.53) Is there a need then to consider the demand for gasoline
m- 0.533 (40.531
 

a, - -0.223 (3.58) in the very long run, or should we take refuge in Keynes'
 
a = 0.562 (2.99) bon m6rt and let our successors worry about it?
 
b, -0.532 (3.66) The nature of oil as an exhaustible resource precludes
 
b, - 0.370 (1.77) it from being treated like any other good. Arguments
 
b,--0.617 (3.05) 
 about the efficient use of exhaustible resources dictate 

Note: that demand should be channelled into premium uses,
 
tvalues are in parentheses; RMSE = 1.04%; A 2= 0.9968. ie where the price elasticity of demand is inelastic in
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the longer term. Conentional wisdom has it that the 
demand for the heavier fractions of the barrel is price 

elastic due to the presence of substitutes (for example, 

the use of coal, natural gas. and nuclear fuel in power 

generation) unlike the demand for transport fuels. 
Therefore, 	the use of.limited oil resources in activities 

that could use other fuels - fossil or otherwise - might 

be viewed with disdain, particularly by the oil producers 

who might feel that their precious asset is being wasted 

in non-premium uses.The rights and wrongs of these views notwithstanding, 

there is a need to examine the factual premises upon 
which the thrust of such arguments is based - in parti-

cular, the extent to which the demand for transport 
fuels is in fact inelastic in the long run. The evidence 

gleaned so far from our time-series models tends to 
show that on the whole the long-run price elasticity 
of demand for gasoline is not significantly different 
from unity. The crucial question remains whether this 

price elasticity could be greater than unity! 
To ascertain the magnitude of the long-run price 

elasticity of demand, we need to identify the long-run 
- as fardemand curve. This in turn can only be done 


as an individual country isconcerned - by observing 

a single country over a long enough period, so that 

different supply conditions, leading to variations in 


can trace out the demand curve. The critics ofprice, 

time-series models contend that an individual country 


cannot supply a long enough history of gasoline price 

variation. espl cially if one includes the decades of 

the 1950s and 1960s, to enable one to identify the 


long-run demand curve. What do they suggest instead? 


It isfelt that there is sufficient variation in the price 

of gasoline between countries (due mainly to different 


levels of taxation) to make cross-section analysis the 


preferred route to take in search of the elusive long-run 


price elasticity of demand. It is possible in principle to 


across countries to obtain estimates of 
utilize variations 

long-run price and income elasticities, provided one 
assumes that the underlying economic structure encap-

sulated in the parameters isinvariant with respect to 
both time and the particular countries forming the 
group. Of course, these assumptions are not always 
justifiable, given that elasticities might vary over time 
and countries will almost certainly differ in terms of the 

structure of gasoline demand. The first assumption can 

be tested by estLnating the cross-section model at 


various points in time. The second assumption can be 

dealt with in two ways: either by using country-specific 

dummy variables (with a concomitant increase in the 

number of years considered in order to obtain the 

requisite degrees of freedom), or by specifying a multi-

equation model to account for the special factors repre. 

senting the intercountry structural differences. In 

practice, the preferred route has been to include dummy 

variables and increase the number of observations by 

estimating 'pooled' time-series and cross-section models. 

In our case, the 'pooled' approach has been eschewed in 

favour of the classical cross-section study. 

Relevant data covering 37 countries for the year 1977 

a simplified
have been collected in an attempt to estimate 

"l i

Table 5. Cro-s on data, 1977. 

Con-	 National 
income Price 
par par 

aumption 
per 	 Car b
 
ead . thousand {SDR)b (SDRsl

525 	 6484.9 0.59USA 451 

6011.3 	 0.65Canada 309 	 408 


394 	 5425.5 0.71
Australia 223 


346 	 6607.6 1.41172
Sweden
New Zealand 149 384 	 3662.0 1.14
 

8877.5 1.72
Switzerland 122 	 305 

316 	 5520.9 1.64Iceland 115 


6769.2 	 1.82West Germany 103 	 333 

97 271 7072.9 1.77
Denmark 
95 261 3642.9 1.14
Great Britain 

319 	 5527.4 1.73 
6666.5 1.73 

France 93 

Belgium 92 	 292 


263 	 5055.9 1.6489 

84 274 6193.2 1.96


Austria 
Norway . 

282 	 6171.7 1.7381
NetherlandsIreland 81 	 179 2428.4 1.45
 
227 4661.9 1.64
Finland 79 


61 173 4871.5 1.73
Japan 
289 	 2827.5 2.14

Italy 54 

1.271432.4112
Cyprus 39 162 2238.8 1.27
Spain 

42 


1.18Brazil 37 58 	 995.4 

67 2319.8 1.68Greece 36 


777.1 1.14
Chile 35 28 


737.3 1.09 
Jordan 30 25 


527.2 0.23Colombia 29 14 

22 101 1295.8 1.75
Portugal 

13 	 855.3 1.05Turkey 14 

87.4 0.68Ethiopia 12 	 1 


8 321.0 0.7710
Thailand 
7 264.6 1.276
KenyaTunisia 4 19 670.8 1.55
 

169.9 1.18Sierra Leone 3 	 8 

7 112.1 0.68


SriLanka 2.4 
893.3 1.18

Malaysia (W) 2.3 52 

2.2 120.0 1.46
1.4
Niger 	

0.64131.2__2_
Malawi_0.4 

Sources: 
Gasoline and vehicle data from International Road Federation, 

World Road Statigtics 1974-78, 	1979 edition. National income
 
and population data from IMF, International Statistics, various
 
issues.
 

Notes:
 

a 'Cars per thousand' refer to the total population. 
bSpecial Drawing Rights. An SDR is an artificial unit of currency 

a basket of currencies suitably
created by the IMF based on 


weighted. Each national currency can be expressed in terms of
 

SDRs; the conversions have been performed by the IMF.
 

cross-sectional model of gasoline consumption per capita 

based on this sample. The sample is quite representative, 

including highly developed countries along with 

extremely poor countries. Moreover, a particular subset 

of 24 countries has been used in a two-equation model 

of gasoline consumption per head and cars per thousant-' 

people. The models presented below must be considered 

as first attempts at cross-sectional analysis; further 

analysis will be required to improve the accuracy of 

the estimates. The most important cross-section data are 

presented in Table 5. 
It is obvious from a cursory glance at the data that 

consumption of gasoline per capita is strongly correlated 
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with the number of cars per head, which in turn is can be formulated to capture the essence of these 
correlated with national income per capita. However, relationships, as follows: 
there are some interesting cases that stand out. Italy In C= ao + a, In Pcari + a2 In Y 
exhibits low gasoline consumption per capita in relation + a, In Pr +I (24) 
to its car population, while Colombia shows an excessive In Gi = bo in Pg1 + In C1 
level of consumption per head in relation both to its car In this recursive system of equations, the car population 
population and its income per head. Other cases of per capita is specified as a function of the price of cars 
interest are Australia and New Zealand, both with and national income per capita, whifle gasoline consump
roughly comparable car populations per head but differ-	 anntialncm pecptwhegsoneosu ­

tion per capita is postulated to depend on the price of 
ing gasoline consumption levels, .nd West Germany and gasoline (the main variable affecting the utilization rate) 
Sweden with comparable car popilations and income and the stuck of cars per capita. One is able to avoid 
levels but quite different levels of gasoline consumption the problem of multicollinearity by specifying a 
per capita. Almost all these cases have a common factor, separate equation for the car stock in terms of income 
varying gasoline prices, which accounts quite neatly per head and the price of cars. From a practical point 
for the discrepancies in gasoline consumption. of view. the price of cars presents considerable diffi-

The first bit of cross-section analysis that can beofve.hepiefcasrsntcnidabeif­perfe is bitofre ssgsoinec anpea 	 culties, because it is well nigh impossible to obtainosumption cap
performed is to regress gasoline consumption per capita 	 reliable data on a comparable basis for such a wideagainst the price of gasoline and the car population per 	 spcrmocunie.Whaeeotdtohesef 

spectrum of countries. We have resorted o the use of 
capita. The result was as follows (t values in parentheses): 	 a proxy for the price of cars in the form of taxes on 

n Gi = 0.07 - 0.79 In Pg, + 0.87 In Ci (21) acquisition and ownership of cars. but this was possible 

(2.6) 	 (11.3) only for 24 countres out fthe sample of 37. 
The recursiveness of the equation system given bywhere I'.-:-A *1 

E'Equati, n,-(24) calls for estimation via a sequential use 
=0.89 DF = 34 mean square error = 0.7467 of ordinary least squares (OLS). Thus, the first equation 

Gi =gasoline consumption (gallons) per capita in is estimated using OLS (since the regressors are truly
 

ith country independent) and the predicted values of the dependent
 
Pgji = price of gasoline (SDRs per gallon) variable are subsequently used to form the regressor
 

Ci = cars per thousand In Ct in the second equation, which is also estimated via
 

OLS. The results of the estimation, with t values in
 
A slightly higher long-run price elasticity of demand for 


gasoline was obtained by regressing gasoline consumption parentheses, are as follows:
 

per capita against the price of gasoline and national In Ci = -5.1 - 0.4 In Pcari+ 1.2 In Y.
 

income per head, ie (7.8) (3.0) (16.2)
 

InG.= 4.66 -0.91 InPgi+ 1.13 In Y (22) 	 1 2 =0.922 SEE=0.44 
(3.2) (12.4) In Gi =-0.4 - 1.3 InPg+nC () 

= 0.91 DF = 34 mean square error = 0.6926 (2.4) (3.5) 

In this case, national income per capita acts as a proxy ,2 = 0.322 SEE = 0.611 
for the car population per head. However, when both The results seem to confirm our initial suspicion that 
income per capita and car population per head are multicollinearity was indeed a severe problem in the 
included in th- regression, then the problem of multi- single-equation model above. The two-equation model 
collinearity becomes severe, as can be seen below: 	 yields sensible parameters that are statistically signifi­

cant and have the anticipated signs. Moreover, theIn Gi = 3.51 - 0.90 In Pg + 0.83 In Y + 0.24 In C, 
(3.2) 	 (2.5) (0.9) long-run price elasticity of demand for gasoline is higher 

than the equivalent single-equation estimates, while the 
(23) long-run income elasticity of demand for cars suggests 

12 =0.91 DF =33 mean square error = 0.6938 that the cars are 'luxury' goods. This last result is question. 
able as far as developed countries are concerned, given 

In this equation, the strong correlation we know exists the role of saturation in car ownership at high income 
between car population per capita and income per levels, but is quite plausible in a wider sample. Our proxy 
head has resulted in less precise estimates of the variable for the price of cars appears to have performed 
separate effects of income and car population on 	 well, while the long-run price elasticity of demand for 
gasoline consumption. Since we believe that both these gasoline, at -1.3, suggests that gasoline demand is price 
explanatory variables have an effect on gasoline con- elastic in the long run, though on a purely statistical 
sumption, but know that these effects cannot be basis, the elasticity is not significantly different from 
gleaned from the simple formulation due to multi- unity. The cross-section analysis provides further tenta. 
collinearity, the answer appears to lie in the'direction tive evidence of the elastic nature of gasoline demand 
of a more complete spcification of the relationships with respect to price in the long run, in addition to the 
between income, car population, price of gasoline, evidence gleaned from some of the time-series country 
and consumption of gasoline. A two-equation model models estimated (see Table 2). 
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Conclusions 

Of all the petroleum products, gasoline occupies today 
a position of pre-eninence due to its alleged price inelasti. 

city of demand. Oil companies pursue gasoline sales 

because it is thought that gasoline represents the part 

of the crude oil barrel that is likely to suffer least from 
the ravages of crude oil price increases. Governments in 
oil-consuming countries load taxes on gasoline because 
it is thought to be a 'reliable' way of raising funds. Oil 
producer governments probably consider the transport 
sector to be the only one with a worthwhile claim on 
their wasting asset. In fact, all three actors on the oil 

stage share a common belief in the price inelasticity of 
demand for gasoline, both in the short and the long run. 

While nobody would dispute that gasoline demand 
is inelastic in the short run (a year or two), this study 

casts doubts on the notion that it is so in the long run 
as well. The econometric results based on the tL-ne.series 
models suggest that the long-run price elasticity is not 
significantly different from unity in most cases, while 
the evidence - albeit tentative - from the cross-section 

model is that the truly long-run elasticity may well be 
above unity. 

As has been demonstrated, there is no real need to 
resort to elaborate models involving explicity the changing 
stock of vehicles, its efficiency, and its use. Once due 
care and attention is paid to the special characteristics 
of gasoline demand, it is possible to determine what 
affects gasoline consumption, and track its course with 
areasonable degree of accuracy, by employing an esti--


mation technique that incorporates the implicit structure 
via restrictions on the parameters of the model. As a 
result of the use of this technique, the considerable 
inertia that gasoline consumption seems to possess is 
identified with lags in adjustment of the vehicle stock to 
its desired level. Moreover, as an experimental model 
for the USA would have it, there is some evidence that 
the duration of these lags is not fixed. Indeed, if one 
assumes that the speed of adjustment isa function of the 


real price of gasoline, the US case implies that the time 
lag has more than hrved in the decade of the 1970s 
following the substantial real gasoline price increases. 
If these results are corroborated as far as other countries 
are concerned, the responsiveness of gasoline demand to 

changes in the real gasoline price is even greater than 
assumed generally, with of course even more profound 
consequences. 

It cannot be emphasized too strongly that if the price 
elasticity of demand is well above unity in the long run 
and consumers do speed up their reactions to changed 
circumstances, then the oil companies - with investment 
plans to increase their ability to extract more of the 
lighter products from crude oil - and governments ­

with their policy of taxing gasoline heavily - and oil 
producers - with their belief that their precious asset 
should be reserved for 'premium' uses - could be in for 

arude shock. The simple explanation for the higher than 
a21 

expected price elasticity of demand for gasoline is 
threefold: there are substitute types 3f transport fuels 

(diesel. liquified petroleum gas). there are substitute 
forms of transport, and of course consumers can spend 
their funds on activities or goods that compete with 

transport. Indeed, very few commodities are truly 

indispensible - given a long enough timespan. there 

are 	substitutes for most things. 

R
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The long-run structure of transportation and 
gasoline demand 

William C. Wheaton* 

This articlereports estimates of a cross nationalmodel for automobile ownership,fleet 

fuel efficiency, driving per vehicle, and as derivedfrom these three,gasolineconsumption. 

The model is a recursive system ofequationsderivedby aggregatingindividualbehavioral 

equationsfor the choise of a durable good and its usage. The results suggest that across 

countries, gasolineprice differences exert themselves primarily by affecting the amount 

ofdriving.and not as time series studies show. throughfleet fuel efficiency. The estimates 

also suggest that gasolineconsumption is much more income elasticthan it waspreviously 
thought to be and that most of this income effect derivesfrem the impact of income on 

auto ownership. 

1. Introduction 

0 In the years since the 1973 oil embargo, there have been a growing number of efforts 

to model the demand for gasoline and its relationship to the underlying demand for 

transportation services. Such efforts are useful not only in forecasting the market response 
to rising fuel prices, but also as policy tools to evaluate the impact of regulations, such 
as Federal Fuel Efficiency standards. With only a few exceptions, all of these efforts have 
used time-series data for the preembargo period (1947-1972), primarily in the United 

States (CRA, 1975; DRI, 1973; Sweeney, 1978; Pindyck, 1979; Wildhorn et al., 1974). 
The reliance on time-series data raises two important questions about the accuracy 

and reliability of the results of these models. First, during the preembargo period, real 
income rose slowly and real fuel prices fell gradually in a manner that was highly cor­
related. Can the models, therefore, separately estimate income and price effects? Second, 
during this same period, there was little absolute change in the real price of gasoline. Can 

such models, therefore, be relied upon to forecast truly long-run responses to major 
changes in price or income? 

An alternative approach to estimating models of the demand for gasoline and trans­

portation services is to introduce some cross sectional variation into the sample data. If, 
for example, one includes subarea disaggregation within the United States, income vari­
ation is obtained which is largely independent of fuel prices. The latter, however, will still 

exhibit little absolute variation. In fact, to get large scale price variation during the preem­
bargo period, one must compare different countries. Unfortunately, the cross national 

studies (Houthakker and Kennedy, 1979) and the cross state studies within the United 
States (Greene 1979) use reduced-form models in which gasoline demand is predicted 
directly with no consideration of transportation services. The strength of the time-series 
models is that they estimate separate income and price effects for vehicle ownership, 
vehicle characteristics, and vehicle usage. Gasoline demand is then derived from a well­
known identity relating these three components. 

It is interesting that neither group of studies has investigated the possibility that 

structural relationships might exist among the different transportation components (own-

Massachusetts Institute of Technology. 
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ership, driving, vehicle efficiency). The cross sectional models estimate only the demand 
for gasoline, and although the time-series models have developed equations for each 
transportation component, the equations contain only exogenous variables, such as in. 
come and prices. A full structural model would permit inferences about the impact that 
regulating one endogenous variable (for example, fuel efficiency) would have on the others 

The objective of this study, then, is to improve upon this research in the ways 
discussed above. First, a long-run model will be estimated, cross nationally, to obtain 
parameters for a sample with maximum independent variation in income and prices.
Second, th! model will also be structurally disaggregated, not only to predict separately
vehicle ownership, driving, and fuel efficiency, but also to make some preliminary as­
sessments about possible relationships among these endogenous variables. 

The results of the model contrast with the previous research in several important 
ways. The aggregate gasoline consumption elasticities are reasonably comparable, but the 
structure of demand differs considerably. The time-series studies suggest that in the long 
run the impact of price occurs mostly through improved fuel efficiency (smaller cars) and, 
to a lesser degree, lower ownership rates. The cross national estimates say quite the 
contrary, that in the long run most of the overaJ! price elasticity comes from reduced 
usage of each vehicle. The results also suggest (for the first time) that ownership rates have 
a strong influence on vehicle usage, but fuel efficiency does not. Finally, the cross national 
model estimates include some highly elastic income effects, which indicate that reductions 
in aggregate fuel demand may be difficult, particularly in rapidly growing Third World 
countries. 

As a note of caution, it would be prudent to point out that as is t.pical with most 
cross national research, the quality of the data used in the study is less than ideal. The 
results of the model, therefore, should perhaps be regarded more as pedagogical than 
definitive: cross national models can be estimated, and the estimates yield conclusions 
that seem to differ from those of models estimated using intracountr' time series. 

The article is organized as follows. Section 2 discusses the specification of the model 
and reviews some studies from the existing time-series literature. Section 3 discusses the 
data, and Section 4 presents a number of statistical results. Finally, Section 5 examines 
some implications of the research. 

2. The derived demand for gasoline 

a Almost all time-series models of gasoline consumption estimate a derived demand
 
equation by using an identity, such as (1):
 

CON = (AUTO x DIST)/MPG, (I) 
where 

CON = consumption of fuel per capita; 

AUTO = vehicles or automobiles per capita; 

DIST = use of each vehicle (mls per year); and 

MPG = average fleet fuel efficiency. 
With this identity, demand equations are estimated separately for each component 

(AUTO, DIST, MPG), and then overall fuel consumption is derived by applying the 
identity. Since (I) is log linear, any elasticity of CON is simply the sum of the three 
component elasticities. Thus, with respect to gasoline price (P). the following relationship 
applies: 

EcoA'.p = EA uTOP + EDI-ItP - E .IPG. (2) 

There are a number of advantages to estimating component demand equations, and 
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not simply estimating gasoline demand directly. First, and most obviously, one may be 
interested in how income and price affect gasoline consumption, and not simply in the 
magnitude of the effect. The distributional or other consequences of improved fuel effi­
ciency versus, say, reduced auto ownership might be of interest. Second, it is sometimes 
believed that disaggregate models have a higher level of parametric stability. This is due 
to the fact that disaggregation may often suggest new exogenous variables, which are 

important predictors in each component equation. Last. disaggregation may also be im­
portant if structural relationships exist among the endogenous variables. 

The issue of what kind of struqlu.ral model might underlie the joint demand for 

gasoline and transportation has yet to be discussed in the time-series Niterature on the 

subject. Existing models have simply assumed that the three demand components are 

determined simultaneously. and then have estimated the equations for each in reduced 

form. In fact. however, there is a growing body of microeconomic theory about durable 

goods and their usage, which is highly applicable to the question at hand. Consumer 

decisions about the type and number of vehicles to purchase (AUTO, MPG), and then 
seem to conform very well to aabout how much to use each vehicle (DIST), would 

microeconomic model proposed originally by Heckman to analyze labor force partici­

pation and the decision about hours of work. The former is a discrete choice, and the 

latter is a continuous demand function conditionalon the original discrete choice. Since 
to the housing market (choice ofHeckman's work, similar models have been applied 

tenure and then housing consumption) by Lee and Trost (1978) and most recently to 

electricity consumption (choice of appliance and then power usage) by McFadden and 
Dubin (1982). In all of these cases. the consumer's decision about the choice of durable 
good and its usage is considered to occur simultaneously. Statistically. however, the usage 
equation is estimated conditional upon the choice of the good. This allows one to make 
statements about how the choice of good may structurally affect its usage. 

Applying this model to transportation services, a household may be perceived as 
choosing first among a set of n alternative portfolios of automobiles. Each portfolio i is 
characterized by a set of attributes Z,, which includes the number of vehicles and their 
fuel efficiency (A UTO,, MPG,). The probability ofselecting portfolio i, P,will then depend 
on a vector of exogenous variables W (such as income. prices), parameters a, and the sets 
of attributes of the n portfolios Z, ..... Z,,: 

i =. n. (3)P, = F,(Z .... , Z., W, a) 

Given that a particular choice i has been made. there exists a conditional usage or 
driving demand equation, which will depend on the exogenous variables Wand an error 
term t. This may be represented in (4) below. Rather than estimating a set of n such 
conditional driving equations, the model may be simplified to estimate a single driving 

equation, but one in which the amount of driving depends on the attributes of the chosen 

portfolio. In this way driving still occurs conditional on the portfolio choice. but the 

conditioning is represented by using a single equation. This is shown in (5). 

,n (4)DIST= D,(WV,) i= 1. ... 

DIST = D(Z,, W, e). (5) 

Although the choice of automobile portfolio and the decision about DIST occur at 
the same time, statistically it is a conditional demand equation that is estimated for DIST. 
This has raised considerable interest about whether the error term in (5) will be correlated 
with the Z,. If, as seems likely in some situations. e is correlated with the choice proba­
bilities, then it will be correlated with the vai.ables in Z. and OLS estimates of (5) will 
not be consistent. McFadden (1982) suggests applying a specification test to the Z variables 

in the usage equation. and if necessary. using either FlAIL to estimate the combined 

system (3)-(5) or instrumental variables on (5) alone. 

'€ 
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The macro characteristics of a country's automobile fleet as well as its aggregate 
vehicle usage may be thought ofas the outcome ofthe individual decisions made according 
to (3H5). Although it is impossible to derive analytically the aggregate demand schedules. 
a heuristic argument suggests using a set of equations similar to (3)-(5) at the macro level. 
First. if the choice probabilities are aggregated across individuals, one would arrive at a 
countrywide frequency distribution over the set of automobile portfolios. The first mo. 
ments of this distribution with respect to the variables AUTO and MPG will be expected
values for countrywide auto ownership and average fleet fuel efficiency. These expected 
values will be functionally related not just to the mean values of W but to the full 
distribution of Win the population. Still, as is often done in demand studies, one might 
use as approximations equations containing only means of the vector of exogenous van. 
ables W. In a similar way, individual decisions about driving, in equation (5), can be 
aggregated to yield a macro driving equation. Although this equation would depend on 
much more than the country-average values of Z and W, an equation including only the 
latter could serve as an approximation. Thus, in the case where the portfolio characteristics 
Z are described by AUTO and MPG, a set of aggregate equations, such as (6)--(8) below, 
might be estimated: 

DIST = D(AUTO, MPG, W. el) (6) 

AUTO = D2(W, f2) (7) 

MPG = D3(W, f3). (8) 
Since the aggregate equations are not analytically derived, one cannot say in advance 

whether the likely correlation between the error terms at the micro level will continue 
to exist in the aggregate equations. At this point, it is an empirical question, which should 
be resolved with a specification test (Hausman, 1978). 

TABLE I Major Gasoline Demand StudWis 

Pindyck Sweeney Wildhorn et al. CRA DRI 
(1979)1 (1978)? (1974) 2 (1975)1 (1973)-

Gasolinc Price Elastcity 
Long-run total cons: -2.07 -. 78 -. 78 - 1.37 -. 23 

Dnving -. 06  -. 36 
Ownership: -. 64 J -. 25 
MPG: 1.43 .72 .17 

Shorn-run total cons: -.37 -. 22 -. 26 -. 28 -. 07 
Dnving: - 22 --
Ownership: -. 26 
MPG: .11 .01 

Income Elasticities ' 
Long-run total cons: .96 .82 .88 .06 .94 

Driving: .66 .82 
Ownership: .30 .88 
MPG: 

Short-run total cons: .18 .18 .012 28 
Dnving: .06 
Ownership: .12 
MPG: 

'Eleven Western countries, pooled 1955-1973 time series. 
'U.S. National time series.1950-1973. 
7-region pooled U.S. time series. 1950-1973. 
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Although none of the existing time series studies of gasoline demand has applied this 

more structural model, those studies have produced an interesting set of reduced form 

income and price elasticities. For ease ofcomparison. these are summarized and presented 

in Table I. In reviewing these studies. three conclusions seem to emerge. 

(I) 	With the exception of the CRA report, the studies are in general agreement in their 

estimates of long-run gasoline income elasticities. But they disagree about the long­

run price elasticity ofgasoline demand. The income effects are always slightly inelastic, 
while the price effects vary widely. 

(2) There is little agreement among the studies about how the income and price effects 

apply to each of the transportation components. The Wildhorn et al. research (1974) 

suggests that gasoline price exerts most of its influence through ciiving, while the 

Pindyck (1979) and Sweeney (1978) studies find it occurs mostly through fleet fuel 

efficiency. Wildhorn et al. find that income influences ownership most, while Pindyck 

concludes !hat income exerts its influence primarily on driving. 

(3) 	In most of the studies, the income and price effects are rarely both significant in the 

equation for any particular determinant of gasoline demand. If MPG, for example, 

has a strong price elasticity, then it has a weak income elasticity and vice versa. This 

suggests that the preembargo time series has a sufficiently strong common trend in 

the price and income data to make the separate estimation of each elasticity quite 

difficult. In a number of the studies, the equations for edch component do not even 

include both income and price variables; one of the two variables is dropped from 

the equation, despite there being little theoretical justification for doing so. Estimates 

of one elasticity without the other vanable being in the equation would have to be 

regarded quite cautiously. 

3. 	Cross national data 
n In developing a cross national model, particular attention must be paid to the sources 

and reliability of data. Different countries may use different definitions or accounting 

systems, so that comparability can become a serious problem-at least in principle. To 

minimize these problems, the cross national data collected for this study used the same 

definitions and measurement standards as the U.S. time-series data. With these definitions, 

a full set of data was obtainable for 42 countries. The measurement of one variable, fleet 

fuel efficiency, was however, considered to be more reliable for 25 of these countries than 

for the others. For this reason, separate models were estimated for both the 25- and the 

42-country samples. in all cases, the data were collected for the year 1972, the most recent 

period before the effects of the oil embargo. 
obtained from annual World Bank StatisticsThe data on per capita income were 

and.presented no problem. There has been, however, considerable recent discussion about 

the meaning of cross national income comparisons. Kravis (1978), in particular, has 

argued that the prices of many goods and services vary systematically among countries, 

and on the basis of a study of" 16 nations, he has constructed a cross national GNP 

deflator. The problem with applying this deflator, however, is that the 16 countries re­

searched by Kravis do not overlap with those used in many studies, including this one. 

To make the deflator available for more countries, Kravis has used a statistical analysis 

of the original 16-nation sample to estimate the deflator for over a hundred additional 

countries. In the 42-country sample used in this study, however, the simple correlation 

between this predicted deflator, and GNP per capita, is .98. Thus, it is doubtful that the 

index will add much to the equation, although it would still be instructive to estimate the 

model in both nominal and deflated dollars. 

Ideally, the prices used in a gasoline demand model should include no! only the price 

of gasoline but also the prices of the vehicles that use gasoline. In the case of gasoline 

Prices, the U.S. Bureau of Mines conducts an annual survey of retail (pump) prices in 
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75 countries. Developing a comparative price index for automobiles, however, is more 
difficult. 

In the process of developing the GNP deflator, Kravis constructed an automobile 
pnce index. It appropnatel% considered, first, the average difference across countries in 
manufacturing prices. controlling for quality and variation in fleet mix, and second. 
differences across countries in automobile registration fees, excise taxes, and import duties. 
Unfortunately, this price index has not been extended beyond Kravis' original 16-nation 
sample. 

To enable construction of a more simple auto price index that would apply to the 
42-country sample used in this research, the Motor Vehicle Manufacturers Association 
provided a detailed survey of the taxes, fees, and import duties that apply to automobiles 
in each country. After adding the major fees, sales or V.A.T. taxes, and import duties, 
a price variable was constructed which represents the comparative cost to a consumer in 
each country of a world-traded automobile. 

Unfortunately, such a price index is appropriate only for widely traded vehicles, and 
many countries assemble cars that are not traded. This is particularly true in the developing 
nations where there often exist licensed assembly plants. Such "local assemblies" are not 
taxed as imports, and they often constitute a large part of the vehicle fleet. It was simply 
beyond the scope of this research to do the extensive, primary source investigation nec­
essary to determine the prices of such nontraded vehicles. As a consequence, the auto­
mobile price variable used here reflects only those differences between countries that are 
due to tax and import policy. 

The consumption of gasoline in each country is available from the U.S. Bureau of 
Mines in the same publication as the data on gasoline prices. To match the data on 
gasoline, one would ideally want information on the stock ofgasoline consuming vehicles. 
Current sources, however, record data in only two categories: all automobiles (including 
taxis), and buses and trucks. Since some automobiles may be diesel powered, while some 
trucks are gasoline powered, using either only the first category or the sum of the two 
categories may introduce a bias.' 

The final measurement issue is the most important-determining either fleet fuel 
efficiency or the number of miles driven by each vehicle. Using the identity (1), only one 
of these needs to be estimated. and two approaches are possible. First, one can obtain an 
independent estimate of vehicle miles driven from, for example, surveys or toll receipts. 
Dividing gasoline consumption per vehicle by this driving figure produces an estimate 
of actual fleet fuel efficiency. Second, an independent estimate of fleet fuel efficiency can 
be constructed by averaging data on the designed fuel consumption of different makes 
and models. Dividing fuel consumption per vehicle by this measure of fleet efficiency 
yields an estimate of miles driven per vehicle. 

For this study, the fuel efficiency ofthe fleet in each country was estimated by applying 

the second of these two methods. To do this, data were first obtained on vehicle sales, 
by model, for as many years as possible. .nfortunately, the data for most countries are 
available in published form only back to 1970 (MVMA). Before then, the information 
for all but a few countries must be obtained directly from the manufacturers. Since the 
sales of automobiles between 1970 and 1972 constituted at least 40% of the fleet in most 

countries, the characteristics of these additions to the stock should be quite indicative of 
the 1972 stock as a whole. In the United States, for example, the estimated efficiency of 
the fleet went from 14.42 in 1962 to 13.57 in 1972. Using the vehicle age distribution, 
the average efficiency of the subpopulation of 1970-1972 vehicles in the United States 

would have been only 3%different from that of the fleet as a whole. 

IIt should be pointed out that the U.S. data on the vehicle fleet are also not differentiated by use of fuel. 
and the time-series studies have also had to use either all automobiles or all vehicles. 
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obile 
es fuel efficiency of the more recent American exhaust emission systems. Finally, a nonlinearond, 

in United States (EPA). These figures were then increased by 10% to account for the lower 
regression equation was estimated relating these factored EPA figures to engine displace­ities. ment (R2 = .89), and this was used to predict the efficiency of automobile models nottion sold in the United States. 

For 25 countries, very detailed data were ;'ailable onthe tomobiles sold during the years 1970-1972. the make and model of au.ion efficiencies of each model produced a reasonable estimate for the efficiency of the fleet.'lies In 
For these nations, weighting up the fuel 

17 additional countries, similar sales data wereies. obtained, but not always by model­sometimes only by manufacturer. These less detailed data produced estimates for thosein countries whichsample.' were not likely to be as accurate as the estimates for the 25-countrynd 
ng The issue of driving conditions raises a final consideration about whether the spec­ot 

ification of the model should not include some geographic or other noneconomic variables
ily 

that might influence transportation demand. Greene's cross state study (1979) suggestssuch factors could be important, although the theoretical arguments advanced often yieldc- rather ambiguous hypotheses. For example, holding population constant, greater land31. area or lower population density certainly"e A.Auences the distances people have to drive, 
if they choose to drive at all. If, however, they choose not to make as many trips, or touse other modes, then larger land area might not have any effect. Similarly, it issometimesbelieved that auto ownership and vehicle characteristics are different in urban than inrural areas. Holding income and prices constant, should the level of urbanization increasevehicle ownership? Urbanization certainly increases trip making, but it also increases theopportunity for travel on public transportation. In short, it is hard to make rigoroustheoretical arguments for such variables. To be as comprehensive as possible, though, theshare of the population that lives in urban areas (URBAN) is included in the AUTO andMPG equations, while the land area of the country (AREA) is included in the driving

equation. 

In summary, the collection of available cross national data raises three issues, whichcan be addressed when estimating parameters of the model. First, any bias that might beintroduced by the lack of information on the gasoline consuming fleet can be at leastpartially studied by estimating the equations using alternatively the automobile fleet andthen the total vehicle fleet. Second, the model can be estimated in both nominal dollarsand real dollars to test the importance of comparative prices and the usefulness of theKravis deflator. Third, the model can also be estimated for two samples, which varysomewhat in the quality and level of detail with which the fleet efficiency variablecalculated. This will provide at least some indication about how sensitive the results are 
was 

to the measurement of this important variable. The final data for the 25- and 42-nationSamples are reported in Appendices A and B. 

4. Statistical results 
R In estimating the cross national model, both a linear and a log-linear specificationwere tried, and a Box-Cox test was applied to choose between the two. The results of theprocedure suggested that the log-linear form was superior for the overall consumption.vehicle ownership, and driving equations, but that the linear form was better for the .PGor fuel efficiency equation. in many respects, these results are consistent with a priori 

It should also be pointed out that Jlthough these procedures assume that -EP.% city dn ,ng'Operating conditions around the world (Owen. characteriLes 
On the assumption 

1973). ill of the existing eitimates ot'fleet ctfiiencv- "',.ed are hasdoperating conditjons,as well. 
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expectations. As income per capita falls toward zero, for example, automobile ownership 
and driving must do likewise. Fuel efficiency, on the other hand, is at least somewhat 

technologically constrained. Thus the fuel efficiency equation should have a positive in. 

tercept, while the equations for driving and ownership need not. The statistical results 

merely reaffirm this intuition, and hence linear equations are reported for MPG, while 

log-linear forms are used for AUTO and DIST. 

The first set of equations represents a sort of "base" model, in which the sample 

consists only of those 25 nations with the most reliable data. The equations in the "base" 

model are estimated by using only the autcmobile fleet and without deflating income or 

prices by the Kravis price index. This was the model in which the statistical specification 

issue was studied. 
Answering the question of whether OLS is appropriate for estimating the driving 

equation involves testing whether possible correlation among the error terms in the three 

equations has created a correlation between the error term in the DISTequation and the 

variables AUTO, MPG. Assuming that some set of instruments exists which identifies the 

equations, a specification test can be applied by including AUTO, MPG and the residuals 

from their reduced-form equations in the DIST equation. If the residuals are significant, 

OLS assumptions are violated. In the case at hand, the price of automobiles (TAX) and 

the level of urbanization (URBAN) were assumed to be the identifying instruments for 

AUTO and MPG,while land area (AREA) entered only the driving equation. It is obvious 

that income and the price of gasoline should enter all of the equations. With this parti. 

tioning of the instruments, the results of the specification test were insignificant: the OLS 

assumptions were found to hold. Several alternative ways of assigning the three instru­
were also tried, and in each case a resulting speciEcationments (TAX, URBAN, AREA) 

test also proved insignificant. It should be mentioned that the three instrumental variables 

actually have little explanatory power in the model. Income and gasoline prices totally 

dominate the equations. With such weak identifying instruments, the results of the spec­

ification tests should perhaps be regarded cautiously. On the other hand, without any 

additional variables, one can only conclude that OLS is justified, and hence it is the OLS 

results that are reported here. 
In the 6,"st equation, that for automobile 	ownership, iiicome is the only significant 

Neither the price of gasoline nor the op­
predictor, and it has a distinctly elastic effect. 

portunity price of imported automobiles (TAX) has any significant influence on the size 

of the automobile fleet. The level of urbanization is insignificant as well. In the second 

equation, that for fuel efficiency, there are more balanded income and piice effects. When 

values, that for income is -. 21,
the MPG elasticities are computed at the sample mean 

are highly significant statistically. The
while that for gasoline price is .32. Both of these 

negative income effect suggests that greater wealth does indeed lead to a demand for larger 

as
(less fuel efficient) automobiles. On the other hand, the price of automobiles, at least 

influence , , fleet fuel efficiency.measured by the opportunity cost of jnports, exerts no 

and the level of urbanization is also insignificant. It is important to note at this point that 

the gasoline price elasticity of fuel efficiency is quite small in comparison with the estimates 

in the more recent time-series studies. 

The results of the driving equation contain a number of interesting implicaticns as 

land area plays no role in 
surprises. The first of these is that geographicwell as some 

determining driving behavior-the equation is completely determined by economic vari­
effects are 

ables and vehicle characteristics. Among 	the former, the income and price 

are most interesting, per­
significant statistically, although inelastic in magnitude. What 

haps, are the signs and magnitudes of the coefficients of the structural variables MPG. 

AUTO. Greater fuel efficiency seems to induce no 3dditional driving, but greater autc 
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FIGURE I 

DECOMPOSITION OF DEMAND ELASTICITIES 
SEXOGENOUS VARIABLESI
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ownership substantially reduces the use of each vehicle. Driving is indeed quite conditional 
upon at least the size of the automobile fleet. 

The estimated system of three equations. for LAUTO, MPG.and LDIST, is depicted
in Figure 1. Here all of the income and price elasticities are displayed, as well as the 
structural relationships among the endogenous variables. At the bottom of the figure are 

TABLE 2 25-Country Sample, Undeflted. Automobile Fleet 

Equation 

Variable LAUTO' 	 LDISTMPG 	 LCON 

C 	 -13.2 22.2 6.2 -2.11 
(-8.60) (7.67) (3.70) (-1.98) 

PGAS .162 	 -. 500.141F -. 700 
(.93) (6.28) (-3.98) (-4.81) 

Y 1.375 -. 002693 .537 1.22 
(9.01) (-6.24) (3.76) (12.04) 

TAX .366 -. 708 	 .0501 
(1.31) (-.926) 	 (.289) 

MPG .063
 
(.384)
 

AUTO -. 615 
(-5.92) 

URB.4N -. 581 2.47 	 -. 452 
(-1.45) (.913) 	 1-.64) 

AREA 	 .0147 .0482 
(.586) (1.50) 

.887 .821 .887 .938 

L represents a log-linear equation where parameters are elasticities. Other 
equations are linear. The i.statistics are in parentheses.

I Elasticity at mean sample values = .32. 
'Elasticity at mean sample values - -. 21. 
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the elasticity definitions showing how the component elasticities aggregate into the overall 
income and price elasticities of gasoline consumption. Summing these component effects, 
one obtains an overall income elasticity of 1.26, and an overall price elasticity of -. 74. 
The final equation in Table 2 demonstrates that a simple reduced form gasoline demand 
equation produces almost identical aggregate elasticities (1.22 and -. 70 respectively). 

In summary, then, the base model yields four important conclusions. First. long-run 
gasoline demand is income elastic and only somewhat price inelastic. Second, almost all 
of the income effect occurs directly through its impact on automobile ownership. Third, 
the effect of gasoline price occurs exclusively through fuel efficiency and driving, with the 
latter effect being almost twice that of the former. Finally, auto ownership exerts a strong 
structural effect on driving, but fuel efficiency does not. Some implications of these results 
are discussed further in the next section. What is important here is to ascertain whether 
these conclusions are robust to different samples and variable definitions. 

The first test of the model is to reestimate it using deflated income and prices. The 
results are reported in Table 3, and when compared with Table 2, there are no important 
differences. In the automobile equation, the income elasticity increases from 1.38 to 1.89, 
since deflating reduces the sample variation in "real" income. The price effects, however, 
remain insignificant. In the MPG equation, the coefficients change, because the equation 
is linear. The elasticities computed at the sample means remain essentially the same. In 
the LDIST equation, there is again no significant change, and the overall consumption 

TABLE 3 25-Country Sample, Deflated, Automobile Fleet 

Equation 

Variable LAI:TO, MPG LDIST LCON 

C -17.0 23.3 6.91 -1.92 
(-4.93) (5.8) (3.96) (-.86) 

PGAS .0252 .09132 -. 541 -. 801 
(.128) (4.86) (-4.37) (5.56) 

Y 1.89 -. 0019, .456 1.25 
(5.36) (-2.12) (2.41) (5.34) 

TAX -.054 -.581 -. 148 
(-.242) (-1.27) (-1.03) 

MPG .103 
(.240) 

AUTO le -.573 
(-.6526) 

URBAN -. 54 2.93 -.37 
(-1.21) (.81) (-1.24) 

AREA .71 .04 
(.30) (1.19) 

R2 .854 .702 .881 .932 

' L represents a log-linear equation where paameters are elasticities. Other 
equations are linear. The t.statistics are in parentheses.

2 Elasticity at sample means - .33. 
'Elasticity at sample means - -.20. 
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equation exhibits very similar aggregate elasticities. Thus, whether nominal or "Kravisdeflated" dollars are used seems to make almost no difference in the results of the model.The second test is to examine the implications of using the fleet of automobiles as 
a proxy for the fleet of gasoline consuming vehicles. To do this, the model is reestimatedusing all vehicles (including trucks and buses). While this is only an approximation tothe gasoline fleet, its bias is different from that introduced by using only automobiles.
Since fuel efficiency data were available only for automobiles, the MPG equation remainsthe same, and automobile rather than total vehicle efficiency is used in the vehicle drivingequation. The overall reduced-form gasoline equation is also the same, and so it is notreestimated either. In Table 4, then, the results for a vehicle (rather than automobile)ownership equation are pre~ented, along with a structural equation for miles driven pervehicle. In all equations, the elasticities, significance levels, and R2 values are extremely
similar to those in Table 2. Since it makes little difference whether the model isestimatedin terms of vehicles or automobiles, it would seem doubtful that an exact measurement
of the gasoline-consuming fleet would change the rtsults either.

The final test of the model involved estimating the base equations (those with theautomobile fleet and undeflated income) for a larger sample of 42 nations. In additionto the countries in the original sample, this larger sample included primarily a number
of poorer, less developed countries, for which the measurement of fleet fuel efficiency wasnot so precise. The results are in Table 5. and with onl% a few exceptions the coefficients are not significantly different from those of the base mode'. The main difference is that 

TABLE 4 25-Country Sample. Total 
Vehicles, Undeflated 

Equation 

Variable 	 LVEH' LDIST 

C 	 -11.3 6.37 
[-9.15) (3.98) 

PGAS .099 -. 483 
(.674) (-3.83) 

Y 1.19 .525 
(9.89) (3.54) 

TAX .309 
(1.27) 

MPG -. 017 
(--.038)
 

VEH -. 578 
(-4.69) 

URBAN -. 27 
(-.81) 

ARE4 -. 0018 
(-.068) 

R: 
 .882 .804 

' L represents a log-linear equation where pa­
rameters are elasticities. Other equations are lin­
car. The t-statistics are in parentheses. 

1V
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TABLE 5 42-Country Sample, Undeflajed. Automobile Fleet 

Equation 

Vanable L4 'TO' MPG LDIST LCON 

C - 13.4 21.9 8.47 -. 391 
(-9.22) (10.7) (4.75) (-.590) 

PGAS .132 .122' -. 547 -. 94 
(.627) (6.15) (-3.89) (-4.97) 

Y 1.43 -. 0023' .328 1.16 
(9.6) (-5.58) (2.38) (9.9) 

T4X .114 -. 567 -. 369 
(.34) (-.631) (-1.47) 

MPG .057 
(.158) 

AUTO -. 417 
(-5.18) 

URBAN -. 22 3.8 .032 
(-.72) (2.02) (.13) 

AREA -. 518 -. 036 
(-2.05) (-.93) 

R2 
.914 .69 .742 .94 

'L represents a log-linear equation where parameters are elasticities. Other 
equauons are linear. The t-statistics are in parentheses.

Elasticity at sample means - .26. 
Elasticity at sample means = -. 12. 

the income elasticity of MPG,while still very significant, is about two-thirds of its value 
in the 25-nation sample. It is interesting that some of the geographic variables become 
significant for the first time in this larger sample, although this has no effect on the other 
coefficients. 

As a consequence of these experiments, it does seem safe to assert that the data 
collected in this research contain a set of strong underlying relationships which continue 
to hold when the sample is substantially changed, when variable definitions are altered 
somewhat, and when the model is estimated with and without deflating by the only
available world price index. 

5. Conclusions 

a The results of the cross national model contain some important implications. first. 
for our understanding of the long-ru structure of transportation and gasoline demand. 
and second, regarding the possible effectiveness of different regulatory policies designed
to reduce the consumption of gasoline. Each of these issues is briefly discussed below. 

13 Gasoline and transportation demand. The models estimated in the previous section 
give a consistent picture of gasoline demand, first, as being influenced exclusively by
economic and not geographic factors, and second, as being more income than pricc elastic. 
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The income elasticity of overall consumption is always greater than unity, while the priceelasticity is always less than one. The implications of this. for much of the developingworld, are important. In the decade since the formation of OPEC. real per capita incomesin much of the Third World have risen by not that much less than the real rise in theprice of oil. If the income elasticity of demand for gasoline is 1.2, while the price elasticityis -. 7, and if these price/income trends were to continue, then it might be difficult forthe Third World to reduce its per capita consumption of gasoline.
The strong effect of income on 
gasoline consumption occurs almostthrough its influence on exclusivelythe level of automobile ownership. Income may also influencethe amount each vehicle is driven, but the concomitant increase in auto ownership cancelsthis by reducing vehicle usage. The sum of these two effects exactly offsets a small negativeinfluence of income on fuel efficiency. Thus, for the rapidly developing nations to reducetheir consumption of gasoline, it would seem important somehow to stem the rapidgrowth in auto ownership.

In contrast to the effect of income, the influence of price in the model is limited toimprovements in fuel efficiency and reduced driving. Unlike the results in several time­series studies, gasoline prices are found to exert no influence on automobile ownership.The sum of the effects on fuel efficiency and driving, however, is still quite strong. Perhapsmost importantly, the price effect through reduced driving is much greater than the priceeffect on fleet composition or fuel efficiency. The relatively small price elasticity of fuelefficiency and the higher one for driving again stand in sharp contrast to most of therecent time-series research.
The final point that deserves discussion concerns the lack of any effect on autoownership or fuel efficiency from the price of vehicles. Since the T.-Xr variable refers onlyto new vehicles, the results of the model imply that higher new car prices lead consumersto maintain their older cars longer. This conclusion is consistent with the Pindyck study,for example, where new car prices were found to decrease both new car sales and the rateof depreciation, by identical amounts. The sum of these two effects yields a steady-statesize of the fleet that is invariant to prices of new cars. 

O Regulatory effects. It is tempting to consider the results of this research in light ofcurrent regulatory efforts, especially within the United States, to reduce gasoline con­sumption. Such extrapolation of the results, however, is probably not justified since the
Energy Policy Conservation Act requires major shifts in technology, not simply the forced
consumption 
of smaller cars. The cross national results suggest only that as gasoline
Prices rise, the shift to smaller cars is relatively modest. Similarly, given some exogenous
shift to smaller cars, little additional driving in each car can be expected. How consumers
respond to technological improvements in fuel efficiency, for cars of given size, could be
another matter.
 
The major regulatory conclusion, which does emerge from the model, and might
seem appropriate to the contemporary context, is the impact of possible reductions inautomobile ownership. It is important to recall that the model, first of all, suggests thatSuch reductions would be difficult to achieve by using price policy. Neither vehicle pricesnor fuel prices seem to influence the size of the fleet. Assuming, however, that some policyCould achieve reductions in the fleet, the cross national model says that this. in turn.Would not be very effective in reducing fuel consumption. If the fleet, for example, wereto be cut in half, the driving per vehicle would increase by almost 60%, leading to areduction in the initial level of fuel consumption of only 20%. Such a policy might indeedinvolve a lot of effort and hardship, in exchange for a relatively modest reduction in fuelconsumption. 
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Appendix A 

8 Data for the 	25.nation sample appear in Table Al. 

TABLE Al 25-Countn Sample 

PGASI Y, TAX" PRJCE'AfPG2 DIST'Country AUTO' 

20.4 	 1053Argentina 	 .077 25.8 26 2.11 .52 

26 	 1.72Australia 	 .356 25.4 15.4 2947 .88 
63 1922 1.18 .7827.5 	 11.5 

.45
Austria 	 .197 
Brazil .032 28.5 25.7 38 501 3.30 

.99
Canada .347 16.9 16.4 41 3884 1.27 

.9126.5 11.8 76 3159 1.18
Denmark 	 .244 
Finland 	 .177 28.5 23.0 71 2251 2.40 .74 

85 2775 1.33 .8230.5 10.0 

.268 27.5 10.1 80 3155 1.11 .86
France 	 .271 
W. 	Germany 

.034 30.5 25.9 82 1134 1.05 .61
Greece 

.141 29.0 15.9 70 1326 1.35 .65
Ireland 

1.35 .73
Italy 	 .232 31.5 8.4 102 1727 

75 	 1.24
Japan 	 .120 34.0 15.2 1980 69 

661 2.05 .5425.0 34.7 27Mexico .030 

Netherlands .222 29.5 11.2 79 2429 1.34 .82 

9.3 86 715 2.20 55 
Ponugal 	 .076 31.5 

571089 1.8110.3 65
Spain 	 .095 31.5 

82 4109 1.21 .999.7Sweden 	 .305 25.0 
.9214.2 72 3349 1.13 

Switzerland 	 .256 28.0 
.7310.7 69 2195 1.26 

U.K. 	 .235 27.5 
40 4789 1.07 1.0014.8 13.6U.S.A. 	 .472 

927 2.98 .50 
Uruguay 	 .052 29.0 16.8 69 

17 1101 4.50 .56
.075 20.5 28.6Venezuela 

2900 1.2510.5 82Belgium 	 .229 28.5 .89 

950 1.60 .58
26.0 17.2 46S. Africa 	 .072 

Autos per capita. 

Fleet fuel efficiency (miles per gallon).
 

'Average miles per automobile (annual, in thousaqis).
 

'Gasoline price (U.S. cents).
 
'Income (dollars).
 
'One plus local tax rates and import duty rates.
 

KIavis price index. 
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Appendix B 
0 Data for the 4 2-nation sample appear in Table A2. 
TABLE A2 4 2-Country Sample
 

Country 
 AUTO' .fPG- DIST' PG.-4S' y TAXi PRICE?Ceylon .007 29.0DEm. Repub. 12.3 65.012 11726.0 1.5042.1El Savador 48 366.011 2.3028.5 .46Ethiopia 25.2 54.0017 298 2.55295 21.2 .46Ghana 85.006 72 2.2029.5 .38India 38.3 43.013 26.0 257 1.61Iran 17.8 .41.011 6827.0 10516.2 2.90Israel 33.069 3.3527.0Jamaica 25.3 60 
388 .41 

.052 26.0 1919 1.55 .72Kenya 17.6 39.013 30.0 768 2.02
LMbanon 13.7 60 .73

.066 26.5 143 2.1023.4 .41Morocco 43 603.016 1.6830.0 .52Norway 13.3 75.22 27.0 224 2.2010.6 .52Pakistan 85.0025 2882 1.2031.0 .8823.5Paraguay 47.0075 175 2.9527.0 .4033.2Tunisia 58 259.016 1.5430.0 .42Turkey 12.1 83.0047 289 2.1926.5 .4251.7 48 367 1.94 .42 
'Autos per capita.


Mleet fuel efficiency (miles per gallon).

'Average 
 miles per automobile (annual. in thousands).'Gasoline price (U.S. cents).
'Income (dollars).


plus local
'One tax rates and import duty rates.Ksavis price index. 
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On Elasticities in the RMA Transportation Model
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Large portions of a country's energy consumption are used for
 
transportation purposes. In order to forecast fUture energy

demands with some degree of accuracy, and to simulate the effects
 
of public policies on the demand for transportation energy, it is
 
therefore important to understand what determines the demand for
 
the various fuels . Elasticities measure the responsiveness of a
 
variable such as the demand for gasoline to changes in policy

variables such as income and prices. The price elasticity of
 
demand, for example, is defined as the ratio of the percentage

change in the quantity demanded to a percentage change in the
 
price. Elasticities are usually estimated from historic data by

running time series regressions. Assuming that consumers'
 
preferences are not changing significantly over time, the estimated
 
elasticity values can then be used in forecast models or simulation
 
models to predict future quantities and to evaluate available
 
policy options.
 

A great number of models have been developed to estimate the
 
demand for gasoline and the various elasticities for the United
 
States and some Western European countries. Two approaches are
 
commonly found in the literature. A straightforward approach

observes that the demand for each of the fuel types is just a
 
function of the real price of that fuel (Pf), real per capita
 
income (Y) and the population (POP)
 

FUELt= f (Pft, Yt, POP t )(i) 
Equation (2) is usually estimated by ordinary least squares
 

(OLS) on a log linear regression function of the kind:
 

log(FUELt) = a+bl*log(Pft)+b2*log(Yt)+b3*log(POPt)+e t (2) 

The results of this regression can directly be interpreted as
 
the price elasticity of the demand for fuel type i (bl), and the
 
income elasticity of that fuel type (b2). Various studies run
 
alternative regressions that include additional variables without
 
adding explanatory power or improving the goodness to fit. Other
 
functional forms are also tested but do not tend to outperform the
 
specification of equation (3). Results from of the studies
some 

done for the demand of gasoline using this approach are listed in
 
table 1.
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Table 	 ZI 
E SOLINEY EGASOLINEP
 

Study LR SR LR SR 
Dahl 1.17 0.12 -0.2 -0.98 
Baltagi,Griffin USOts 0.89 -0.9 

USLs 0.55 -0.61 
Drollas UK 1.29 -0.55 -0.28 

FRG 1.15 -0.82 -0.45 
F 1.08 -0.58 -0.44 
AU 1.02 -0.82 -0.52 
US 0.34 -0.73 -0.35 

Rice,Frater UK 0.71 -0.18 -0.99 

An alternative approach looks at the components of fuel
 
demand, namely the vehicle stock, the average annual vehicle usage,

and the efficiency of the vehicle fleet. All of the models are
 
based on the identity:
 

FUELi t 	 = VEHit * DISTit * LKMit (3) 

where 	 FUELit = consumption of fuel i in year t 
DISTit= average annual vehicles usage in km by 

fuel type i in year t
 
VEHit= 	vehicle stock using fuel type i in t
 
LKMit= 	efficiency (liters per 100 km or kilowatt
 

hours)
 

This approach estimates each of the components separately and
 
uses the relationship displayed in equation (3) to calculate fuel
 
demands. Given the log linear form of the relationship of equation

(3), income and price elasticities can be found by realizing that
 
they are the sum of the three separate component elasticities
 

EFUEL P = EVEHP + EDIST P + ELKM,p (4) 
EFUELY = EVEH Y + EDIST:Y + ELKM,Y 

Results from these kind of studies for the demand for gasoline
 
are listed in table 2.
 

2
 



E SOLINEY 
 E SOL:NEF
 

Study TOTAL DIST LKM VEH 
 TOTAL D'-ST LKM VEHWildhorn 
 0.88 0 
 0 0.88 -0.78 -0.36 0.17 -0.25
Sweeney 0.82 0.82 0 
 0 -0.78 -0.U6 
 0.72 0
Pindyck 0.96 0.66 0 0.30 
 -2.07 3 1.43 -0.64
Wheaton 
 1.26 0.54 -0.21 1.38 -0.74 
 -0..5 0.32 0.16
Gately cars 
 0.92 
 -0.07 0.0i
 
trucks 1.16 
 -0.04 0.01
 

Elasticity values 
are needed to incorporate the effect of
price and/or income changes on the 
demand for the various
types into the RMA transportation model. 
fuel
 

The RMA transportation
model is a very disaggregate model with the 
individual's trip­making as the choice variable. Since the relationship between the
number of trips taken by an individual and the number of vehicles
per capita is very stable, trip-making can be viewed as a good
proxy for the vehicle stock. Individuals decide on the number of
trips to take, the average length of the trips 
and the mode by
which the trips are made based 
on their economic well-being. To
create a base case 1989
for for Romania or Czechoslovakia, data
and/or educated assumptions are used on these variables as well as
on the fuel shares of 
the various modes of transportation, the
fuel efficiencies and the load factors of the different modes.
 

Changes in income or in the price of the 
fuels affect these
variables but to a varying degree. We will assume that the variable
that is most directly affected by price and income changes is the
number of trips that an individual is taking. Fuel shares by mode
are not affected because each the
of different modes of
transportation is 
run exclusively on one 
type of fuel so that no
fuel shift should be expected. Load factors might change, but the
 responses are not likely 
to be large nor are they easily
predictable 
with our present knowledge. 
 Once more data become
available, the responsiveness to income or price changes should be
analyzed more thoroughly. Modal shares, on the other hand, have
changed considerably in most countries as per capita income rises.
While both public and private trip making are 
likely to increase
with income, private travel usually increases more rapidly.
phenomenon is represented 
This
 

in the model by larger income
elasticities for private travel than for public travel modes. 
The
response of fuel efficiency to price and income changes has been

studied and is used in the model.
 

How then do price and income changes affect the number of
trips that an individual is going to make? 
The elasticity of trip­making can be estimated by using the relationships in equation (4).
It should be kept in mind that trip-making here is used as 
a proxy
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for the vehicle stock. 1
 

ETRIPS P=E SOLINEp-ELK,.p-EDISTP
 
ETRPS,Y=EGASOLINEY -E LKMY-ED ST.Y
 

We are initially assuming that E1sT Y = 0 and E sT' = 0, i.e. 
that the average annual distance travelled is not affected by

changes in the price or changes in income since this effect has
 
been shown to be rather small. Ideally we can use the results from
 
table 1 and 2 to make reasonable assumptions about the elasticity

of trip-making since the component elasticities have been estimated
 
and can be found in the literature. The estimated elasticities are
 
based on data from the United States or from some Western European

countries. Looking at the tables, 
we observe an enormous variation
 
in the estimated elasticity values, especially with respect to the

price elasticities found in the various publications. What values
 
should be used in the PMA transportation model?
 

For the income elasticity of trip making we assumed a value of
 
1.0. There are a number of reasons for this choice. More recent
 
studies have shown that the income have
responses been
 
significantly larger in the European countries than in the U.S.
 
Drollas argues that this shows a different attitude towards cars.
 
Americans consider the more a than
car of necessity Europeans.

Suburban living and lack of alternative ways of transportation

result in less responsiveness to income changes. Furthermore, it
 
has been shown that a large part of the income effect comes through
 
an increased vehicle stock, an effect which is most likely going to
 
be stronger in a country like Romania where car-ownership is still
 
very low and where the demand in the past may have been suppressed

largely due to limited supplies. This should translate directly

into an increased number of trips taken.
 

For the price elasticity, we assumed a value of -0.1, which is
 
at the lower end of the scale. Given that income is still
 
relatively low in Romania, vehicles are rather large investments.
 
It is probably save to assume that vehicle are among the
owners 

higher income groups. Once the money is spent on a vehicle, price

changes are probably not going to affect actual
the use
 
significantly.
 

1 Since in Czechoslovakia and in Romania the number of trips

by automobile were not known, initial estimates were derived 
by

taking the overall quantity of a fuel used in transportation and
 
dividing it by the fuel efficiency, the average trip length and the
 
population. For gasoline the equation is
 

GAS/LKM/DIST/POP = TRIPS (per person)
 

4
 



BIBLIOGRAPHY
 

1) Baltagi, B.H. and J.M. GriffVn,%Us gasoline demand: what next?,

The Energy Journal, Vol.5, Nol, January 1984, pp.129-40.
2) Dahl, C.A.,'Do 
gasoline demand elasticities vary?', Land
 
Economics, Vol.58, No3, August 1982, pp.373-82.
3) Difiglio, C.,K.G. Duleep and D.L. Greene,'Cost effectiveness of
future fuel economy improvements', The Energy Journal, Vol.11,
 
January 1990, pp.65-85.


4) Drollas, L.P.,'The demand for gasoline: 
further evidence',

Enerq Economics, Vol.6, Nol, January 1984, pp.71-84.
5) Frater, P. and P. Rice,'The demand for petrol with 
 explicit

fuel efficiency effects: a UK 
study 1977-1986', Energy

Economics, April 1989, pp.95-104.
6) Gately, D.,IThe US demand for highway travel and motor fuel',The

Energy Journal, Vol.11, No3, August 1990, pp.59-73.
7) Greene, D.L.,ICAFE 
or price?: an analysis of the effects of
federal fuel economy regulations and gasoline price on new car

MPG, 1978-1989', The Enercv Journal, Vol.11, No3, August 1990,
 
pp.37-57.


8) 
Hsing, Y.,'On the variable elasticity of the demand for

gasoline: the case of the USA', Energy Economics, April 1990,
 
pp.131-36.


9) Mayo, J.W. and J.E. Mathis,'The effectiveness of mandatory fuel
efficiency standards 
in reducing the demand 
for gasoline',

Applied Economics, Vol 20, 1988, pp.211-19.


10) Wheaton, W.C.,'The long-run structure 
of transportation and
gasoline demand', The Bell. Journal of Economics, Vol 13, 1982,

pp.439-454.
 

5
 


