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INTRODUCTION
 

Fishery-management modeling techniques generally relate to
 

much simpler situations than those that occur in the real world.
 

Available techniques do not lend themselves to the complex
 

problems of aralysis of variabilIty, multiple-species
 

interactions, and multiple cohorts generated by multiple or
 

extanded spawning within a single year. In addition, available
 

techniques are not easy to apply to many of the world's complex
 

fisheries which are characterized by thousands of fishing units,
 

very large numbers of landing sites, and numerous species in the
 

catch.
 

If the "simple" stock assessment techniques are inadequate,
 

then how can the day-to-day problems of user-group conflicts and
 

bioeconomic optimization be successfully managed? It might be
 

thought theit more realistic models could close the gap between
 

available techniques and real-world complexity. However, the
 

more realistic ane necessarily more complex models are difficult
 

to interpret and they may involve estimation schemes, which are
 

1Prepared for International Billfish Symposium, August 1-5, 1988,
 

Kailua-Kona, Hawaii
 
2We were asked to "review... fishery management institutions
 
reliant on the modeling approach (cohort analyses, virtual
 
population analysis, etc.)... 
 and to consider the requirements

for success in modeling systems, the adequacy of existing models,
 
and the alternatives."
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difficult to implement as experience has shown.
 

Closing the gap between the simplicity of available fishery
 
models and the requirements of fishery management in a complex
 
world has led to two approaches. 
In one, the problem has been
 
ignored and has generally led to suboptimal management advice.
 
In the other, the analyst's intuition is used to close the gap.
 
Thin has generally led to advice which is good, but possibly
 

restricted in scope.
 

An alternative is to rejuvenate the idea of fishery
 
management systems (see Rothschild 1971, 1973), particularly in
 
the context of recent developments in expert-system technology
 
(see Golden et al. 1987). 
 This modern approach extends the ideas
 
of management system into the arena of artificial intelligence,
 

expert systems, and decision-support systems. 
To lead into a
 
discussion of how the "gap" might be closed using recent
 
technologies we consider 1) the requirements for success in
 
modeling systems, 2) the adequacy of existing models, and 3) the
 

alternatives.
 

REQUIREMENTS FOR SUCCESS IN MODELING SYSTEMS
 

"Success" can be measured according to criteria which can be
 
0.stilled into an evaluation of costs and benefits. 
Typically,
 
costs anO benefits refer to the fishery as a whole, not just a
 
"modeling system." 
 A model system that is successful can,
 

however, contrinute to increasing the benefit.cost ratio of
 
fishery management for the fishery as a whole by 1) stimulating
 
thi collection and archiving of appropriate data, 2) organizing
 
critical issues relative to management, 3) identifying elements
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that may be important, but excluded from consideration, and 4)
 

providing a point of departure for new systems development.
 

What would such a model-system look like? The question
 

highlights the dichotomy between the desirable and the feasible.
 

It is desirable to have a model that takes into account all of
 

the activities of fishery management because without this
 

breadth, control or evaluation of all of the activities in the
 

context of a total system would be impossible. However, so
 

little is understood about many fishery-management activities, it
 

may not seem useful to incorporate the least understood
 

activities in the system. On the other hand, if all activities
 

could be included, whether they were well understood or not, then
 

the sensitivity of the system as a whole to the least-understood
 

elements could be explored, suggesting possible areas of future
 

research.
 

As a point of departure then, let us consider a "desirable
 

system" as a system that includes all fishery-management
 

activities. These are 1) sampling, 2) estimation, 3) simulation,
 

4) optimization, and 5) decision making (Figure 1). The names cf
 

these various functions or activities are self-explanatory.
 

Sampling refers to the accrual of data on fishing or biological
 

characteristics of the stocks. Estimation of means and variances
 

of catch, effort, and fish lengths, for example, would be
 

embraced by sampling theory. While these statistics provide
 

considerable information on the status of the stocks, more
 

complex statistics and estimation techniques such as fishing and
 

natural mortality, growth, and recruitment are generally required
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SPECIFIC
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Figure 1. Canponents of an ideal fishery management system. Three kinds of decisions are involved: 

(1) decisions on hm,; size-specific effort should be related(2) decisions to the stock (heavy arrow),on the nature of size-specific effort (dashed arrow), and (3) decisionson the dynamics, stricture, and interrelationships of sampling, estimation,optimization, and decision-making ccmponents. simulation,
It is important to recognizeon the interaction that decisionsamong activities are often not included in approaches or systemsinvolving management. 



for stock assessment.. These more complex techniques are
 

considered for the purpose of this paper as estimation
 

tecnniques. Inasmuch as many estimation techniques relate to the
 

temporal trajectories, time series in the form of ARIMA or even
 

lower-frequency events than those considered using ARIMA may be
 

of interest. Tenporal trajectories in either the sampling
 

statistics or in the advanced statistics may be studied non

parametrically. Simulation implies the specification or
 

identification of models and using these models along with
 

estimated parameters to forecast future scenarios. Once the
 

sampling statistics and various derived statistics are
 

determined, it is tIen possible to consider issues of
 

optimization generally in the context of an underlying parametric
 

or nonparametric model in which maximum catch for fixed fishing
 

effort or cost of fishing, for example, can be determined.
 

Judgements of what is optimal and what is not depended on the
 

quality of underlying information which can be assessed via
 

decision theory. Decision theory requires information on states
 

of nature, alternative actions, various metrics of performance,
 

such as catch or economic value, discount rates, utility
 

function, hypotheses on population dynamics including those on
 

recruitment, and the identification of appropriate planning
 

horizons (Rothschild and Heimbuch, 1983).
 

Beyond having all components, a "desirable" and hence
 

successful system might have additional requirements. This
 

subject of evaluating system success was developed in the mid

1960's. A central theme is that successful systems take into
 

account and deal with well-known errors that constrain system
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success. 
These have been pointed out by Quade and Boucher (1968)
 

and include "(a) underemphasis on problem formulation, (b)
 

inflexibility in the face of evidence, (c) adherence to cherished
 

beliefs, (d) parochialism, (e) communication failure, (f)
 

overconcentration on the model, (g) excessive attention to
 

detail, (h) neglect of the question, (i) incorrect use of the
 

model, (j) disregard of the limitations, (k) concentration on
 
statistical uncertainty, (1) inattention to uncertainties, (m)
 

use of side issues as criteria, (n) substitution of a model for
 

the decision maker, (o) neglect of the subjective elements, and
 

(p) failure to reappraise the work."
 

We are now in a position to compare existing models with our
 

ideal system which now has both structure and the design
 

specification articulated by Quade and Boucher.
 

ADEQUACY OF EXISTING SYSTEMS
 

It is difficult to conceive of a system template that would
 

not look like Figure 1. Our desirable system can be compared
 

with existing systems and models. 
Two sorts of comparisons seem
 

warranted. The first involves the adequacy of systems as a whole
 

and the quality and efficiency of the linkages and
 

interrelationships among the various components of the system.
 

The second deals with the adequacy of individual,components.
 

The System as a Whole
 

With regard to the system as a whole, we can inquire as to
 

whether existing systems contain the components identified in
 

Figure 1 and the quality of the linkages among the components.
 

The simplest issue involves whether the system contains all of
 

the "necessary" components. 
With respect to existing systems,
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the answer depends upon the particular components of concern.
 

For example, nearly all existing systems contain a sampling and
 

estimation component. While optimization may be attempted, it is
 

generally limited to deterministic models which focus on yield
 

per recruit, production, or recruitment and stock. Questions of
 

economics or variability are left begging. While decisions are
 

made, they are generally not made in a decision-theoretic
 

setting. 
We can conclude that while sampling and estimation are
 

generally included in management systems, optimization (in the
 

operations-research sense) and decision-theoretical decision
 

making are lacking.
 

We now turn to the linkage among components and observe that
 

if some components are not present, then a complete interaction
 

among all components cannot exist and the system as a whole
 

cannot work effectively. 
To be sure, even where all components
 

are included, it is not unusual for linkage to be imperfect or
 

non-existent. For example, as pointed out, there are many
 

instances where both statistical and estimation components are
 

included in the management system. Yet it is not uncommon to
 

find inadequate coordination between sampling and estimation
 

components.
 

Individual Components
 

With regard to individual components, considerable effort
 

needs to be utilized to bring existing techniques into harmony
 

with the real world.
 

Sampling: Many fisheries cannot be sampled with a
 

reasonable degree of confidence and reasonable budget
 

constraints. 
For example, many fisheries involve thousands of
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small-scale fishermen that land their catch at many ports. 
The
 

catches are highly variable and often consist of many species.
 

These small-scale fisheries range from typical artisanal
 

fisheries such as canoe fishermen off the coast of Africa, to
 
shrimn fisheries in the Gulf of Mexico, and to most recreational
 

fisheries. 
It is clear that ordinary statistical sampling
 

techniques, given reasonable budget constraints, are inadequate.
 

One approach to the problem is so-called fishery-independent
 

sampling. 
The difficulty is that if fishery-independent sampling
 

is indeed completely isolated from fishery information, then it
 
is difficult to inquire how fishery-independent sampling can be
 
more efficient than a technique that combines the two approaches.
 

In any event, the efficiency of sampling and its particular cost
benefit is a major issue in the design of any fishery management
 

system.
 

Estimation: 
 Use of the term "estimation" implies the
 

estimation of parameters in a model. 
 "Estimation" and
 

"simulation are difficult to disengage in the sense any
 

simulation model comprises parameters and the need to be
 

estimated. 
There are four kinds of models in general use in
 

fisheries work. 
These include the basic fisheries models, the
 

vital-rate models, the parametric models, and the non-parametric
 

models.
 

The basic fisheries models include the production model, the
 

yield-per-recruit, and the stock-and-recruitment model. The
 

vital rates models involve estimation of growth and mortality
 

rates. 
The parametric models involve statistical distribution',
 

which the non-parametric do not.
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The first two kinds of models, the basic and the vital rates
 

models are the central core of fishing theory. These models have
 

their good points and bad points. The good points relate to
 

their simplicity and easy interpretability. The bad points are
 

that they are narrow in scope and often used in situations which
 

are more complex than the limits of the simple solutions used in
 

their development.
 

To illustrate this point as an example, consider cohort
 

analysis. Cohort analysis is a particularly appropriate
 

technique to discuss as not being a model as much as an
 

estimation technique. Its charm results from the fact that under
 

simple circumstances and given certain assumptions, it is
 

possible to estimate both the catchability coefficient and
 

recruitment for a series of years. The fact that catchability
 

can be estimated obviates the need to assume constant fishing 

mortality after some initial age at recruitment. Also, the 

capability to estimate recruitment from only catch-at-age data 

makes it possible to determine in principle whether the abundance 

of a stock was increasing or decreasing thereby implying certain 

management measures. 

Ricker was the first to use the idea in 1948 applying it to 

the Pacific halibut. Ricker proceeded from Baranov's catch 

equation where the catch in any year is 

F -(F+M)
Y = (N) {[- ] ((1-e )]M (1) 

F+M 

which in words is 
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catch of 
 number of fraction of initial 
 fraction of
fish in - fish at X number that die X 
total deaths
a.single year beginning'of during year from that owe
 
year 
 all causes to fishing 

Now if we can write this equation for one year and we recognize 

that the catch in one year is linked to the catch in the next 

year and so on, we can write in mathematical terms the catches 

for any sequence of years 

Fi -(Fi+M i ) 
Yi = Ni Fi+Mi -( M ) (2a) 

Yi+l = Ni.Fl Fi+i (I - -(Fi+i+Mi+) )e (2b) 
Fi+l+Mi+l
 

Fi+2 -(Fi+ 2 +Mi+2 )
i+2 = Ni+2 -e ) (2c)

Fi+ 2+Mi+ 2 

etc.
 

Suppose we are interested in three years i, i+1, i+2, then we can
 

without any loss of information rewrite the above equations as
 

two equations by dividing each subsequent equation by each
 

precedent equation, viz
 

Fi Fi+Mi (1-e.i+li+1)
Yi+l Ni4.1 


Yi Ni Fi+l+Mi+1 Fi -(Fi+Mi)

(l-e 

yi+2 Ni+ 2 Fi+ 2 Fi+l+Mi+1
- = - .(4) 
Yi+l Ni+l 
 FI+2+Mi+2 Fi+i 

- (Fi+2+Mi+ 2 ) 

1-e
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Now we observe we have two equations. In general, we know the
 

catches in each year. Further we know that the ratio Ni+I/Ni 

- (Fi+M i ) 



e 
 so to have an estimate of either the mortality rate or
 

recruitment we need to solve the two equations for Fi, Fi+i,
 

Fi+ 2, Mi, Mi+i, and Mi+2).
 

We recall from elementary algebra that this is impossible so
 

we assume that Mi = Mi+ 1 = Mi+ 2 = M and guess Pome value of M.
 

Further we assume some value for Fi+ 2, so now we have two
 

equations and two unknowns Fi and Fi+I. We solve the two
 

equations and with the information at hand we can estimate both
 

the catchability coefficient and recruitment.
 

This elegant procedure is not without problems. The
 

problems can be considered to be internal to the methodology as
 

specified above or external to the methodology.
 

The major internal problem relates to the amount of time it
 

takes for the estimates to converge to a stable value. This
 

means that if we assume year i = 1980; i+l = 1981; i+2 = 1982 and
 

we are interested in recruitment in 1980, we need to wait till
 

1982 to be comfortable with our estimate of 1980 recruits. 
Such
 

a procedure is untenable in fisheries where urgency in decidion
 

making is required.
 

The external problem relates to attempts to improve on the
 

assumptions. These attempts are two fold. These attempt to
 

improve the "guessing" procedure by supplying external
 

information or by circumventing the assumptions. TIe guessing
 

procedure is also called tuning--supposedly tuning techniques
 

make the guessing procedure more quantitative or more precise.
 

The additional information required for tuning may in its own
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right be imprecise.
 

The circumvention of the assumptions are used when data are
 

not consonant with the requirement of the model. Perhaps the
 

best known approach involved replacing age-based techniques with
 

length-based techniques (Jones, 1981). 
 The idea is that there is
 

a one-to-one correspondence between age and length so that if age
 

is unavailable or difficult to determine then iength can be used
 

instead.
 

This assumption becomes difficult when fish of the same
 

length are not of the same age as occurs for species with
 

sexually dimorphic growth. Another difficulty with this
 

procedure involves the circumstances when fish spawn over a
 

longer period of time.
 

Since Pope (1972) published his discussion of the effect of
 

erroneous estimates of terminal fishing mortality, Ft, on the
 

cohort analysis approximation to virtual population analysis
 

(VPA), a number of papers exploring other sources of error in
 

cohort analysis have come forth. 
Pope (1972) demonstrated that
 

errors in Ft converge to be almost r gligible in estimating true
 

F. Agger et al. (1973) examined the effect of over and
 

underestimation of natural mortality, M, on the estimate of F
 

obtained from cohort analysis. They concluded that when M is
 

overestimated F will be underestimated and vice versa, regardless
 

of the estimate of Et, i.e. F/F+M. 
Ulltang (1977) examined a
 

number of effects of erroneously estimated M in cohort analysis.
 

The effects are as follows:
 

(1) 	When true M is constant, the errors in estimated M create
 

errors in the estimate of F of about the same magnitude but
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of a 	different sign, which is consistent with Agger et al.
 

(1973).
 

(2) 	Stock size will be over or underestimated when M is over or
 

underestimated, respectively.
 

(3) 	The relative strength of weak and strong year classes will
 

be wrongly estimated if M varies with year class strength.
 

(4) 	The errors in VPA caused by M and F being unevenly seasonal
 

are "small and negligible."
 

(5) 
It is very difficult to take emigration and immigration into
 

account in cohort analysis and an erroneous view of the
 

stock is likely. Emigration can be treated as part of M
 

with 	success but immigration cannot be accounted for.
 

The effect of a low F over a long time span on erroneous
 

estimates of M is to create large relative errors in the estimate
 

of recruitment, NI, according to Sims (1984). 
 The error can
 

range from -62% to 261%. An overestimate of M gives larger

A 

errors in N1 than an underestimate of M. 
This 	is a logical
 

result because the relative importance of F (F:M) is reduced.
 

The 	results obtained by Bradford and Peterman (1988) are also
 

consistent wit. Sims (1984). 
 In looking at spurious time trends
 

in abundance due to erroneous M and Ft, they found that the
 

magnitude of the error increased when fishing intensity is low.
 

Hilden (1988) showed that given constant M and F, the relative
 

year-to-year estimates of F and N, are correctly identified if Ft
 

and the estimate of M are erroneous. The absolute values will,
 

of course, be wrong. In an analytical treatment of the problem
 

Sampson (1988) looked at simultaneous errors in catch-at-age, Ci
 

and 	M. 
His 	conclusions were that for some combinations of error
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A 
in Ci 
and M relative error in N1 will increase. Again, it is
 
shown by Praeger and MacCall 
(1988) that the sensitivity of
 
estiiuates of M obtained through cohort analysis decreases as F
 

increases. 
In their study of the sensitivities &nd var7iances of
 
VPA, they found, using empirical L.tta for the mackerel (Scomber
 

japonicus) fishery from 1929-69 that in the early years of the
 
time series coefficients of variation (CV) for tle estimates were
 
as high as 100%; in later years when a better understanding of
 
the fishery had evolved, CV were less than 25%. 
Most of the
 
variability was attributable to erroneous estimates of M and
 

"weights-at-age.,,
 

The partial recruitment problem in cohort analysis was
 
examined by Roff (1981). 
 He developed an alternative approach to
 
the problem as compared to the usual method of using the ratio of
 
the proportion of the partiaily recruited age or size class found
 
in the commercial catch to the proportion found in a research
 
sample. Bradford and Peterman (1988) found that the effects of
 

incorrect partial recruitment indices to VPA on time trends in
 
abundance tend to diminish with longer time series because "more
 

complete cohorts become available."
 

The problem we are examining in this paper is akin to the
 
partial recruitment problem. 
The problem is to identify the
 

effects on estimates of F and N1 
due to multiple cohort
 

recruitment spaced at different times of the year. 
Multiple or
 
continuous spawning is a common phenomenon in subtropical and
 
tropical species. The robustness of cohort analysis applied in
 
this setting has not been examined in the literature.
 

Tables 1 and 2 give examples of the type of situation we are
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Table 1. (a) The number of recruits surviving to the end of each month for a simulated ecnailibrium population with4 cohorts spawned respectively in months 1,2,3 and 9, ccmpared to (b) the.nurber of recruits survivingto end of each year for'the same population (total mortality, Z = 1.0; fishing mortality, F = 0.5). 
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table 2. (a) The monthly yield in numbers of
equilibrium population with 

fish taken fron the cohorts displayed in Table 1, a simulated4 cohorts spawned respectively in months .,2,3 and 9, cnpared to(b) the total annual yield taken 	from the same population (mortality, Z = 1.0; fishing mortality,F = 0.5). 



investigating. It will be noticed that in each year spawning
 

occurs in months 1, 2, and 3 and in month 9. Each cohort is
 

depleted by a total mortality of Z = 1.0, and F = 0.5.
 

It will be noted that this particular example reduces to the
 

standard equilibrium model if we partition the figure into annual
 

age-time cells. That is to say that at the start of age 1 there
 

are 2086 fish; at the start of age 2 there are 768 fish; at the
 

start of age 3 there are 282 fish; and 1264 age 0 fish, 448 age 1
 

fish, and 282 age 2 fish have been harvested. This is summarized
 

in Table 3 and 4.
 

If we did not recognize that fish were recruited over
 

several months then we would perform our cohort analysis on the
 

data in Table 2b.
 

However, the flaw in combining the monthly data approach can
 

be recognized when we compare Table 2a and 2b in the context of
 

the generally employed cohort analysis approach which is to
 

assume a constant natural mortality and a terminal !IF;; and then
 

estimate F's that apply over the whole life of the cohort.
 

But wc can see in our example that a particular cohort
 

doesn't exist in the sense that one year old recruited fish can
 

range in age from 16 to 24 months (note also that at the end of
 

the calendar year fish of 13-15 montho do not exist). This means
 

that the exposure to mortality can vary from 4 to 12 months in
 

the year zero which is not consonant with the assumptions of
 

cohort analysis, a problem recognized in studies on partial
 

recruitment.
 

To demonstrate this probleii, we simulated a wide range of
 

recruitment patterns. The scope of our simulations is shown in
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Table 3. 
Summary of the number of recruits surviving to the end
 
of each calendar year by actual age in months
 
(individual cohorts) and total number of recruits of
 
nominal age in years, for the same population of 4000

fished spawned in months 1,2,3 and 9 in 4 cohorts of
 
1000 fish each in Table 1.
 

Nominal Age (Years) Actual Age (Months)
 

Number of Fish
 

400 
435 

0 
0 

12 
11 

472 
749 

0 
0 

10 
4 

Sum 2086 0 

147 
160 
174 
287 

1 
1 
1 
1 

24 
23 
22 
16 

Sum 768 1 

54 2 36 
59 
64 

105 

2 
2 
2 

35 
34 
28 

Sum 282 2 
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Table 4. 	Summary of the number of fish harvested (yield) by the
 
end of each calendar year by actual age in months
 
(individual cohorts) and total number of recruits of
 
nominal age in years, for the same population of 4000
 
fished spawned in months 1,2,3 and 9 in 4 cohorts of
 
1000 fish each in Table 1.
 

Nominal Age (Years) Actual Age (Months)
 

Number of 	Fish
 

316 0 12 
300 0 11 
283 0 10 
142 0 4 

Sum 1041 0 

117 1 36 
11 1 23 
105 1 22 
52 1 16 

Sum 385 1 

43 2 36 
41 2 35 
39 2 34 
19 2 28 

Sum 142 2 
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Table 5. As an example, Figure 2 illustrates three recruitment
 

patterns for a hypothetical population that spawns in each month
 

of the year. 
In the first case, spawning is concentrated in the
 

first four months of the year, or in other words, the
 

distribution of spawning displays right skewness. 
The second
 

case is the converse of the first case, that is, the distribution
 

of spawning is skewed left. 
The third case is an example of a
 

normal symmetrical distribution of spawning; it is concentrated
 

in the middle months of the year, but is relatively strong
 

throughout the year. Populations with one cohort spawning in the
 

first month of the year, two and three cohorts spawning at
 

different times of the year and 12 cohorts 
(as described above)
 

were simulated. 
Each pattern of spawning is identified with an
 

index number, in Figures 3-5 and is explained in Table 6. The
 

simulated populations were depleted using a wide range of natural
 

and fishing mortality rates and yields were tabulated for each
 

month from individual cohorts. 
The yields from individual
 

cohorts were then summed by age classes, as in the standard
 

approach, such that yield, for example, from a 15 month old fish
 

and yield from a 23 month old fish were both taken to be yields
 

from a 1 year old fish as in Table 2b.
 

Cohort analysis was executed on the aggregate yields shown
 

in Table 2b. 
Thus, yields were removed from continuous and
 

multiple spawning simulated populations by cohort but cohort
 

analysis was performed only on the aggregated year classes.
 

We compared recruitment and etimates of fishing mortality
 

deduced from the cohort analysis and the data in Table 2b with
 

the recruitment and fishing mortality identified in Table la. 
 As
 



Table 5. 	Range of recruitment patterns for simulated populations

used in e,:amining cohort analysis comprising 22

scenarios. The number of cohorts spawned in a 12 month
 
period is either 1,2,3 or 12 and for more than one

cohort the distribution of spawning throughout the year

can be skewed right or Left or be symmetrical.
 

Month Cohorts 

Enter Fishery 


12 Cohort Scenario: 


1 

2 

3 

4 

5 

6 

7 

8 

9 


10 

11 

12 


TOTAL 


3 Cohort Scenario: 


(a) 	1 

2 

3 


TOTAL 


(b) 	5 

6 

7 


TOTAL 


(c) 10 

11 

12 


TOTAL 


2 Cohort Scenario: 


(a) 	1 

2 


TOTAL 


(b) 	5 

6 


TOTAL 


(c) 11 

12 


TOTAL 


1 Cohort Scenario: 


1 


TOTAL 


Number of Fish 	Recruited in Each Month
 
(Distribution of Recruitment
 

Throughout the Year)

Skewed 

Right 


Scenario I 


36000 

24000 

15000 

9000 

6000 

3000 

2400 

1700 

1300 

800 

500 

300 


100000 


Scenario 4 


60000 

30000 

10000 


100000 


Scenario 7 


60000 

30000 

10000 


100000 


Scenario 10 


60000 

30000 

10000 


100000 


Scenario 13 


70000 

30000 


100000 


Scenario 16 


70000 

30000 


100000 


Sceario 19 


70000 

30000 


100000 
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Skewed
 
Let 


Scenario 2 


300 

500 

800 

1300 

1700 

2400 

3000 

6000 

9000 


15000 

24000 

36n00 


100J00 


Scenario 5 


10000 

30000 

60000 


100000 


Scenario 8 


10000 

30000 

60000 


100000 


Scenario 1i 


10000 

30000 

60000 


100000 


Scenarinio 


30000 

70000 


100000 


Scenario 17 


30000 

70000 


100000 


Scenariog20 


30000 

70000 


100000 


Symmetrical
 

&ceaul"
 

1e0
 
2000
 
6000
 
8000
 

14000
 
19000
 
19000
 
14000
 
8000
 
6000
 
2000
 
1000
 

100000
 

22enarig 

25000
 
50000
 
25000
 

100000
 

Scenario
 

25000
 
50000
 
25000
 

100000
 

Scenario 12
 

25000
 
50000
 
25000
 

100000
 

15
 

50000
 
50000
 

100000
 

Scenario is
 

50000
 
50000
 

1C0000
 

Scenario 21
 

50000
 
50000
 

100000
 

Scenario 2
 

100000
 

100000
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Figure 2. A hypothetical population that spawns over12 months showing three possible distributions 
of spawning throughout the year. 
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Figure 3. 	 Surface plot representing under and overestimates of (a) recruitment, 
and (b) fishing mortality, F derived fram cohort analysis of simulated 
equilibrium populations, related to recruitment patterns. A perfect
estimate would be 100 percent, where percent refers to the percent
of known recruitment (or F) estimated by cohort analysis. See 
Table 6 for explanation of INDEX. (Natural .mortality, M = 0.5, actual 
fishing mortality, F0 = 0.1, terminal fishing mortality, Ft = 0.1I). 
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and (b) fishing mrtality, F derived from cohort analysis of 
simulated equilibrimi populations, related to recruitment patterns. 
A perfect estimate would be 00 percent, where percent refers to the 
percent of known recruitment (or F) estimated by cohort analysis.
See Table 6 for explanation of INDEX. (Natural mortality, M= 0.5, 
actual fishing mortality, F0 = 0.3, termi~nal fishing mortality, 
Ft = 0.1). 
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Figure 5. 	 Surface plot representing under and overestimates of (a) recruitment,
and (b) fishing mortality, F derived from cohort analysis of simulated 
equilibrium populations, related to recruitment patterns. A perfect

estimate would be 100 percent, where percent refers to the percent
of known recruitment (or F) estimated by cohort analysis. See Table

6 for explanation of INDEX. (Natural mortality, M = 0.8, actual
fishing mortality, F0 = 0.7, terminal fishing mortality, Ft = 0.1). 
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Table 6. Explanation of INDEX axis in Figures 3-5, where INDEX refers to a particular recruitment pattern. 

1 2CM 3 (1EDI TTc ! n F 12 C1 L (am MCNIS CFIN F 1 flNRENI LHIN3 SCENRIO HUCHQU 
CIMIRS CFSENMIO ,II. SC WIO HatIII SE jO 

1 Sewed Right 1 22 1,2 13 1,2,32 Syimetrical 4 1-12 11 22 1,2 15 1,2,3 63 S&ed Left 1-12 3 
4 Sewed Right 

1 22 1,2 14 1,2,3 5 1-12 21 22 5,6 16 5,6,75 Symmetrical 1 7 1-12 122 5,6 18 5,6,76 Skewed Left 9 1-12 31

7 S&ead Right 

22 5,6 17 5,6,7 8 1-12 21 22 11,12 19 10,11,128 Syrmetrical 10 1-12 11 22 11,12 21 10,11,12 129 S&ewed Left 1-12 31 22 11,12 20 10,11,12 1U 1-12 2 



might be expected, there was considerable divergence between the
 

cohort analysis and the actual recruitment and fishing mortality
 

values, of the errors in the resulting estimates of recruitment
 

were examined.
 

Twenty-two recruitment scenarios (Table 5) linked with
 

values of M ranging from 0.2 to 1.5, values of F0 ranging from
 

0.1 to 1.5 and similarly ranging values of Ft were examined.
 

Populations were simulated under the assumptions associated with
 

each of the twenty-two scenarios and the results used in standard
 

A Acohort analysis to estimate recruitment, N1 , and F.
 

The results are expressed in terms of percent of known
 

recruitment and known F0 
(from the simulated population)
 

estimated by the cohort analysis. Thus, if cohort analysis
 

performed perfectly, the estimate of known recruitment would be
 

100 percent. Representative examples of the results of standard
 

cohort analysis using input from simulated recruited populations
 

are shown in Figures 3-5. Under some recruitment patterns and
 

mortality rates the model used in the standard way (that is, the
 

yield from each year class in aggregate) provides accurate
 

estimates even with multiple cohorts. 
Under other conditions,
 

estimates range from about 75 to 150 percent (see Figures 3-5),
 

i.e., recruitment and fishing mortality are underestimated by as
 

much as 25 percent and overestimated by as much as 50 percent.
 

As techniques such as cohort analysis are used in modalities
 

of complexity beyond simple analytic expressions and begin to
 

involve nonlinear models, difficulties of estimation increase.
 

Optimization: There are a number of techniques analogous to
 

the standard models using optimization theory. These models are
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also of restricted usefulness as a practical matter, as the full
 

range of problems--nonlinearities; multiple species; variability
 

(see Clark 1986, 1985, and Walters 1986) are difficult to take
 

into account in a single optimization model.
 

Decision Making: 
 The standard decision-theoretic models in
 

a fishery setting have been reviewed by Rothschild and Heimbuch
 

(1983). These are difficult to apply because the form of the
 

model is not consonant with available data.
 

Conclusion on Adequacy of Models
 

Existing models are generally adequate for the simple
 

settings for which they were intended. However, simple settings
 

often do not exist. In many fisheries the stakes for adequate
 

management are sufficiently high as to require closing the gap
 

between the limited resolution of the simple models and modern
 

management requirements. 
Often the gap can be closed by the
 

intuition of the expert stock-assessment analyst but it can be
 

imagined that In some instances the complexity of the gap
 

requires that intuition be replaced by analysis. What are the
 

alternatives?
 

ALTERNATIVES
 

Consideration of alternatives requires a careful definition
 

of the question to be investigated. As a context, consider that
 

our conception of fishery management systems tends to be
 

constrained to a set of well-known models generally related to
 

simple situations involving only one species that reproduce and
 

species for which only in a short interval of time each year a
 

single annual measurement of abundance is available each year.
 

To what extent is the adequacy of fishery management models
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based upon the simpler approach involve an optimal mix of costs
 

and benefits?
 

To make this point clearer, consider Figure 6 which shows
 

the present state of management as a function of both taxonomical
 

aggregation and time scale. If cost were not a consideration,
 

then the most desirable levels of management control would be at
 

the individual and the day scale (the lower left hand corner of
 

Figure 6). The least desirable management control would be on
 

the century-ecosystem intersection. The presumption being that
 

if one could manage individuals, one could manage ecosystems, but
 

if one could only manage ecosystems, information at lesser
 

degrees of aggregation could not be accommodated. Costs of
 

managing at the individual day-to-day scale would be astronomical
 

and the benefits of managing at the ecosystem-century scale (that
 

is not taking into account resolution fines than ecosystems or
 

centuries) are not obvious.
 

There must be a middle ground. It is obvious that the
 

middle ground, the optimal target of taxonomical-time resolution
 

is not yet clear. Before it can be made clear, questions on the
 

relation of subpopulations to populations, populations to
 

species, species to aggregations of species, need to be made
 

clear and in addition, the relation between all time scales and
 

the variability of fish stocks needs to be made precise.
 

While evaluating the appropriate focus for management
 

systems (in terms of economic and other criteria) it is important
 

to study the performance of various fisheries management systems.
 

In principle, this seems not only possible but important. The
 

approach is to develop a systematic model by which the
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Figure 6. Relationships among time and space scales, present management capabilities, and cosand efficiency in fishery management. 



performance of fisheries management can be evaluated. 
Such a
 

model car be developed using techniques developed in the study of
 

artificial intelligence.
 

Artificial intelligence (AI) is a branch of computer science
 

concerning the theory of intelligence and its application to the
 

programming of computers to reproduce intelligent human behavior.
 

Coulson et al. (1987) identified three areas of AI of particular
 

relevance to natural resource management, namely: (1) integrated
 

expert systems, (2) intelligent geographic information systems,
 

and (3) AI modeling of animal behavior-environment interactions.
 

An expert system (ES) is a computer program that solves problems
 

in a limited area of expertise as a human expert would. In
 

particular, we have applied an expert system to decision-making
 

in fishery management from which we elicit the term expert
 

support system (ESS).
 

The components of a knowledge-based management expert system
 

are illustrated in Figure 7. The knowledge base (KB) is a
 

repository of domain-specific facts, the rules relating those
 

facts, and the rules-of-thumb (heuristics) used by the expert to
 

solve a domain-specific problem. The inference engine is the
 

program code, or the set of procedures invoked by the expert
 

system to solve a problem. The inference engine program code
 

links the KB with input from the user to obtain a solution to the
 

problem under consideration or to reach a decision.
 

Expert systems evolved in an academic setting using the LISP
 

programming language. 
LISP and PROLOG are the two principle
 

logic-processing or declarative languages currently in use
 

(rather than procedural languages like FORTRAN, PASCAL and
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Figure 7. Caponents of a knowuedge-based expert systen (after Moser and Christoph, 1987).
 



BASIC). Much of the tedium (and time) of writing routine program
 

code can be eliminated because of the increasing availability of
 

expert system shells or building tools. An expert system shell
 

is a software package that is structured to create the links
 

between each component of an expert system. The ES developer
 

does not, for example, have to explicitly program the logic
 

between "facts" and "rules". Expert system shells are usually
 

written in higher-level computer languages that more closely
 

resemble English than a computer language like LISP, PROLOG, or
 

FORTRAN. Examples of expert system shells include, among others,
 

Insight 2+, the one we have used, HypertExpert Systems,
 

NEXPERT OBJECT and VP-Expert. The use of an expert system shell
 

enables the expert system developer to create the knowledge base
 

and the rules which describe the logic of the problem-solving
 

process without having to write the program code to link the two.
 

Expert systems have been implemented in many disciplines;
 

several ES are described in Harmon and King (1985) and Hayes-Roth
 

et al. (1983). Examples of implemented ES include
 

CASNET/GLAUCOMA, used in the diagnosis, interpretation and
 

treatment of glaucoma; MACSYMA, a solver of a variety of
 

mathematical problems; and PROSPECTOR, used in the probabilistic
 

interpretation of geological data.
 

An expert systeia for the management of bush fires (Davis and
 

Nanninga, 1985; Davis et al., 1986) and many in weather
 

forecasting (Zubrick and Reise, 1985; EOS, 1987) have been
 

reported. A general discussion of AI philosophy and application
 

in natural resource management (NRM) is reported in Coulson et
 

al. (1987). POMME, CALEX, COTFLEX and COMAX are representative
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examples of expert systems with application in agriculture. In
 

particular, the cotton crop management system, COMAX (Lemmon,
 

1986), links a complex cotton-plant-simulation computer program,
 

a set of "if-then" rules and an inference engine to provide
 

onsite management advice to cotton growers. 
It has '-een
 

implemented on a microcomputer and has been field-tested. An
 

automated land evaluation system (ALES) has been implemented at
 

Cornell University and will be available for widespread
 

distribution this year. It is programmed to answer questions
 

such as "what is the best use for a piece of land?" and "what is
 

the best place to grow a crop?"
 

We have explored the feasibility and utility of using an
 

expert system to improve the stock assessment-fishery management
 

process and have implemented a system. 
The system, CANOFISH, or
 

canonical fishery management system, is currently in the second
 

phase of development (or CANOFISH II). 
 The design of CANOFISH I
 

was first reported in Golden, Rothschild, and Assad (1987). 
 The
 

design of CANOFISH I allows for the express linking of sampling,
 

estimation, optimization, and simulation in an integrated system
 

and broadens the temporal and spatial scope of stock assessment
 

(Figure 8).
 

A number of commonly-used models are included in CANOFISH I
 

for pedagogical reasons. 
Bioeconomic optimization is central to
 

the system. Cost-effective sampling, estimation, and simulation
 

are coordinated to meet the data requirements of the optimization
 

models. 
The user has the option of having the ES analyze the
 

results of one to four bioeconomic models. 
For each model, the
 

ES is programmed to present the results of optimal sampling
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Figure 8. 	 Conceptual design of CANIFISH 

system. 

I, a canonical fishery management system, a proof-of-concept
The following explanations apply: (1) optimization models and sensitivity analysis,
expert 

(2) intermediate results, estimation of peameters,
(4) database containing (a) fishery data 	

(3) sampling of database, summary statistics,(empirical or simulated) andand 5., 	 (b) results fran 1., 2.,(5)simulation model using data/results from 1.,
fishery, 	 2., and 3. to forecast (extrapolate)(6) control of system, expert system,(8) reports, graphs, telecommunications, (7) user of sytem through computer terminal,(9) simulation model to create fishery data in theabsence of 	real fishery data (after Golden et al., 1987). 



design and optimization along with comparisons of how the preseni
 

fishery compares to the modeled optimal fishery under different
 

scenarios of fishing effort, price, cost, and discount r-te.
 

CANOFISH I is implemented on a microcomputer with a fixed disk
 

drive. 
It comprises five stand-alone computational programs and
 

an Insight 2+ knowledgebase of about 900 rules.
 

An overview of the design for the next version of the
 

CANOFISH expert system/decision support system (ES/DSS), CANOFISH
 
II, is shown in the flow chart in Figure 9. It retains elements
 

of the original CANOFISH design (Golden, Rothschild, and Assad,
 

1987; Stagg, 1987) but is different in some significant ways.
 

The CANOFISH I system is based upon and driven by the
 

requirements of a number of standard fishery optimization models
 
(based upon the surplus production model). 
 Sampling, estimation,
 

optimization, and simulation are linked in CANOFISH I. 
An expert
 

system is used to technically integrate the system and to provide
 

simplistic, management advice. 
Linking or integrating sampling,
 

estimation, optimization, and simulation system is a primary
 

objective of CANOFISH II, however, a richer suite of activities
 

than is present in CANOFISH I is envisioned, particularly the
 

inclusion of nonparametric methods and decision analysis
 

techniques.
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Figure 9. 	 Schemla of a fishery management metasystemn where sampl-ing, estimation, optimization, 
simulation, and decision-making are integrated (para/non = parametric and nonpara
metric models; ES = expert system). 
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