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Foreword

After the publication of the ISNAR Agricultural Research Indicator Series (Cambridge
University Press, 1989), the obvious next step was an in-depth analysis of the Indicator
Series data as they relate to agricultural research policy. This volume provides such analysis
and more.

The editors and the authors of the various chapters have grappled with some of the
most important facets of what is an extremely complex subject, and many issues have been
raised. Naturally, not all the issues of agricultural research policy have been addressed here,
but those that are included have been placed in a quantitative framework to the extent
possible. The results of the analyses and the views expressed by the authors are informative
and thought-provoking, providing a more solid basis for policy-making than has been
available in the past.

This book is aimed at agricultural research policymakers and analysts as well as those
wl.o influence present and future policies, be they in government, at universities, at research
institutes, or in the donor communities. It will also be of special interest to policymakers
within national agricultural research systems who want comparative data of a regional or
international nature.

We at ISNAR are confident that this book will become an essential input to research
policy development. The potential beneficiaries of agricultural research, of both the present
and the new century, urgently require far-reaching decisions and action.

Christian Bonte-Friedheim
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Introduction

Policy cauldrons have a way of fermenting vigorously even in the absence of applied heat,
presumably because public investment in policy analysis obliges activity, even when there
is little at stake other than the livelihood of the analysts themselves. Heat is, however,
applied from time to time and then the analysts must get really busy.

In the agricultural research policy arena, the close of the century is definitely a period
of noteworthy ferment in almost every conceivable dimension of policy discussion. Geo-
political developments are changing the political map of the world and are unlikely to
stabilize by the imminent end of the millennium. The old cliches of first, second, and third
worlds may soon lose much of their descriptive value as new alliances and priorities emerge.

One thing seerns certain. The flow of official development assistance to what have
generally been recognized as less-developed countries seems destined to be seriously
compromised. Agricultural research assistance has been a small but economically signifi-
cant part of official development assistance, cspecially in terms of fostering agricultural
productivity and growth. Depending on donors’ perceptions and priorities, commitments to
this minor but crucial component of official development assistance are thus in question as
competing demands on always-limited resources are made.

It was T. W. Schultz (1964, p. vii) who likened the sophistication of those involved
in the agricultural policy process to farmers who planted crops according to the phases of
the moon. Be that as it may, it is our presumption, perhaps (but hopefully not) naive, that
such policy decision making can only be aided by access to better information. Accordingly,
the intention in this volume is to move the policy dialogue beyond merely qualitative
impressions and toward a process that is underpinned with data — data that are new, cogent,
and informative. These dara derive from a long-standing ISNAR-based endeavor to describe
just what has been happening in the world of agricultural research — and it is this world
rather than the related worlds of agricultural extension and technology that we address in
this volume,

Many of the data were reported in an antecedent volume (Pardey and Roseboom
1989) in a rather undigested form. What is attempted in this new volume is analysis and
interpretation ¢ £ these data from several contrasting perspectives. Some of these perspec-
tives are fairly predictable; for instance, no serious observer of the policy forces that shape



2 Introduction

the nature and level of public inves:ment in agricultural research shiould be surprised to see
chapter 1 address the public-good dimension of agricultural research from a political
economy perspective.

This public-policy worldview is maintained in chapter 2, which addresses more
international dimensions of agricultural research policy and focuses on the “interconnected-
ness™ of the human species through trade and the profound benefits that can, and indeed
should, be derived from it. Agriculural rescarch, through its influences in changing
resource productivity in a world of diverse resource endowments, plays a vital role in
international competitiveness and trade, and thus also in international patterns of growth
and development.

If only life could ke so simple. Some of the ce.ceerns for the envirommnent raised in
chapter 2 are taken up in the review of the major contemporary concerns for “sustainability”
in chapter 3. The semantics here are anything but settled, but what is certain is that this issue
will udd to the challenge facing policymakers for decades to come. Concerns over the
environment, broadly defined, are variously popular, pressing, and imperative, but what
makes them particularly fascinating and challenging is the lack of certain resolution for
most of them.

Agricultural rescarch, of course, is no stranger to the lack of certainty in its accom-
plishments. Analysts typically, and pethaps often quite defensibly, seem to act as if
uncertainty did not pervade both the agricultural sector and the research endeavors within
it. The purpose in chapter 4 is to indicate when this approach might be appropriate or (for
the somewhat rare cascs) when something more interventionist may be justified.

The broad context of' agricultural research as an ingredient in economic development
is taken up in part I1. Taking at face value the idea of crawling before we walk, chapter 5
grapples with measurement issues ;hat cannot be dodged in dealing with data from different
countries and differcnt cata bases at different times under different economic regimes. Not
all the answers are entirely happy but procedures that seem “most reasonable™ are identified
and thus provide the basis for much of the quantitative material that follows. In chapter 6,
the preferred procedures (in short, deflate-first and then convert for best international
comparability) are used to describe patterns of growth and development for major regions.

This theme is explored in much greater depth in part II1, which begins in chapter 7
with detailed regional quantitative descriptions of recently available data. The regions used
for this purpose are the much-troubled sub-Saharan Africa, the large and rather successful
Asia & Pacific, as well as China scparately, debi-ridden Latin America & Caribbean, and
the agroecologically challenging West Asia & North Africa, A further “region” is intro-
duced for comparative insight, namely the more-developed countries of the first world,
which, in their historical development, surcly have many lessons for their later-developing
counterparts. The next two chapters in this part take up issues less regional in orientation,
Chapter 8 brings new data to bear on several broad policy issues facing national systems,
such as how many, what sort, why, when, on what, whom, and so on. The very significant
and complementary international initiatives that bear on many of these same questions are
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addressed in chapter 9, where the evolutionary issues of the CGIAR are especially addressed.

In this day and age, when the issue of private-public balance has virtually joined the
rhetoric of the street, no consideration of agricultural research policy would pretend to be
adequately complete without due consideration of the roles of the private sector. This is
taken up in part IV.

The book is completed with a final chapter that places the subject matter of this
volume in the context of the challenges that face agricultural research policymakers as we
move forward to the 21st century,

Philip Pardey, Johannes Roseboom, and Jock Anderson
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Chapter 1

Economic Policy and Investment in
Rural Public Goods: A Political
Economy Perspective

Terry L. Roe and Philip G. Pardey

This chapter focuses on the interdependence between countries’ agricultural and foreign
trade policy and their ability and commitment to increase the productivity of resources in
agriculture. Governments in less-developed countries typically play a pervasive role in their
economies. This role may be warranted in agriculture for those cases where markets fail to
provide socially optimal levels of agricultural technology, rural infrastructure, education,
information, and other services that lower market transaction costs' and increase the
productivity of land and labor. However, the amelioration of market failure is hampered in
less-developed countries for many of the same reasons that cause markets to fail (Stiglitz
1989); these include the lack of human capital and inadequate public infrastructure required
to identify and assess the opportunity costs of market failures, and to perform the fiscal and
allocative functions required to address them. Under such circumstances “government
failure” may be more limiting than market failure (Krueger 1990).

Bates (1983) and numerous others (e.g., Srinivasan 1985; de Janvry and Sadoulet
1989) have pointed out that attempts to address market failure are often exacerbated by the
collective action of special interest groups. These groups tend to place pressure on govern-
ments to seek their own differential advantage with the unintended effect of taxing others
and directing resources away from productive and into unproductive profit-seeking activi-
ties (Bhagwati 1982). In the case of less-developed countries, these pressures often result
in economic policy havirg an urban bias (Braverman and Kanbur 1987). For reasons
discussed later, governments often respond to these groups by pursuing market-oriented
policies as a means of redirecting income flows to those with the strongest influence.

Policies with regard to the trade sector are particularly important. The familiar

1 Nugent (1986) includes in this category the costs of information, negotiation, monitoring, supervision,
coordination, and enforcement.
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argument is that foreign trade policy determines the degree to which international markets
for final goods and services, information, and technology can interact to yield a growth path
along which patterns of production, investment, and capacity creation are determined.
Numerous policy instruments, including import and export taxes, quotas, and licences,
nontariff barriers to restrict the quantity exported or imported, currency exchange rates, and
controls of foreign exchange, are used to impact directly upon these markets. These
instruments alter domestic resource flows, filter the transmittal of foreign market shocks
into the domestic economy, and contrs! the allocation of foreign capital.

Interventions in agriculture include subsidized inputs, farm-gate price ceilings or
floors, quota allotments, parastatal enterprises to control the spatial and temporal allocation
of commodities, wholesale and retail price ceilings, middleman subsidies for processed
staple foods, food stamps, and ration schemes. In other cases, agencies or quasi state
enterprises simply transact with wholesalers and/or retailers at prices which are not suffi-
cient to cover their marketing margins. Operating deficits are then usually covered by
profits earned from monopoly rights in other markets, transfers from the treasury, or from
debt creation.

These interventions have a myriad of impacts on the rural sector of the economy,
Frequently overlooked is their impact on (a) a country’s fiscal capacity to invest in rural
public goods such as agricultural research, infrastructure, and education, (b) a tendency to
bias the public allocation of resources toward the modern farm-household subsector relative
to the traditional and typically labor-surplus subsector of the rural economy, and (c) an
urbun bias in the provision of public goods.

The chapter is divided into three main sections, We focus on the direct and then the
indirect effects of intervention in agriculture in the first section. The direct effects include
the distortions in agricultural prices from interventions within the domestic sector and in the
sector’s foreign trade markets. The indirect effects come about from interventions that
protect the industrial sector and distort the value of a country’s currency. The impact of
these interventions on fiscal deficits, exchange rates, inflation and real interest rates, and on
a country’s susceptibility to economic shocks are discussed. We also consider how these
interventions tend to limit a country’s capacity to invest in public goods such as agricultural
research,

The second section focuses on the political economy of economic policy. This section
addresses the question: why have countries continued their pursuit of interventions that
result in an inefficient allocation of resources and exacerbate adjustments to economic
shocks? We draw upon recent literature that Colander (1984) has termed neoclassical
political economy. We suggest that, in part, policy is the result of domestic interest groups
seeking to achieve outcomes that while socially wasteful, provide them with a differential
advantage relative to other groups in society. It is also suggested that insights into this
process are important in clarifying the possibilities for realignment of economic policies,
from which those dependent on agriculture can reap considerable benefits. We show that,
in principle, capital accumulation and technological change in agriculture can play an
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important role in helping to realign these policies and, in so doing, contribute to
agriculture’s role as an engine of economic growth.

In the third section we turn our attention to the nature of public investment in
agricultural research. We present quantitative evidence on the structure of public support
for agricultural research and place that evidence in the political economy context developed
in the prior sections of the chapter.

1.1 POLICIES THAT TRANSFER RESOURCES FROM AGRICULTURE

The studies by Balassa (1986) and Mitra (1986) on country adjustments to world economic
shocks suggest that countries following policies to maintain internal market distortions in
spite of changes in world market conditions experienced slower rates of growth than
countries that followed more outward-oriented policies.2 The countries attempting to
maintain internal market distortions can be characterized as having pursued policies of
import-substituting industrialization while attempting to maintain abundant supplies of
low-cost staple foods to urban centers. Agriculture is an integral part of these policies for
reasons discussed later.

Policies to protect the domestic indu: “rial sector typically draw upon many of the
same policy instruments that discriminate against agriculture. These include quotas, tariffs,
and import licenses. Many of the countries that have high rates of protection for manufac-
turers also allow imports of raw materials intended for export production to enter duty free
(IMF 1985, p. 74).

These policies typically result in a transfer of resources from agriculture through
implicit taxation. Capital and currency markets are also used for this purpose. Another
source of inplicit taxation of the agricultural sector is the tendency to underinvest in the
provision o1 rural public goods such as education, rural infrastructure, agricultural research
and extension programs, and so on. The outcome of these policies in the presence of the
world market shocks experienced during the mid and late 1970s often became even more
punitive as countries experienced trade imbalances, fiscal deficits, and an appreciation of
their real exchange rates.

1.1.1 Policy Interventions that Distort Incentives in Agriculture: Evidence on Se-
lected Countries

Policies with Direct Impacts

The extent of agricultural price distortions from inierventions in foreign trade and domestic
markets is shown for selected countries in tables 1.1 and 1.2 for export and import crops,

2 Of the selected countries studied, Balassa (1986) listed Egypt, Morocco, Philippines, Jamaica, Peru,
Tanzania, Indonesia, and Nigeria as pursuing inward-orientcd policies,
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respectively. These tables are taken from a study at the World Bank in which the senior
author participated. The study focused on 18 countries for the period from 1966 to 1984
(Krueger, Schiff, and Valdés 1988).

Table 1.t shows that the average direct nominal protection rate on the producers of
selected agricultural exports was 11% during both the 1975-79 and the 1980-84 periods.
Negative rates can be viewed as an implicit output tax in the sense that producers are
receiving a lower price for their commodities, and hence lower returns to factors of
production, than they would receive in the absence of intervention. Similarly, positive rates

Table 1.1: Direct, Indirect, and Total Nominal Protection Rates for Exported Products

Nominal protection rate Nominal protection rate
(1975-79) (1980-84)

Country Product Direct Indirect  Total Direct Indirect  Total

% % % % % %
Argentina Wheat =25 -16 —41 -13 -37 =50
Brazil Soybeans -8 =32 —40 -19 -14 -33
Chile Grapes 1 22 23 0 -7 -7
Colombia Coffee -7 ~25 -32 -5 -34 -39
Cote d'Ivoire Cocoa =31 -33 -64 ~21 —26 —47
Dominican Rep. Coffee -15 ~18 =33 - 32 -19 ~-51
Egypt Cotton -36 -18 254 -22 -14 -36

Ghana Cocoa 26 66 40 34 89 -55
Malaysia Rubber -25 ‘ 29 -18 -10 -28
Pakistan Cotton -12 t 60, -7 -35 42
Philippines Copra -11 38! -26 -28 -54
Portugal Tomatoes 17 : 17 -13 4
Sri Lanka Rubber -29 -1 431 62
Thailand Rice -28 SR 430 -15 -19 -34
Turkey Tobacco 2 ‘ g, -28 =35 63
Zambia Tobacco 1 7 =57 =50
Average ~11 -25 -36 . -11 -29 -40

Source: Krueger, Schiff, and Valdés (1988, p. 262).

Pi—e-Py; o
Note: The direct nominal protection rate =[‘E“P"’-J - 100, while the total nominal protection rate
*wi '

Pi/Pys=c" Pyi /Phyg . . . .
= " - 100 where P; is the domestic producer price of a tradable agricultural
¢ Py /PNA

commodity i; P, is the border or world price for the commodity # e is the official nominal exchange rate; *
is the equilibrium rate of exchange, i.e., the rate that would equilibrate the current account in the absence of
distortions; Py 4 is the price index of the nonagricultural sector; and P;,A is the price index of the nonagricul-
tural sector that would prevail in the absence of distortions. See Krueger, Schiff, und Valdés (1988, Appendix)
for more details,
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can be viewed as an implicit output subsidy. Of the 16 countries, these estimates indicated
that only one country subsidized the producers of exports by more than 2% during the Zirst
period, while three countries subsidized producers by more than 2% in the second period.
The range in the direct tax was from 26% (Ghana) to 36% (Egypt) during the first period
and from 34% (Ghana) to 32% (Dominican Republic) during the second period.

These effects are referred to as direct because they exclude exchange rate and price
distortions in other sectors of the economy. They were implemented by using a variety of
policy instruments. In the foreign trade markets, instruments include tariffs, quotas, export
taxes, and subsidies, and in domestic markets, they include farm-gate piice ceilings or floors
and quota allotments where a proportion of total output must be sold to the government or
a parastatal at a given price, plus various marketing and middleman subsidies that serve to
alter farm-level prices. Distortions in the prices of agricultural inputs are not included in
these measures.

Nole the contrast between thesc results and the level of direct, nominal rates of
protection experienced by producers of the import-competing crops reported in table 1.2.

1able 1.2: Direct, Indirect, and Total Nominal Protection Rates for Imported Products

Nominal protection rate Nominal protection rate
(1975-79) (1980-84)

Country Product Direct Indirect  Total Direct Indirect  Total

% % % % % %
Brazil Wheat 35 -32 3 -7 -14 =21
Chile Wheat 11 22 33 9 -7 2
Colombia Wheat 5 =25 =20 9 -34 -25
Cote d’Ivoire Rice 8 -33 -25 -16 -26 -10
Dominican Rep. Rice 20 ~-18 22 6 -19 7
Egypt Wheat -19 -18 =37 =21 -~14 -35
Ghana Rice 79 —66 13 118 -89 29
Korea Rice 91 -18 73 86 -12 74
Malaysia Rice 38 —43 46 8 -10 58
Morocco Wheat -7 -12 -19 0 -8 -8
Pakistan Wheat -13 —48 —61 =21 =35 -56
Philippines Com 18 =27 -9 26 -28 -2
Portugal Wheat 15 -5 10 26 -13 13
Sri Lanka Rice 18 =35 -17 11 =31 -20
Turkey Wheat 28 —40 -12 -3 -35 -38
Zambia Com -13 —42 -55 -9 -57 -66
Average 20 =25 -5 21 27 -5

Source: Krueger, Schiff, and Valdés (1988, p. 263).
Note: See table 1.1,
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The direct subsidy ranged from a 1975-79 average of 20% to 21% for 1980-84. Of the
sixteen countries, only four (Egypt, Morocco, Pakistan, and Zambia) were found to directly
tax the import-competing crops studied during 1975-79, while six taxed these crops during
the 1980-84 period. The remarkable result is the degree to which the domestic prices of
importable crops are raised or protected relative to exportable crops.

Policies with Indirect Impacts

The allocation of resources to either agriculture or the urban-industrial sector (e.g., labor,
new and selected old capital, credit) depends on the relative rates of return they are expected
to earn in these sectors. The returns to the sector-specific factors in agriculture (such as land,
land improvements, fixed structures, agricultural technology) and the wealth embodied in
them are also influenced by these relative rates of return. The importance of wealth
embodied in these factors is frequently overlooked. The value of sector-specific factors
affects farmers’ incentives to invest in their maintenance (e.g., land improvements). Their
value also largely determines the capacity of the sector to obtain credit. Hence, distortions
that undervalue these factors also tend to decrease the level of private investment in the
sector.

Returns to resources in the urban-industrial sector are influenced by interventions to
protect the sector from foreign competition (e.g., import quotas, expori subsidies, and
tariffs) and by interventions within the sector itself (e.g., subsidized credit, public utilities,
and licensing). Currency exchange-rate policy — essentially, the regime used to allocate
foreign exchange and to control the flow of foreign capital — can also influence the relative
rates of return between the sectors, An overvalued currency can serve to tax the producers
of export- and import-competing goods, to subsidize the consumption of imported goods,
and to push more resources into the production of home goods. Estimates of the overvalu-
ation of selected country currencics appear in table 1.3.

Trade distortions in the nonagricultural sector were measured by estimating the price
index of nonagricultural goods and services that would be expected to prevail in the absence
of distortions. The expected value of a country’s currency that would prevail in the absence
of trade interventions was estimated using an elasticity approach to the supply and demand
for foreign exchange. The cumulative effect of these two sources of distortion on the relative
nominal rate of protection appears in the column labeled indirect effects in tables 1.1 and
1.2. The total or cumulative effects are also reported in these tables.

The glaring outcorae of this analysis is that (he indirect effects are negative, and for
the most part, they tend to dominate the direct effects, The indirect tax on the producers of
agricultural exports in the eighteen countries averaged 25% during 1975-79 and between
27% and 29% (depending on the countries included) during 1980-84. With the exception
of a single country, the range was from 66% (Ghana) 10 4% (Malaysia) in the first period
and from 89% (Ghana) to 7% (Chile) in the second period. The result was an average total
tax on the producers of selected agricultural exports that averaged 36% in the first period
and 40% in the second period.



Table 1.3: Fiscal Deficit as a Percentage of GNP and Official Currency Exchange Rates as a Percentage of Computed Rates,

Selected Countries
Argentina Egypt Morocco Philippines Zambia
Official Official Official Official Official
currency currency currency currency currency
Fiscal exchange Fiscal exchange Fiscal exchange Fiscal exchange Fiscal exchange
deficit rate to deficit rate to deficit rate to deficit rate to deficit rate to
relative computed relative computed relative computed relative computed rclative computed
Year to GNP? rate? to GNP rate to GNP rate to GNP rate to GNP rate
%o % % %o % % %o % % %
1966-69 -19 -20.6 -10.0 -17.1 —4.3 -14.9 -1.2 -1.5 NA 14.3
i970-74 —4.4 -0.1 -79 -15.% -3.0 -14.2 0.2 0.6 NA 11.9
1975-79 -6.9 -5.3 -22.5 -17.7 -9.0 -22.6 0.5 —4.9 ~12.9 -2.1
1980-84 -6.9 -32.1 -21.1 -133 -9.0° -20.5 -2.6 -5.8 -11.9 -8.6

Source: Computed from the working papers of the World Bank comparative study of the political economy of agricultural pricing policies, see Krueger, Schiff,
and Valdés (1988). Country authors are A. Sturzenegger and W. Otrera (Argentina); J-J. Dethier (Egypt); H. Tuluy and L. Salinger (Morocco); P. Intal and J.
Power (Philippines); D. Jansen (Zambia).

Ta negative sign denotes a fiscal deficit.

b The computed currency exchange rate, P, , is the rate that is expected to prevail in the absence of trade distortions. See Krueger, Schiff, and Valdés (1988)
for the general method used to compute these values and Green and Roe (1989) for the procedure used in the case of the Dominican Republic. The percentages
represented here measure ((P, — P,)/P,) - 100 where P, is the official market rate. A negative sign thus denotes an overvalued exchange rate.

€ Average for the years 1980-82.

€1 Ssaaudadsaag wonooq wouljod
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In the case of selected import-competing crops, the total tax on producers was far
lower, averaging 5% and 6% during 1975-79 and 1980-1984, respectively. These small
negative rates for selected agricultural import crops stand in contrast to the protection rates
for import-competing industiial goods. Results from an IMF (1985, table 64) study of 35
less-developed countries found that the rates of protection of manufacturing were often
higher than in most more-developed countries. The average effective rate of protection was
50% during 1966-72 and 60% in the late 1970s.

1.1.2 Direct Effects of Distorted Agricultural Incentives

First, in the absence of other distortions and resource transfers to agriculture,’ the im-
plications of these results for the resources employed in agriculture are clear: (a) the returns
to resources in agriculture were, for most countries, more adversely affected by macroeco-
nemic policies and policies pursued to benefit the urban-industrial sector than they were by
policies within the sector alone, (b) policy has served to decrease the returns to resources
employed in the production of export crops, i.e., in crops where returns to resources are
relatively high, compared with the resources employed in the productior: of import-compet-
ing crops, and (c) policy has served to decrease the returns to resources employed in
agriculture relative to the urban-industrial sector of the economy.

It is likely that nontraded commodities too are affected by the distortions in traded
commodities. For reasons discussed below, the ratio of the price of nontraded to traded
agricultural commodities will tend to rise in the presence of an overvalued currency,
although the prices of nontraded commodities may fall in absotute terms. Included in this
category for many countries are highly perishable commodities such as cassava and, in
some cases, livestock products. Consequently, the implicit taxes imposed on traced com-
modities can be expected to “push” more resources into the production of nontraded
commodities.

Second, protection of the industrial sector tends to induce a structure that is capital
intensive, with small, relatively high-cost plants that are not able to compete in world
markets.* Scale economies are limited to the domestic market. As the industrial structure

3 Care should be exercised so as to not overstate these results. Since political pressures and the lack of
infrastructure often make it difficult for countries to use first-best policy instruments to fund expenditures
on public goods, it may be argued that interventions of the form discussed here are the only means available
to meet these needs. Indeed, results for the Dominican Republic (Greene and Roe 1989) suggest that
government transfess back to agriculture exceed the sum of the effects of direct and indirect transfers out
of agriculture in some years. However, while ome of the transfers oack to agriculture were in support of
infrastructure, the largest proportion of transfers supported parastatl marketing firms, food subsidies, and
land-reform programs. Hence, it is questionable whether the social profitability of the transfers hack to
agriculture equaled or exceeded the social opportunity cost of the resources transferred from the sector. See
Lipton (1977) and Braverman and Kanbur (1987) for further discussion of government expenditures,

4 See Krueger (1978) and Bhagwati, Brecher, and Srinivasan (1984) for an insightful discussion of
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becomes more concentrated and less competitive, agriculture tends to suffer another source
of taxation. The intermediate industrial goods it obtains from protected industries (fertiliz-
ers, machinery) tend to be of inferior quality relative to those available in world markets
and they tend to rise in price, while the price of agriculturally sourced goods sold to
domestically protected processing industries (e.g., cotton) tends to fall. Also, technological
advances embodied in imported capital and intermediate goods tend to become less
available to agriculture as the domestic industrial sector attempts to supply these needs.

In the case of Brazil, for example, Brandao and Carvalho (1989) report that the
farm-gate prices of soybeans were lowered by export taxes placed on soybeans to encourage
the domestic milling of oil, while Intal and Power (1989) report that the Philippines banned
the export of copra to encourage the domestic processing of oil. If inputs to agriculture are
subsidized, then part of the burden is passed to the government, although poor quality and
problems of timely delivery can be viewed as an increase in the real price of inputs to
producers.

Third, prospects of relatively high real wages in urban areas tend to induce a
rural-to-urban migration. Off-farm migration may be exacerbated as a consequence of these
policies, which tend to draw more resources into the production of nontraded goods
produced in urban areas. In spite of the migration into urban areas, the absorptive capacity
of urban labor markets is limited because of the capital-intensive industrial structure that
import-substitution policies tend to induce. Labor, which for numerous reasons finds it
difficult to migrate, tends to get “locked” into agriculture. In the presence of high population
growth rates, the absence of technological change, and increased capital inputs, land-labor
ratios can decline leading to a decline in the real wage in agriculture (Hayami and Ruttan
1985, table 13-1). These outcomes often create the illusion of economic problems in
agriculture when the actual problem lies with the industrial sector of the economy.

Fourth, the narrowing of the marketing margins that intervention in agricultural input
and output marketing systems commonly implies often leads to an exodus of the private
sector from these activities.® Effectively, the public sector assumes many of the functions
of resource allocation over time (storage), space (transportation), and form (processing).
While these interventions tend to lower temporal variation in prices (Krueger, Schiff, and
Valdés 1988, table 3), the result is inefficiency in both public and private resource
allocations and the emergence of parastatal fiscal deficits that are eventually funded through
domestic resource transfers, money creation, or foreign borrowing.

Fifth, since protection makes the industrial sector appear profitable relative to agri-
culture, agriculture is forced to compete for resources that are artificially made more
expensive. This includes peak seasonal demand for labor and credit. Agriculture must also
compete for public investments. If the analysis of the net social value of public investments

import-substitution industrialization policies.

5 For specific examples, see von Braun and de Haen (1983) and Greene and Roe (1989) for the case of Egypt
and the Dominican Republic, respectively.
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by authorities does not adequately take into consideration the artificially induced profitabil-
ity of returns to investments in the protected sectors, then public investments in the rural
economy, and in agricultural technology in particular, are likely to be less than they would
be in the absence of protection.

1.1.3  More Complex and Indirect Effects of Economic Policy

Many additional indirect impacts on agriculture come about through fiscal deficits and other
macroeconomic imbalances that seem to accompany the policies discussed above.

Fiscal Deficits

Large fiscal deficits are often associated with both external and internal macroeconomic
imbalances that have adverse impacts on agriculture. The results reported in table 1.3, which
show fiscal deficits associated with estimates of currency overvaluation for five countries,
and those in table 1.4, which show a positive correlation between fiscal deficits and price
distortions for the same countries, tend to be typical of less-developed countries pursuing
import-substitution industrialization policies.’

These policies tend to decrease a country’s participation in foreign trade because they
lead to a decrease in exports while excess demand for imports is restrained through tariffs,
quotas, and other mechanisms to protect the domestic industrial sector and to save foreign
exchange.” Tax revenues decline because foreign trade taxes tend to be the single most
important source of revenue for many less-developed countries.? As mentioned, public
expenditures are usually required to implement and maintain agricultural price distortions,
the maintenance of low rcal prices to consumers for staple foods, and protection of the
industrial sector. With governments often reluctant to alter interventions in the presence of
declining revenues, fiscal deficits are the inevitable result.

Fiscal deficits can be financed in several ways; by money creation, domestic and
foreign borrowing, and by drawing on foreign exchange reserves, although the latter two
forms are commonly used to finance trade imbalances. In the presence of fixed nominal
rates, the real value of a country’s currency can appreciate as the financing of fiscal deficits
(particularly through monetization) generates income flows that in turn increase aggregate

6 World Development Report 1988 shows that public-sector deficits averaged over 23 less-developed
countries reached a peak of 8% to 11% of GDP in 1981-82. Deficits, while particularly high for the indebted
countries, then declined to a range of about 4% to 6% in 1985,

7 Greene and Roe (1989, p- 290) estimate that ihe total effects from the removal of price distortions on rice,
sugar, and coffee alone would have increased foreign exchange eamings by an average of about 21%
between 1974-84.

8 For 86 countries, Tanzi (1987) found that foreign trade taxes accounted for an average of over 30% of total
tax revenue. For several countries, tax revenues from imports alone exceeded 50% of total government
revenue.
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Table 1.4: Correlation between the Fiscal Deficit as a Percentage of GNP and the Nominal
Rate of Protection, Selected Countries

Argentina Egypt Morocco Philippines Zambia
Constant -2.935 -12.235 -3.624 -0.419 -5.878
(2.680)" (5.801) (4.206) (1.570) (4.454)
Nominal rate of protection 0.093° 02330 0.146° 0.040° 0.306¢
(0.031) (0.049) (0.053) (0.022) (0.212)
R 028 0.51 0.32 0.14 0.21
Degrees of freedom 24 23 16 21 8

Source: See Table 2.3,

4 Standard error in brackets.

The nominal rate of protection for wheat,
¢ The nominal rate of protection for copra.

The nominal rate of protection for corn.
demand. In the case ot Egypt, for example, Scobie (1983) found that a 10% rise in
government expenditures decreased the stock of net foreign assets by 1.7%, increased
inflation by about 5.3%, and thus led to an implicit appreciation of the Egyptian pound.

Efforts to attract domestic savings in order to finance deficits often decreases the pool

of savings available to the private sector. This crowding-out effect is made even more
detrimental when earnings on savings deposits are held artificially low to minimize the cost
of servicing the public debt. The pool of savings tends to decline while parallel markets for
credit emerge that convey higher rates of interest than would likely prevail in a liberalized
credit market.

Exchange Rates

Monetary and fiscal policy, foreign trade policy, and direct sectoral interventions of the type
discussed above are among the determinants of real exchange rates. But, the form of
exchange regime is also important. Most less-developed countries employ some form of
controls on capital flows. And, in the case of exchange-control regimes, the nominal
exchange rate takes on a more important role as a policy instrument because the domestic
price of tradable commodities is cut off from the world price. We consider some of the
effects that have a major impact on agriculture.

Take first the possible impact of an overvalued currency on consumer demand for
goods and services.” in models of the current account (e.g., Krueger 1985, ch. 3), house-

9 For our purposes, an overvalusd currency is typified by a situation where the excess demand for foreign
exchange is positive, the trade in goods and nonfactor services is negative, and a country must either ration
foreign exchange, draw upon international reserves, borrow from world capital markets, or utilize some
other means to maintain the trade imbalance that, in any case, may not be sustainable in the longer run. The
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holds respond to the increased income streams by increasing consumption expenditures. If
increased consumption has no impact on world market prices, i.c., a country cannot alter its
terms of trade, the prices of traded goods in the economy remain unchanged. The effect of
increased expenditure on nontraded goods, however, gives rise to an increase in their price,
i.e., inflation. Consequently, a larger portion of the traded goods produced in the economy
is consumed in domestic markets and their production declines as producers respond to
rising prices of home goods relative to traded goods.

If exchange controls are maintained, the result is an imbalance in ‘he country’s
external account and the need to ration foreign exchange through import quotas, licensing,
or other means that can induce additional distortions in the economy. While total consump-
tion expenditure is expected to increase, the income of households whose major income is
lerived from traded commodities tends to decline. The decline in income may be partially
offset depending on the difficulty of allocating resources from production of traded to
nontraded goods. Since a relatively large share of agricultural output in less-developed
countries is traded, incomes of agricu’ural households invariably decline. Real wages may
rise or fall depending on the capital intensity of the traded goods relative to the nontraded
sector of the economy.!” However, rural wages generally decline as it becomes more
difficult for labor to find employment in the urban-industrial sector of the economy.

Consider next some expected iinpacts on the demand for agricultural inputs. An
overvalued currency can lower the domestic price of imported capital (such as agricultural
machinery and chemicals) relative to the price of domestically produced inputs in much the
same way that overvaluation led to the indirect effects reportod in tables 1.1 and 1.2; except
in this case overvaluation amounts to an input subsidy. These lower relative prices can, in
turn, encourage the substitution of imported inpu:s for domestically supplied inputs.
Whether an overvalued currency has actuaily led to ihe substitution of capital for labor in
agriculture, as has occurred in the industrial sector of many countries, has not, to our
knowledge, been documented. Instead, one of the following two outcomes would seem to
be more common.

First, in the presence of import-substitution industrialization. it seems likely that the
existence of trade barriers, when combined with the need to ration foreign exchange, would
limit the importation of capital. Thus, in spite of the artificially lower prices of imported
goods induced by overvalued exchange rates, capital is unlikely to be available in quantities
that would replace agricultural labor on a large scale. Nevertheless, those with special

real value of a currency under conditions of no excess demand (i.e., floating rates) may still be overvalued
in the sense that the opportunity cost of resources employed in home goods production is low relative to
the actual opportunity cost that would prevail in the absence of interventions that distort exchange markets.
In part, the problem lies in determining the value that would prevail in the absence of distortions.

10 Models of the capital account suggest that overvaluation can lead to a decrease in foreign investment, low
real interest rates, and capital flight as households prefer to place more savings in foreign assets. See
Krueger (1985, ch. 5) for a discussion of exchange-rate regimes and the incentives provided to the holders
of assets.
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access to foreign markets through licenses or such may overemploy imported inputs and
thus give rise to modern and traditional farms within the sector.

Second, as indicated, the rationing of foreign exchange requires some type of import
licensing or control regime. Firms obtaining these rights often earn substantial rents from
reselling the imported goods in domestic markets. In this setting, the prices of both the
imported and domestically supplied inputs will have a tendency to rise, thus increasing
production costs of purchased inputs. It is likely that exchange rate and import controls of
the form discussed here will not enhance the capital deepening in agriculture relative to the
deepening that would be expected to prevail in more outward-oriented economies.!!

Inflation and Real Interest Rates

If the nominal exchange rate were permitted to adjust to the increase in demand for foreign
exchange, the currency would depreciate and aggregate real income would tend to decline
as the domestic price of traded goods increased relative to home goods prices. However, if
this adjustment were permitted to occur, the import-substitution industrialization policies
would be at least partially undone as the negative protection to producers of traded
agricultural commodities and positive protection to consumers of these commodities rela-
tive to the industrial sector (i.e., the indirect effects) would decline.

Hence, governments often respond by some form of exchange controls that serve to
fix or peg the nominal value of the currency. In this situation the rise in the price of
nontraded goods leads to a further appreciation in the real value of the currency. This rise
in value contributes further to the adverse indirect effects on agriculture and the need to
strengthen measures to protect the industrial sector from foreign competition.

Since the increase in the rate of inflation depends on a nurnber of factors, the
experience among countries varies considerably. A major difference among less-developed
countries in Asia and in Latin America is that Asian countries tend to limit fiscal deficits to
their ability to finance government in a noninflationary manner. In their study of this
contrast, Dombusch and Reynoso (1989) found that high inflation in Latin America was
related to the indexation arrangements that link current to past inflation. The other differ-
ence was that a significant amount of the budget deficit was financed by money creation.
Households tended to respond by protecting their assets from inflation and possible future
devaluation through capital flight and dollarization. These efforts largely removed this
source of savings from investment in the domestic economy. Firms were found to react by
iorestalling investments and holding paper assets rather than investing in real resources.
Dornbusch and Reynoso (1989, p. 209) concluded that “... the scope for deficit finance as
an engine of economic growth is extremely limited and extraordinarily hazardous.”

11 Households® protection of money assets from macroeconomic imbalances tends to make these assets
unavailable to industry that might otherwise borrow and use them to enhance the technology embodied in
inputs supplied to agriculture.


http:indire.ct
http:economies.11

20 Roe and Pardey

Controls on domestic capital markets are also coincident with import-substitution
industrialization policies. Interventions in domestic capital markets have given rise to
negative real interest rates in part because nominal rates remain fixed during periods of high
inflation. At various times during the 1970s, negative real interest rates were particularly
large in Brazil, Ghana, Jamaica, Nigeria, Peru, and Turkey (World Development Report
1985). The experiences documented by Balassa (1984) for Brazil and Turkey and by Corbo,
de Melo, and Tybout (1986) for the Latin American countries of the Southern Cone support
the view that the effects of below-equilibrium real interest rates tend to lower the efficiency
of investment by discriminating among capital users, to favor the application of capital
intensive techniques, to discourage domestic savings, and to encouragc capiial outfiows,

Susceptibility to Economic Shocks

Countries pursuing economic policies of this nature tend, as the external debt crises of many
countries illustrate, to be more susceptible to shocks to world markets, i.e., they are unable
to sustain their policy-induced distortions. Their response to shocks has typically been
money creation, an increase in arrears, and still further increases in the level of distortions
until illiquidity forces an abrupt policy liberalization effort.

The Dominican Republic’s response to world market shocks tends to be typical of
countries pursuing import-substitution industrialization policies. The county’s response to
the 1973/74 shock was to forestall adjustments because the demand on foreign exchange
earnings associated with food grain and petroleum imports was partially offset by the rise
in earnings from sugar exports (Greene and Roe 1989). Fiscal and trade deficits were met
by money creation and external debt, which further contributed to inflation, overvaluation
in the real value of the country’s currency, and many of the other distortions mentioned.
The 1979/80 shock to world markets precluded the continuance of these policies as debt
restructuring and rather abrupt policy liberalization were required to maintain foreign
exchange liquidity.

Since it is politically difficult to reduce current spending in the short run, the
adjustment pressure is often shifted to capital spending (Tanzi 1986). This would be
appropriate if only unproductive investment projects were eliminated. Instead, fiscal aus-
terity often results in budger cuts to education, infrastructure, and the numerous other areas
where markets fail to optimally allocate resources. The rapid changes in policy that wers
required when the distortions precipitated a liquidity crisis have almost always givenrise to
declining real incomes, increased unemployment, a decline in the quality of diets, and a
deterioration in the quality of health and increased infant mortality (Pinstrup-Andersen
1988a, b).

The IMF (1989a, p. 25) reports that those countries that continue to face persistent
external financing constraints tend to respond by curtailing public investment and resorting
to at least partial monetization of the deficit. The result has been an acceleration of inflation
and a deterioration in growth prospects. Countries that have fared reasonably well tend to
be characterized as those that have pursued efforts to improve economic efficiency through
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trade liberalization and to promote growth, while at the same time undertaking fiscal
reforms to broaden their revenue base and target public expenditures to areas that promote
market efficiency. In the case of agriculture, this includes education, rural electrification,
roads, agricultural research and extension programs, and so on. Fiscal reforms include
broadening a country’s tax base while at the same time increasing local capacity to generate
revenues that can be allocated to the maintenance of rural infrastructure.

Additional Impacts of Macroecononiic Imbalances on the Rural Economy

The adverse impacts of the macroeconomic imbalances discussed above also tend to
compound the impact of distortionary sectoral policies mentioned in the previous section.
To these lists can be added the following.

First, it bears reemphasis that fiscal deficits give rise to a tendency to underinvest in
areas where markets fail. Underinvestment in these areas is particularly deleterious to
agriculture since, as is well known, the efficiency with which labor, purchased inputs, and
output markets function in rural areas is particularly dependent on access to educational
opportunitics, market, and technological information, production technology, capital mar-
kets, and the level of spatial costs. Furthermore, Elias (1985) and Binswanger et al. (1987)
suggest that public-sector investments in these areas induce private-sector investments as
well, so that supply becomes more elastic to output price changes and less elastic with
respect to changes in the price of an input. In other words, the brunt of adjustment tends to
be spread over more inputs.12 Herein lies an important source of economic growth for
agriculture.

Second, through a combination of price distortions and macroeconomic imbalances,
both the demand for and supply of agricultural technology can be altered. Not unlike the
industrial sector, the agricultural sector can be launched on a growth path that cannot be
sustained when policies are liberalized, and it is the sector most unlikely to attain its
potential level of economic efficiency so that it can be competitive in world markets.

In the case of a single commodity, producers have an incentive to adopi a cost-reduc-
ing technology even though its price is distorted downward relative to industrial-sector
prices. In the case of multiple commodities, the producer has the incentive to adopt the
technology that maximizes expected net profits. As mentioned, distortions have a tendency
to raise the price of nontraded and import-competing commodities relative to exportable
commodities. All else being constant, producers will have a tendency to adopt technologies
in the production of nontraded and import-competing commodities instead of exportable
commodities. This will tend to occur when the expected gains in net profits from the effects

12 This is the point of Mundlak (1985) that agricultural supply response to price occws through capital
accumulation in the rural sector and that technological change is central to that process, Since, as we
maintain here, price distortions, macroeconomic imbalances, and fiscal deficits arc symptoms of the same
policy, the debate between getting prices “right” as opposed to investments in rural education and
infrastructure (e.g., Delgado and Mellor’s [1987] reply to Schiff [1987]) seems somewhat misdirected.
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of theirrising relative prices, plus technological cost savings, exceed those of the exportable
commodity for which policies are inducing a decline in its relative price. Hence, in a
distorted economy, there is a tendency for the adoption of technology in the production of
commodities that the country may not have a comparative advantage in producing.

The induced-innovation hypothesis suggests that producers have an incentive to adopt
those technologies that save on the relatively scarce factors of production. Sectoral and
macroeconomic policies can induce the adoption of nonoptimal technologies to the extent
that these policies have an impact on relative input prices so as to disguise the factors that
are actually in relatively scarce supply.

Many of the factors that misdirect the demand for technology can also misdirect its
supply. To quote de Janvry, Sadoulet, and Fafchamps (1987, p. 14), “If ... the state is equally
responsive to market signals in the delivery of public goods as are private agents, the
technology induced in public research institutions for one particular product will be
uniquely determined by relative factor prices, the size of the research budget, and the state
of scientific knowledge.” If such is the case and output and input prices are distorted, then
the state can be led to the production of technology that, in the absence of distortions, is
nonoptimal for the same reasons that producers make nonoptimal choices. But, there are
additional factors.

If there are declining marginal productivities in the allocation of research budgets to
the discovery of technological advances, de Janvry, Sadoulet, and Fafchamps (1987) find
that, as the budget increases, technological advances tend toward neutrality. However, since
the policies mentioned are invariably associated with fiscal deficits, the opportunity cost of
an additional unit of public revenue occurs at a higher cost as the deficit increases.'? Hence,
governments in these environments are likely to underinvest in agricultural research and,
for that matter, rural infrastructure. De Janvry, Sadoulet, and Fafchamps (1987) suggest
that, when research budgets are such that they do not capture sizable economies in research
discovery, the supply of technology produced is more likely to be factor biased. Now, in
the presence of market failures, in particular credit constraints, technological change will
be biased and will tend toward mechanical innovations where average farm size and/or
inequality in land distribution is greater. If, in addition, the economies of collective action*
favor those with access to more resources, technology may be even more skewed to the
saving of factors of production that are scarce to this special interest group, notably
labor-saving land-using technologies.

Together, these policies can launch the sector along a growth path that cannot be

13 This occurs because, in the presence of second-best tax instruments, the rate of deadweight losses increases
as distortions increase. Or, from another perspective, if the policies observed are consistent with the
government’s optimization of its view of society’s social welfare function, then an additional unit of tax
revenue can only serve to lower the value of its function. The larger the deficit, the larger will be the shadow
price of a unit of additional revenue allocated to agricultural research,

14 The concepts of collective action are discussed in more detail in the next section,
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sustained when policies are liberalized. When liberalization occurs, the sector will tend to
face larger adjustment costs as the rewards to learning, experimentation, adaptation, and
other activities associated with technological adoption during the period of economic
distortions are largely lost. The greater the extent to which the growth path diverges from
the path associated with liberalized policies, the greater the adjustment costs are likely to be
when policies are liberalized. Also forgone are the technological advances that could have
occurred in the production of exportable commodities and the development of the institu-
tions supporting them. The forgoing of these advances can serve to lessen a country’s
comparative advantage in those exportable commodities where it was formerly competitive.

Third, as Srinivasan (1985), Bates (1983), and others have pointed out, the presence
of distortions implies that selected producers and consumers earn rents that will disappear
if an economy is liberalized. Essentially, the pursuit of these policies tends to redirect
income flows and to filter the effects of adverse world-market conditions from the special-
interest groups that hold, relative to others, more political influence. Consequently, it is
natural and rational for these groups to resist policy liberalization and structural adjustment.
Thus, policy adjustments become “sticky” and can easily be undone, as the experience in
the Southern Cone of Latin America illustrates.

In the next section we address several questions, including the central one: why have
countries persisted in their pursuit of interventions that yield an inefficient allocation of
resources and exacerbate adjustments to external shocks? Another related question is: are
the mentioned interventions the result of policy mistakes? But, if this were the case, why
have countries failed to learn from these mistakes? Insights into these guestions are
important in order to realign economic policies (as opposed to realignment coming about
through a liquidity crisis) and to induce efficient economic growth in agriculture.

1.2 SOME POLITICAL ECONOMY DIMENSIONS OF ECONOMIC POLICY

An overview of the contemporary political economy literature is provided in the introduc-
tion to Colander (1984) and by Srinivasan (1985). A component of the litzrature that we
draw upon in this section falls in the category of neoclassical political economy. The key
strands of this literature are distinguished by those from political science, typified by Bates
(1983) on the behavior of governments in East Africa and by Olson (1982) on distributional
coalitions and the free-rider problen. Contributions have evolved from the public choice
school (e.g., Buchanan 1980) and the field of trade and development where emphasis is
placed on rent seeking (Krueger 1974) or, as Bhagwati (1982) has suggested, on directly
unproductive profit-seeking (DUP) activities. The various approaches have focused on
questions of tariffs versus quotas as rent-seeking instruments (Bhagwati and Srinivasan
1980) and on rent-seeking and rent avoidance (Applebaum and Katz 1986). Extensions of
these approaches have amounted to a broadening of the channels through which agents can
influence economic policy. Examples include the presence of regulators of policy instru-
ments that can induce rent seeking (Applebaum and Katz 1987) and the presence of both



24 Rae and Pardey

voting and lobbying behavior (Young and Magee 1986).'"

An important contribution of this literature is the recognition that it is rational for
individuals to allocate resources (e.g., to lobby, protest, vote, or engage in other forms of
collective action) in ways that promeic their self-interest in the policy process. Hence,
public policy can, in part, be viewed us the outcome of various political pressures exerted
by members of the domestic economy seek: ing their own self-interests. This behavior should
not necessarily be viewed as undesirable. It often adds ro the social good as in the case of
local, state, and natioual governance. Collective action is important when it is focused to
resolve problems where markets otherwise fai to aljiocate society’s resources optimally.
However, this process frequently fails too when individuals and coalitions, seeking their
own self-interest, lobby public authorities for purposes of implementing policy to alter
income streams in their favor but to the disadvantage of others.'® The empirical evidence
and policies discussed previously clearly fall into this category.

Among the key insights of this literature are the following: (a) while it is in an
individual’s own self-interest to engage in cullective action for purposes of influencing
policy outcomes, this action can be socially wasteful of resources, and (b) the ability to
influence policy decisions by some groups in society is greater t!.an others for reasons that
relate 1o the cost of coalition formation, their willingness to pay more to influence policy
outcomes, and, of course, the fact that institutions can give uncqual access to political
authority.

A general overview of some of the forces motivating policy is presented next. Since
these forces depend on pressures exerted by special-interest groups, we focus more nar-
rowly in the second section on the factors that motivate these groups to expend resources
to influence policy.

1.2.1 An Overview of Some Forces Motivating Economic Policy

When viewing policy choices from an ex posr point of view, the motivation for the policies
discussed in the previous section might be sketched as follows. Since food is a wage good
in many countries,” policies to lower food prices amount to an increase in real wages and,
hence, are an important benefit to (food-deficit) households that do not produce food in
excess of their consumption. The interests of urban consumers thus tend to coincide with
those of domestic industrialists who view low-priced food as serving to decrease the
pressure on nominal wages.

In the case of less-developed countries, Bates (1983, p. 169) argues that urban

15In the spirit of the latter centributions, Roe und Yeldan (1988) developed a general equilibrium model in
which coalition formation, rent secking, and the government’s choice of price policy are endogenous.

16 See Roe and von Witzke (1989) for a more in-depth discussion of these issues.

17 That is, food expenditures are a proportionally large component of the consumer price index in low-income
countries.
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consumers are potent pressure groups demanding low-priced food. They have political
influence because of their geographical concentration and strategic location. They can
quickly organize and they are largely employed in providing public services, so they can,
with relative ease, impose deprivation on others. Bates (1983) notes that urban unrest forms
a significant prelude to changes of governments in Africa, as indeed it has elsewhere.
Industrialists are also effective in obtaining protection from imports because of the notion
that the key to development lies in industrialization. Furthermore, since industrial goods
account for a small share of most such households’ budgets, import protection of industrial
goods will not have a large direct impact on the expenditures of most households. The
common interests of these groups suggest that, in the short run, they can benefit from
policies that support both import substitution and low-cost food, albeit at the costs discussed
in the previous section.

The outcome of policies that discriminate against agriculture in favor of import-sub-
stitution industrialization tends to make agriculture poor relative to the urban industrial
sector and to decrease a country’s foreign exchange earnings. Consequently, rural opposi-
tion to these policies tends to increase over time relative to urban industrial support for them.
Often, the response is an attempt to save foreign exchange by import substitution in
agriculture (recall the results in table 1.2), to subsidize agricultural inputs, to raise farm-
level prices by subsidizing the marketing margin for food staples, and a number of other
measures. However, the pressures exerted by urban groups are still present. Hence, these
measures are often pursued while maintaining both implicit subsidies to consumers and the
import-substitution industrialization policies mentioned above.

Corresponding arguments apply to more-developed economies but with opposite
consequences.'” In advanced stages of development, the food share of the consumer’s
budget declines so that consumers become less sensitive to increases in food prices.
Agriculture becomes a smaller component of the total economy and farmers tend to be more
specialized. Within their area of specialization, they are better able to organize than are
urban groups. Moreover, with food a small share of consumer’s expenditures, protection
demands in agriculture can be met at lower political cost, with the result that the agricultural
sector receives more protection relative to the industrial sector.

These arguments provide insights into the motivation for interventions, but why do
governments seem to prefer implicit ways to transfer income and to intervene in markets
that perform relatively well if left alone when they could accomplish the same objectives

18 Olson (1982, pp. 203-205) suggests that narrowly based coalitions tend to be more interested in the
distribution of society’s income to members of the coalition and tend to extemnalize the cost of this action.
Pryor (1983 and 1984) attempted to obtain empirical support for the overall implication of Olson’s theory,
namely that economies characterized by broadly based coalitions should outperform economies
characterized by narrowly based coalitions. Pryor (1984, p 174) concluded that *“... Olson’s theory is
formulated in a manner still too general to prove successful in the empirical tests ...”

19 See Anderson and Hayami (1986) for a discussion of the political economy of agricultural protection in
more-developed economies.
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by the use of more direct policy instruments such as land taxes?

Aside from the institutional inability to carry out the implementation and management
of first-best policy instruments, Bates (1983) argues that market interventions facilitate the
allocation of political rents. Marke! interventions permit governments to target the alloca-
tion of subsidies through control of marketing functions while, at the same time, transferring
resources to supporters (civil servants) engaged in carrying out these interventions. For
example, the construction of a bridge or the provision of public education yields a service
available to all when the same public resources may be redirected to yield a larger benefit
to afew. In Bates’ (1983) terminology, market interventions facilitate the “organization of
the rural constituency,” which supports the government, and “disorganize the rural opposi-
tion.”

Schuh (1983, p. 296) suggests that governments prefer implicit subsidies and taxes
(such as those provided by import licenses and overvalued exchange rates) because they
tend to be less observable to the body politic except, of course, to those who tend to receive
direct benefits. In support of this notion, Greene and Roe (1989) found that the Dominican
rice producers’ association was well organized and effective in lobbying the ministry of
agriculture to obtain farm-gate prices in excess of border prices. However, the countervail-
ing efforts of lobby groups that tended to be urban-based were successful in lobbying for
subsidized energy, industrial trade protection, wheat imports at overvalued official ex-
change rates, and so on, with the end result that the indirect effects reported in table 1.2
dominated the direct effects of protection. It did not aprear that rural lobby groups were
aware of the implicit taxes being imposed upon them,

In the next section, we focus more closely on the economic factors that motivate
individuals to influence economic policy.

1.2.2 The Economics of Collective Action

It is useful to structure this discussion by drawing on a model?% of rent seekin g and coalition
formation in an open two-sector economy that produces an export and an import good.?!
The conceptual framework underlying the analytical result reported in table 1.5 contains
two parts. The first is a model of a small open economy composed of rural and urban
households. Rural and urban households choose levels of food (or rural goods) and nonfood
(or urban goods) to consume.?? Rural households also choose the amount of labor allocated

20For an earlier attempt to cast the support for agricultural research in a political economy framework see
Guttman (1978) and, more recently, Gardner (1989), and de Gorter and Zilberman (1990).

21 Since interventions that benefit one sector of an economy can implicitly tax other sectors, as the indirec:
effects reported in tables 1.1 and 1.2 show, the political economy of economic policy is more insightful
when viewed from such a general-equilibrium perspective. This is the approach followed by Roe and
Yeldan (1988). The version of the model that is the basis for this discussion is summarized in the appendix
to this chapter.

22 This model takes food goods to be synonymous with rural goods and non-food goods to be synonymous
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to the production of food, the amount of land to rent in or out, and the amount of lebor to
hire or the amount of time to work off the farm, given their levels of labor and land
endowments. Urban houszholds choose the amount of fabor to allocate to the production of
nonfood, the amount of plant and equipment to rent in or out to other urban households, and
the amount of labor to hire or to work outside the sector, given their levels of labor, plant,
and equipment endowments. Market failure is captured by the presence of a rural and an
urban public good that are both supplied by the public sector. These goods may be roads,
electrification, and other activities such as research and extension which increase the
efficiency of production. To this point, the model of the economy is in the neoclassical
tradition.

A departure {rom the neoclassical tradition comes about when we accept the premise
tha, if policy impacts on the welfare of households, then it is rationa! for households to
allocate resources to influence policy in much the same way they allocate resources to
produce income or to buy goods and services. Hence, the second component of the
framework is to allow for the formation of coalitions of households that have similar
interests — for instance, farmers as one coalition and urban labor as another. This construc-
tion entails what Becker (1983) has referred to as the production of political pressure which,
at the level of national policy decision making, gives rise to influence. Political pressure is
produced by households allocating resources (in our case, labor for lobbying activities) to
organize local groups with similar interests which then place pressure on their local
representatives or decision makers in, for example, a ministry such as agriculture. Since this
pressure may give rise tc higher food prices, urban households cun countervail these efforts
by allocating resources (labor) to place pressure on authorities for lower food prices.23

The next step is to assume that governments act as though they form (possibly
differential) preferences over the utility levels or well-being of the rural and urban house-
holds in the economy. However. these preferences are not exogenous, they depend on the
political pressures gereraied by the rural and urban lobby groups. Hence, at the national
level, these pressures are amalgamated to produce an influence that can change, at the
margin, the preferences governments hold for rural relative to urban households. To stay in
power, the government is assumed tc choose policy (in our case, the price of food relative
to the urban good, and the level of rural and urban public goods) that makes those the
happiest that have the greatest political influence, subject to the structure of the economy
(as described by the economic model above).

Clearly, this structure is a fairly gross simplification of reality. We feel, nevertheless,
that it captures the scylized facts of political economy and provides rich insights into how,

with urban goods. Either good may be exported or imported.

23 Thus, in this model lobbying is broadly defined to incluce those activities that serve to influence public
authorities. Another approach is to specify a sector of the economy that produces lobbying services from
labor and capital for a fee that is paid by special interests. This structure tends to complicate the framework
without providing materially different insights.



Table 1.5: The Rural Household’ s Decision Rule for Determining Its Willingness to Pay to Influence Economic Policy in Its Favor

Term 1 Term 2

Term 3

Term 4

Term 5

Gpr— qcp) [Ap/3l] +(d &, 79G,) (3G, /alg,) [8lg, 79dl,]
The product of household
production (gp,) less
consumption (q.,), i.e.,
marketable surplus; and
ihe change in price ( p)
from lobbying (/,.).

The product of the household’s
shadow price of the public good (G,);
the marginal product from allocating
labor (lgr) to produce the good; and
the change in the amount of labor
allocated to produce the good in
response to a change in lobbying
effort (/).

-1

The wage
rate, an
endogenous
variable.

+ (L= 1y —,) [9w/dl,]

The product of household labor
endowment (L,) less the labor
ellocated to lobbying (/) and to
production (/p,,); and the indirect
effect of the change in wages (w)
to lobbying level (/.).

+ (X, —x;) [dc, /0l,)

The product of the household’s
endowment of the sector-
specific factor (e.g., land, X, )
less the amount of the sector-
specific factor allocated to the
production of output (gpr). and
the change in the market price
(cp) of the sector-specific factor
to lobbying level (/).

Note: The corresponding rule for urban households differs in the first term and, of course, the subscripts. These results are based on a two-sector, open-economy
model of a small economy with public goods augmenting production (see appendix Al.1).
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for example, technical change within the agricultural sector can increase the willingness of
rural households to allocate more resources to the political process so that their interests are
better represented in national policy.

The household decision rule which is derived from our model appears in table 1.5.
The terms in brackets [-] reflect the household’s view of the influence that an additional
level of lobbying, on the part of the coalition to which it belongs, will have on the
government’s choice of the two policy instruments, the domestic price ( p) of the export
good relative to the price of the import good, and the amount of labor (l‘q,.) allocated to the
production of the rural public good (G,). The houschold is assumed to treat the lobbying
level of the urban-based coalition ag given and to ignore the effect of its lobbying level on
any taxes that might need to be paid to prevent the government from running fiscal and
externa! imbalances.™ Essentially, the rule is one of equating the marginal returns from
lobbying to marginal costs.

Term 1 is the difference between the houschold’s production of the rural good, e.g.,
food (¢,,), and its consumption of food (¢,,). This difference is the household’s marketable
surplus. If the househoid produces in excess of consumption, g, — ¢, is positive, and its
lobbying efforts result in an increase in the price of ¢, relative to the urban good (i.e., dn/dl,
positive), then the household realizes a gain from lobbying. If the household is in food
deficit, i.e., ¢, — g, is negative, then it would expericnce a loss, all else being constant,
when additional lobbying results in an increase in relative prices, p.

This result has several implications. First, it suggests that the more specialized the
household is, the more willing it is to allocate resources to influence policy or, equivalently,
to counteract the lobbying of others. Households with access to more resources than others
(gpr large relative to q,,), all clse being constant, are more willing to influence economic
policy. Second, the availability of a cost-reducing technology also tends to increase the
household’s willingness to influence policy. Effectively, a cost-reducing technology tends
to increase the household’s market surplus and, thus, the returns to a marginal increase in
the resources allocated to lobbying activity.

When food is an important component of household expenditures, the marginal cost
of a price increase, given by the product ¢., dp /'d/,, amounts to a relatively large increase
in expenditures on food. Then, there is a tendency to either lobby for a decrease in price or
to allocate fewer lobbying resources to increase price. Hence, the result is also consistent
with the observation that in countries where food accounts for a relatively large share of
disposable income, political pressures tend to favor cheap food policies. Typically, in the
process of development, marketable surpluses (¢, — q.,) increase, while at the same time
the proportion of income spent on food decreases and the proportion of income spent on

24 Hence, this is a Cournot-Nash game where behavior that is rational to an individual may result in an
outcome where all households end up worse off (i.c., a prisoner’s dilemma result). If households are aware
of the impact of lobbying on their taxes, the results are largely unchanged except that lobbying tends to be
reduced by the marginal change in taxes.
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industrial goods increases. Then, rural households are more willing to influence a policy
that favors the rural good while urban households tend to be less willing to influence food
policy since less of their income will be affected by the lobby resources allocated for this
purpose. Hence, this result is consistent with the observation made above that in more-de-
veloped countries, where food is a small component of expenditures and ¢, is large,
pressures tend to favor policie. that subsidize food productjon.

The household’s lobbying efforts can also influence the government’s choice of the
level of the public good (G,) to supply to the rural sector. The dn, /dG, component of term
2 is the marginal product, or shadow price, of the public good (e.g., agricultural research
and extension, rural education, infrastructure, etc.) to the rural household: it is expected to
be positive, as is the second component (6G, / d/,). This component is the marginal physical
product from the government’s allocation of labor (/yr) to the production of the rural public
good (e.g.. agricultural scientists, extension specialists, and so on). Hence, more lobbying,
all else being constant, can increase the production of this public good.

This is the social-good side of the lobbying process. The larger these two components
of term 2 are, the more willing the household is to influence government to produce the
public good. Put another way, the more efficient the government is in producing the public
good and the more important the public good is to increasing the production of private rural
goods (g,) then the more willing rural households will be to lobby for its supply to the rural
sector. Consequently, all of society can benefit from this effort; lobbying can be a social
good in this case.

The efficiency by which publicly sponsored research efforts generate new knowledge
and new technologies that enhance agricultural growth and productivity isin turn influenced
by a host of factors. The design, operation, and management of efficient agricultural
research institutions is necessary, but far from sufficient, to ensure that scientists face a
structure of incentives that promotes the cost-effective development of new, highly de-
manded, technologies. Jt requires maintaining an optimal balance among various dimen-
sions of a research program including its commodity, site, and technology emphasis. This
involves allocating between long- versus short-run research, site- versus nonsite-specific
research, and the like. More broadly, attention must also be given to designing mechanisms
that efficiently match the (technical) ability of a research system to supply new technologies
with the (economic) forces that shape the demand side of the research-technology transfer
equation.

To see further how the lobbying process might benefit the rural sector when policies
discriminate against agriculture, recall the point made earlier that the provision of public
goods tends to induce additional private-sector investments. An example of this interde-
pendence appears in the results obtained by Antle (1983). He found that the density of roads
alone has elasticities of 0.12 and 0.20 for aggregate output and a strong effect on the demand
for fertilizer and tractors. These investments increase the long-run elasticities of aggregate
agricultural supply. In the short run, the direct price elasticity of aggregate supply is
inelastic, ranging from 0.05 to 0.25 (Binswanger 1989, p. 233). Peterson (1979) estimates
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that long-run elasticities of aggregate supply range from 1.27 to 1.66. These higher
elasticities in part reflect the process of capital deepening discussed by Hayami and Ruttan
(1985, ch. 6) and is a key element to the economic growth of the agricultural sector. Our
model suggests that, since the market cannot be expected to provide socially optimal levels
of public goods, political pressure by rural sector special interest groups can play an
important role in their provision. Moreover, rural political pressure that succeeds in
persuading government to invest in rural sector public goods can, in turn, induce private
rural sector investment.

The model suggests that public investments further increase the rural sector’s wealth
and hence its willingness to pressure government on its behalf. The urban sector can also
benefit. But, its benefits from the provision of rural public goods tends io be more indirect,
especially for traded agricultural goods. In a small open economy these indirect benefits
ccme about from an increase in foreign exchange eamings that can be used to finance
intermediate capital goods, a large share of which is demanded by the urban industrial sector
and, perhaps more directly, from the opportunity to process, store, and transport a larger
volume of agriculiural goods.

Of course, the provision of public goods does not yield irstantaneous increases in
production as the model assumes. In the case of Argentina, Cavallo’s (1988) results suggest
that ten years may be required to increase the aggregate elasticity of supply from its
short-run level of 0.07 to 0.71. The risk faced is that in response to political pressures, a felt
need to generate a quick response may result in market interventions (e.g., subsidized input
and output prices) instead of investment in public goods, with the deleterious effects
mentioned previously,

Not depicted in table 1.5 is the free-rider problem that can increase the cost of
lobbying for the public good. Since the provision of the public good yields benefits to all,
including those who do not lobby, there is a tendency for some to free ride, thus spreading
the lobby cost over fewer households.? Higher costs to the remaining households are
expected to decrease the level of resources they are willing to commit to lobbying, with the
possible result that little effort will be made to lobby for the public good. In this environ-
ment, the household is faced with choosing the alternative that yields the higher return to
its lobbying resources. Fewer resources may be required to organize a lobby group that
shares common interests in, for example, rice production, than to organize a group to lobby
for a public good whose benefits are spread more broadly. Rice producers may find that
their lobby resources yield higher returns when they lobby for an increase in the price of
rice than if they were to allocate the same resources to lobby for an increase in the provision
of a public good. Hence, a situation could arise where political influence yields a distortion
in markets and an underinvestment in a public good that would benefit all.

For many less-developed countries, import-substitution industrialization policies

25 Becker (1983) depicts the free-rider problem as the cost of organizing local groups to place pressure on
political authority. As the number of households increase, the cost of free riding also increases.
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appear to have led to an overinvestment in public goods in urban centers relative to the rural
sector of the economy. Braverman and Kanbur (1987, p. 1180) argue that the urban bias in
many countries is reflected in the pattern of government expenditures. They note that
government expenditures are not typically directed to rural infrastructure but, instead, to
nontraded services targeted for the urban sector and often supplied by state or quasi-state
enterprises. This tendency is partially reversed in more-developed economies.*® Thus, the
evidence, though sketchy, seems to suggest that those who have been successful in lobbving
for market distortions that benefit tilem, have also been successful in lobbying for public
goods.

Term 3 is the opportunity cost (wages, w, in this case) of the resources allocated to
lobbying. An increase in output price will tend to increase wages, depsnding on which
sector of the economy is more labor intensive 1nd on the amount of this resource withdrawn
from production and allocated 1o lobbying s.dvities. The allocation of resources to influ-
ence policy, and away from the production of goods and services, can decrease a country’s
production possibilities and add to the social cost of any existing distortion.”” Further, these
results suggest that factor-market imperfections that lower w will tend to increase lobbying
activities, all else being constant. _

Term 4 is the rural household’s net labor position; L is its labor endowment, while 1,
is the amount of labor allocated to lobbying and [, is the amount allocated to production of
the rural good qr. If L — /, — l,r is negative, then the household is hiring labor from other
sectors of the economy. In this case, the household would prefer to pursue cheap wage
policies. Households with a small endowment of land would be likely to be labor-surplus,
where L - /. — l4r would be positive, and hence, they, along with urban households, would
tend to prefer policies that increase real wages. An example of policies that can be expected
to stimulate an increase in wages are those that increase the provision of public goods (G,).
Investments in roads, infrastructure, technology, and so on tend to increase the productivity
of labor, and hence, real wages should increase.8

The first part of the fifth term depicts the amount of the sector-specific factor that the

26 Pardey, Kang, and Elliott (1989, p. 271) conclude that “with rising per capita incomes there appears to b
a substantially enhanced incentive for rural *distributional coalitions’ to secure disbursements of public
expenditures in their favor,”

27 An implication is that applied welfare measures of economic distortions that do not account for the
resources allocated to influence policy underestimate the total losses to welfare. See Srinivasan (1986a) for
further discussion.

28 Of course, the sign of dw'/ dl, depends on a number of factors and is not unambiguously positive, even
though this is the most likely result for the rural sector of a less-developed economy. The
Stopler-Samuelson condition suggests that if the relative price of a sector’s output increases and the sector
employs labor intensively relative to other factors of production, then wages can be expected to increase.
The converse follows for a price decrease. Other factors in!luencing the change in wages are the magnitude
of the increase in the work force for various skill categories, the rate of labor migration between sectors of
the economy, and the extent to which prblic goods induce a substitution for capital and labor,
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household is employing in production. For rural households, x, can be viewed as farmland,
and as plant and equipment in the case of urban households. The factor is sector-specific in
.1e sense that, while it can be traded within a sector, e.g., renting land, it cannot be traded
between sectors. If X, —x, is positive, the household is renting the factor out to other

households in the sector. Conversely, if this term is negative, the household is renting the
factor from other households in the sector. The second component is the change in the rental
value in response to a change in lobbying level. Sector-specific factors are felt to influence
the household’s willingness to pay to influence policy for a number of reasons.

First, if a sector’s endowment is held by a small share of the sector’s househiolds (such
as occurs with large land holdings), then economic policy that raises the value of the
endowment will *end to benefit a small share of the sector’s households. Also, the type of
public goods (G,) that benefit these households may not benefit other househoids in the
sector, For example, households that control large tracts of land may benefit from techno-
logical packages that allow economies of scale from mechanization, whereas smallholders
and renters may benefit from technological packages that favor labor-intensive technolo-
gies. Controllers of large tracts of land can benefit from investments in major transportation
networks, whereas smallholders require more extensive investments in feeder roads and
local infrastructure. This divergence in the effects of policy on income streams can give rise
to rural-based coalitions that reflect the narrow interests of only a small fraction of rural
households.

Second, policy that has an adverse irapact on the value of sector-specific endowments
can also have an adverse impact on the sector’s capacity to obtain collateral to support land
and capital improvements in the sector. The inability to make these improvements not only
decreases future income streams, but the lowering of the sector’s wealth relative to the urban
sector tends to decrease the rural sector’s willingness to pay to influence economiic policy.

Third, policy that has been in place for an extended period can induce structural
changes in an economy. If the rental value (¢,) of sector-specific assets is forced upward by
policy, then households are more likely to invest in maintenance, upgrading, and expansion.
Land improvements and expansion of plant and equipment are examples. This type of asset
can also include human capital that is trained to perform tasks and learn skills that are
specific to a sector. In the case of agriculture, this may include the skills and agronomic
practices acquired to produce crops that are not profitable when a policy change requires
that they be produced at world market prices. More likely candidates are, of course, the
skills required in manufacturing processes that tend to be unique in production and
fabrication; skills that are not easily transferable to another production process.

Hence, policies that alter the rental values of these assets influence a country’s capital
stock. If increases in capital stock occur in industries that cannot compete in world markets,
then in the presence of policy liberalization, the task of realigning a country’s capital stock
to sectors that can compete in world markets is made much more arduous. As policy
liberalization leads to a decline in these industries, labor of this type can face the loss of
seniority rights, unemployment, and the need to undergo retraining to obtain equivalent
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wage levels in other activities. Some of the displaced workers may enter the surplus labor
pools of the lower skilled, thereby placing downward pressure on wages in these markets
too. The end result can be lower earnings to unskilled labor so that lower-income house-
holds bear a disproportionate loss in income compared with households of higher-skilled,
though perhaps displaced, workers.

Effectively, the value of protection gets built in to the value of sector-specific assets
so that in the shert run, policy that results in a decline in its rental value can have large
negative wealth effects. Since the factor is sector-specific, the household has no opportunity
to transfer it to another sector of the cconomy that may benefit from a change in policy. In
this environment, households that previously may not have been willing to influence
economic policy now become ardent supporters of the status quo; they become reluctant to
alter policy because of the loss in real wealth that policy liberalization may cause, even
though the longer-run prospects for economic growth may be extremely promising.

In the context of table 1.5 and the type of model structure used to guide our discussion
in this section, there is a corresponding decision rule for the urban sector of the economy.
An interdependence exists between the rural and urban rules in the sense that lobbying to
increase rural output price may benefit the rural sector and harm the urban sector. Thus,
there is a tendency for one group of households to countervail the lobbying efforts of the
other. The outcome of these efforts can lead 1o a situation known as the prisoner’s dilemma
where all households are made worse off because of their lobbying efforts. However, in the
presence of economic growth, this result may not hold as the relative powers of the various
groups to influence policy change.?

Numerical simulations based on an empirical model of an archetypal economy that
embodies the type of structure depicted in table 1.5 confirmed many of the implications
discussed above. In addition, these simulations suggested that (a) a concentrated industrial
structure tends to induce the urban industrial sector to expend more resources to lobby for
policies that benefit this sector and (b) changes in a country’s terms of trade that benefit a
sector also induce the scctor to increase its willingness to influence policy.

L3 PUBLIC INVESTMENT IN AGRICULTURAL RESEARCH

Placing public sponsorship of agricultural research within a broader political economy
framework reinforces the notion that research expenditures are but one of a multitude of
competing claims on the public purse. These competing claims impose what at times may
be severe (political) constraints on the public resources that can realistically be allocated to
research, particularly in many less-developed countries where practical considerations limit
governments ability to even gererate public funds (Goode 1984). As a consequence,
securing and maintaining domestic political support for the public-sector component of

29K. Anderson (1986) rotes in his study of the growth of agricultural protection in East Asia that countries
tend to switch from taxing to subsidizing agriculture in the course of economic development.
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NARSs, and translating that into financial support for agricultural research is a fundamental
issue confronting all national research policy makers.

Traditional Perspectives

Agricultural research intensity (ARI) ratios that express expenditures on public-sector
agricultural research as a proportion of agricultural product (AgGDP) are commonly cited
measures of the support afforded NARSs. Data for 110 countries grouped on the basis of
simple and weighted averages by region and per capita income are given in table 1.6. They
show an approximate doubling of intensity ratios for both more- and less-developed
countries alike over the 1961 to 1985 pericd. The data also confirm the positive coiretation
between income levels and ARI ratios noted by earlier observers, with ARI ratios for
high-inconie countries, (when expressed as simple averages) approximately double those
of low- and middle-income countries. Weighted average ratios are often half the corre-
sponding simple average ratios for the less-developed countries but there is relatively little
difference across corresponding averages for the more-developed countries. This is due to
the tendency for research expenditures to increase less than proportionately with the
absolute size of the agricultural sector among less-developed countries whereas this pattern
is far less pronounced in the case of more-developed countries.*

Naturally the averages presented in table 1.6 mask quite a deal of cross-country and
temporal variation in ARI ratios. All but 18 countries spent more on agricultural research
relative to AgGDP in 1981-85 than they did in 1961-65. But, over the more recent 1976-80
to 1981-85 period, 37% of the less-developed countries in our sample had declining ARI
ratios with approximately half of these countries (i.e., 16 in all) located in sub-Saharan
Africa. By contrast only 3 (17%) of the more-developed countries experienced declines in
their ARI ratios over the corresponding period.

The traditional view is that governments, or political processes in their wider sense,
have done a poor job in securing socially optimal levels of public support for agricultural
research. Empirical evidence that historical rates of return to agricultural research — often
in excess of 35% — are high 1elative to other (public or private) investment opportunities
is frequently cited evidence of a general tendency to underinvest in agricultural research
(Ruttan 1980).

Various explanations for this apparent underinvestment have been offered. One
notion is that research managers have been unusually successful in selecting “efficient”
research portfolios, but this leaves unanswered the question of why additional funds are not
forthcoming. Others (e.g., Ruttan 1980) argue that the inability of governments, be they

30 A double log regression of agricultural research expenditures on AgGDP, involving a pooled 1961-85
sample, yields highly significant elasticity estimates (which measure the percentage change in agricultural
research expenditures for a given percentage change in AgGDP) of 0.74 in the case of the less-developed
countries and 0.93 in the case of the more-developed countries.
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Table 1.6: Agricultural Research Intensity Ratios, Simple and Weighted Averages

Simple average Weighted average®
Region/income groupb 1961-65 1966-70 1971-75 1976-80 1981-85 1961-65 1966-70 1971-75 1976-80 1981-85
% % % % % % % % % %
Nigeria 0.11 0.21 0.29 0.48 0.35 0.11 0.21 0.29 0.48 0.35
Western Africa (15) 0.42 0.50 0.56 0.80 0.91 0.40 0.51 0.55 0.66 0.79
Central Africa (6) 0.51 0.61 0.51 0.55 0.77 0.32 0.34 0.39 0.29 0.28
Southern Africa (8) 0.71 1.09 1.00 1.08 2.04 0.47 0.57 0.64 0.82 1.02
Eastern Africa (7) 0.40 0.57 0.50 0.51 0.63 0.27 0.47 0.42 0.40 0.38
Sub-Saharan Africa (37) 0.49 0.65 0.63 0.75 1.06 0.26 0.39 0.42 .51 0.49
China 0.41 0.31 0.39 047 0.39 041 0.31 0.39 0.47 0.39
South Asia (6) 0.13 0.15 0.19 0.28 0.29 0.11 0.13 0.17 0.27 0.28
Southeast Asia (7) 0.49 0.81 0.56 0.53 0.68 0.21 0.31 0.32 0.31 0.38
Pacific (2) 0.47 0.81 0.86 1.07 1.36 0.43 0.50 0.72 1.16 1.30
Asia & Pacific, ex. China (15) 0.34 0.55 0.45 0.50 0.62 0.14 0.18 0.22 0.29 0.32
Caribbean (8) 0.71 1.02 0.93 1.12 1.34 0.25 0.35 0.38 0.44 0.41
Central America (7) 0.25 0.23 0.26 0.32 0.45 0.12 0.11 0.19 0.30 0.43
South America (11) 0.32 0.51 0.64 0.62 0.68 0.38 0.59 0.59 0.67 0.65
Latin America & Caribbean (26) 042 0.59 0.63 0.69 0.82 0.30 0.44 0.46 J.56 0.58
North Africa (5) 0.73 0.88 1.19 1.05 1.14 0.47 0.59 0.61 0.61 0.69
West Asia (8) 0.53 0.60 0.76 1.04 1.35 0.22 0.45 0.47 0.44 0.47
West Asia & North Africa (13) 0.60 0.71 0.93 1.05 1.27 0.28 0.49 0.50 0.48 0.52
Less-Developed Countries (92) 0.46 0.62 0.64 0.73 0.94 0.24 0.29 0.34 041 041
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Table 1.6: Agricultural Research Intensity Ratios, Simple and Weighted Averages (Contd.)

Simple average Weighted average®
Region/income gl‘oupb 1961-65 1966-70 1971-75 1976-80 1981-85 1961-65 1966-70 1971-75 1976-80 1981-85
% % % % % % % % % %
Japan 1.29 1.48 1.96 2.22 2.89 1.29 1.48 1.96 2.22 2.89
Australia 1.97 2.71 3.49 2.91 4.02 1.97 2.71 3.49 2.91 4.02
Northern Europe (3) 0.76 1.14 1.42 1.97 2.01 0.73 1.09 1.18 1.59 1.76
Western Europe (7) 0.83 1.32 1.61 1.93 2.06 0.72 1.13 1.51 1.76 1.99
Southern Europe (4) 0.22 0.23 0.31 0.40 0.59 0.17 0.19 0.26 0.35 0.65
North America (2) 1.82 2.80 2.21 2.45 3.27 1.60 2.11 1.67 1.92 2.42
More-Developed Countries (18) 0.88 1.30 148 1.72 2.02 0.96 1.29 141 1.60 2.03
Total (110) 0.53 0.73 0.78 0.90 1.12 0.48 0.60 0.65 0.72 0.76
Low (30) 0.30 0.37 0.40 0.53 0.65 0.22 0.21 0.27 0.36 0.35
Lower-middle (28) 0.49 0.70 0.69 0.74 1.00 0.24 0.33 0.35 0.39 0.40
Middle (18) 0.47 1.06 0.58 0.58 0.84 0.25 044 0.46 0.49 0.57
Higher-middle (18) 0.59 0.82 0.82 1.02 1.26 0.27 0.38 0.44 0.52 0.55
Higher (16) 1.03 1.4% 1.82 2.06 2.37 1.08 1.44 1.57 1.78 2.23
Total (110) 053 0.80 0.87 0.90 1.12 0.48 0.60 0.65 0.72 0.76

Note: Agricultural Research Intensity ratios, as defined here, measure agricultural research expenditures as a percentage of AgGDP.

aWeighted by the respective country’s share of aggregate AgGDP.
bCountries assigned to income classes based on 1971-75 per capita GDP averages where Low, $600 <: Lower-middle, $600-1500; Middle, $1500-3000;
Upper-middle, $3000-6000; and High, > $6000.
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local or national, to appropriate fully or be compensated for the research benefits that
spillover to areas outside their jurisdiction (i.e., a market failure rationale) leads to less than
socially optimal levels of investments in research. Oehmke (1986) suggests that public
agencies subject to institutional rigidities or who use imperfect (historical) information
when determining research investment levels have a tendency to set actual levels of
research investments which fall short of (secularly increasing) oprimal levels of investment.
Anderson (chapter 4) raises the further possibility that the substantially high levels of risk
and uncertainty surrounding agricultural research endeavors and their potential impact on
the agricultural sector could lead governments to shy away from investing in research at the
levels which expected (or deterministic) relative rates of rcturn suggest are appropriate,

Two other perspectives challenge the underinvestment hypothesis itself. Taking a
public finance perspective Fox (1985) argues that previous rates-of-return studies failed to
discount their estimates by the deadweight losses in factor and product markets that occur
when government expenditures are financed by distortionary tax collections. When coupled
with the notion that the social rate of return to conventional capital is undervalued by
neglecting benefits that do not accrue to the private investor, Fox (1985, pp. 810-11)
concludes that “agricultural research conducted at public expense in recent years ha.
generated a social rate of return comparable to investments in the corporate sector, and
neither under nor overinvestment seems to be the case.” Others, such as Hertford and
Schmitz (1977) and Pasour and Johnson (1982), focus attention on the validity of the
rates-of-return estimates themselves. The inference is that the shortcomings in the analytical
framework used to identify the costs and benefits from agricultural research have meant that
many prior estimates of the (ex-post, marginal and average) social rate of return to
agricultural research have, on balance, been biased upward. One strand of this criticism is
that the rates-of-return evidence is heavily biased in favor of the research success stories.
While no doubt sample selection bias is a factor in those studies at the research project level,
the criticism holds less weight at the research program or commodity level and is not an
issue for the 48 aggregate studies (Echeverria 1990b, table 1) that have been carried out at
the sectoral level.

The wide disparity in ARI ratios between more- and less-developed countries, when
buttressed by a large array of empirical studies suggesting relatively high rates of returns to
public investments in agricultural research and accompanying rationales in support of an
underinvestment hypothesis, has led to a variety of operational guidelines concerning
“desirable” research investment levels. The 1974 UN World Food conference set a 1985
research intensity target of 0.5% (UN 1974, p. 97) while the World Bank (1981a) proffered
a widely cited target for 1990 of 2%. Johnson (1982, p. 81) argued that “... the evidence
presented on the returns to agricultural research definitely supports the proposition that a
given country should spend no less as a percent of the value of its agricultural output than
is now being spent by the average of countries with comparable levels of incomes.”

The difficulty with these rules of thumb is that the conceptual, empirical, and even
practical bases for such generic recommendations are not clearly established. Ruttan’s
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(1980, p. 53) suggestion that “... a level of expenditure that would push rates of return to
below 20% would be in the public interest” is one guideline that comes closer to having
some conceptual merit. At a minimum it leaves room for optimal levels of expenditures to
be at, below, or above the 2% (or, for that matter, the 0.5%) level, given cross-country and
temporal variations in the efficacy of public investments in agiicultural research. Certainly
the evidence in table 1.6 makes it clear that, with few exceptions, less-developed countries
are far from realizing a 2% target and many fell well short of the recommended 0.5% level.

Political Economy Perspectives

To do justice to a debate on the “appropriate” levels of public support for agricultural
research goes well beyond our brief here. However, a potentially instructive means to a
more complete understanding of the structure of support for agricultural research is to place
publicly funded research in the context of the overall level of public support for agriculture.
A motivation for this approach lies in the political economy perspective developed earlier
in this chapter. This perspective takes public agricultural research expenditure levels to be
the outcome, at least in part, of an allocation process subject to constraints imposed by the
(possibly countervailing) influences of various interest groups within society. Governments
direct funds either to the agricultural sector or the nonagricultural sector and give differen-
tial preferences to various public programs within each sector in response to such pressures.

Table 1.7 presents some indicators of public-sector expenditures for 70 countries
grouped by per capita income. Both the share of agricultural expenditures and agricultural
research expenditures in total government expenditures decline dramatically when moving
from low- to high-income countries. Something in the order of 10% of total government
expenditures in lower income countries goes directly to agriculture and approximately 0.6%
to agricultural research while the corresponding percentages for high-income countries are
around 3% and 0.2%, respectively.

Expressing agricultural research expenditures as a percentage of agricultural expen-
ditures provides an indication of the relative importance given to research on agriculture
within the constraints imposed by overall public spending on agriculture (table 1.7).
Countries on average directed about 8% of their 1981-85 agricultural expenditures to
agricultural research endeavors. Within tl.2 range of tolerances relevant for these data —
stemming in large part from the difficulties of generating comparable measures of govern-
ment expenditures from published data’! — there are no obvious trends revealed by this

31 Comparability across countries would best be served if “consolidated total government expenditures” were
used tu perform these calculations. Unfortunately, comprehensive data of this sort are available for just a
few countries. The practical compromise was to rely on “national government expenditure” data only,
which is an acceptable alternative to the extent that national government expenditures constitute a
significant (and stable) share of total government expenditures. Juxtaposing agricultural research
expenditures against public expenditures on agriculture is subject to misinterpretation if (a) in some
countries agricultural research expenditures arise, at least in part, from science and education budgets or
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tabulation. Certainly the income-linked pattern of support of agricultural research that many
have implicd from an inspection of ARI ratios is far less evident in this case.

This gives prima facie support to the view that governments in poor compared with
rich countries in general do not give differential (i.e., lower) priority to spending on
agricultural research within the overall constraints of spending on agriculture. To more tully
comprenend the (political) trade-offs between financial support for agricultural research
vis-2-vis other forms of government interventions that impact upon agriculture would
require access to detailed case-specific data. But, it appears from this evidence at the
aggregate level that fundamental limitations to public support for research in low-income
countries may well lie in the financial and political constraints imposed by overall and
agricultural-specific levels of public sector spending.™*

The dataintable 1.8 give some insights into the political economy forces at work here.
While total government spending on agriculture, indexed over the agricultural population,
increases dramatically by a factor of 85 times, from around $21 per capita in the low-income
countries to $1800 per capita in the high-income countries, there is only a corresponding
8-fold incicase in agricultural spending indexed over the total population. Per capita
spending on agricultural research follows a similar pattern. Thus, as one moves from low-
to high-income countries the level of per capita “beriefits” or transfers accruing to rural-
based coalitions may well increase at a disproportionately larger rate than the per capita
incidence of “cnsts” associated with such programs,

While this interpretation is consistent with the politicai economy perspective dis-
cussed earlier in this chapter one runs the danger of over- or mis-interpreting the data.
Certainly public expenditures in agriculture have been largely responsible for the long-term
declinie in the real cost of food world wide that has, in turn, allowed specialization and
division of labor to occur in agriculture as well as other sectors of many of the world’s
economies. Thus, the returns to public agricultural expenditures have been shared by those
outside the agricultural sector. However, policies have intervened in this process. In many
industrialized market economies, agricultural price and foreign trade policy has protected
agriculture so that rents from cost-reducing technologies have, in the short run, largely
accrued to the rural sector in terms of higher returns over variable costs and increases in the
value of sector specific assets such as land. As the costs of the policies to protect agriculture
have risen, either trade liberalization or the subsidization of agricultural exports has allowed
food-importing countries to capture some of the gains from public expenditures in agricul-

the like and (b) the coverage of agriculture expenaitures is subject to variation across countries and time.
periods. But, expenditure classifications bear no obvious relationship to per capita income levels so, while
care needs to be exercised when using these statistics, the simple averages presented in table 1.7 are likely
to be informative.

321n fact, to raise agricultural research spending levels for low income countries from their current level of
0.60% of AgGDP to the high income average of 2.13% would require that low-income countries increase,
on average, the research component of their agriculture-related expenditures from their current level of
7.1% 10 25.2%.
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Table 1.7: Agricultural Research and Public-Sector Expenditure Shares

Income group® 1971-75 1976-80 1981-85
% % %
Agricultural research intensity ratios*
Low (13)° 042 0.44 0.60
Lower-middle (18) 0.64 0.65 1.04
Middle (12) 0.56 0.52 0.63
Upper-middle (12) 0.62 0.77 0.95
High (15) 1.63 1.88 2.13
Total sample (70) 0.79 0.88 1.11

Percemage of agricultural expenditures in total
government expenditures

Low (13) 10.5 11.7 11.2
Lower-middle (18) 7.5 8.1 9.3
Middle (12) 6.5 5.7 52
Upper-middle (12) 6.7 4.7 4.3
High (15) 3.0 2.7 2.5
Total sample (70) 7.1 6.9 6.8

Percentage of agricultural research expenditures
in total government expenditures

Low (13, 0.82 0.72 0.67
Lower-middle (18) 0.67 0.50 0.58
Middle (12) 0.52 0.39 0.36
Upper-middle (12) 0.22 0.20 0.17
High (15) 0.29 0.24 0.24
Total sample (70) 0.52 0.42 0.42

Percentage of agricultural research expenditures
in agricultural expenditures

Low (13) 7.8 6.5 7.1
Lower-middle (18) 9.7 8.4 8.4
Middle (12) 8.3 7.3 7.7
Upper-middle (12) 6.7 6.3 59
High (15) 5.6 6.6 7.0
Total sample (70) 8.2 7.8 7.9

Nate: All data represent simple averages across all countries in each income class.

3 Countries assigned to income classes based on 1971-75 per capita GDP averages where Low, <$600;
Lower-middle, $600-1500; Middle, $i500-3000; Upper-middle, $3000-6000; and High, > $6000.
Bracketed figures represent number of countries in each income class.

¢ Measures agricultural research expenditures as a percentage of AgGDP. These figures differ slightly from
corresponding figures in table 1.6 due to sample size differences.
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Table 1.8: Public Snending per Capita on Agriculture and Agricultural Research

Govemnment expenditure on Agricultural research
agriculture expenditures
Income group® 1971-75  1976-30  1981-85 1971-75  1976-80  1981-85

(1980 PPP dollars per head of agricultural population)

Low(13)b 14.02 18.90 2111 0.94 1.11 1.28
Lower-middle (18) 43.95 69.46 102.10 3.66 4.02 532
Middle (12) 71.76 94.82 119.19 5.45 6.09 7.55
Upper-middle (12) 218.75 358.67 552.28 12.55 19.79 26.49
High (15) 1338.16 1423.13 1801.02 91.79 113.24 140.63
Total (70) 362.38 404.07 531.22 23.87 29.94 37.58

(1980 PPP dollars per head of total population)

Low (13) 10.02 13.35 14.06 0.73 0.83 0.93
Low-middle (18) 20.93 29.62 38.72 1.47 1.82 2.29
Middle (12) 31.59 35.30 38.11 2.36 2.30 2.60
Upper-middle (12) 66.01 62.06 73.04 2.19 249 272
High (15) 111.49 112.38 115.02 7.32 8.14 8.46
Total (70) 47.86 5087 56.27 293 3.19 349

Note: All data represent simple averages across all countries in each income class.

% Countries assigned to income classes based on 1971-75 per capita GDP average where Low, <$600;
Lower-middle, $600-1500; Middle, $ 1500-3000; Upper-middle, $3000-6000; and High, >$6000.
Bracketed figures represent number of countries in each incom.e class,

tural technologies, albeit at the cosi of distorted world food prices.

In contrast, as noted earlier, many low-income countries follow price, foreign trade,
and exchange rate policies that effectively allow real domestic prices to fall in the presence
of an agricultural supply response. The result is that rural households only capture a small
portion of the returns to cost-reducing technologies. Effectively, these policies can force the
rural sector on to an immiserizing growth path, Presumably, these policies can also
discourage households from incurring the cost of experimentation and adaptation associated
with the more unfamiliar new technologies.

14  CONCLUDING COMMENTS

This chapter focused on the interdependence between economic policy and a country’s
ability and commitment tc increase the productivity of resources in agriculture. Section 1.1
provided evidence to high'ight the level and selected consequences for agriculture of
distortions in countries that typify those pursuing policies that are often designad to promote
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import-substitution industrialization while maintaining low and stable food prices for urban
households. The impact of these policies on the welfare of the typical rural household and
on agriculture’s contribution to the growth process is surely deleterious.

In the process of economic growth, rural households can be viewed as undergoing a
vertical disintegration — a specialization of production activities with an increasing share
of household expenditures on preferred foods, housing, clothing, and other nonfood items.
Productivity increases are associated with capital deepening and increased reliance on
purchased inputs. As the opportunity cost of time increases, labor is allocated away from
labor-intensive activities and more reliance is placed on the market for goods and services
formerly produced in the more traditional household. At the sectoral level, labor departs
agriculture while capital deepening occurs. Agriculture’s contribution to the growth pro-
cess, following Kuznets (1961), includes (a) the low-cost supply of food and raw materials
for processing, (b) a market for producer and consumer goods produced by domestic
industry, (c) a source of factor contributions (labor, capital) to the industrial sector, and (d)
a source of foreign exchange earnings. The policies mentioned here tend to retard this entire
process, with strong implications for the *vpes of technolcgical packages that are most
useful to households in an environment of distorted markets and macroeconomic imbalan-
ces, compared with those operating in more open economies.

In section 1.2 we addressed the question: why have countries Dersisted in their pursuit
of interventions that yield an inefficient allocation of resources and exacerbate adjustments
to external shocks? The answer offered in this section is that it is indeed in the self-interest
of individuals to influence policy. Section 1.3 builds on this theme by presenting our initial
quantitative efforts to place agricultural research in a political economy perspective.

In the case of public goods in general and agricultural research in patricular, lobbying
(defined to include voting, the organization of local interest groups, producer associations,
and other means of collective action) adds to the social good. However, these efforts often
cause government to be pushed and pulled by special-interest groups. It appears that these
groups often find higher returns to their lobbying when their efforts are directed toward
policy that redistributes income, typically using second-best policy instruments, rather than
lobbying for investment in public goods that fosters growth and development.

A number of options are available to lessen the policy discrimination against the rural
sector. An important option is to pursue efforts that lead to rural capital accumulation and
technological change. Rural capital accumulation and technological change, broadly de-
fined to include human, biological, chemical, and mechanical technology, not only contrib-
ute to economic growth, but they also contribute to the willingness of rural households to
lobby in their favor, and hence, to countervail the policies that discriminate against the
sector. Thus, projects that attempt to increase agriculture’s productivity contribute to this
end.

Another option is to pursue policy reform that decreases the opportunity for special
interests to press for policy instruments that discriminate against the rural sector. The main
areas of interest include foreign trade, exchange rate, and capital market policies. Policy
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instruments that often lead to economic distortions in foreign trade and that are also targets
of special interests are quotas on exports and imports, firm-specific licenses that earn rents
from foreign trade, various nontariff barriers to restrict quantities imported or exported, and
numerous other quantitative restrictions. Foreign trade and capital market controls include
licensing of investment in capacity creation and expansion, controls on foreign investment
and multiple exchange-rate regimes that are used to discriminate against foreign trade in
rural goods. Associated with these controls are the rationing of foreign exchange to selected
groups. The supplementing, and in some cases abandoning, of policy instruments with
instruments that are less conducive to specific-interest group lobbying activities decreases
the opportunities available to discriminate against the rural sector.

Coincident with reforms that remove or limit the use of these instruments are reforms
that seek to lessen industrial concentration. Concentration tends to earn excessive rents to
sector-specific assets which, in tumn, contribute to the willingness of the sector to lobby on
its own behalf. The opening up of the sector to foreign capital and the removal of licenses
that control investment and capacity creation should be important steps in this direction.

As mentioned, the obstacle to policy reform is often the resistance of those who risk
adecrease in wealth from the decline in the value of sector-specific resources, including the
laborers displaced by reform. Multilateral support for stabilization and structural adjustment
loans that address the needs of the nutritionally deprived and lower the costs of realigning
an economy’s capital stock should help to alleviate this resistance.

Longer-term goals might include the design of public institutions to better identify
and resolve problems created by market failures, to grant individuals and interest groups
more equal representation in public choice, and to address problems of distributive justice
in ways that minimize the sacrifice of economic growth. An importani component of this
design is the development of the institutional capacity to implement and manage policy
instruments that yield needed public revenues while minimizing their distortionary effect
on the economy and their tendency to induce the lobbying efforts of special interests. If
instruments are chosen that favor one group at the expense of others, then direct and
countervailing lobbying activity can ensue. If political allocation of resources or wealth is
to be undertaken without giving rise to rent seeking, then such an allocation should be done
without creating a differential advantage to some groups and, according to Srinivasan
(1985, p. 43), undertakings not to depart in the future from such an allocation procedure
need to be sought. Otherwise, the intervention creates the formation of expectations of
returns to lobbying resources by other groups which, in turn, can induce lobbying pressures
for additional interventions which benefit them rather than the economy at large.



APPENDIX 1.1: OUTLINE OF A GENERAL EQUILIBRIUM MODEL OF
COLLECTIVE ACTION WITH PUBLIC GOODS

Here we sketch the general equilibrium model with rent seeking from which the conditions
in table 1.5 are derived. For a detailed specification and proofs of the propositions stated
here, see Roe and Graham-Tomasi (1990). The simplest form of the model is the case of an
economy with two distinct parts: (a) a small open economy with two households (rural and
urban), two goods (food and non-food), and two factors, labor and sector specific inputs;
and (b) a government which provides a public good to each sector, and sets the relative price
of the two goods in response to lobbying by households.

The Household and the Government’s Optimization Problem

Households are indexed by i = r (rural), « (urban). Households choose levels of food (¢,;)
and non-food (g,;) to consume. They also choose the amount of labor (/) allocated to the
production of the rural good (g,) and urban good (g,,); the amount of land (x,) and plant and
equipment (x,) to rent in or out; and the amount of labor to hire in or to work out side of the
scctor. They arz given endowments of labor (L; ), and land and plant and equipment ( X;).
Market failure is captured by the presence of a rural and urban public good (G;) that is
supplied by the public sector.
The household’s conditional indirect utility function is defined as, for i = ru:

Vi(pll)= h}’}ax U (9ri » 9ui) (ALD)

i
Xi=1{qri, qui, lqi X)) € Ry | T1; = pqri + qui)

Disposable income IT; depends on profits mt; from the production of the i-th good, returns to
the endowments of labor (L; ) and sector specific factors ( X; ), and the proportion, y;, of the
tax bill 7. Denote relative prices by p, w, and ¢; for the rural good, labor, and the sector
specific factor, respectively. The price of the urban good is taken as numeraire. Then,

I; = m (pw,c; G +w [Lj =l 1+ ¢ % +y;T=

pai (g Xi 3G +w (L = loi=Ii")+ei(i—x;)+ v T (Al.2)

for values in X; that maximize (A1.1),

The indirect utility function defined in (A1.1) is conditional at this point since we treat
the household’s lobby level /;° as a parameter. The direct utility U(-) and production
functions y; (-) are assumed to be continuous, strictly concave, and increasing in the
household’s choice variable. In this situation, the household’s problem is separable (Jorgen-
son and Lau 1969) so that it can be stated in its dual form, denoted here by the “conditional”
indirect functions for utility V; (-) and m; ().
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Letting E; denoie excess dcmestic demand, commodity and factor market balances

are
Liqji—qj = E, Jj=ru (Al.3a)
5iLi—Tily=%1 —%ly = 0 (A1.3b)
X-x =0 (Al.3c)

for the rural and urban goods, and for labor and the sector specific factors, respectively. The
Z; l; term in the labor balance equation accounts for the amount of labor the government
allocates to the production of the rural and urban public goods.

Treating the world price, p, /;, and the government’s policy instruments, p, lgi, as
exogenous variables, (A1.3b) and (Al.3c) are a system of three equations in the three
variables w, ¢, , ¢,,. It is assumed that an equilibrium of the economy exists and is unique.
In this case, let w = w (e_f), and ¢; = ¢; (e_])) denote the result, where e_f = @ lgr
Igu’ L L,, Xy X

We assume that government forms preferences over the utility of households in the
economy, and then chooses policy instruments as though it sought to maximize its prefer-
ences subject to the condition that it cannot incur a fiscal, and hence a trade, deficit. The
govermnment’s policy instruments are the relative price p, and the amount of labor lgi to
allocate to the production of the rural and urban public goods (G, ,G,).

That is, government is assumed to solve

M)?X Ug =1 (P Pu) Ve + 1, (P Pu) Vi Xg = [(p, lor, Igu) € R+]. (Al4)
8

Maximization takes place subject to the production function for public goods,

Gi=G;y) (Al.5)

and the requirement that fiscal expenditures

C=-wZily+(p-p")E, (A1.6)

equal the lump sum income transfers (T ) to households, i.e., T = C.' We assume G;is
contiruous, quasi-concave, and increasing in /,;. The values /; are weights that define the
government’s preference ordering. They are specified as influence functions whose argu-
ments are determined by the political pressure (p). Following Becker (1983), political
pressure is in turn a function of lobby levels of the i-th household. Effectively, the political

I Fiscal effects of trade are ( p - p") E, = (P, / P, P," / Py YE +(Py /Py PN /P, )E, where
upper case prices represent their respective nominal prices.
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pressure function is akin to a political technology that reflects the ability of the i-th
special-interest group to form a coalition to lobby government. This pressure is then
amalgarnated at the national level to form influence.

Hence, the influence functions represent the end product of pressure generated by
special-interest groups. Different countries use different methods to define the power of the
state. A fundamental characteristic of virtually all political systems is that they are subject
to pressures from special interests. This structure is very much a “reduced form™ approach.
Details of the institutions for establishing laws, politicians, political parties, mechanisms for
enacting laws, and defining policy instruments from a set of possible instruments receive
no particular attention. The mathematical properties and conditions imposed on this struc-
ture are given in Roe and Graham-Tomasi (1990).

The Government’s Decision Rules

Proposition 1: 1f the Negishi (1960) condition holds, i.e., l; = = 1/Vip,, and if E, pls non-
zero, then a maximum to (A1.4) is characterized by p = p" and TG, G, Iy w2

This condition basically shows that the model does not restrict a Pareto optimal
outcome. For the case of an interior solution to (A1.4), let the government’s policy decision
rules be denoted by:

p=p @)
and

Igi = 14i (@3)
where

&= (P 1 Ly Ly Ly % %y 20)>

Proposition 2: If the tax burden is borne by urban households, *y, = 0, price distortion is
determined by:

(p-p")={0-1Y(gr=qr) + Ty =lgr ) wp 1N /Er
when

L, -1y>0,and L, -, < 0 and by

2 Unless otherwise indicated, notation V,;n’, denotes aV;/ dI1; and w), denotes dw/dp.

3 Note that p and Ig; are homogeneous of degree zero in /;.
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? =" = (G- [(gr = 4r) = T~ L) Wpl} /Er

when

L ~lpr<0,and L~ 1y >0, where I; = L;~1° and I = IV, /LVen,

Proposition 3: If the tax burden is borne by urban households, v, = 0, the difference in the
marginal value products of the public good are determined by:

TrG, Gr,lg, -G, Gu,lg“ = (1=1)Y (Ly - 1qu) (ng, ~ Wi, )+ TG, Gr,lg, )=

(p=P"XE. = Eyp,),
for L, — lgy >0, and L, — I, < 0, and

TG, Gr,lg, -G, Gu,lgu = (= 1) ((Ly =g (ng, ~ Wi, )—T, G, Gr,lg, ) -

(p- pw)(Er,Ig, - Eu,lgu ),

for L~ lgr <0, and L, — Iy, >0,

Propositions two and three indicate the directional bias in government price and investment
policy as a function of government preferences, /;, and whether a household is labor surplus
or defecit.

The Household’s Decision Rules

Assuming that the i-th household takes the actions of the j-th household as given, correctly
perceives the objective of government, equation (A1.4), knows the political process through
which lobbying is transmitted fo influence, the household, in principle, can solve the
problem4:

Max Vi (p,IIj),l;€ R, (AL7)
I.

!

subject to the government’s decision rules for p and /;. Substituting the policy decision rules
into (A1.7), and assuming differentiability of p (27) and c; (e_2> ), the first-order condition
for the rural household is the equation presented in table 1.5.

4 It can be shown from the envelope theorem that to constrain the choice of I; to the household’s budget
constraint is redundant.
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The Game Component of the Model

The simplest approach at this level is to posit a one-shot game, with Nash behavior, and to
search for Nash equilibria in lobbying levels. Even with this simple setup, the existence of
a Nash equilibrium is not trivial.

Assuming strict concavity of (A1.7) in /;, let

I = 1; (&) (A1.8)

denote the household’s lobbying rule obtained from (A1.5), where & = (p*, 1", L, , L

’ J ]
Xp o Xy 2y Zp)-

Equation (A1.8) is the i-th household’s best response to the j-th household’s action. Then
[;* are a Nash solution if, and only if,

v, /3l =0 v,/ =0

he=1y @) Lr=1.(2)

Of course, a Nash equilibrium need not exist. The consequences of this result are discussed
in Roe and Graham-Tomasi (1990) as are extensions to include voting and bureaucratic
behavior.



Chapter 2

Agricultural Research in an
International Policy Context

G. Edward Schuh and George W. Norton'

The issues we address in this chapter involve the role of agricultural research in the context
of international economic policy. The environment which that policy helps to define
influences the nature of the technologies demanded by producers as well as the supply of
technologies offered by private- and public-sector research systems. It also has a substantial
influence on the impact of new technologies on producers, the extent to which consumers
benefit directly or indiractly from that technology, and ultimately the manner and extent to
which technology conributes to general economic growth. Thus, the international eco-
nomic policy environment plays an important role in shaping the agricultural science and
technology policy of both NARSs as well as international development agencies that seek
to strengthen and develop the capacity for agricultural research on the international scene.

In the future, national and international policies toward agricultural research and
development (R&D) will have a greater influence on the rate of growth of agricultural output
and the contribution agriculture makes to general economic growth. An ever-larger share
of the increments of agricultural output on the international scene is accounted for by
investments in agricultural research. This share is likely to grow in the future, both because
the production and distribution of new technology has been found to be an efficient source
of economic growth and because the supply of new land that can be brought into producticn
is available only at a sharply rising supply price. Moreover, nation states must increasingly
pay more attention to their science and technology policy in order to remain competitive in
international markets and earn the foreign exchange they need to service their international
debt and to finance higher rates of economic growth,

The parameters national and international policymakers (and private research deci-
sion makers) must consider in shaping their decisions are largely reflected in the system of
relative prices that prevail in the international economy. In the past, the structure of those

1 The authors would like to thank Jaime Ortiz for data collection and computer assistance.
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relative prices was largely influenced by the trade and exchange rate policies implemented
by national governments. These policies influenced both the supply of exports from
individual countries and their respective demand for imports. They also influenced the level
at which prices in international markets were reflected in domestic economies.

Developments in the international economy these past several decades have signifi-
cantly broadened the number of policies that must now be taken into account. Domestic
monetary and fiscal policies have increasingly important international ramifications, influ-
encing to an ever-larger extent the real exchange rates national governments are able to
establish for their domestic economies. Moreover, the growing sensitivity to environmental
problems, such as global warming, makes it likely that both national and international
cnvironmental policies will continue to play a more important role in shaping the structure
of international prices and the market opportunities producers in individual countries face.

Two points are important in establishing the context of the material in this chapter.
The first is that the factors influencing the international policy context in which national and
international agricultural R&D policymakers must operate have become increasingly com-
plex and far-reaching as a result of developments in the international economy. The second
is that such policymakers can no tonger afford to take a passive role in relation to these
conditions in the international economy. Agricultural science and technology policymakers,
both private and public, need to take a more active role in shaping their agricultural research
programs if the production and distribution of agricultural technology is to be an efficient
source of economic growth and if adequate supplies of food for a rapidly expanding global
population are to be assured.

The remainder of this chapter is divided into three main parts. The first part provides
the background for the analysis to follow. The second discusses some important policy
issues. The third examines the implications of what has preceded for strategic agricultural
research policies and for international assistance to agriculture. The underlying assumption
of the chapter is that policymakers invest in agricultural research to contribute to the
achievement of three major policy goals: increased efficiency in resource use, more
equitable distribution of the fruits of economic growth, and a more secure environment for
their citizens. The expectation is that a sounder agricultural R&D policy, and one that takes
conditions in the international economy into account, will make important contributions to
the attainment of those goals.

2.1 BACKGRGUND

Four issues are discussed in this section: (a) changes in the structure of the international
economy, (b) trends in world agricultural trade, (c) changes in technological capability on
the international scene, and (d) the structure of agricultural protection. This background
provides the setting for the analysis of policy issues that follows in the next section.
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2.1.1 Changes in the Structure of the International Economy

Since the end of World War II, there have been enormous changes in the structure of the
international economiy. At least four of these changes are important to international com-
modity markets and thus constitute significant changes in the international context in which
agricultural science and technology policymakers must operate. These changes are for the
most part rooted in technological developments in sectars that provide the infrastructure for
international intercourse. Chief among these are techno ogical developnients in the commu-
nication and transportation sectors that have signilicantly lowered the costs of these
services. These developments have greatly expanded the scope for international trade and
for other economic, political, and social interactions among countries. They have been
reinforced by the computer revolution, which has made it possible to assemble and analyze
large quantities of information.

The first major change in the international economy in this postwar period has been
the growth in international trade relative to the growth in global GNP. Trade has grown at
a faster rate than glcbal GNP in every year except five since the end of World War I1. The
five years of exception have been years of severe economic recession in the international
economy. The consequence of this relative growth of trade is that the international economy
has become increasingly well integratcd and inteidependent, with national economies
increasingly dependent on trade both for markets and for the raw materials, producer goods
and services, and consumer goods and services ihey need.

The second major change in the international economy has been the emergence of a
huge, well-integrated international capital market. Starting from a period at the end of the
War when there was no international capital market, the global economy has evolved to a
point at which the international capital market now simply dwarfs international trade. In a
recent year, international financial flows were on the order of $42 trillion, while total
international trade flows were on the order of $2 trillion. International capital markets are
now every bit as important in establishing links among national economies as is interna-
tional trade. More importani, they dominate forcign exchange ma-kets and establish import-
ant links ainong the macroeconomic policies of national governments (Schuh 1986).

The third major change in the international economy in the postwar period was the
shift in 1973 from the Bretton Woods fixed exchange rate system to what can best be
characterized as a bloc-floating exchange rate system. At the end of World War II, the
international community established a fixed exchange rate system in which the values of
national currencies were fixed in terms of each other and remained fixed except under
unusual conditions. An important element of this system was that imbalances in the external
accounts of national economies were to be eliminated by changes in domestic economic
policies.

This system worked reasonably well until the end of the 1960s when international
capital markets had grown so large that they dominated foreign exchange markets. The
United States devalued the dollar, the key currency on the international scene, in 1971.
When that did not reestablish balance in its external accounts, it devaiued it again in 1973
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and announced that henceforth the value of the dollar would be determined by foreign
exchange markets.

Thus ended, for all practical purposes, the Bretton Woods fixed exchange rate system.,
The system still has a great deal of “fixity” in it since small countries still peg the value of
their currencies to the value of one of the major reserve currencies. However, there is a great
deal of implicit flexibility in the system because the values of the major currencies change
relative to each other and they take the lesser currencies along with them. Something like
85% of global international trade takes place across flexible exchange rates.

The final change in the international economy that is of importance to agricultural
commodity markets is the increase in international monetary instability that started about
1968. Prior to that period, international interest rates were relatively stable. Since that date,
they have been relatively unstable, at times experiencing large sv.ings. In light of the other
changes in the international economy, this increase in monetary instability is of great
importance.

At least four of the implications of thesc changes in the international economy merit
further discussion because of their importance to agricultural science and technology policy.
First, contrary to the past, agriculture now bears a significant share of the burden of
adjustment created by changes in monetary and fiscal policy. Given the existence of a
well-integrated international capital market and the prevalence of flexible exchange rates,
changes in domestic monetary and fiscal policy are now reflected in changes in real
exchange rates and not in real interest rates. The result is to pass the burden of adjustment
of these changes to the trade sectors — export sectors and those sectors that compete with
imports. In most countries, agriculture is a trade sector. Many countries either export or
import agricultural commodities; most do both. Among other things, this means that
agricultural resources need to shift from trade to nontrade activities as monetary and fiscal
policies change. This is an important challenge to R&D policymakers.

Second, it isn’t just domestic monetary and fiscal policies that matter. The policies of
other countries are equally, if not more, important. For example, the unprecedented rise in
the value of the US dollar in the first half of the 1980s was as much due to the tight monetary
and liberal fiscal policies of the United States as it was to the conservative fiscal and easy
monetary policies of Western Europe and Japan. That large rise in the value of the dollar
had important implications for other countries trying to compete in international markets.

Third, given the present configuration of the international economy, there are strong
linkages between interna‘ional financial markets and international commodity markets.
Developments in international financial markets influence the value of national currencies,
and these in turn influence trade flows.

Fourth, national economies are now more dependert on forces in the international
economy. This is the obverse of the increased dependence on trade that is a logical
consequence of that growth in trade as well as the increased importance of the international
capital market. A more open economy is, of course, increasingly beyond the reach of
national economic policies. Consequently, policy-making and implementation shift in two
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disparate directions. They shift to the international level and become part of the codes, rules,
and disciplines of international institutions such as the General Agreement on Tariffs and
Trade (the GATT). They also shift downward to the state and local level. It is this latter shift
that is important to research policymakers because important components of R&D policy
need to be made at the state and local level.

2.1.2 Trends in World Agricultural Trade

National agricultural research programs operate in a setting characterized by a unique
human, natural, and physical resource base. Differences in relative resource endowments
across countries are the fundamental basis of comparative advantage and the source of
potential economic gains from international trade. Resource endowments are not static,
however, as they change over time in response to investments in individual countries.
Moreover, both production and consumption are affected by government interventions in
the economy by means of tariffs, nontariff barriers, export subsidies, and interventions in
foreign exchange markets — directly or indirectly. With the growing openness of national
economies, as noted above, the intervention of governments in other countries is as
important as the interventions of domestic governments. These interventions, as well as
international monetary developments, can mask underlying comparative advantage and
affect a country’s competitive advantage for long periods of time.” Furthermore, agricul-
tural research can influence both underlying comparative advantages and the nature of
government interventions, an issue we will address in a later sectinn.

World trade in agricultural products has grown steadily throughout the post-World
War II period. In addition to this growth in trade, the patterns of trade also have changed,
in part associated with changes in the aggregate growth rates. For example, agricultural
trade grew at historically rapid rates during the 1970s, fueled in part by the rapid growth in
US trade as the value of the dollar fell in foreign exchange markets. This was also fueled by
the rapid growth in international monetary reserves as well as in borrowing by the
less-developed countries during this period. Aggregate growth rates slowed in the first half
of the 1980s, however, as the international economy experienced the most severe economic
recession since the 1930s. The value of the dollar rose, thus reducing the competitive edge
of the United States, and many less-developed countries experienced serious international
debt crises as international liquidity dried up.

Important shifts occurred in this period in both country and regional shares of total
agricultural exports. For example, grain production grew steadily during this period, but
trade as a percent of total grain production peaked in 1980-81 and declined through 1985.
Less-developed countries, which experienced a declining share of total world food exports
in the 1960s and 1970s, realized more rapid export growth than the more-developed

2 Competitive advantage refers to the advantage that remains as underlying comparative advantage is

affected by exchange rate and trade policy distortions.
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countries in the first half of the 1980s (table 2.1). Among less-developed regions, grain
imports grew most in sub-Saharan Africa, China, and West Asia & North Africa, but exports
grew most in Asia & Pacific (table 2.2). Many other significant changes occurred in
individual countries, not the least of which has been India’s shift to being a net grain
exporter and the increasing volatility of China’s agricultural trade.

Table 2.1: Average Annual Percentage Growth of Agricultural Exports

1965-73 1973-80 1980-85
% % %

Low- and middle-income econumies™

Food 24 4.2 3.6

Nonfood agriculture 2.1 0.4 1.2
Toral reporting economies

Food 3.6 6.8 1.9

Nonfood agriculture 3.1 0.9 2.1

Source: World Development Report 1989, p. 150.
? Defined as having a level of per capita GNP below $6000 in 1987.

A variety of factors are responsible for these observed changes in trade patterns. These
changes indicate that countries must be continuously concerned with international compe-
tition in agricultural markets if they want to retain current sources of foreign exchange and
carve out ever-larger markets. Food, agricultural, and research policies must take account
of changes in both international comparative and competitive advantages. In a sense, each
country finds itself on an internaticnal treadmill, with a need for continuous increases in
productivity ani for policies that do not discriminate against agriculture lest that couniry
loses its share of a particular market. An important implication for research policy is that
each country must carefully establish research priorities that are consistent with its resource
endowment relative to other countries. It must also take into account any changes in the
quality of that endowment that may result from research or investments in other countries.

Production in the less-developed countries has now increased to the point at which
roughly the same quantity of cereal and other food is produced in them as in the more-de-
veloped countries. However, the extent to which changing production and trade patterns are
due to technological changes, as opposed to policy or institutional forces, is difficult to
assess without a detailed, in-depth analysis on a country-by-country basis. In addition, there
are international as well as domestic factors affecting both technological and economic
policy changes and therefore also affecting both comparative and competitive advantages.



Table 2.2: Cereal Trade and Percentage Change between 1974-76 and 1986-88

Imports Exports Total change

Regiun 1974-76 1986-88 1974-76 1986-88 Imports Exports Net imports

(million metric tons) (million metric tons) % % %
Sub-Saharan Africa 4.1 8.4 04 1.0 103 133 99
China 6.7 18.5 2.8 6.0 178 115 224
Asia & Pacific 19.0 214 52 9.7 13 87 -16
Latin America & Caribbean 13.6 19.5 11.7 11.6 44 -1 320
West Asia & North Africa 13.6 40.6 0.3 3.0 198 1050 181
Less-Developed Countries 56.9 108.3 204 314 90 54 110
MDC Nonmarket Economies 27.2 39.1 8.2 53 44 =35 78
MDC Market Economies 722 66.8 128.1 180.2 =7 41 -103
More-Developed Countries 99.4 106.0 1363 1855 7 36 -116
World 156.3 214.2 156.7 216.8 37 38 —

Source: Constructed on the basis of data reported in FAO (1977, 1990c).

Note: Cereals principally include wheat and meslin, rice, barley, maize, rye, and oats.
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2.1.3 Structural or Technological Changes

The structural or technological determinants of agricultural production and trade include
such things as public and private investments in agricultural research, investments in
education, improvements in physical infrastructure (including that for v/ater control), and
population growth rates. Relative differences in public agricultural research expenditures
across countries, in particular, have been instrumental in altering agricultural productivity
and underlying comparative advantage.

A regional summary of changes in cereal yields from the mid-1970s to the mid-1980s
is presented in table 2.3. While yield per hectare is only a partial productivity measure and
is affected by many factors (chapter 5), these overall levels and trends reflect, in part, the
generation and adoption of research results. Research has proved to be a powerful means of
altering comparative advantage in world agriculture. In addition, the CGIAR system of
international agricultural research centers has generated valuable tropical technologies for
rice, maize, wheat, beans, potatoes, cassava, beef, and other commodities. Many new
biotechnologies appear to be potentially transferable to those countries with an adequate
indigenous research capacity, but decisions regarding the intellectual property rights for
new biotechnologies may influence their transfer (chapter 10, Persiey 1990).

Table 2.3: Cereal Yields and Percentage Change between 1974-76 and 1984-86

Yield

Region 1974-76 1984-86 Total change

(kg per hecrare) %
Sub-Saharan Africa 806 928 15
China 2479 3891 57
Asia & Pacific 1428 1902 33
Latin America & Caribbean 1640 2093 28
West Asia & North Africa 1390 1553 12
Less-Developed Countries 1628 2206 36
MDC Nonmarket Economies 1735 2032 17
MDC Market Economies 3033 3937 30
More-Developed Countries 2394 305’ 27
World 1955 2560 31

Source: Constructed on the basis of data reported in FAO Production Yearbooks.

A histerical summary of the regional data on research expenditures as a percentage of
the value of agricultural production is presented in chapter 1 of this volume. These data
indicate the upward trend in research-intensity that occurred in many countries from 19€1
to 1985. A substantial number of less-developed countries, however, experienced a decline
in their research intensity ratios from the late 1970s to the mid 1980, Failure to maintain
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research intensity can have serious consequences because much agricultural research serves
to maintain past productivity gains as insects and diseases evolve over time and become
more resistant to pesticides. Another serious issue in many less-developed countries is that
both the capacity to train agricultural scientists and the capacity for research itself appear to
have declined in the 1980s as a consequence of severe economic crises (see chapter 7). If
so, these declines illustrate the linkage between national agricultural research capacity and
the economic environment.

2.1.4 Policy Interventions and the Structure of Protection

Agricultural production, trade, and domestic prices are affected by a variety of policy
interventions by domestic and foreign governments. Among these are tariffs, quotas on
imports and exports, consumer and producer subsidies, interventions in foreign exchange
markets, and monetary and fiscal policies. Each of these policy instruments can affect
competitive advantage and mask or enhance underlying comparative advantage.

The emergence of well-integrated capital markets and bloc-floating exchange rates
increases the vulnerability of agricultural sectors to foreign economic events, since these
markets link economic policies together in ways they have not been linked in the past. They
also provide less-developed countries with new development opportunities since they
provide individual countries with access to capital from abroad so long as they pursue sound
economic policies and are not currently overburdened with debt. They also force those
countries that ure heavily in debt to improve their export performance, reduce import
subsidies, and reduce the overvaluation of their currencies. The latter has probably been the
most common policy distortion among less-developed countries,

The implication of this for research is that research that generates new production
technology for export commodities, or for those commodities that have been heavily
imported in recent years, may deserve more priority than was previously recognized.
Emphasis on imported commodities may be called for if it appears that the country has a
coinparative advantage in those commodities that has been masked under previous policy
distortions. Another implication is that these countries may need more sophisticated
priority-setting procedures for research that can assess these changing economic forces and
draw the implications for research priorities.

An important feature of the international economy in recent decades is that the values
of major currencies have experienced large swings relative to each other. For example, the
US dollar experienced a six-year decline from 1973 to 1979, during which period the United
States became increasingly competitive in international commodity markets. Then the
dollar experienced an almost unprecedented rise through May 1985, and the United States
lost a great deal of the competitive edge in international markets that it had gained in the
previous decade.

This problem was exacerbated by the commodity policy established in the aftermath
of the US embargo on sales to the Soviet Union when that country invaded Afghanistan,
This policy preordained increases in commodity prices in succeeding years by legislative
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mandate. Given the importance of the United States in some international commodity
markets, this policy raised prices in those markets and sent misleading signals to producers
in other countries. This policy ended in 1986 when US loan levels were lowered signifi-
cantly.

Both more- and less-developed countries discriminate against their agricultural sec-
tors, although in quite different ways. The results of a USDA survey of producer subsidies
and taxes in various countries are presented in table 2.4. An important pattern in the
structure of protection is apparent. The more-developed countries, for their part, tend to
provide lw ge subsidies to their producers. The less-developed countries, on the other hand,
discriminate severely against their producers through a large number of explicit and implicit
taxes. The result is that far too much of the world’s agricultural output is produced in the
high-cost, more-developed countries, and far too little is produced in the low-cost, less-de-
veloped countries. The result is the sacrifice of a large amount of global income and welfare
due to the inefficient use of the world’s agricultural resources. This same pattern of
protection has important implications for agricultural research, and this will be discussed
below,

The consequence of more-developed countries providing such large subsidies to their
producers, largely through interventions in commodity markets, is that domestic prices in
those countries are set significantly above border price levels. To protect those prices, the
more-developed countries have to discriminate against imports from less-developed and
other countries. Examples of nominal protection coefficients, which compare domestic
prices with border prices, are presented in table 2.5 for several commodities and more-de-
veloped countries.® The manner in which protection is crovided has changed significantly
over the past few years, with tariffs becoming less important and nontariff barriers more
significant. More-developed countries need to continue reducing protectionism against
imports from less-developed countries if they expect the debts of those countries to be paid,
markets for exports from more-developed countries to expand, and all countries to benefit
from following their comparative advantage as it evolves through agricultui..l research and
the like.

Another dimension to this structure of protection is that the more-developed countries
find themselves using export subsidies to dispose of the surpluses they accumulate from
setting their producer prices too high. The use of these subsidies by the United States and
the European Community in particular causes the international prices of some commodities
to be lower than they would otherwise be. This lowers the returns to investments in research
in the less-developed countries, an issue that will also be discussed below.

Finally, each country must decide whether its long-run comparative advantage is
primarily in agricultural production or in manufacturing. As less-developed countries
continue to expand agricultural production through the generation and adoption of new

3 Related nominal protection rates for selected commodities in some less-developed countries arc presented
in tables 1.1 and :.2 in chapter 1.



Table 2.4:

Ranking of Producer Subsidy Equivalent (PSE) Levels

United European South
Ranking® States Australia Canada Community Japan Korea India Argentina Nigeria Brazil
High tax Cocoa®
Sugar
Moderate Citrus Cotton (LS)b Wheat
tax Wheat
Low tax Cotton (MS)b Maize? Cotton  Beef?
Peanut meal Sorghumb Rice Maize
Rapeseed Soybeans Soybeansb
meal
Rice
Soybears
Soymeal
Low Barleyb Barleyb Burleyb Barleyl’ Poultry Peanuts? Maize  Mfd milk
subsidy Beef Beef® Beef Common Rapeseed Poultry
Pork Cane sugarb Flaxseed” wheat
Pouhryb Cotton Maize Maize
Soybeans®  Mfd milk? Oats? Pork?
Pork? Pork?
Pouhryb Poullryb
Rice Rupeseedb
Wheutb Soybeans
Woodb Wheat®
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Table 2.4:  Ranking of Producer Subsidy Equivalent (PSE) Levels (Contd. )

United European South
Ranking? States Australia Canada Community Japan Korea India Argentina Nigeria Brazil
Moderate Cotton® FId milk Sugar Dairyb Poultry Pork Peanut oil Wheat Cottonb
subsidy Dairyb Durum Rape oil Rice
Maize? wheat Soy oil
Rice? Poultry
Sorghumb Rapeseed
Wheat” Rice
Sheep
Soybeans
Wheat®
High Sugar Dairyb Beef® Barley Barley Wheat
subsidy Beef Beef
Fi1d milk Fl1d milk
Mfd milk Maize
Pork Rice
Rice Soybeans
Soybeans ~ Wheat
Sugar
Wheat
Weighted
average PSE 22 9 22 33 72 64 8 ~22 -9 7

Source: Ballenger, Dunmore, and Lederer (1987).

Note: Fld represents fluid, Mfd represents modified, MS represents medium staple cotton, and LS represents long staple cotton.
? Low denotes 0-24%; moderate denotes 25-49%; and high denotes> 50%.

b Net exporter during 1982-84.

UoION pup YnYss 79



Table 2.5: Nominal Protection Coefficients for Producer and Consumer Prices of Selected Commodities in More-Developed

Countries, 1980-82
Wheat Coarse grains Rice Beef and lamb

Country or Region Producer Consumer Producer Consumer Producer Consumer Producer  Consumer
Australia 1.04 1.08 1.00 1.00 1.15 1.75 1.00 1.00
Canada 1.15 1.12 1.00 1.00 1.00 1.00 1.00 1.00
European Communityb 1.25 1.30 1.40 1.40 1.40 1.40 190 1.90
Other Europec 1.70 1.70 1.45 1.5 1.00 1.00 2.10 2.10
Japan 3.80 1.25 4.30 1.30 3.30 290 4.00 4.00
New Zealand 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
United States 1.15 1.00 1.00 1.00 1.30 1.00 1.00 1.00
Weighted average 1.19 1.20 1.11 1.16 2.49 2.42 1.47 1.51

Pork and poultry Dairy products Sugar Weighted average®

Producer  Consumer Producer  Consumer Producer Consumer Producer  Consumer

Australia 1.00 1.00 1.30 1.40 1.00 1.40 1.04 1.09
Canada 1.10 1.10 1.95 1.95 1.30 1.30 1.17 1.16
European Communityb 1.25 1.26 1.75 1.80 1.50 1.70 1.54 1.56
Other Europe® 1.35 1.35 240 240 1.80 1.80 1.84 1.81
Japan 1.50 1.50 2.90 2.90 3.00 2.60 244 2.08
New Zealand 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
United States 1.00 1.G0 2.00 2.00 1.40 1.40 1.16 1.17
Weighted average 1.17 1.17 1.88 1.93 1.49 1.68 1.40 1.43

Source: World Development Report 1986, pp. 112-3.
Note: Nominal protection coefficients represent domestic prices divided by border prices.

3 Averages are weighted by the values of production and consunption at border prices.
®Excludes Greece, Portugal, and Spain.
¢ Austria, Finland, Norway, Sweden, and Switzerland.
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production technologies, this issue will become increasingly important on the international
scene.

22 POLICY ISSUES

In this section we discuss a number of policy issues facing less-developed countries in
which agricultural research has an important role to play in contributing to solutions.
Important as new production technology may be in solving these problems, however, it is
no substitute for sound economic policy. What the discussion will indicate is that sound
science and technology policy and sound economic policy are often highly complementary.

2.2.1 The International Debt Problem

Many less-developed countries are currently burdened with serious international debt
problems. These problems are a legacy, in part, of the flood of petrodollars generated in the
aftermath of the quadrupling of peiroleum prices in 1973. Commercial banks were encour-
aged by the international community to recycle those dollars lest the international economy
collapse. Their efforts to do so were met with open arms by many less-developed countries,
who saw borrowing as an alternative to painful devaluations and other policies that were
the prescribed medicine for the change in external terms of trade that the rise in petroleum
prices represented.

Several indicators of the magnitude of the debt problems are presented in table 2.6.
Total debt as a share of total GNP was only about 20% at the beginning of the 1980s.
However, this ratio had almost doubled by 1986. Similarly, by the mid-1980s the ratio of
interest service to exports was close to 11%, almost double what it had been at the beginning
of the decade. Borrowers Liave to do more than make interest payments, however, They also
have to make payments on the principal. Total debt service payments were thus significantly
higher than just interest payments. This was especially important since much of the
borrowing of the 1970s was on very short terms. Inability to repay meant that the debt had
to be refinanced at interest rates that were much higher in the 1980s than they had been in
the 1970s.

International debt is serviced either by running a surplus on the trade account, by
borrowing additional money, or by some combination of the two. If additional borrowing
is to be avoided, policymakers need to increase their trade surplus by either 1 :ducing their
imports or increasing their exports. This can be done in a number of different ways. The
classic means to increase the trade surplus is currency devaluation, which will operate in
the desired way on hoth exports and imports. Devaluations take time to have the desired
effect, however. Thus, policymakers typically find ways to reduce their imports in the short
term by other means, such as imposing highei tariffs or import quotas. This often reduces
the domestic supply of raw materials or critical producer inputs that are imported, thus
slowing down economic growth at the very time the economy needs to grow,

Devaluations are painful medicine since they inherently involve reductions in real
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Table 2.6: Debt Indicators for Less-Developed Countrics, 1980-86

Indicator 1980 1981 {982 1983 1984 1985 1986
% % o % % % %
Ratio of debt to GNP 20.6 22.4 26.3 31.4 33.0 35.8 38.5
Ratio of debt service to GNP 37 4.0 4.6 4.5 4.9 53 5.5
Ratio cf interest service to exports 6.9 8.3 10.4 10.1 10.3 10.8 10.7

(hillions of dollars)
Total debt 4286 4908 551.1  631.5 6732 7277 1534

Source: World Develo yment Report 1987, p. 18.

Note: Darta are based on a sample of 90 less-developed countries, excluding China.

income for the country undertaking the devaluation. The problem is that, as the currency is
devalued, the country has to give up more in terms of domestic resources to earn each unit
of currency to pay for cxports or to service international debt. This is why policymakers
almost inevitably avoid devaluations if they can. To the extent that negative shifts in the
external terms of tride vequire devaluation, the proper policy is to get on with the devalua-
tion so the adjustmient process can start immediately and spread widely in the domestic
economy.

‘The production of new agricultural technology through agricultural research can
muse Luportant contributions to the solution of this problem, especially if a capacity for this
research is in place. The supply of new technology for export sectors will make the country
more competitive in international markets and thus generate an increased supply of foreign
exchange. Similarly, the supply of new technology for domestic sectors that compete with
imports can do the same thing. Success on both sides of the trade balance reduces the
amount by which the domestic currency has to be devalued in order to reestablish a balance
in the external accounts, and thereby limits the reduction in real income the country would
otherwise have to experience.

Ideally, policymakers devalue their currency and increase expenditures on their
research and extension services at the same time. The devaluation increases price incentives
for domestic producers to adopt available technology at a faster rate. Policymakers often
discriminated against agriculture by overvaluing their currency prior to the emergence of
the debt crisis, which partly explains why supplies of foreign exchange have been limited
in these countries and why they have experienced a flood of competitive imports. Thus,
devaluations, when warranted, can foster sounder economic growth, independent of the
debt problem whose resolution will also increase the payoff from investments in agricultural
research,

The only fly in this ointment is that a devaluation of the currency may raise the price
of modemn inputs if they are imported. Such inputs typically make up only a small
component of factor shares, however, and the adoption of new technology will raise the
productivity of these inputs. Thus, the effect of a rise in the price of the inputs may be offset
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in part, at least, by an increase in productivity.

The solution to the debt problem involves more than the policies of the countries
experiencing them. More-developed countries need to reduce their barriers to imports from
less-developed countries so that the latter countries will have greater access to markets.
Similarly, the elimination of export dumping by the United States and the European
Community would increase international prices for these commodities and make it possible
for less-developed countries to increase their foreign exchange earnings.

2.2.2 Shifts in the External Terms of Trade

A common complaint of policymakers in less-developed countries is that their external
terms of trade shift against them over time. This creates a balance-of-trade problem and
makes it difficult for them to finance a high rate of economic growth or to service their
international debt.

There are many problems with the declining-terms-of-trade argument, at least as it is
typically posed. In the first place, there are serious problems in measuring shifts in the
external terms of trade attributed in part to the difficulty in making adjustments for changes
in traded goods. Much of the measured increase in the price of manufactured goods is due
to the failure to account for improvements in the quality of these goods over time. Second,
the external terms of trade are unique to individual countries, and it is thus easy to
overgeneralize about the decline in terms of trade. And third, whether the terms of trade are
declining is determined in part by the choice of time period in which to make the
comparison.

Despite these caveats, declines in the external terms of trade often pose problems. The
issue is what to do about it. Just as in the case of the international debt problem, the classic
remedy is to devalue one’s currency. This will deal with the balance-of-payments problem
and increase the supply of foreign exchange to finance a higher rate of economic growth
and to service internationally held debts. Just as in the case of the debt problem, however,
it will also result in a reduction in national income.

Here again, agricultural research and the introduction of new technology can play an
important role in addressing the problem. After all, the real prices of primary commodities
often decline because a provess of technical change is taking place elsewhere in the
international economy. The only way to deal with this problem is to sustain a comparable
rate of technical change in the domestic economy. If that is done, the effects of the decline
in the terms of trade will be offset by an increase in the domestic economy. If the rate of
productivity growth in the domestic economy is higher than that in the international
economy, the domestic economy will actually benefit as its supply of foreign exchange
grows because of expanded markets.

As in the inteinational debt problem, moreover. there is much to be said for a
combination of devaluation and a vitalized research effort. The introduction of new
production technology will reduce the extent to which the domestic currency has to be
devalued, but devaluation can provide shorter-term relief and put the economy on the road



International Policy Perspectives 67

to broad adjustment.

2.2.3 Unstable International Monetary Conditions

The exchange rate is the most important price in an economy (Schuh 1986). As it changes
over time, it affects the relative prices in an economy between tradables and nontradables,
the allocation of resources between these same two sectors, and the distribution of income
in the economy. It also atfects the terms on which domestic resources are exchanged for
foreign goods and services, the competitiveness of domestic export sectors, and the ability
of domestic sectors to compete with imports.

Currently, there are many complaints about the instability in exchange rates as aresult
of the end of the Bretton Woods fixed exchange rate system. Typically, the complaints refer
to short-terrn, day-to-day instability. From our perspectiv e, this is not the critical issue since
the risk associated with this instability can be transferred to other sectors by means of futures
markets and other marketing arrangements. The more serious problem involves the long
swings in the real value of national currencies referred tn above. These long swings can
mask the underlying comparative advantage for substantial periods of time, reduce the
payoff from investments in agricultural research, and create uncertainty about the supply of
foreign exchange.

The issue is what can be done about these swings? Reform of the international
monetary system is one thing that can be done about it. But barring that, agricultural
research can provide some assistance by having a sufficiently diverse agenda where new
technology is available for those sectors that bear the burden of adjustment to the swings in
exchange rates. Moreover, research that helps build more flexibility in the production sector
can make the adjustment problem less burdensome.

2.24 The Persistent Need to Diversify

Agricultural diversification issues arise from economic and technological forces operating
at the international level, at the national level, and within regions in individual countries.
An important component of the diversification issue is the need to transfer resources out of
agriculture as economic development proceeds. We approach this set of issues by consid-
ering, first, the nature of the diversification problem within agriculture as development
proceeds; then, the need to transfer resources out of agriculture; and then international
adjustments. Regional issues are left aside since they tend to be subsets of the above.
Increases in per capita income associated with economic development induce strong
pressures for agricultural diversification. In the first piace, as income increases, there are
relative shifts in the demand for individual commodities that induce changes in consump-
tion patterns, other things being equal. Consumption patterns shift away from a dependence
on tubers such as cassava and less-preferred grains such as sorghum and millet, and toward
higher-income grains such as rice and wheat. Continued increases in income shift demand
further, bringing about increases in the demand for livestock and livestock products,
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poultry, and fruits and vegetables.

An important component of these shifts in consumption patterns on the international
scene is the shift out of direct foodgrain consumption and into the indirect consumption of
feedgrains in the form of livestock and livestock products. The demand for feedgrains is
derived from the demand for these latter products. Although the consumption of feedgrains
is at low levels in most less-developed countries, large income elasticities for livestock and
livestock products suggest that there will be significant increases in the demand for feed
grains in the future. Research programs need to anticipate these shifts.

Current consumption patterns differ significantly among regions in the less-devel-
oped world, largely retlecting differences in the stage of economic growth (table 2.7). In
sub-Saharan Africa, for example, which has very low per capita incomes (see chapter 6),
the shift from food- to feedgrains is proceeding quite slowly, while major substitutions are
occurring among the foodgrains. The consumption of rice and wheat has increased rapidly,
while consumption of other, more traditional foods has increased very little or declined.

Table 2.7: Annual Growth Rates in the Consumption of Grains, 1961-83

Other coarse Total

Wheat Rice Maize grains cereals
Region Feed Food Feed Food Feed Food Feed Food Feed Food

% % % % % % % % % %

Sub-Saharan Africa 7.7 6.2 3.2 5t 53 33 1.6 14 39 29
Asia & Pacific 66 59 34 32 1.5 29 1.5 003 60 34
Latin America & Caribbean 49 35 43 35 42 28 9.1 34 54 32
West Asia & North Africa 55 43 1.0 4.5 79 27 34 1.0 47 3.6

Source: Pinstrup-Andersen (1986).

Another factor affecting consumption patterns is urbanization. Urban areas consume
more wheat (and rice in some cases), vegetables, and livestock products, while rural areas
consume more traditional foods. Urbanization is, in effect, a surrogate for a variety of more
fundamental economic forces. For example, some of the observed changes in consumption
patterns can be attributed to increases in per capita incomes, others to differences in the
opportunity cost of women’s time, and others to differences in relative prices.

Still another factor is the change in production costs as an economy experiences
increases in per capita incomes. Increases in real wages are associated with increases in per
capita incomes. Since commodities differ in their labor intensity, shifts in the structure of
production will be induced as labor costs rise.

Finally, technical change itself can induce changes in production patterns. It does this
by being non-neutral in its effects on resource use and by eventually lowering the price of
the commodity — thus bringing about substitution effects.

We now turn to a consideration of the need to diversify resources out of agriculture
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as economic development proceeds. The income elasticity of demand for agricultural
production is inherently less than that for nonagricultural goods and services. This by itself
implies the need to shift resources out of agriculture. But if technical change raises the
productivity of resources in agriculture, this will still further reduce the demand for
resources in agriculture. This issue is important because it flies in the face of so much of
conventional wisdom,

Last, there is the issue of diversification on the international scene. As technical
change occurs in specific commodities or commodity groups, general equilibrium effects
will be induced as shifts in supply outpace the growth in demand and as the prices of
affected commodities decline. This causes resources to shift out of the affected sectors and
the output of other commodities to expand. The international implications of this can be
quite great since comparative advantage could shift on a broad scale.

2.2.5 Environmental and Natural Resource Problems

Although food production is expanding in most areas of the world, deterioration of the
natural resource base threatens agricultural and domestic development in a number of
countries, with important implications for agricultural research. In some cases, the technical
knowledge is currently available on how to sustain the productive natural resource base in
the face of expanding population pressures, but the institutional means for encouraging the
implementation of that knowledge is not. In other cases, the technical knowledge is also
lacking, particularly for tie fragile soils in parts of Africa (Lal 1987). The result is that one
observes deforestation, overgrazing, desertification, and increasingly severe soil erosion
and flooding around the world. In addition, lakes, streams, and rivers are becoming
increasingly polluted with industrial wastes and agricultural runoff, weakening their poten-
tial as a direct source of food and threatening their potential as a source of water for modem
agriculture. Biologists, physical scientists, socioeconomists, and policymakers must coop-
erate to help solve these environmental problems,

A concerted effort will be required, both on the part of national agricultural research
systems and on the part of multilateral and bilateral development assistance agencies.
Natural resource or environmental problems have implications both within countries and
internationally. The river silting and resultant flooding of northern India as a result of
deforestation and soil erosion in Nepal is one example; so are the changes in climate and
water quality associated with the cutting of tropical rain forests and with certain types of
industrial growth.

Many natural resource problems are associated with the most marginal lands within
countries and can be understood only as a subset of the general problem of rural underde-
velopment and poverty. Marginal lands becoine a problem when the socioeconomic factors
associated with underdevelopment are combined with aland resource subject to degradation
under expanding human use (Bremer et al. 1984). Consequently, part of the solution may
lie in creating opportunities for off-farm employment or intensification of the use of
nonmarginal lands, while another part lies in intervention on the marginal lands themselves.
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National agricultural research systems seeking solutions to problems of environmental
degradation must consider on- and off-site technologies and institutions (chapter 3).

Recently, the World Bank has recognized the need to place greater emphasis on issues
of environmental degradation associated with development activities. Bilateral assistance
agencies are also expanding support for activities in the area of preserving natural resources.
Institutional means must be found for (a) creating incentives to reduce regional and
international environmental externalities, (b) overcoming rates of time preference that skew
consumption toward the present in many less-deveioped countries, and (c) offsetting
income elasticities of demand for environmental improvements that value food censump-
tion over the environment. The latter two factors are closely related to income levels.

Economic policies contribute to many of these environmental and sustainability
problems. For example, policies that discriminate against agriculture in poor countries
cause land and water to be undervalued, as do the expert-dumping policies of the European
Community and the United States. When land and water are undervalued, producers have
less incentive to protect their value as productive agents, or to invest in enlarging the flow
of services from them in the future. Moreover, these same policies, together with the failure
to invest in the creation and diffusion of productivity-enhancing technologies, causes output
to expand on the extensive margin rather than on the intensive margin. The result is to push
agriculture into marginal areas, up hillsides, and onto land with fragile top:oil, where
degradation and erosion are almost inevitable.

Thus, once again one observes the complexity between economic policy and science
and technology. More nearly optimal policies on both sides can do much to improve
sustainability and to strengthen the underlying resource base for the future.

2.2.6 The Role of Foreign Aid to Agriculture in the Context of International Trade

An international policy issue with broad and important ramifications for agriculture and for
agricultural research systems in less-developed countries, as well as for policymakers in
more-developed countries, is the importance and desirability of foreign economic assistance
for agricultural development. Countries are poor in large part because of the relatively small
amount of capital per worker or per hectare in their agricultural sectors. Much foreign
assistance involves capital transfers and might, therefore, relieve a major development
constraint. Technical assistance and food aid are, of course, other major forms of foreign
assistance. Agricultural research systems are often recipients of foreign assistance.
Recently, policymakers in the United States (and to a smaller extent in other more-
developed countries) have received pressure from agricultural commodity grou ps to reduce
foreign assistance to less-developed countries on the grounds that aid encourages competi-
tion with US agricultural exports. Some economists have supported this view (Avery 1985).
However, many agricultural economists have argued that agricultural growth stimulates
income growth with resulting positive effects on less-developed country imports of US farm



International Policy Perspectives 71

products.4 This debate is of importance to agricultural research institutions in less-devel-
oped countries if the following apply: (a) if in fact aid to agricultural research systems has
borne positive rosults, (b) if aid to agriculture in general (including policy reform, credit
programs, infrastructure, etc.) has influenced adoption of new technologies, end (c) if
(assuming aid has had positive results) a misunderstanding of the impact of aid on
agricultural trade has resultcd in the curtailment of aid, thereby hindering agricultural and
overall development.

The studies cited above presuppose that foreign aid increases agricultural productiv-
ity. The authors then examine the impact of agricultural productivity on trade. Surprisingly
little empirical analysis of the linkage between foreign aid and agricultural productivity
actually exists. However, Peterson (1989), who fitted a Cobb-Douglas production function
to data from 113 countries, does provide evidence that capital transfers from rich io poor
nations increase output per worker (including nonagricultural output) in less-developed
countries,

In an attempt to examine the impact of foreign assistance on agricultural productivity
more closely, we estimated the parameters of an aggregate agricultural production function
for a sample of 98 less-developed countries using cross-sectional time-series data. Official
development assistance (ODA) was included as a variable in the analysis. The basic model
was as follows, with all variables measured in logs:

Q=G0+(X.1X1+(X.2X2+0,3X3+(X4X4+(X5X5+(16X6+0,7X7 (2.1)

where Q measures the real value of agricultural gross domestic product; X; is livestock
measured in number of cattle equivalents; X, is labor measured as economically active
population in agriculture; X3 is a land quality index; X4 measures tractor power; X5 is a
schooling variable imeasured as the number of pupils enrolled in primary and secondary
levels; Xg is a level-of-technology variable proxied by the number of pupils enrolled in the
third level of schooling; X5 is the real value of for zign aid (ODA); and ¢y, . . . , 07 is a set
of coefficients to be estimated.

The output and input variables represent annual data from 1975-1985, while the
foreign aid variable — included as a quadratic distributed lag of a three-ycar moving
average of ODA receipts — was lagged six years back to 1970. The output variable
measured in nominal local currency units was first deflated to 1980 currency units using
country-specific implicit agricultural GDP deflators and then converted to an “international”
dollar using 1980 purchasing power perity indices obtained from Summers and Heston
(1988). To reduce problem.; with heteroskzdasticity due to large differences in country size,
all outputs and inputs were measured on a per hectare basis.

The results of the estimation are presented in table 2.8. Seven models were estimated.

4 See forinstance, Kellogg, Kodl, and Garcia (1986), Lee and Shane (1985), de Janvry and Sadoulet (1986b,
1988) Houck (1987), Vocke (1987), and Christiansen (1987).



Table 2.8:  Agricultural Production Function with F oreign Aid Variables for 98 Less-Developed Countries

Explanatory variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Mode! 7
Constant —-1.421 -3.325 -3.704 ~3.270 ~2.462 -0.819 -1.250
(-9.60)° (-20.05) {=20.95) (-12.34) (-13.27) (—4.24) (—6.02)
Labor® 0.463 0.366 0.442 0.518 0.518 0.518 0.518
(20.06) (21.85) (23.95) (29.05) (29.05) (29.05) (29.05)
Land quality 0.375 0.90t 0.855 0.673 0.673 0.673 0.673
(9.76) (20.06) (19.25) (15.75) (15.75) (15.75) (15.75)
Livestock® 0.275 0.336 0.297 0.213 0.213 0.213 0.213
(17.69) (23.39) (20.24) (14.60) (14.62) (14.62) (14.62)
Tractor horse powerd 0.177 0.104 0.089 0.087 0.087 0.087 0.087
(22.52) (12.68) (10.79) (11.38) (11.38) (11.38) (11.38)
Primary and secondary edvzation® 0.070 0.081 0.081 0.069 0.069 0.069 0.069
(6.28) (8.06) (7.85) 7.21) 7.21) (7.21) (7.21)
Higher education® 0.073 0.052 0.040 0.020 0.020 0.020 0.019
(11.20) (8.64) (6.58) (3.48) (3.48) (3.48) (3.48)
Foreign aid 0.005" 0.027" 0.051" 0.127° 0.030f —0.010f —0.011f
(0.68) (3.50) (5.50) (8.25) (3.05) (-0.87) (-1.03)
Sub-Saharan Africa intercept dummy — — -— 0.808 — —1.640 -1.212
(3.18) (-8.40) (-6.39)
Sub-Saharan Africa slope dummy — — — —0.970 — 0.390f 0.041
on aid (-5.60) (7.43) (1.27)
West Asia & North Africa intercept — 1.859 2.200 2.450 1.642 — 0.430
dummy (9.96) (11.01) (9.10) (8.40) (2.00)
West Asia &North Africa slope — —0.077° -0.091" —0.137° -0.039" — 0.013°
dummy on aid (—5.25) (-6.33) (-9.10) (=277 (0.09)
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Table 2.8: Agricultural Production Function with Foreign Aid Variables for 98 Less-Developed Countries (Contd.)

Explanatory variable Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

Asia & Pacific intercept dummy — — — — -8.080 ~2.450 -2.020
(-3.17) (-9.10$) (-7.25)

Asia & Pacific slope dummy on aid — — — — 0.0977 . 0137 0.138

(5.60) (743) (7.27)

Latin America & Caribbean intercept — — 1.154 2.020 1.212 -4.300 —

dummy .77 (7.25) (6.34) (-2.00)

Latin America & Caribbean slope — — -0.062 -0.138f 0.041° -0.00002f —

dummy on aid (—4.40) (-7.27) (-3.03) (0.09)

R? (n=98) 0.905 0.924 0.927 0.938 0.938 0.938 0.938

Source: Output, World Bank (1989); Land Quality, Peterson (1987); Labor, Livestock, Machinery and, Land, FAO Production Yearbooks; Education, UNESCO
Statistical Yearbooks; Foreign Aid, OECD Development Cooperation.

a Figures in parantheses are r-ratios.
Defined as the number of economically active population in agriculture.

€ A measure of “animal unit aggregates” with weights of: 0.8 for cattle and asses; 1.0 for horses, mules, and buffalos; 1.1 for camels; 0.2 for pigs; 0.1 for sheep
and goats; and 0.01 for chickens, ducks, and turkeys.

dRepresents number of tractors weighted by a time-varying (country-invariant) weight of average tractor horsepower where weights represent a linear
interpolation and extrapolation of Hayami and Ruttan’s (1971, 1985) 1970 and 1980 estimates of 35 hp and 40 hp, respectively.

€ Measures the number of students enrolled in primary plus second and third levels of education.
Calculation based on coefTicient taken from the distributed lag variable.

& Measures net receipts by individual less-developed countries of total net official development assistance from DAC countries and territories. Grants, loans, and
credit for military purposes are excluded by definition.
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The coefficients of all variables were significant to at least the 5% level, except for foreign
aid. The coefficient for foreign aid was significant in some regressions but not in others. In
model 1, which included all 98 countries in the aid variable, the coefficient on foreign aid
was positive but nonsignificant at the 5% level. However, in model 2, where an intercept
dummy varizble and a slope dummy variable on foreign aid were included for West Asia
& North African countries, the foreign aid variable was highly significant for the remaining
countries.

In model 3, the countries in both West Asia & North Africa and Latin America &
Caribbean were excluded. As a result, the coefficient on foreign aid for the remaining
countries became larger and more significant than in model 2. In model 4, all countries
except those in Asia & Pacific were excluded and the foreign aid coefficient became larger
and still more significant. In model 5, all countries except those in sub-Saharan Africa were
excluded and the aid coefficient, although smaller and less significant than for Asia &
Pacific, was still significant at the 5% level. However, when all countries except for those
in West Asia & North Africa were excluded, foreign aid was nonsignificant. This was also
the case when all countries except those in Latin America & Caribbean were excluded.

The conclusion that can be drawn from this is that foreign aid had a positive and
significant impact on agricultural output in sub-Saharan Africa and partictlarly in Asia &
Pacific, from 1975-1985. Impacts on agriculture in West Asia & North Africa and Latin
America & Caribbean were, on average, nonsignificant. The agricultural marginal value
product (MVP) of foreign aid in Asia & Pacific was around $10.40 per dollar of aid. The
aid MVP in sub-Saharan Africa was $0.40, and for the world as a whole, except for West
Asia and North Africa, it was $0.85. While these MVPs may at first appear to be a small
return on the dollar, rcmember that the measure of official development assistance used as
the foreign aid variable in the analysis was directed at nonagricultural as well as agricultural
development. The agricultural impact is, therefore, an underestimate of the total impact.

The results of the analysis are time-period specific and clearly vary by region. The
effects of foreign aid in Latin America & Caribbean may have been masked by the effects
of the debt crisis in several countries of that region. A high proportion of the aid in West
Asia & North Africa may well have been directed at nonagricultural programs. It appears
that aid has had a positive impact on agriculture in the most populous region of the world
(Asia & Pacific) and in the poorest region (sub-Saharan Africa). This evidence that aid has
had at least some of its intended economic effects should encourage recipients and donors
alike,

If aid has, in fact, improved agricultural productivity, the next question is whether
increased agricultural productivity has spurred overall economic growth, consumption, and
additional imports. Several recent studies have examined different aspects of this question,
as noted earlier. One of the studies that examined each of these pieces was by de Janvry and
Sadoulet (1986b, 1988). The estimated model included the following equations based on
growth rates between 1970 to 1980 for 60 less-developed countries:
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Growth rate of manufacturing:

I=og+0 A +0pX +03P (2.2a)

Income equation:

Y =Bo+BiA + Byl (2.2b)
Consumption equation:

i =Yoi+ YuY =1l + ¥y POP (2.2c)
Import equation for product i:
M; = (C;/M;)C; —(Q; /M;)&; A (2.2d)
such that

Agricultural growth structure equation:
= Qi/A

and where Y represents the growth rate of GDP; C; is the growth rate of consumption of
agricultural product i; Uis the growth rate of urbanization; POP is the growth rate of
population; 0, is the growth rate of agricultural product ; M; is the growth rate of net
imports of agricultural product #; is the inflation rate; and A is the growth rate of
agriculture,

From the above model, they derive the elasticity of import demand for product i with
respect to agricultural growth:

dM;/ dA= g = (g; — €)/D;

where g;=v:;(B; +; P2) =(d C; /d A) represents the elasticity of consumption with respect
to agricultural output, and D; = (M; /C;) represents a “dependency” ratio for product i.

Their estimated parameters from this model for all 60 countries as well as the results
for the least--eveloped countries (GDP per capita <$600) are shown in table 2.9. They found
the elasticities of manufacturing output with respect to agriculturzl ouiput and of consump-
tion with respect to income to be positive and highly significant. Their derived elasticity of
consumption with respect to agricultural output was highest for wheat in the least-developed
countries and for maize in the newly industrialized countries, as one might expect.

The resulting elasticity of import demand with respect to agricultural growth is
positive or negative depending on g;, on the level of dependency for product i (D; = M;/C;),
and on the growth rate of product i relative to that of agriculture in general (g;). Morzover,
de Janvry and Sadoulet found that agricultural growth led to growth in the demand for



Table 2.9: Parameter Estimates from Growth Model, 1970-80

Percapita GDP  Number of i gi &
(1965 USS) countries a) B1 B2 cereal wheat maize cereal wheat mai=e cereal wheat maize
< 600 37 094* 0.56* 0.31 0.26% 1.01* 027 022 086 023 1.20 143 1.39
> 600 23 0.56* 0.50* 046 0.35* 0.36 1.34% 026 0.27 1.01 1.62 -0.35 1.24
all 60 0.82* 0.53* 0.37 0.33* 0.80 093 028 0.67 0.78 .33 079 0.78

Source: de Janvry and Sadoulet (1988, p.
* Significant at the 5% level.

10).

uoJio0N pub ynyag 9/



International Policy Perspectives 71

imports of cereals in 27% of the countries in their samole, of wheat in 90%, and of maize
in 48%. The countries that had positive growth rates of agricultural output per capita, high
growth in pei capita GNP, non-negative growth rates of product i relative to the growth rate
of agriculture (¢;), and positive elasticities of import demand for product i with respect to
agricultural growth, included South Korea (cereals and maize), Brazil (wheat and maize),
Malaysia (cereals and inaize), Egypt (wheat), Tunisia (cereals and maize), Kenya (wheat),
Guatemala (wheat), Colombia (maize), and Paraguay (wheat).

These examples suggest a strong relationship in many cases between increased
agricultural production and increased agricultural imports. The primary reasons for this
relationship are, first, that agriculture is an important sector in most of the less-developed
countries and consequently overall economic growth depends on agricultural growth.
Second, people in less-developed countries have high income elasticities of demand for
food, often 0.5 or higher, which means that a high proportion of every extra dollar is spent
on food. Population growth rates are still relatively high in most of the less-developed
countries and when a high population growth rate is combined with a high income elasticity
of demand for food, even modest per capita income growth can cause the demand for food
to exceed increases in domestic production. In addition, diets shift to livestock products with
resulting increases in the derived demand for feedgrains, as discussed earlier.

The above scenario depends tc a major extent on (a) the size of the income elasticity
of demand for food and (b) the degree to which agricultural growth is translated into overall
incoine growth. Incorme elasticities depend on the stage of development, which implies that,
in the long run, as development occurs and income elasticities of dernand for food decline,
then the less-developed and more-developed countries will increasingly compete for world
markets. The degree to which agricultural growth is translated into overall income growth
depends on the growth paths that countries choose (e.g., heavy reliance on industrial
exports, cash crop exports, oil and primary product exports, food production increases
through technical change, or some other path). Furthermore, those countries that follow a
path of increasing food production through technical change may, with the help of public
policies, translate that growth in food production into broad-based, employment-generating
growth or perhaps into narrower capital-intensive industrial growth.

23 IMPLICATIONS FOR AGRICULTURAL RESEARCH

Considering agricultural research in the context of international policy leads to a substantial
broadening of the research agenda from what it is conventionally taken to be. This section
draws the implications from the two previous sections for this broadsned agenda.

1. The development of more flexible agricultural sectors shouid receive priority in
research programs. Not only do resources need to flow in and o 1t of agriculture
as international monetary conditions change, but they also neer! to shift on the
margin back and forth between the tradable and nontradable sectors. An import-
ant corollary is that more efficient adjustment policies and programs nced to be



78 Schuh and Norton

designed for agriculture.

Assessments of commpetitive advantages must take into account configurations of
monetary and fiscal policy on the international scene.

Strategies ore needed for dealing with long swings (five to seven years) in real
exchange rates which mask underlying comparative advantage.

Because of the decentralization of economic rolicymaking and implementation,
decision making about agricultural research also needs to be decentralized. It
also needs to reflect local resource endowments and to give more attention to
local resource problems. An important corollary is that expanded research efforts
in the social sciences are needed tv design local institutional arrangements to
deal with agricultural poverty.

Naticnal research systems need to give more attention to identifying the constant
changes in the comparative and competitive advantage of agriculture in their
country as the basis for sharpening their research priorities. However, their
priorities should not reflect a passive acceptance of changing comparative
advantage, but rather, should seek to identify potential niches in the emerging
pattern for their producers and to commit resources to help them realize their
potential advantages.

An important related challenge is to identify those cases in which a country’s
external terms of trade are shifting against it because of technological develop-
ments in other parts of the world. If the potential for catching up in the domestic
economy can be realized efficiently, resources should be committed to this end.
This will help the country deal with its longer-term problems with balance of
payments.

An international effort is needed to verify the extent of declines in national
postgraduate training in the agricultural sciences and agricultural research capac-
ity in the less-developed countries. Programs to arrest this decline and restore
growth should be developed.

Research is needed that identifies the extent to which international trade patterns
are areflection of existing trade and exchange rate distortions. An important part
of establishing national agricultural research priorities is to determine whether
national research efforts have a higher social payoff if domestic export sectors
are made more competitive or if domestic sectors that compete with imports are
made more competitive. More generally, research priorities need to be estab-
lished in terms of the reality of existing or probable future trade and exchange
rate distortions.

Social science research that helps reduce existing barriers to trade among both
the more- and less-developed countries can lead to significant efficiency gains
on the international scene and a more equitable distribution of global income. It
can also raise the social rate of return from investments in agricultural research
and thus induce a larger flow of resources to this important source of economic
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growth,

10. Social science research is needed for a better understanding of international labor
markets and for designing policies and institutional arrangements to facilitate the
transfer of labor out of agriculture as economic development proceeds. This will
help to realize the full benefits of agricultural research and thus raise the social
rate of returns to investments in such research.

11. The research agenda to deal with environmental and sustainability problems is
growing rapidly. Because of the long lags involved, more resources need to be
committed to assessing and dealing with the potential problems of global
warming. Of particular importance are studies that assess the regional impact of
global warming around the world. To date, such studies have focused primarily
on the United States. On deforestation and sustainability issues, the highest
priority should go to evaluating existing policies that motivate such counterpro-
ductive activities and to designing policies and institutional arrangements that
lead to more socially rational behavior,

12, Careful assessments are needed of the extent to which agricultural moderniza-
tion leads to more general economic growth by means of the production and
dissemination of new productive technologies, as well as the extent to which the
benefits of economic development that this generates rebound to the benefit of
low-income groups. Such research should help justify expenditures on agricul-
tural research by both national governments and <he international community.

13. Research is also needed to better understand how such broad-based economic
growth translates into import demand and the structure of international trade.

14. Social science research needs to receive much higher priority on both the
national and international scene. This research is needed to guide domestic
economic policy in directions that minimize distortions to underlying compara-
tive advantage, to understand policies in other countries that affect comparative
and competitive advantages, and to assist in establishing research priorities
domestically. It is also needed to better understand the linkages between eco-
nomic policies and science and technology policies.

24 CONCLUDING COMMENT

The days are gone when highly segmented national economies could develop agricultural
research agendas in isolation of the rest of the world and without taking into consideration
the effects of domestic and international economic policies. The research agenda that results
from the consideration of international policies and the changing structure of the interna-
tional economy is far more complex than the agenda from the more segmented world, as is
the problem of establishing research priorities. Moreover, an important part of the broad-
ened agenda is the need for a stronger social science research agenda and a more sensitive
interaction between the social sciences on one side and the biological, natural, and physical
sciences on the other.



Chapter 3

Sustainability: Concepts and
Implications for Agricultural
Research Policy

Theodore Graham-Tomasi'

The agricultural research community is placing increasing emphasis on a somewhat vague
noiion called “sustainability.” The concept of sustainability encompasses a wide variety of
concerns regarding the potential for economic development to run into resource and
environmental constraints, which act to retard future progress. The incorporation of these
potential constraints into the analysis of current systems in general, and into agricultural
research programs in particular, is a major undertaking. But it is one that many view as
critical to improving the quality of life of the world’s burgeoning population.

The purpose of this chapter is to provide a framework for analyzing the implications
of sustainability concerns for agricultural research; hence, it is quite limited in scope. It
addresses some issues in the definition and measuremeni of sustainability and suggests
some implications of sustainability for research policy.

The basic conclusion drawn here is that, at this juncture, sustainability is a broad set
of concepts which should serve to guide research in all of its facets. It is not a set of
technologies that can be recommended for adoption, nor is it close to being so. Even
ac_..¢cving an operational definition of sustainability is problematical. Perhaps the notion of
sustainability will never move beyond being ar: implicit framework for organizing a set of
reactions to environmental and resource concerns. However, given the potential long-term
importance of these concerns, the sustainability concept is likely to play a role in research
policy and management for some time to come.

1 This chapter was originally prepared as a discussion paper for ISNAR; the author acknowledges ISNAR's
support, while absolving it of any responsibility for the product. The author thanks Vernon Ruttan, G.
Edward Schuh, Hans Gregerson, C. Ford Runge, and the staff of ISNAR, especially Krishan Jain, Willem
Stoop, Howard Elliott, and Philip Pardey, for helpful conversations on this chapter.
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3.1  SUSTAINABILITY: BASIC ISSUES
3.1.1 Concepts of Sustainable Development

The concept of sustainable development can be traced to the debates of the early 1970s
concerning the limits to growth, a discussion spurred by the widely read work of Meadows
and co-workers (1972). The ability to maintain the pace of economic development, while
accounting for changes in the resource base upon which development depends, was given
a central focus in the report of the World Commission on Environment and Development
(1987), known as the “Brundtland Report.” On page 43 of this report sustainable develop-
ment is defined as “... development that meets the needs of the present without compromis-
ing the ability of future generations to meet their own needs.” In a related vein, the
TAC/CGIAR (1989, p. 3) defines sustainability as “.. the successful management of
resources for agriculture to satisfy changing human needs while maintaining or enhancing
the quality of the environment and conserving natural resources.”

These days, just about everyone is on the sustainability bandwagon, and sustainability
has come to mean all things to all the riders on this bandwagon!® But few have tackled the
difficult chore of translating the idea of sustainability, which has taken on the features of
myth, into a set of practical evaluative criteria.

In providing an operational definition of sustainability, it must be recognized that, for
any given system, one may wish to sustain more than one aspect of the system, and conflicts
may arise. Also, an approach to sustainability in one geographic area may conflict with or
enhance sustainability in others. There are other social goals besides sustainability that are
relevant, and indeed, we shall argue that a sustainability criterion is not operational ithout
reference to other social objectives. Thus, the concept of “sustainability” without further
specification of what is to be sustained, at what levels, over what geographic area, and
without elaboration of the relationship between sustainability objectives and other objec-
tives, is devoid of content and not useful f..r s:ientific discourse and serious policy analysis.

Definitions

In the literature on renewable resources, as well as in common usage, sustainability refers
to the ability to maintain a given flow over time from the base upon which that flow
depends. A simple analogy of a stock ~f funds in 4 bank is useful. A level of consumption
is sustainable if it costs no more than the interest earned from those funds; in this way the
base of wealth in the bank remains intact, allowing for at least as much consumption in the
future as today.

Swindale (1988) remarks that this is a static notion of sustainability and suggests that
a more dynamic formulation is needed. The more dynamic definitions that have appeared

2 Seethe myriad definitions in Pezzy (1989) and the discussion by Batie (1989).
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arise either from further specification of what is to be sustained or from combining
sustainability objectives with others. For example, if one wishes to sustain levels of
consumption per person and the population is growing, then growth in the output of
consumption goods is necessary. Similarly, if the prices of inputs and outputs are changing,
becaree, for example, of increasing energy costs and/or changing final demands, then
sustai.aing the profitability of farming requires that the production systems be continuously
cltered. Finally, one might be interested in improving the quality of life over time and not
just in maintaining the status quo.

In all of these situations and in others, the basic idea of sustainability becomes more
dynamic. In this more elaborated form, sustainability becomes “sustainable development.”
As Ruttan (1988) argued, sustainability is “‘not enough.”

In defining sustainability, what is to be sustained must be specified. It is proposed here
that the object to be sustained is overall, aggregate well-being in individual countries. Short
of a global definition, this approach allows the broadest consideration of effects on
well-being with the broadest geographic and sectoral scope. Of great importance is the
manner in which aggregation over sectors, areas, and individuals is to be achieved, and this
depends on country-specific internal policy considerations. Hence, it is not possible to offer
even an operational definition of sustainability without including additional social objec-
tives; analyses of sustainability cannot be based on sustainability considerations alone.

As emphasized by Lynam and Herdt (1989), in practice systems that are smaller than
the aggregate welfare of entire countries must be specified. Sustainability of these smaller
systems then becomes an instrumental sub-goal for the sustainability of the larger one. A
useful specification of a hierarchy of systems in agriculture is Conway’s (1984)
agroecosystems approach. But focusing on a lower system level does not mean that higher
ones may be ignored. In order to avoid having sustainability at a highc: level being
undermined by activities at lower levels, the sustainability criteria must be consistent across
system levels, with measurement at one level reflecting concern for linkages to the next.

By way of example, Lynam and Herdt (1989) suggest that, at the farming system
level, the natural indicator of output is total factor productivity (value of output divided by
value of inputs). If the evaluation of sustainability at the farming system level is to be
consistent with sustainability at a higher level, then the values attached to the inputs and
outputs must reflect linkages to other systems. Many such linkages exist, such as down-
stream siltation .f reservoirs from erosion and water pollution due to pesticides and
fertilizers. These linkages are not always incorporated into readily measured indicators of
sustainability at lower levels, which raises severe difficulties for the measurement of
sustaipability of subsystems.

Substitution

It is vital to note that, by focusing on overall well-being as the object of sustainability, it is
not necessary, and may even be counterproductive, to insist on the sustainability of every



84 Graham-Tomasi

component subsystem. Resorting to the earlier anaiogy, there may be several ways of
holding funds to provide interest income, e.g., in domestic banks, in foreign banks, in
gevernment issued bonds, and in private company stock. One does not need to sustain each
source of funds separately, but one does need to sustain the productivity of the overall
complex.

It is possible to employ some resources in excess of sustainable levels while main-
taining the overall productivity of the resource base, and this takes advantage of the
substitution possibilities among resources. Many analysts have been excessively concerned
about the sustainability of particular components of an overall system, while ignoring
substitution possibilities among components. Such substitution for and among natural
resources is similar to the ability of machinery to substitute for labor in crop production.

At a farming system level, increased knowledge about the varieties of soils within a
producing unit can be used to better tailor fertilizer applications to soil needs, thereby
reducing overall fertilizer inputs without sacrificing crop outputs, as well as (perhaps)
increasing total factor productivity. At a higher level of aggregation, the forests of North
America have been diminished greatly, and they have been replaced with agricultural land.
While the forest resource has not been sustained, the overall capability of the system to
provide social well-being has been enhanced.

The key concept of substitution has been used by resource economists to point cut
that sustainability can be achieved where it would seem to be impossible. Suppose, fur
example, that there are three inputs to the production of a single good: a nonrenewable
resource, labor, and manufactured capital. Suppose further that the input is drawn from a
finite resource and that it is essential to production, i.e., if this input is zero, then output is
zero as well. The single good produced can be either consumed or invested in new capital,
Then, as long as capital and/or labor can provide a sufficient substitute for the resource, it
is possible to maintain a positive level of per capita consumption for a fixed population
forever, despite the rescurce constraint.> While this is obviously a highly stylized result of
limited practical importance, it does serve to point out that substitution possibilities should
not be ignored.

3.1.2 Alternative Concepts of Sustainability

A number of alternative con.:epts have been put forward uncer the rubric of sustainability.
In this section some of these concepts and their relationship to the definition proposed here
are discussed; for further analysis, see Pezzy (1989).

Before proceeding, let us dispense with one issue. The approach taken in this chapter
is unabashedly anthropocenric. Some reject this approach altogether and seek alternative
evaluative schemes, based, for example, solely on considerations of energy flows in
ecosystems. Here, the concern is with enhancing the well-being of the human species, with

3 For details, see Dasgupia and Heal (1979, pp. 193-207).
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appropriate concern given to the relationship between our species and the natural world.
Stability

Conway (1985) has proposed defining sustainability in terms of the stability of the system.
There are two aspects of stability that appear to be relevant.

First, if stability means an absence ~f fluctuations, it is not necessarily the case that
instability is opposed to social well-being. A tight distribution about a low and constant
average might not be preferred to a wide distribution arcund a high and growing average.
Since fluctuations will occur, one must confront the possible trade-offs between averages
and variabiiity. The willingness to make such trade offs may differ substantially according
to the level at which the trade-offs are assessed — whether it is at the level of the individual
farmer or some higher level of social aggregation. For the purposes of this chapter, attention
is directed to averages; further analysis of the implications of fluctuations for agricultural
research is provided in chapter 4 of this volume.

Second, this notion of fluctuation does not really capture the concemns raised by
Conway (1985), which seem more directed to stability as the way of withstanding shocks
to the system. This view is in close accord with the definition of sustainability offered
above. If it is believed that a series of shocks to the system will occur and that the system
will meve progressively into degraded states from which it cannot recover, then the issue
is not one of random fluctuation about some mean, but of a deteriorating mean itself, The
chances of shocks occurring, the rate of degradation of the system, and the time horizon for
planning all interact when one is assessing the impact of the stability of the system on
sustainability.

Clearly, aresilient system is preferred to one that is adversely and irreversibly affected
by shocks. However, the current resilience of a system that is changing may be difficult to
assess using data from the recent past. This is because, in the absence of the kinds of harmful
shocks that might occur in the future, no degradation of the system may be seen. Hence,
more theoretical aspects of system operation need to be incorporated into assessments of
sustainability.

In the theoretical literature, a great deal of attention has been devoted to the possibil-
ities of catastrophic juinps in nonlinear dynamic systems, rather than to smooth and
continuous development. The recognition of possible threshold effects is of key concemn
here. One wishes to keep the system well away from any possible thresholds that may exist,
and this must be done in the face of random fluctuations. The recognition of potential
catastrophes in dynamic systems increases the concern one must have for risk, since we
should be extremely sensitive to the very large, potential risks such catastrophes may entail.

This idea of maintenance of a ““safe minimum distance” from such “bifurcation”
points needs to be given opcrational meaning in particular contcxis by biologists and other
scientists, so that such a distance can be incorporated into policy analyses.
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Intergenerational Equity

Some authors have equated sustainability with achievement of equity between generations.
If current high levels of well-being are not sustainable, achievement of sustainability will
promote intergenerational equity. Conversely, if systems are degraded only over long time
horizons and evaluation procedures do not recognize future demands, then emphasizing
intergenerational equity in evaluations will automatically lead to greater emphasis on
sustainability.

However, the two ideas are not necesserily identical. To see this, consider a dryland
agricultural system with possible future access to a confined fossil aquifer (i.e., one
incapable of being recharged) for irrigation. Suppose that the current rate of agricultural
production is sustainable, but augmented levels associated with irrigation cannot be, since
the groundwater stock is finite. Alternative patterns of use of the groundwater over time are
the object of equity and economic efficiency discussions; the concept of sustainability alone
gives little guidance here, since decreasing consumption over time is not possible. Does a
sustainability criterion require that the necessarily temporary benefits of irrigation be
foregone and the aquifer forever unexploited? Strict adherence to sustainability in this case
seems to place excessive emphasis on the status quo. This example highlights once again
the idea that the sustainability criterion needs to be combined with other criteria if reason-
able decisions are to be made.

The Discount Rate

Closely related to concerns about intergenerational equity is the debate over discounting. A
discount rate is an adjustment factor used in economic analysis to adjust the benefits and
costs of actions occurring in the future so that they are comparable to those occurring now;
the discount rate is closely related to interest rates that prevail in an economy.* If a discount
rate is used, a future outcome is of less importance in the analysis than is a current one. Does
use of a positive discount rate mean that sustainability is necessarily undermined? The
answer to this question is quite complex, but basically, there is not necessarily any conflict
between sustainability and discounting.

Both high and low interest rates are consistent “vith high rates of resource use in
certain contexts. Fo. example, consider thic passibility of conversion of natural forests with
long-lived benefits to industrial land use with only near-term payoffs. On the one hand, if
interest rates are very high, many investments in industrial capacity may appear unprofit-
able, and natural forests may be preserved. On the other hand, if interest rates are very low,
the future benefits of the natural forest may outweigh the more temporary profits of
industrial development.®

4 For an introduction to discounting, see Markandya and Pearce (1988).
5 For details regarding this argument, see Porter (1982).
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Part of the objection to the use of private discount rates in evaluating patterns of
resource use stems from models that are not sufficiently specified. It is well known (Clark
1976) that, if the rate of interest is higher than the natural reproduction rates of renewable
resources at low levels of stock, then it may be “socially optimal” to harvest the resource to
extinction, where ontimal means maximization of discounted utility from consumption. The
reason is clear: harvest of the resource to extinction and investment of the proceeds in capital
is a more effective way to create future consumption than is sustainable exploitation of the
resource. I7 this is at odds with one’s sensibility, it is because either the value of the resource
itself (and not just consumption) was left out of the model, or the role of the resource in an
ecosystem that generally sustains consumption was neglected. It is not discounting per se
that causes the problems, but rather poor economic theorizing.

There do exist mariy compelling arguments where, in evaluating public investments,
it is inapproyriate to use discount rates that reflect interest rates determined in private
markets. In this view, private interest rates tend to be determined by decisions that are
insufficiently forward-locking, and hence, a lower social rate of discount should be used
for public evaluations.®

While it is well recognized that social rates of discount shouid be lower than private
interest rates for a variety of uncontroversial reasons (such as taxation), the use of “artifi-
cially distorted” public discount rates causes problems. This is because discount rates serve
toration the allocation of capital. If the discount rates used in one sector are lower than those
used in another, investment in the first sector will expand at the expense of the sector with
the higher discount rates. Thus, using an “actificially low” public discount rate will result
in a iilt of investment to the public sector, which perhaps will lead to a lowering of overall
social output and well-being, as highly productive private projects are passed over in favor
of less productive public ones. This may serve to undermine sustainable development.

This said, it must be recognized that, in general, the use of high discount rates may
tend to undermine the interest of the future. There is a need, then, to develop methods other
than adjustments to discount rates to account for sustainability in policy analysis. If
intergenerational justice is a social concern to be reflected in decisiuns, as well it might be,
it should be incorporated directly into evaluation tools on its own terms. If this is done, the
reasons for adjusting discount factors are undermined. Of course, if no practical ways of
building sustainability and equity concerns into analyses exist, then adjusting interest rates
may be a reasonable second-best strategy. But, as will be discussed briefly below, such
methods are under development; it is strongly recommended that further research be
devoted to refining practical approaches for including these ideas in decision-making and
evaluation procedures.

A For one interesting analysis, see Sen (1967).
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Self-Sufficiency

Some writers in the area of sustainability seem to imply that self-sufficiency is a defining
feature of sustainable systems. As a general proposition, self-sufficiency undermines the
prospects for sustainable development (although not nevessarily sustainability per se).
Economists have made great efforts to show that there are gains from trade and specializa-
tion. In the absence of trade, the level of a system’s overall output will generally be quite
low, with little potential for development.

Several authors (e.g., Carter 1988) have equated sustainability in agriculture with
systems that use few external inputs, such as pesticides and manufactured fertilizers. This
emphasis on reduction of external inputs (self-sufficiency at the farming system level)
largely reflects two concemns. First, many external inputs are derived in part from encrgy,
and energy prices will exhibit a continual upward trend in the absence of sufficient
technological change in the energy sector. In this case, reliance on external inputs will lead
to ever-increasing production costs, which may undermine the sustainability of factor
productivity. Second, external inputs are often associated with pollution.

More will be said about these concems in section 3.1.3; suffice it to say here that there
is no reason to conclude a priori that sustainable agriculture is low-external-input agricul-
ture. Indeed, for many resource-poor, marginal lands, sustaining even low levels of output
requires significant applications of external inputs. We might also note that “low-input
agriculture” is not really low-input; most such systems specify a substitution of large doses
of knowledge and human capital for manufactured inputs.

Sustainability and Other Objectives

As has been stressed, a sustainability criterion gives little guidance for social decision
making on its own — it needs to be combined with other objectives when decisions are
made. In this section, further evidence of this is presented.

Inrenewable resource systems, there are a large number of alternative levels of output
that can be sustained, with different levels of sustainable extraction corresponding to
different levels of availability of that resource. The choice among these different levels
requires additional considerations that typically involve linkages to higher-level systems.
One might, for example, counsel maximum sustained yield, or the sustained yield that
maximizes economic efficiency. Taking the more narrow, subsystem view, maximum
sustained yield has great appeal, but this ignores the fact that a move to a lower level of
output in the subsystem frees up scarce capital and labor inputs for use elsewhere;
recognition of the latter is embodied in the economic efficiency criterion.

The existence of different geographical areas within a country raises the issue of
assessing possible trade-offs between them in terms of sustainability. For example, if there
is a high-potential area that responds well to intensive management using external inputs
that cause pollution, and a marginal area that may undergo resource degradation under
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increasing production levels, it may be possible to decrease the rate of degradation in the
marginal area by increasing pollution in the high-potential area. The aggregation of these
effects into an assessment of the overall situation must take place on grounds other than pure
sustainability.

Attention has been given in the literature to physical and biological sustainability, to
socioeconomic sustainability, and to institutional sustainability. Some of thesc may be
sub-goals to sustaining overall well-being, but in some circumstances, they may be separate
and conflicting goals. For example, it inay seem generally desirable to sustain traditional
institutions. But traditional institutions for the management of common property resources
may not be sustainable in the face of external shocks and a growing population, and hence,
may not fit into a pattern of sustainable development focused on other goals. Alternatively,
the ability to sustain output levels from common property resources may require sustaining
traditional institutions: imposition of a private property regime may be so at odds with the
local culture that the system becomes untenable.

This example serves the additional purpose of emphasizing that one should not focus
on single attributes of systems, such as biophysical measures of system health. Whatever
recommendations are made, they should be compatible with local cultures as well as a wide
array of social and economic influences on behavior if they are to be adopted in a sustainable
fasnion. One should also recognize the potential feedback mechanisms from groups of
individuals to the institutions attempting to enforce sustainability, e.g., via the political
system. A program with incentive: built in to alter it will not last long, and many
sustainability recommendations are faulty in this regard, since there may be enormous gains
to circumventing them.

The inability to focus on biophysical measures is also underscored by pollution,
which introduces a quality element to consumption streams. In the context of factor
productivity in agriculture, adjustments to the values of physical inputs and outputs to
reflect their quality is vital. Thus, an input (such as fertilizer), which has a market price of
$p and which causes $x-worth of environmental damage per uniz, should be evaluated at its
“quality-adjusted” price oi $(p+x).

In summary, we have proposed assessing sustainability in terms of some measure of
aggregate well-being. How the adding-up over people and places occurs requires attention
to other objectives. Discussion of aggregation issues over time, space, and individuals has
received woefully inadequate attention in much of the sustainability literature.

3.1.3 Irreversibility and Uncertainty
It was stated earlier th.ut one does not need to sustain every one of the components of a

system for the overall system to be judged sustainable. If one component is degraded, then
other compensating actions can be taken to substitute for it. The ability to substitute one

7" For further discussion of common property see Magrath (1989).
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component for another is crucial to attaining a high overall level of output in the system.
Similarly, it was stated that self-sufficiency and sustainable development in general are
largely incompatible at a national level, since specialization and trade undergird many of
the potential sources of maintenance of well-being.

These statements presume, of course, that one has sufficient understanding of the
system to make confident assessments of the substitutability of resources and the continued
availability of traded goods. Several authors have severely criticized traditional economic
models for being excessively sanguine about substitution possibilities between resources
and other inputs to production; this criticism has been leveled by both biologists and
economists alike.® The earlier conclusion was that constant per capita consumption can be
sustained in the face of a firite resource base if capitai can substitute for resources. And it
is a simple matter to show that this conclusion must be altered if any strictly positive level
of resource input is required, even if it is just to run the capital, due, say, to the laws of
thermodynamics (Dasgupta and Heal 1979, p. 208).

In addition to the concern that policy recommendations will be based on inappropri-
ate, simplistic models of natural systems, we must also recognize that our understanding of
natural and human systems in general is fraught with uncertainties (chapter 4). While these
uncertainties are of little concern if previous decisions can be reversed costlessly, the
depletion of natural capital is in many instances effectively irreversible. It would be most
unfortunatz if we degraded certain crucial resousce or environmental systems based on the
expectation that substitutes exist either internal or external to the system — only to find that
we are incorrect, cannot alter what we have done, and are facing the collapse of the system.

There are many examples of such possibilities. Consider, for example, the case of
conversion of tropical forests to agricultural land. It might be believed that there exist
sustainable agricultural systems for tropical forest soils, based on inputs of nutrients, and
that sustainable development can be enhanced by this conversion. An unanticipated shock
to energy prices could render the use of manufactured inputs unprofitable for farmers, or
the proposed system might not work because of unforeseen biophysical reasons; the
substitute system is not adopted, and the forest is irretrievably lost.

Perhaps the most enduring loss is that of genetic diversity. The extinction of species
and the loss of diversity of gene pools is of growing concern, and arguments of uncertainty
are quite cogent in this context. This concern has been particularly strong in connection to
the depletion of tropical forest resources. Naturally, there ic long-standing interest in the
maintenance of genetic diversity in plants associated with agriculture,

Recognition of uncertainty and irreversibility has led some analysts to question basic
manipulations of natural systems. They hold that maintenance of the status quo, or even a
“rolling-back” of our intervention in the natural world is prudent. This argument is not
without foundation. However, it also must be recognized that such an approach risks

8 See, for example, the papers by Erlich (1989) and Christensen (1989) in the inaugural issue of Ecological
Economi:s.
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foregoing a large number of perfectly sustainable activities that greatly enhance human
well-being,

In many respects, how much weight is given to uncertainty and irreversibility, and the
degree of aversion to the implied risks, is what the sustainability debate is all about, once
the more obvious fallacies are stripped away. Much “traditional” economic development
theory might be characterized as reacting to such risks via “technological optimism,” while
the more extreme sustainability critiques might be characterized as reacting via “technolog-
ical pessimism.”

What is nzeded more than rhetoric is a careful assessment of the likely losses from
finding oneself in the undesirable situation in which one regrets past decisions. What is also
needed is an assessment of the chances of these situations occurring. The expected losses
from possible incorrect decisions can then act as an additional cost of actions that might
result in regret. The presence of this additional cost then creates a disincentive toirreversible
actions and a positive incentive for flexibility to delay irreversible actions while additiona!
information is sought. This approach implies that we consider the arguments of uncertainty
and irreversibility, but these do not necessarily rule out all deviations from the status quo,
or from states that are sure to be sustainable. The approach is outlined in more detail by
Graham-Tomasi (1985) and by Hanemann (1989), while Perrings (1989) offers a proposal
for a system of “environmental bonds” which is similar in intent.

One clear implication of this discussion is the need to identify, for different
agroecological zones and sociocultural situations, possible irreversible activities and the
associated indicators of impending irreversibility.

3.2 SUSTAINABILITY OF AGRICULTURAL SYSTEMS

Having discussed some general issues of sustainability, we now turn to specific concerns
raised by the sustainable development of agricultural systems in the developing world. The
list of potential problems is familiar: erosion, soil compaction, reduced soil nutrients,
salinization, waterlogging, lowering of groundwater tables, pollution of ground and surface
water, pest-related problems, and loss of genetic diversity. Since the basic concerns have
been well elaborated elsewhere (TAC/CGIAR 1989; Stoop 1990), we will focus here on
those with direct implications for agricultural research.

3.2.1 Lack of Sustainability and the Marginal Lands Hypothesis

Concern for sustainability implies a need to identify areas of potential degradation and
impending irreversible harm to natural and environmental systems. There are three basic
sources of concern: (a) areas experiencing rapid change, at a pace sufficient to outstrip the
capacity of farmers and others to adapt; (b) areas under intense resource management
resulting in environmental pollution, overreliance on exhaustible inputs, such as energy,
and overexploitation of renewable resources, such as irrigation water; and (c) marginal areas
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of low potential, such as mountainous areas, areas at the edges of plant ranges, or those with
poor soils or climates.

Also of concern is sustainable agricultural development, where the primary focus is
the ability of the agricultural system to expand output to meet the demands of a growing
population. Here, the need is to identify future constraints to growth in the total output of
the system. There is ample evidence that the rapid growth in aggregate agricultural output
that arose over the past few decades from the green revolution is now slowing (c.g., Byerlee
1990, Pingali, Moya, and Velasco 1990).

‘The dual concerns of maintaining the resource base and increasing crop yields have
lead some analysts 1o the conclusion that the majority of research attention should be
directed to the marginal lands and to technologies other than those of the green revolution
(Stoop 1990). If this view is an indication of future trends, it has far-reaching implications
for research policy, organization, and management. It is worthwhile exploring further this
line of reasoning, which we will call the marainal lands hypothesis.

The gains in productivity arising from the green revolution have occurred in more
favorable areas and have relied on high levels of external, nonorganic inputs. Since the
supply of such favorable areas has largely been exhausted, low-cost replication of past
successes in new areas will not be possible. Thus, one must assess the opportunities for
expanding the output from favorable lands. But limitations occur here as well. We may be
reaching a ceiling beyond which changes in the genetic composition of plants will fail to
provide yield gains on currently cultivated lands. Even highly managed experimental plots
may be experiencing a reduction in yield per hectare for important crops (Byerlee 1990;
Pingali, Moya, and Velasco 1990). Additionally, heavy applications of external inputs are
not only expensive but also cause environmental pollution, both of which serve to curiail
increased application rates.

If past gains in favorable areas will not be sustainable in the future, then marginal
lands must meet the demands of growing populations. Plant breeding strategies spurred the
green revolution and remain the mainstay of the agricultural research system, but the ability
to usc these strategies on marginal lands is questionable. The green revolution required
favorable areas, and therefore this approach cannot be applied to marginal lands. In this
case, the agricultural rescarch system must be altered to reflect the more fundamental
soil/water/pathogen aspects of production on marginal lands. Let us examine these argu-
ments in more detail.

Limited Gains per Hectare from Favorable Areas

First, the marginal lands hypothesis is predicated on the idea that future gains from
favorable areas using green revolution technologies are limited. We take this as given for
the crops at issue (for fixed levels of inputs of water and nutrients). However, it may be that
input rates can continue to rise on favorable lands and on other lands that might be brought
into the green revolution system. There is evidence that significant yield gaps exist for
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favorable lands, i.e., that yields obtained by farmers are falling short of potential yiclds, but
the size of such gaps appears to be shrinking (Byerlee 1990; Pingali, Moya, and Velasco
1990).

There are two concems raised by expanded reliance on manufactured inputs. First,
these inputs are heavily dependent on energy, and under plausible scenarios, cnergy prices
will rise in the future. However, to abandon these inputs in the name of sustainability
because of possible increases in future energy prices seems premature. There are near- and
far-term issues here. Energy supplies, as with other goods, are described via a supply curve,
which shows that increasing energy inputs can be obtained at higher prices. Certain
adjustments can be made to higher energy prices over the near term, if one is interested in
sustaining production levels. (If one is interested in sustaining aggregate factor productiv-
ity, it is not clear whether use of marginal lands would be any more sustainable than use of
favorable areas.) Over the longer term, clearly the availability of energy will be a limiting
factor if the pace of technological change in the energy sector and in the production of
agricultural inputs is not sufficient. But again, to abandon current activities because of the
prospect of insufficient technological change in input markets in the future appears prema-
ture.

Second, the use of external inputs may cause pollution. However, the costs of
pollution must be weighed against the costs of pollution control. The appropriate level of
pollution is generally not zero, and it increases with increases in the benefits associated with
the activities that cause pollution. Morcover, the supply of chemicals to the environment is
quite heterogeneous. Lands vary tremendously in terms of the risk of pollution for any given
level of inputs. There is a considerable ability to recognize the gains from applications of
inputs on some lands, while applications are restricted on others, even under the same
cropping system. This kind of targeled approach represents a substitution of knowledge for
environmental capital. Research is needed on the extent to which this substitution can be
achieved across a variety of agroecological zones and cropping systems.

Limited Area of Favorable Lands

In most areas of the world, the geographic limit of favorable lands has been reached. Thus,
under the supposition that future gains per hectare on these .reas are limited, the marginal
lands hypothesis is implied. However, it must be recognized that land capabilities can be
altered via investments of capital. Thus, previously favorable locations that have been
degraded can be restored. Unfavorable, or marginal, lands can be improved as well: terraces
can be built to reduce slopes, access to inputs and markets can be enhanced with roads and
other investments in infrastructure, and water resources can be developed.

To the extent that these investments are possible, marginal lands can be made
favorable, albeit at a price. The resource base upon which technology can be applied is itself
the subject of change; thus, it is not necessarily the case that only technologies other than
those of the green revolution can be used to make some currently marginal lands usable —
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it does appear that limited gains could be made on marginal lands with improved cultivars
and without other kinds of investments. But the sustainable use of marginal land requires
substantial investments of some sort in either event.

3.2.2 The Marginal Lands Hypothesis Revisited

The above remarks are not intended to be definitive arguments against the marginal lands
hypathesis. The overall point of this section is that it is not clear at the current time that the
marginal lands hypothesis is so obviously true in such a wide array of situations that the
program it implies should be embarked upon without question and without need for
empirical research.

More important, it must be recognized that all courses of action have opportunity
costs. An appropriate approach balances the gains to be obtained across all of the available
courses of action. The incremental costs of obtaining increments of output from the system
should be equated across additions from the three basic sources: the existing favorable
sector, investments to extend the favorable sector, and the creation of mechanisms for
obtaining sustainable production in marginal areas using new agronomic approaches.

These arguments are based on criteria of sustainability and economic efficiency.
There are compelling issues of fairness that arise in discussions of the marginal lands
hypothesis (e.g., TAC/CGIAR 1989). In this view, enhancing the ability of marginal lands
to produce income from agricultural uses is a mechanism for the redistribution of social
products to these regions. There is little doubt that extreme poverty and inequality are often
highly correlated with impending unsustainability of the resource base, and that the causal
mechanism for this association runs in both directions. However, it should be recognized
that there may be altenative ways to achieve more equitable outcomes, and research
expenditures may be an inefficient tool for redistributing social outputs.

While the marginal lands hypothesis itself may be questioned, many of its im-
plications for research policy and organization apply as well to the ability to make continued
gains from favorable areas, further closing the yield gap, without excessive pollution. To
do so requires careful consideration of highly diverse biophysical and socioeconomic
environments. The requirement that research programs recognize this heterogeneity implies
considerable alteration of the current systems of research and technology transfer (Lynam
and Herdt 1989; Stoop 1990). For example, fertilizer needs vary across soil types and
aspects even within an individual farm field. Given sufficient understanding of this varia-
tion and incentives to act and by tailoring application patterns to soil needs, fertilizer use
can be reduced substantially with no diminution in yields. But this potential will go
unrealized unless research and “technology transfer” resources are directed to management
skills rather than crop improvement.
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3.3 SUSTAINABILITY AND AGRICULTURAL RESEARCH

In this section, some implications of sustainability for the conduct of agricultural research
are discussed. Many of these are addressed in greater detail by Stoop (1990).° Here, the
discussion is organized around issues of research policy, organization, and management.

3.3.1 Research Policy Issues

There are two sets of issues regarding the relationship between research policy and
sustainability. The first set concerns the impact of agricultural policies in general and other
broader policies of governments on sustainability. The second set concerns the implications
of sustainability for policies regarding research on agriculture per se and the setting of
research priorities and plans,

Linkages between Sustainability and Agricultural Policies

It was argued above that a sustainability criterion does not have any clear implications for
research unless it is combined with other policy objectives. Thus, in addition to influencing
policies that shape overall funding levels (chapter 1), the conduct of agricultural research
in terms of priorities and planning must be heavily influenced by other social goals.

The interaction between the national agricultural research communities and other
components of government is of vital importance, especially at administrative levels, where
funding is on the basis of institutional support rather than research projects. In the absence
of such communication, the research program will reflect the opinions of agricultural
researchers rather than the opinious of the broader society regarding what is to be sustained
and how sustainability is to be assessed. Ultimately, this will lead to reduced funding levels
for research. These considerations imply that the boundaries of the agricultural research
system must be explicitly broadened in the consideration of research organization.

In addition to the overall influence that development policies have had on the
definition of sustainability, these policies also have important implications for the success
of research programs. These linkages must be understood and incorporated into agricultural
research policy. Individual agents within a social system respond to behavioral incentives,
which are at once cultural, social, psychological, and narrowly economic in nature. If
sustainable agricultural systems are to be adopted, they must be compatible with the
incentives individuals face. Hence, the general policies of governments that affect agricul-
ture have a profound influence on sustainability. Understanding the relationships among
policies regarding taxes, subsidies, tariffs, exchange rates, interest rates, pollution control,
population growth, land tenure, and sustainability is a complex task. These policies and a
host of others promote the use of unsustainable agricultural practices and inhibit the

9 See also Lynam and Herdt (1989) and TAC/CGIAR (1989).
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adoption of sustainable ones.

Since many of the proffered remedies for unsustainable agriculture are considerably
more complex ir design than, say, planting one crop variety versus another, the concerns
regarding incentives and linkages 1o other national policies are of substantial importance for
planning and evaluating agricultural research. Returns to efforts at developing sustainable
agricultural production systems may be negligible if these constraints are not recognized
and built into the design and evaluation of alternative systems.

The current capability to address these concerns is limited within the international
and, especially, the national agricultural research communities. The development of a social
science capability within them is of paramount concern if research is to be effective in
addressing either the sustainability of agricultural systems in marginal areas or the sustain-
able devclopment of agriculture in more favorable areas. A basic concern for research
policy, then, is that it must reflect linkages to other policies.

Agricultural Research Policy

The previous section briefly addressed the relationships between sustainability and broader
social policies. Regarding agricultural research policy per se, the need is to appropriately
allocate resources among alternative research activities.

A sustainability perspective in agricultural research policy implies a need to identify
potential future constraints to increases in system productivity and the rate of change of
these constraints. Systems that are changing rapidly are at risk of being degraded as existing
approaches to resource management and the capacity to adapt to change are outstripped. It
is the ability of farmers and others to adapt to such changes, as well as the recognition of
the impending irreversible consequences of insufficient adaptation, that must be incorpo-
rated into research evaluation procedures and research policy deliberations.

As the object of susiainability is defined more broadly, difficulties for research policy
expand. Agricultural research policy must be anticipatory, across a wide array of
agroecological zones and the sources of constraints upon them. Due to linkages to other
systems and sectors, the information on emerging constraints may not come solely from the
agricultural sector. Declining fish yields far downstream of agricultural production areas,
the impact of water pollution on health, decreasing demands in export markets due to food
contamination — all of these have implications for altering agricultural research priorities.

The severity of such spillover effects is highly diverse across specific settings and will
not be signalled by any research findings that v cropping system practiced on y soil results
in erosion at rate z. Lack of sustainability is not solely an attribute of a farming system
applied in a given physical environment. The inability to rely on biological and physical
measurements alone is also evidenced by the key role local institutions play in resource
management. This includes, for example, institutions for restricting usage rights incommon
property as well as organizations for local irrigation management. The need for social
science capability is again raised by this discussion.
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Even if a more narrow focus on output or factor productivity from agricultural
systems is taken, there are several implications for sustainability in the allocation of research
effort. The discussion of the marginal lands hypothesis indicates that in addition to decisions
on which commaodities and geographic areas will receive attention, the research system must
assess trade-offs between expenditures of research effort on the following:

(a) commodities and crop improvement;

(L) the control of pollution from intensively managed lands;

(c) the ability to invest in infrastructure or in other ways to extend the area of land
amenable to intensification using green revolution or other technologies;

(d) appropriate levels of and means for sustainable intensification of production on
marginal lands.

Given the wide variety of biophysical and socioeconomic conditions that have an
effect on the system, each of the above must be allocated across agroecological zones and/or
other delineations of geographic areas.

All of the implications of the sustainability perspective elaborated above are true
enough, and they point towards a highly systems-oriented approach. However, it is danger-
ous to insist on too comprehensive a view. All of the above considerations, while of obvious
relevance, could lead to a paralysis of activity. A full systems view, which is logical, is also
daunting, especially in light of current research capabilities within the international agricul-
tural research centers and, more particularly, within the NARSs. It is unreasonable to require
that all analyses take account of all possible interactions before they are deemed useful.
Moreover, it is not necessary to understand all aspects of every linked system before coming
up with a reasonable basis for action. These considerations are offered as an indication of
the difficult task posed by sustainability, not as a set of minimal specifications for a research
system that addresses sustainability. Balance and practicality must be achieved at the same
time that one strives for more comprehensive understanding.

Research Priority-Setting Tools

One major goal of the research system will be the ability to identify emerging constraints
to sustainable development, ex ante. The capacity to monitor and evaluate the various
aspects of sustainability requires a longer-tetm commitment than is possible under project-
oriented assistance. The implications of sustainability for setting research policy will
require the development of more comprehensive tools for priority setting.

The essential difficulty is that when one considers sustainability, the feedback from
research to observable, measurable results within a narrowly defined system that can guide
future allocation of effort is disrupted. In the absence of sustainability research, the base
case outcome is much less easily defined than it is for commodity-based research. Thus, the
payoffs to research are less easily measured. This places severe demands on the develop-
ment of priority-setting tools that will reflect sustainability concerns.
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The approaches for setting research priorities can be distinguished by their degree of
measurement. The scoring methods!? require a decision maker to subjectively assess the
importance of various outcomes and the likelihood of achieving them under alternative
research activities, and then to assign scores on this basis. These intormal, but structured,
scores are then aggregated to achieve an overall score for the different research activities.
While existing categories in scoring methods are not well adapted to sustainability, perhaps
they could be altered to be more useful in this regard. However, it scems very unlikely that
any simple procedure for introducing a sustainability score into such tools would be
adequate or even useful.

Economic surplus techniques are more demanding. They attempt to formally measure
the impact of outcomes of agricultural research on market prices and thereby on social
well-being throughout the economy and over time. They can also incorporate linkages
across sectors. The economic surplus approaches to setting rescarch priorities are not
currently designed to incorporate sustainability concerns, but they could readily be adapted
to consider sustainability, at least conceptually; the availability of data to implement the
expanded model is another matter at this juncture.

The basic strategy would be to alter measures of the values of inputs and outputs of
subsystems to reflect linkages to higher-level systems. This would require adjusting the
market prices used in the valuation of inputs to agriculturc and the crops produced, since
the observed market prices often do not include all of the costs incurred and benefits accrued
by society. The use of prices for evaluation that are not cqual to market prices is fully
consistent with the sustainability objective and with the attainment of efficient economies
in general,

If sustainability research could reduce pollution from agrochemicals while maintain-
ing crop yields, it could be incorporated into research evaluations as a reduction in the cost
of production of the crop. The amount of cost reduction is difficult to specify, of course,
and the benefits of pollution reduction in the specific context being studied would have to
be measured. Similarly, charges could be developed against agricultural production systems
for resource depletion, and these would reflect the social cost of reducing stocks of natural
resources. Any research outcome that altered the pace of this depletion could then alter the
cost of production, and this could be evaluated using the surplus approach. Again, the key
issue is measurement.

3.3.2 Research Organization and Management

Clearly, the consideration of sustainability places great demands on the research system
beyond its current capability. The issue is how the existing capacity, and any future
enhancement of it, should be organized to make maximum effective use of limited re-
sources. It is impossible to make detailed recommendations about research organization as

10See Norton and Pardey (1987) or Stoop (1990) for a brief treatment.
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a matter of general principle. Each individual research system has its own existing structure
and capability, and recommendations must be made on an individual basis. There is no
single best prescription for organizing sustainability research except '.at it should be
infused across the existing program rather than added on via new ‘“sustainability units”
(Lynam and Herdt 1989; Stoop 1990). This is particularly evident when one considers the
fact that changes in the institutional structure involve their own costs, with radical depar-
tures from the existing structure being untenable unless the benefits of change are high.

A sustainability perspective implies that much more diversity should be considered
in agricultural research. Diversity of commodities, agroecological zones, sociocultural
situations, rates of migration, etc., looms large in determining where resource and environ-
mental constraints will be in effect. This would seem to call for a decentralized apnroach.
However, given current capabilities in the NARSs, it clearly is not possible to engage in
research in a highly decentralized fashion on all of the potential concerns. This is an
extension of the “small-country problem” in existing research capability, and it implies that
a system based on a reasonably centralized or networked approach is in order. A centralized
sampling perspective may be in order to avoid replicating research on similar areas and
issues across a large number of researc™ units,

Equally clearly, however, the diversity of goals and constraints militates against too
much centralization. The highly diveirse nature of both biophysical and socioeconomic
determinants of sustainability and the appropriateness of alternative treatments calls for a
much greater emphasis on bottom-up information f'ows. Consider also the need for the
products of research to be adopted by farmers and the increasing complexit, of this concermn
given the farm-level management tasks required to close existing yicld gaps without causing
excessive pollution. This implies a need for more farm-level research than is currently the
case, as well as station research that is more aware of the adoption of research. This
sensitivity to adoption implies in tumn that more social science information is needed at the
research design stage, especially from sociologists and anthropologists.

The information needed to account more fully for heterogeneity could be generated
at least partially by greater use of feedback mechanisms to research evaluation and priority
setting from the technology transfer system. The current program of specifying a crop
package by the international agricultural research centers is an untenable model for achiev-
ing sustained growth in output. In this approach, the package is designed to be reasonably
productive across systems, and it is then transferred to the NARSs for minimal adaptive
research. Its untenability is especially evident if substantial attention is devoted to the use
of low-input/high-output systems on marginal lands and to gains from favorable lands from
increased use of external inputs without pollution. It will not be possible to design highly
specific farming systems that will be readily adopted by farmers and which meet the needs
of countries with diverse goals. The NARSs, then, must engage in more research develop-
ment, as opposed to research adaptation. And the enliancement of technology transfer
systems should be of major concern.

Sustainability research is necessarily long term. This indicates the need for extemal
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support for NARSs themselves and not just for projects, as well as the conduct of some
on-station research devoted to sustainability issues at the international agricultural research
centers. For each sustainability issue for acommodity or farming system in an agroecologi-
cal zone, a NARS must identify opportunities for long-term evaluation research. This means
that continuity across specific donor-funded or country-funded research efforts at these
locations must be achieved. In this sense, work on sustainability must be insulated {rom the
short-term vagaries of alterations in research programs. This need must be recognized not
only by broader research ;,vlicy, but also by more specific work plans and budgeting.

34 TOWARDS MEASUREMENT OF SUSTAINABILITY

The translation of sustainability from concept to action requires a careful definition of
sustainability and an appropriate means of measuring it. In this way, sustainability can be
brought into both formal and informal decision making.

Unfortunately, sustainability is difficult to measure. At rurrent levels of knowledge,
itis not possible to identify a few variables at the farm level, such as soil pH or soil moisture,
which adequately gauge sustainability. These kinds of measures provide useful information,
but they are too narrowly confined to the farm level and to productivity and output concermns
to measure sustainability as conceived here. A substantial research effort is needed to
determine a set of standardized procedures for measuring sustainability. However, it is clear
that some theoretical measures can be defined, and this will help to guide more practical
empirical procedures. Two types of measures are needed. One type would include catego-
ries such as the depletion of natural capital (i.e., fossil fuels, forests, groundwater, soil, or
fisheries), and the second type would include environmental pollution and the damages
caused by it. We will very briefly discuss approaches to measuring these; a full analysis is
beyond the scope of this chapter.

3.4.1 Measurement of Resource Degradation

The measurement of resource degradation should be undertaken in such a way that, as a
resource is increasingly exploited above a sustainable level, the “sustainability cost”
assessed against the activity should go up. Additionally, this cost should reflect the
uniqueness of the resource, i.e., the substitution possibilities for it. The measure should be
equally applicable to exhaustible and renewable resources and should be consistent with the
measurement of other economic variables.

Such measures have been proposed in the literature on adjustment of national income
accounts to reflect sustainability concerns (Peskin 1989) and in the l**~-ature that proposes
“compensating projects.” The basic idea is to set up a charge to reflect changes in natural
capital in a way that is similar to the accounting procedures used with manufactured capital.
As human-made capital stocks depreciate, a charge is levied to reflect the reduction in future
production possibilities, equal to the cost of investment required to replace the capital stock
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as it wears down. A similar charge should be levied against depletion of natural capital.

In principle, such charges could be assessed via so-called compensating projects. That
is, one could determine the magnitude of a fund that would have to be set aside in order to
substitute for the losses in well-being due to services lost from the natural environment,
Thus, a system of “resource depletion bonds™ might be instituted, either actually or
hypothetically, in determining the costs and benefits of research programs.

This is fairly straightforward under conditions of certainty. Naturally, the key consid-
erations here are those of substitution possibilities and the treatment of uncertainty. Sup-
pose, for example, that a fund is set up from the proceeds of current resource depletion and
that this fund is used to invest in infrastructure. This is a very different compensating project
from one where the fund is used for investments in artistic achievement or religious
monuments. To date, these issues have not been adequately resolved in the context of
measuring the sustainability of natural resources.

The development of techniques to measure such capital depletion charges is an
important topic for further research.

3.4.2 Measurement of Environmental Pollution Costs

A wide variety of techniques have been developed for measuring the costs of environmental
degradation due to pollution.1 ! These techniques have been developed and applied primar-
ily in the United States, and less so in Western Europe. They are based on the notion of
measuring the willingness of individuals to make exchanges of income for environmental
quality (willingness to pay). They are fully consistent with methods of ineasuring gains
from agricultural research and the techniques employed in economic surplus methods for
setting research priorities.

There are two basic sets of methods that exist. The first set is direct techniques, where
individuals are queried directly in sample surveys in order to elicit willingness to pay. The
second set is indirect techniques, which employ observations of behavior regarding market
goods that are closely related to environmental goods. The demand for environmental goods
can then be inferred from the manner in which the demand for the market good changes in
response to changes in environmental quality.

These techniques hold some promise for application in less-developed countries, but
they would need considerable refinement before practical empirical research could be
conducted that would be useful for policy analysis.

Although a complete set of rigorous methads that could be applied in less-developed
countries does not exist, progress can still be made toward incorporating pollution costs into

csearch evaluation tools. In essence, a proxy for pollution costs associated with agricultural
production can be obtained by increasing the costs of inputs associated with pollution in

11 There is a large body of literature in which these techniques are discussed; see, in particular, Freeman (1979)
and in the context of forest resources in less-developed countries, Graham-Tomasi (1990a,b).
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existing economic surplus evaluations.
3.5 CONCLUSION

In this chapter some basic issues related to sustainability and its implications for agricultural
research were set forth. The treatment of this issue was largely conceptual, with few very
specific recommendations made. In part, this reflects the current status of the concern for
sustainability: a set of broad principles advanced by a diverse set of interested parties, each
with their own approach. Here, a modest attempt was made to focus the discussion and to
provide a framework, rooted in the discipline of resource economics, for examining more
detailed proposals.

Further progress toward building a sustainability perspective into the conduct of
agricultural research will take place in the context of specific geographic areas and resource
concerns. It is difficult to make generic recommendations; however, a few do emerge. First,
efforts should be made to measure the economic costs of external effects of agricultural
production in less-developed countries, so that prices of inputs and costs of production can
adequately reflect their full cost to society. Second, techniques should be developed for
accounting for resource depletion in economic terms, i.e., for adding a “natural capital
depletion cost” to technologies that are heavy users of resources. Third, primary attention
should be given to uncertainty and impending irreversibility in determining priorities for
action. Fourth, adoption and management skills should be given more emphasis, and the
effects of broad social policies analyzed. And fifth, monitoring capability needs to be
enhanced so that the status of the resource base can be assessed.

In all of this, it should be recognized that sustaining the current resource base is one
issue among many; discussions of sustainability should reflect a backdrop of rapidly
increasing demand for food. Neglect of substitution possibilities and innovative adaptation
to scarcities leads to an overly conservative approach to resource management at a time
when productivity is of central concern, At the same time, a hands-off attitude, reflecting
the notion that things will take care of themselves with the current institutions and
decision-making approaches, is a formula for a dire future.



Chapter 4

Agricultural Research in a Variable
and Unpredictable World

Jock R. Anderson

Most of the formal literature on the agricultural research process per se, whether of a
managerial or evaluative orientation, implicitly treats research and its setting as being
deterministic. In fact, of course, the process is intrinsically uncertain. Most agricultural
sectors are highly variable and much of the observed variability is extremely unpredictable,
so that it is, technically speaking, risky. The conjunction of an uncertain research process
with an uncertain physical ard economic environment is the reality of agriculture that
makes it all an extremely risky business.

There is thus a considerable mismatch between nearly all the formal literature on
research resource allocation and that on decisions about investing in research in the risky
environment in which this takes place. It is the purose of the present chapter to describe
this environment and how decisions are made in it, and how consideration of the uncertain-
ties involved may lead to decisions that differ from those that might otherwise be made.
Risk and uncertainty are so pervasive in the system that the overall situation might well be
described as “turbulent.” Recognition of this turbulence may help to explain the sometimes
seemingly cautious behavior of potential investors in agricultural research.

41  UNCERTAINTY SURROUNDING AGRICULTURAL RESEARCH
4.1.1 Sources of Var'i'ability in the Agricultural Sector

There are many sources of variability in the agricultural sectors of the world, Only in
uninteresting tropical paradises with benign climates and governments that extensively
interfere in cushioning the sources of natural and other variability does this generalization
not hold good. Specific sources of environmental variability that add to the challenge of
agricultural research administrators are elaborated in this section.
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The Natural Environment

The variability of a natural environment over time is widely appreciated by observers from
many different perspectives. As a generalization, variability tends to be exceptionally high
in less-developed countries, as opposed to the sometimes harsh but generally rather more
predictable climates and environmental circumstances of many more-developed countries.
Climate is usually the major driving force behind natural environmental variation. There
are many aspects of climate that cause variation and, depending on the particular geograph-
ical circumstances, some of these climatic factors may be more or less important (Anderson
1979).

In many less-developed countries, the major climatic driving force is the precipitation
regime, with the imrortant overriding influence of the temperature regime. Temperature
conditions tend to be raore prediciable, although some extreme events such as severe frosts
do not fall within this generalization. Precipitation, especially rainfall, tends to be less
predictable and is usually of overwhelming importance in determining the ultimate perfor-
mance of crop and livestock productivity and production. Needless to say, the influence of
luman managers in such systems can be great in moderating the effects of natural variation.
Farm managers have a considerable influence in dealing with, say, droughts through
cautious siocking decisions or selection of appropriate planting density in Ccrops.

Beyoud specific enterprise managernent, however, there is also considerable scope
for decision making in order to help to endure the consequences of an unstable environ-
ment. Different farm enterprises can be combined in different proportions over different
seasons so that there is a portfolio of diversified enterprises that, in combination, may be
considerably less variable than a more specialized operation (Heady 1952, ch. 17). Some
agriculturai activities are inherently more stable in their performance than others. A classic
case of this is cassava growing. The standing cassava crop serves as a store of food that can
be harvested with flexible timing and that is fairly safely preserved while in the soil.

Other devices for managing natural variability can operate at higher levels of
aggregation than that of the individual farm. One example of such an intervention is crop
insurance, usually based on the physical performance of crops. The regrettable thing to
report about this particular for.n f insurance is that it has been singularly unsuccessful,
except in thosc few countries that have been able to afford to underwrite the insurance
heavily from the public purse (Hazell, Pomazeda, and Valdés 1986). Examples that can be
described as reasonably successful are to be found in countries such as Sweden and the USA
but are essentially unknown in the less-developed countries.

Neediess to say, some of the effects of natural disasiers can be quite long-lived in
their impact on farm households and on those who depend on such households. One has
only to consider the devastating impact of hurricanes, typhoons, etc., on tree crops ranging
from short-cycle ones such as hananas to long-cycle ones such as coffee and rubber. Some
of the effects of such disaster, can be moderated through disaster-relief measures, perhaps
from international sources, but inevitably, small-scale producers are severely disadvan-
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taged through such mishaps.
The Economic Environment

Many aspects of the economic environment faced by farmers are subject to considerable
variability. Much of this is reflected in variable prices (OECD 1980; Blandford 1983).
Prices may vary from year to year and also greatly within a year. The root cause of such
variability depends, in turn, on many other factors, sometimes including government
intervention (see next subsection) but, more fundamentally, it usually devolves to changes
in incomes of consumers of farm products, and largely unpredictable changes in their tastes
and preferences.

Another fundamental source of variation in price relates to the natural variability that
is reflected in varying quantities of commodities supplied to markets. The nature of the
demand functions faced by agricultural suppliers leads to the varying price effects of such
natural variability.

Less-developed countries, to the extent that broad generalizations may be made,
typically have many small-scale producers of their major export commodities, and national
groups of producers together make up a relatively small portion of global production and
trade. This means they are effectively price takers on world markets for their major exports
and the price regime that they face is virtually uninfluenced by their individual decisions.
Nations can seek to differentiate their products on quality grounds and thus move to face
less perfectly elastic demand schedules. To the extent that demand is somewhat elastic,
there may be some natural cushioning through the demand function for variations in the
supply, which in turn leads to a negative correlation between yields and prices so that, in
the event of, say, a disastrous coffee harvest resulting from unfavorable weather or
wide-scale pest and disease attack, farmers enjoy relatively higher prices than would
otherwise have been the case. Thus the variation in their incomes is less than that in either
prices or yields (Anderson 1985a).

Apart from the natural buffering effect of downward-sloping demand curves, other
possibilities for attempting to intervene in the economic environment are various stabiliza-
tion schemes. These can take many forms, ranging from buffer stock operations, such as
that operated by the Australian Wool Corporation, to voluntary export controls and local
siock management, such as that attempted under the International Coffee Agreement when
it is in effect, or other more financially managed schemes such as buffer funds (Newbery
and Stiglitz 1981; Scandizzo, Hazell, and Anderson 1984).

A considerable degree of sophistication is required to manage successfully any sort
of agricultural stabilization attempt. For schemes requiring international cooperation,
considerable goodwill as well as good management is required not to .ead to even more
problems than were set out to be solved by the intervention. By the nature of things, many
less-developed countries are not well supplied with the requisite management skills to
handle such attempts at making the economic environment of their farmers less risky. There
can even be considerable macroeconomic consequences of the management of stabilization
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funds. For one such example, consider the considerable volume of funds (relative to gross
national product) tied up in the Papua New Guinea national coffee stabilization reserves
during much of the 1980s (Brogan and Remenyi 1987).

It is widely acknowledged that research is a rather time-consuming process. Some-
times research discoveries may arise after only a short period from the initial investment in
research facilities but typically there is a lag of several years. Most econometric studies
addressed to this issue have yielded mean research lags of four to ten years. In less
successful cases of research endeavor, the lag may be much longer.

Since a major component of the valuation of research benefits is the price received
for the products that are subject to the technical innovations arising from research, planners
need to make forecasts of the prices ahead of their realization. Price forecasting long into
the future is notoriously difficult, at least as judged by “errors™ assessed by comparing
prices actually experienced with those that were forecast many periods ahead.! Public
research bodies in their research-planning activities reed to use the best possible informa-
tion about long-term trends in the prices of the commodities subject to research investiga-
tion. Sources of this information include international agencies such as the World Bank,
and national and regional commodity price-forecasting agencies.? No matter what the
source of a forecast, errors are inevitable.

All this translates into price uncertainty being a significant factor in any research-
planning activity. An answer to the question of whether or not this uncertainty matters is
something that probably cannot be generalized. The issue is addressed below in section
4.2.2 where the conditions under which uncertainty can safely be ignored and mere
expected prices used are discussed.

The Political Environment

A special aspect of the economic environment that is deserving of separate attention is the
influence over economic matters that arises through political intervention. Policy concern-
ing variation in the agricultural environment can take many forms. The role of public
agencies in managing stabilization schemes has been noted. If the rules of a stabilization
scheme are well thought-out, firmly established, and consistently adhered to, much stability
may well be achieved. If the contrary is the case in any of these respects, uncertainties
surrounding the rules of the game can easily add to the uncertainty effectively faced by
people dealing with the commodities in question. This type of policy uncertainty is a greatly
neglected aspect of the unstable environment faced by farmers around the world (MacLaren
1980, 1983). Governments come and go and bring with them new slants on policy which
may make the ultimate task of farm managers, and those concerned with planning resource

! See, for example, Freebairm (1978), Comnelius, Ikerd, and Nelson (1981), and Lee and Bui-lan (1982).
2 For example, World Bank (1986).
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allocation within the agricultural sector, awkward and possibly self-defeating (Hobbs et al.
1988).

One common field of policy intervention is in dealing with severe droughts (and
sometimes other natural hazards). During such stressful times, governments are inevitably
under much pressure to be seen to be doing something to help people in various states of
distress and plight. Typically, well-intentioned but somewhat rash decisions are taken in
the heat of the moment, but such decisions may well serve ultimately to disadvantage those
careful managers who have organized their fanming activities so that they themselves have
moderated the effects of the disaster. Incompletely thought-out and cavalier decisions by
policymakers can lead to most regrettable and inequitable redistributions of public re-
sources. This seems to be a phenomenon endemic to all agricultures, including those of
many supposedly sophisiicated more-developed countries (Freebairn 1983). In short,
analysts designing and appraising programs and projects for nations facing severe national
risks, such as war or revolution, must be mindful of the grave consequences of such
“downside” risks. The imperative needs will usually mean that development initiatives
must still be taken even when there may be high probabilities of failure and when it proves
impossible to design flexible plans that would mitigate such risks.

A further aspect of political consideration is the effect of policy on the distribution of
research benefits. For internationally traded products, the net national or world benefits
may variously be reduced, left unchanged, or increased depending on the nature of a policy
and the significance of a particular country in the world market for the commodity being
considered. Some of the complexities of these issues have been discussed by Alston,
Edwards, and Frecbairn (1988). Their results are drawn from a deterministic setting, and it
is surely the case that even more opaque, but potentially significant, resu!ts may be drawn
from an appropriate stochastic casting of their trade-model view of the impact of national
versus rest-of-world research, as well as more appropriate shifts in supply curves. Present-
ing such a conceptualization of models in a multicommodity as well as multicountry
setting, with spillover effects between countries such as are noted by Davis, Oram, and
Ryan (1987) and Evenson (1989) would add further to the complexities of such an analysis.
A criticism of both these sets of models is that all the work has been done thus far with
linear supply curves. Since most such assumptions are more or less gross simplifications,
the reality of the distribution of benefits to different parties under a realistic setting of
distorted international markets remains a considerable uncertainty in itself (Anderson
1989a).

4.1.2 Sources of Uncertainty in Agricultural Research

Against this background of pervasive variability within an agricultural sector, the less-than-
certain functioning of agricultural research itself can be sketched. An essential feature of
research is the fact that it is a chancy process of discovering new knowledge. If an
investigative activity is certain in its outcome, it is hardly describable as research. Investors
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in agricultural research systems, private or public, commit resources withot knowing
exactly what will be discovered through the work. Historically, the rewards to investment
have tended to be high on average. Ochmke (1986) argues that slow response to changes
in the optimal level of research largely explains the often persistent high returns and the
associated underinvestment. The reality of research investments is that they are, in fact,
highly diverse in their cconomic effects (Rutta: 1982; Pinstrup-Andersen 1982). The
significant successes tend to be given rather more publicity, analysis, and attention than do
the many failures — large and small. This is how research is, and in essence it cannot be
changed. Good managers may be able to increase the probability of relatively successful
projects being undertaken and of the results ultimately being implemented, but even
superlative managers must have their mistakes or, in geological parlance, dry holes (Amon
1975).

Agriculwural research is seldom a single-stage process and, in most cases, involves
several sequential sieps with uncertainty encountered at every one. In the first place, there
is the uncertainty of whether a planned research activity can actually be effectively
implemented. Resources, both human and physical, need to be brought together and, in
many of the less-favored parts of the world, even this stage has its profound difficulties and
consequential uncertainties. Finding and then encouraging skilled research workers to
engage in rescarch work for little personal financial reward, in remote and difficult
circumstances, can be quite awkward, not to mention expensive.

When research personnel are at least in place and are appropriately equipped, there
is then the uncertainty that they can make worthwhile discoverics that add usefully to the
body of knowledge. This process is one that is littered with risks and, even when things
seem to be discovered, there may be difficulty in having the findings accepted and made
available through, say, the mainsiream scientific literature. Authors of research papers
everywhere know the difficulties of convincing their peers that what has been discovered
is really new and worthy of publication. Analogous difficulties of acceptance are experi-
enced by the creators of other research products, such as new plant cultivars or new machine
designs, for which scientific papers are here treated as surrogates.

Once new knowledge has been claimed to have been gained through some such form
of publication, there follows the issue of how it is picked up and eventually used by
innovative farmers. Sometimes this process is aided and facilitated through an extension
service that may variously be closely linked or more distantly related to the research or sales
service. Whatever may be the nature of such links, the net result is again surely uncertain.
Some findings are readily translated into cost-reducing efficiency gains by early-innovating
farmers and subsequently adopted widely within the farming community. These may be
quite mundane innovations but highly profitable. Others that are highly specific to partic-
ular locations may not be so readily implemented or adopted and there are some scientifi-
cally exciting findings that may not be nearly so profitable and, in spite of possibly
considerable investment in related extension or selling services, may never really be taken
up in a widespread manner, and so have little observable effect in market structures. These
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various adoption effects are usually depicted by economists as rightward shifts of supply
curves as a net response to the new knowledge gained.

There is a large literature on how supply curves shift in response to investment in
research. The literature is cluttered with controversy over the nature of such shifts, the
market context of such shifts, and thus of the nature of the distribution of the benefits from
research (Lindner and Jarrett 1978, 1980; Davis 1981). The gainers and losers from
agricultural research are determined by such theoretical matters. In a planning sense, only
limited attention has been given to the distribution of benefits in allocating resources to
research.? It seems that virtually no attention has been given to the effects of the inherent
uncertainty in this process on the worthwhileness of the risky investment by public or
private agencies.* This is not to say that uncertainty itself has been ignored by rescarch
analysts (Binswanger and Ryan 1977). Indeed, stemming from the work of industrial
operations researchers such as Sprow (1967), considerable application has been made of
digital simulation methods in quantifying the risks associated with returns from agricultural
research.’

4.2  INVESTING IN RESEARCH IN A RISKY AGRICULTURE

The riskiness associated with agriculture in general, and with agricultural research in
particular, has now been overviewed and the question now addressed is: does it matter? The
issue involved is just how quantitatively important is the uncertainty that enters at so many
points, especially in its cumulative effects. This can be tackled and modeled either as a
single-commodity (illustrated below) or as a more complex multi-commodity case involv-
ing essentially portfolio management methods. General rescarch strategies, such as
Nelson’s (1961) parallel research strategy, are clearly important in influencing research
achievements but are beyond the scope of this chapter.

The ensuant puzzle, once any quantitative importance of risk has been established, is
the extent to which the risk dimension is important in public decision making. This raises
questions of the degree to which a project is statistically independent of other sources of
public income and of the relative size of the risk in relation to other risks in the economy.
These are explored in section 4.2.2 with illustrative reference to the particular situation of
cocoa in Papua New Guinea.

Some of the special issues in research planning relate to the targeting of research
endeavors to specific groups — perhaps those that are relativety impoverished or that can
be seen to be in great need. These matters, and further ones concerning risk pooling through

3 Duncan and Tisdell (1971), Hayami and Herdt (1977), Edwards and Freebaim (1982, 1984), and Freebaim,
Davis, and Edwards (1982).
4 An exception is the work of Brennan (1988).

3 Fishel (1971), Parton, Anderson, and Makeham (1984), Dyer, Scobie, and Davis (1984), and Dyer and
Scobie (1984).
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a mixed portfolio of research projects, are considered in the final two sections of this part.
4.2.1 Kesearch Benefits under Risk

The literature on evaluating benefits from agricultural research is vast and is far from being
internally consistent. There has been considerable controversy avout the anaiytical frame-
work used, even when analysts confine themselves to the rather restrictive framework of
economic surplus. Economic surplus measures are used in the present context as they seem
to be the only workable and reasonable way to attempt to quantify the extent of benefits.
Even with this simplification, there is yet little agreement about the “best” approach to
representing supply-and-demand relationships and, most importantly, the nature of the
shifts in supply or derr :nd curves that are induced through the adoption of research results
by farmers.® It is not the intention in this review to elaborate these theoretical and empirical
controversies. Rather, the approach taken is to consider relationships that seem reasonable
and to recognize the difficulties inherent in them through modeling explicit random
components to represent the unexplainable uncertainties.

A logical starting point in conceptualizing the research process is to posit elements
of what, in the literature, is usually described as the research production function. The way
in which this is tackled here is to introduce first a function representing the contributions
made to knowledge through specified research investments (Weaver 1986; Pardey 1989).
This is done in equation 4.1 in such a way as to highlight the lags that inevitably prevail
between investing in research resources and in gaining the knowledge, and also to recog-
nize the uncertainty in this process, namely,

AK, = fi(R-) + fo Oy (4.1)

where AK, represents the increment to knowledge associated with current and prior
investments in research R,_;, i = 0,1,2, . . . » T, and f} and f, (with arguments analogous to
but not necessarily identical to those of f1) are functions, the latter leading to a
heteroscedastic transformation of a disturbance 1ty (Just and Pope 1978).

Just how the increments to knowledge are measured in this formulation is a good
research question in itself. It is not at all clear that any single measure does justice to the
subtlety of what knowledge really consists of. Of the various measures that could be used,
the one that has received most attention in the literature is some counting of scientific
publications of various qualities (Evenson and Kislev 1975b, p. 29). Sometimes these are
corrected in various ways to make the measure more descriptive of the phenomenon, but
this is usually done with due regard to the difficulties in actually measuring such perfor-
mance indicators.

An operational concept of a research production function may well combine with a

6 Rose (1980), Wise and Fell (1980), Wise (1984), and Anderson (1989a).
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relationship such as (4.1) a further one that includes the transfcrmation of new formal
knowledge into productivity and production gains by producers. In the present formulation,
this is represented as equation 4.2, which translates (stochastically) such incremental
additions to knowledge into shifts of the supply curve, which is to say, an aggregate
response by agricultural managers to the potential changes in technology revealed through
research findings (Stefanou 1987). This particular relationship seems to be one of the
greatly underresearched ones in the economics of agriculture. Any attempt to specify such
a relationship is necessarily highly speculative. Apart from being related to the body of
knowledge at large, and the seemingly unknown response of producers to it and to changes
in it, some of the factors that must necessarily influence any such association are those
relating to the effectiveness of communication between the research system and the
production system, such as the formal extension (selling) service of a government (firm),
the degree of edaphoclimatic homogeneity within the domain of the research, and the price
regime (for inputs and outputs) faced by producers that influences the profitability of
particular innovations. Just how all these factors might be combined in an ultimate shifting
of the supply schedule is an important but seemingly unstudied phenomenon. It seems to
be a fertile ficld for research. Some of the work on adoption and related models of Bayesian
learning is pertinent here.” In the large, however, the relationship must be perceived as
essentially a biack box, encompassed here in equation 4.2:

kI:gl(AKl—j’leva) + g2 (Jua 4.2)

where &, is the proportional new vertical shift in the supply schedule in the region of current
price P, ; gy, g2, and u, are analogous to their counterparts in (4.1); and the arguments of
the functions include increments to knowledge lagged j periods, investment in extension
services X,, an index H of agroecological diversity relevant to the cominodity in question,8
and a vector of other relevant prices V. The new annual slufts accumulate progressively
over time as

f
cky=3k;
i=0

dating from the initial impacts of research.

Moving from a given shift of the supply curve to an evaluation of the benefits, there
are several key components, some of which are well established and others much less well
established or quantitatively defined. The core of any such relationship is the first bracketed
term in equation 4.3 below. The variables in this term consist of (a) the proportional shift

7 See Lindner and Fischer (1980), Lindner, Pardey, and Jarrett (1982), Feder and O’Mara (1982), Feder and
Slade (1984), and Feder, Just, and Zilberman (1986).

8 Judd, Boyce, and Evenson (1986), Evenson (1987), and Pardey and Craig (1989),
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in the supply schedule, variously represented vertically or horizontally but here by the
preferable vertical (price) shift using the parameter ¢4, (b) the price prevailing before any
research-induced shift, and (c) the relevant (i.c., pre-shift) quantity produced. Cutting
across the controversial literature on evaluation of benefits using surplus measures, these
three factors in their multiplicative form stand out as the uncomplicated and dominant
elements of the benefit side of rescarch evaluation. The next term in equation 4.3 is one that
is a function of the relevant market parameters, particularly the elasticities of demand and
supply and, most importantly, the type of shift of the supply function, and the shape and
location of both the supply and demand functions. The latter depend on concepts of the
market and attempts to estimate econometrically the relevant parameters of such markets.
All the features and parameters are either judgmental or largely unknown and thus are also
appropriately represented by a considerable degree of uncertainty that is captured here
through a multiplicative disturbance in equation 4.3:

B, =0.5(ck, P, Q) M (Ey, E,, S) i (4.3)

where gross research benefit B, depends on previously defined variables, the expected
quantity Q, produced in the absence of the accumulated supply shift ¢k, but not necessarily
in the absence of its anticipation, and a relationship M that links the price elasticity of
demand £, the price elasticity of supply £, , and § representing the type of shift and the
shape of the supply schedule.

One source of variation that may often be important in an equation such as (4.3) is
what could be called exogenous variation in market prices. This is particularly the case for
the more or less perfectly elastic dema: d structures faced by small exporting countries,
where the results of occurrences in the rest of the world generate variable product prices.
The uncertainty in such price regimes is beyond the influence of the exporting country but
the consequences, particularly when interpreted through the national exchange rates with
major trading partners, can be profoundly important to the economic viability of produc-
tion. For most traded commodities there is considerable price variation (OECD 1980). Such
variation can be represented through stochastic processes that may or may not be stationary
or parametrically unchanging over time.

Under the simplifying assumption of a smail exporting country, equation 4.3 can be
simplified to a representation such as equation 4.4, wherein the demand parameters vanish
and, in this particular representation, the uncertainty regarding the nature of the supply shift
is captured in a random and multiplicative error term:

B,=0.5c¢k P,Q,E, uy (4.4)

where uy is a multiplicative disturbance term of unit mean and possibly more or less
constant variance.
To make any such equation operational, it is necessary to invoke a supply relationship
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that expresses quantities expected to be produced as functions of relevant planning vari-
ables, including appropriate, probably “‘expected’ or anticipated, prices. In most economet-
ric representations, this is done through postulated lag structures, which can vary greatly in
type and complexity.

For the present purpose, the realized quantity supplied can thus be thought of as the
product of three components, namely (a) an otherwise anticipated quantity Q, supplied that
depends through a supply relation ¢ (-) on previously observed prices P,_,,, and quantities
Q;-n » (b) a correction factor for the short-run adjustment arising from the new incremental
and proportional cost reduction «, which is 4, E,, (Pinstrup-Andersen, Ruiz de Londofio,
and Hoover 1976), where E, is the short-run price elasticity of supply, and (¢) a multipli-
cative disturbance term us, to represent the riskiness of supply (Scandizzo, Hazell, and
Anderson 1984, pp. 7-8):

Or=q1 (P » Qe L+ K Ey ) s, 4.5)

The cumulative effects of new technology are captured through the lagged quantity
produced.

The o=*imizing problem involved in research allocation can now be stated more
formally. Eni}'oying the simplest plausible economic indicator for social choice, namely
tie expected vi. se of the net present value of benefits from the research, this can be defined
as in expression 4.6. This provides the valuation function that can be manipulated to
optimize .esource allocation in the research process. Formally, expression 4.6 should be
maximizec with respect to the main decision variables, namely the investments over iime
in research (R;). Given the uncertainties that abound and that have been variously iiodeled
in the several equations, such a maximization is more readily said than done. In practice, it
will also involve careful judgment by research administrators to select the particular
research tasks that make the basic knowledge generation function 4.1 operational and
effective.

The valuation criterion can thus be written, for brevity as

E [PV (B,-R,)] (4.6)

where E[- | denotes the expected value operator, and PV the present value operator that, in
turn, depends on the social opportunity cost of capital 1, that may well not be constant over
time or, indeed, even known.

To make this framework more operational, it may help to look at some simple
relationships in order to see k.;w the abstract models outlined in these equations might
apply. These are described in the following section, including the related stochastic
specifications, in order to provide an illustration of the likely orders of magnitude of both
the risks and the expected values of the relationships.
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4.2,.2 Public Investment in Research under Risk

Whether risk really matters is a nontrivial issue that depends on several potentially
awkward questions. The first of these is how to measure risk. Many different measures have
been proposed and, indeed, several are widely used in practical risk analyses. The least
unsatisfactory and most widely used is variance of the performance indicator (e.g., present
value), particularly as it relates to the mean performance indicator via the mean-variance
(E, V) criterion. It has been widely castigated in the literature for being crude and simplistic
(Anderson, Dillon, and Hardaker 1977) but its popularity remains undiminished (Tsiang
1972). Another measure of risk that has received some attention is the standardized measure
of variability, the coefficient of variation, although, unfortunately, it is not a criterion that
is particularly defensible in theoretical terms. Its virtue is that it is widely comprehended
among professionals of many different disciplines, is unit-free, and is readily measured
(Anderson and Hazell 1989, p. 10).

More theoretically acceptable measures of risk generally depend on more com-
prehensive descriptions of the probability distribution functions of performance variables.
The most obvious candidate is the application of principles of stochastic dominance to the
distribution function of uncertain present value (Anderson 1974). In recent years, develop-
ment of concepts of stochastic efficiency has led to more powerful ordering techniques.
Particularly noteworthy are those in the family of rules for “stochastic dominance with
respect to a function,” where reference car be made to specified ranges of risk aversion on
the part of concemned decision makers.”

These introductory remarks somewhat beg the question of whether decision makers
really need to be concerned about risk. If they are private decision makers who have some
natural level of aversion to risk, perhaps quite small if they have ample financial resources,
the issue raises no new economic questions. If, on the other hand, the decision maker is
working on behalf of public entities, it is a moot point as to whether an appropriate level nf
societal risk aversion should be involved in the appraisal.

The topic of risky public investment appraisal has been the subject of considerable
debate. The classic contribution is by Arrow and Lind (1970) who put forward persuasive
arguments that, in typical public-investment situations, all that is important is that public
decision makers use carefully assessed expected values of economic perforinance as their
guide to merit,

The key to arguments about dealing with risk in public investments is the size of the
uncertain project relative to the overall context in which it is judged. If a public agency is
working on behalf of a national government, the project should probably be considered
relative to the magnitude of national income. It is rare that individual projects are large
relative to national ircome, and, in the typical small-project situation, the risks associated
with the project are essentially diluted in the large pool and, for all practical purposes, can

? Meyer (1977), King and Robison (1981), and Cochran, Robison, and Lodwick (1985).
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be ignored. The exceptional cases, where explicit account of risk may need to be taken,
arise when the project is large relative to the corresponding aggregate income or, what is
somewhat more unusual, where the project is highly correlated with the uncertain aggregate
income.

Such situations are rare in public project appraisal and, accordingly, the general
guideline is for decision makers to use merely the expected value of relevant (appropriately
discounted) net present values of returns on a public investment. Where the exceptional
situations are encountered and dealt with, accounting for risk is potentially a complex
matter and perhaps this explains why it has mostly been ignored in public investment
analysis generally and in research evaluation in particular. Some simplifying approaches to
dealing with risk in such exceptional situations are, however, available (Anderson 1983,
1989b, c). These consist of approximating formulae for determining appropriate risk
deductions to otherwise carefully measured expected values of the present worth of
projects.

Such procedures can be applied to investment in risky agricultural research. Accord-
ingly, a concrete example is presented below in order to explore the likely dimensions of
risk deduction and to point to where research decision makers can convenienily and safely
ignore risk.

Another issue in accounting for risk, even in the simplest case where only the
expected value of a performance criterion is required for guidance, is the way that different
contributing sources of uncertainty interact together. In the most straigntforward case,
independent sources of risk enter the analysis additively and lead to rather simple represen-
tations of how the combined risks can be assessed. When the summary measure of
performance is a simple summation of many different sources of variation, even if these
happen to be statistically interdependent, the expected value is still readily computed as a
simple function of the relevant expected values of all the component parts. When the risks
do not enter additively and linearly into the overall assessment, however, things are not
nearly so straightforward, and merely combining simple functions of expected values of
random variables does not lead to unbiased estimates of the expected value of the overall
criterion. In such cases, it may be necessary to take explicit account of the extent of
uncertainty and the stochastic interdependencies in order to produce unbiased estimates of
the expected value of the performance criterion. There has been very little attention to these
somewhat subtle matters in the literature of public project appraisal. Most of the limited
work available has been rather abstract and of a cautionary nature (Anderson 1976).

Decision making about portfolios of research projects is unquestionably more diffi-
cult than about individual projects. That research managers tend to focus on particular
commodities on a one-at-a-time basis raises issues of the decision criteria that they may
wish to use. One of the traditional measures through which research is described is a
research intensity or congruence measure (Fox 1987), which might be approximated, for
example, by research expenditures divided by total industry revenue for the commodity in
question (Boyce and Evenson 1975). Various authorities have suggested pragmatic (which
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is to say, convenient but almost totally arbitrary) indicators of appropriate research inten-
sities such as the 0.5% guideline 1985 target of the World Food Conference of 1974 (UN
1974). There is also, for example, the infamous 2% (1990 target) rule of the World Bank
(1981a, p. 8).

Small-project Case

The conceptual structure introduced above is too abstract to be illustrative of likely practical
implications, and thus, an empirical simulation of a small-project case is introduced for this
purpose. The illustration is cocoa research in Papua New Guinea. To initialize a model, it
is necessary to make concrete assumptions about all the relationships introduced. The first
is a highly speculative empirical counterpart to equation 4.1. The deterministic core of the
hypothetical representative knowledge production function is presented in figure 4.1.
Scientists clearly differ in their inherent productivity, and part of the art of the successful
research manager is to attract productive scientific workers to a project. Figure 4.1 is
representative in the sense that it abstracts from individual variation. The orders of
magnitude of scientific productivity used here are based loosely on the data reported by
Evenson and Kislev (1975b, pp. 29-31). Aspects of such variation are captured in the
stochastic specification of equation 4.7:

5 4.7
AK =3 (dij+ ey, ) s
i=0

where AK; is the number of relevant new research publications in year f, d is specified in
figure 4.1 as a function of prior years of scientific endeavor, s is the number of scientist
years in any given period, which is determined by the research budget R, and ¢, is a random
component with a five-point discrete probability distribution: with values -04,-0.2,0,0.2,
0.4 occuring with equal probability.

The second challenge is to specify an empirical counterpart to equation 4.2. This is
done here by positing a relationship between publications and new productivity gains
summarized ir: figure 4.2 and expressed as

5 4.8)
kl = 2 Ve + Ug,
j=1

where £, is as detined for (4.2), v, is the function of AK,_; specified in figure 4.2, and ug,
is a normally distributed additive error term with mean zero and standard deviation 0.001.
The relationship depicted in figure 4.2 features diminishing marginal returns to numbers of
publications in any previous period and an appreciating, peaking, and depreciating effect
over time of the productive impact of new knowledge captured in scientific publications
(Wise 1986; Stefanou 1987).
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Figure 4.1: A knowledge (publications) production function for equation 4.7
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In several senses, these hypothetical relationships are unit free. To continue with the
development of a concrete exemplification, it is now necessary to specify a particular
commodity and country context. Cocoa in Papua New Guinea (PNG) is t# case chosen.
PNG supplies about 3% of the world trade in cocoa, and this accounts for :.yout 3% of its
gross domestic product, although about 10% of its exports. The national currency, the kina
(K) is approximately at parity with the US dollar.

This market is quite volatile, with a mean export price (in 1987 values) of about 2800
K/ton and a year-to-year standard deviation of about 1800 K/ton. The quantity exported (in
recent years) averages 30,000 ton with a standard deviation of about 1000 ton. Some
econometric investigation of the market has been made by Akiyama and Duncan (1982).
They elected to employ log-linear functions for the supply specification of the PNG cocoa
market and proceeded to determine the lagged relationships involved. For simplicity, a
linear, Nerlovian adaptive-expectation supply specification is used here in conjunction with
lag structures and (mean) elasticities consistent with those found by Akiyama and Duncan
(1982, pp.18, 53).

The short-run anticipated price is given by

P} =(0.1/0.09) P,_; + (0.17/0.09) P,_, — (0.18/0.09) P,_3 (4.9)
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Figure 4.2: A relationship between publications and supply-curve shifts for equation 4.8

10
4 -
Year-by-year
(hypothetical) 3 4+
contribution
to expected
proportional
cost reduction
coefficient in 2 r
year  related
to publications
in previous
years 1-i, v;_; 1 4+
0 I I B o
0 2 4 6 8 10 12

Publications in year /i relating to the commodity, AK,_;

and the dynamic counterpart to equation 4.5 is
Q; =5.0765 + 0.0084 P} + 0.83 0, , (4.10)

where the Q,* are in 10 tons per year, P* is in 103K/ton, anad the asterisks denote
anticipated values.

The above empirical relationships provide nearly enough information to implement
the model. The additional assumptions required are for the exogenously determined export
prices P,_,,; the unit cost or the research scientists C, sothat R, = Cs, ; the short-run elasticity
of supply in equation 4.4 E;, = 0.09; and a stochastic specification for the disturbance in
equation 4.4. The distribution used here is triangular, with mean 1.0 and range 0.9 to 1.1.
Initial conditions including tagged values are required for some variables, and these are set
at meun levels.

A trial value of the allocation of research resources is also needed and this is set
initially at three scientist-years per year for all 40 years of the initially analyzed situation.

This base case is simulated a number of times (NS) to investigate the nature and
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distribution of returns from investing in research under these several assumptions. The
riskiness of the investment can be summarized in many different ways. Two of the most
widely used measures are the net present value, NPV, and the internal rate of return, IRR.
A discount rate is required for the first measure and the one used here for the 30-year
accounting period is 7.5% per annum, the assumed real, expected social discount rate for
PNG. This rate is only required for the second measure if it is computed using the modified
method to avoid multiple solutions in rather unusual situations (those that are not encoun-
tered in the present cases). It is assumed that the present value of the pre-investment-period
activities (costs) is K0.5 million.

The base case (others are compared in the next subsection) is seemingly quite
profitable. The data presented here (and below) are for NS=99, a sample of size sufficient
to yield fairly reliable estimates of both the average performance and the riskiness of
performance. The mean NPV is K1.660 million with a standard deviation K0.448 million.
The corresponding data for IRR are 15.7% and 2.2%. In both cases the distributions are
slightly positively skewed, as indicated by the statistics based on the standardized-third
moments (¢ in figure 4.3). The risk is described most comprehensively by the complete
sample distribution functions, as reported in figure 4.3.

These cumulative distribution functions (CDFs) enable any critical value to be readily
read, e.g., P(NPV < K1.0 million) = 0.07, or P(IRR > 15%) = 0.6.

The richness of such probabilistic data can be contrasted with the poverty of data from
a deterministic analysis. Recomputing the financial performance under the very strong
assumption that all random variables take on their mean values at every realization, the
suminary measures to be compared with those for the mean stochastic performance are
NPVdet = K2.387 million and IRRdet = 18.5%. Given the highly nonlinear structure of the
model and the multiplicative nature of several of the uncertain elements, it is not surprising
that there is considerable difference in the stochastic means and the deterministic estimates.
Indeed, the net present value assessed by deterministic methods, even using appropriately
assessed mean values of the component random variables, overestiinates average net
present value by 43.8%.'° It thus seems that, notwithstanding any social attitudes towards
risk, the appropriate accounting for uncertainty might well be important in accurate
financial assessment of risky research investments, at least in absolute terms. It may be,
however, that relativities, especially in ex ante work, are both more important and less
compromised by uncertainty.

Large-project Case
In a large-project case, the only ready solution for practical implementation is to use

something like the approach developed by Wilson (1982) and made pragmatically opera-
tional by Anderson (1983, 1989b). In such an approach, there is a heavy demand for

10Catculated as 100 ((2.387 - 1.660)/1.660) = 43.8%.
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information that may not always be readily forthcoming. First it is necessary to define the
size of the project relative to the appropriate aggregate. For most public research situations,
the relevant divisor will be something approximating gross national income. In essentially
agrarian economies, particularly those that do not have a very diversified commodity
orientation, it is not inconceivable that some agricultural commodities will occupy a large
fraction of the national earnings. If the same countries are also of a relatively homogeneous

Figure 4.3: Financial performance probability distributions for base-case cocoa research
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edaphoclimatic composition, individual research activities may well have potentially
significant effects on national income. In this case it is necessary to pin down another rather
information-demanding relationship, namely, the stochastic dependence between returns
from investment in research in the major commodity and returns in the rest of the national
income. The classic cases of this type of economy are the sugar-based economies of the
Caribbean and elsewhere. The issues come to a head during times of severe downturn in
the international market for the commodity.

It is no mean feat to estimate all the parameters that are required for applying the
large-project formula of Anderson (1989b), namely,

D=A-cnpy (enpv- F/2 + g conp) (4.11)

where D is the proportional deduction to be applied to mean project net present value NPV,
A is the coefficient of society’s relative risk aversion, ¢ denotes a coefficient of variation,
F is the fraction of mean project return relative to mean GNP, and g is the correlation
between project (i.e., research) returns and GNP. It seems that, if analysts are prepared to
make some informed judgments, reasonable ball-park estimates can be made. The proce-
dure is then quite mechanical. With some assumptions about the size of the economy and
its relationship to a particular major commodity, the following illustration demonstrates the
application of this formula. The importance of accounting for the riskiness of returns from
the research investment can thus be roughly assessed.

To return to the PNG cocoa example for the sake of concreteness, the question of
whether the risk itself matters to the economy depends on the factors noted. In general,
research is not a strong contender for risk discounting because it is a relatively small
component of the agricultural industrv concerned. Most agricultural industries are individ-
ually only small parts of the totality of agriculture, and the agricultural sector is but a small
part of most economies, approximating only about 5% of gross national product (GNP), for
example, in most more-developed countries, but it is substantially more, ranging between
10% to 50%, for most less-developed countries.

Ini the PNG cocoa case, cocoa represents about 3% of GNP, and research gains in the
industry are but a small fraction of this — approximately the cumulative proportional cost
reduction over a designated period of observation, say, about 10% over 15 years or so. The
main driving force in a socially desirable, czutious approach to research investment is,
naturally, the research itself. Social desirability, from a broad perspective, depends, in turn,
on the significance of the industry concerned. In this regard, the present case is not very
significant as, applying equation 4.11 and using the recent historical variability of the PNG
economy and an appropriately high level of relative risk aversion (A=2),'! the base case

llNewbery and Stiglitz (1981) argue that the appropriate “normal” range for A is from one to two, while
Anderson (1989c¢) suggests that, for a country of Papua New Guinea’s present income level and distribution,
a value of two is reasonably applicable.
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leads to a minuscule proportional risk deduction (table 4.1). Analogously, some potential
levels of risk deduction, were cocoa to be amore important commodity in PNG (e.g.,if gold
and copper were to diminish greatly in importance, for whatever reason), are also reported
in table 4.1,

Table 4.1: Proportional Risk Deduction and Size of Industry,

PNG Cocoa Research
Industry revenue as a
percentage of GNP Proportional risk deduction

% %
3? 0.022

10 0.073

20 0.146

50 0.364

Note: Assuming that (1) representatiz ¢ research benefits are, in mid-proj-
ect, approximately 10% of industry revenue, (2) relative risk aversion is 2,
and (3) correlation between research benefits and GNP is zero.

2 Base case.

Even when cocoa (very hypothetically) accounts for one-half of the economy, a level
it approaches in some West African economies, the risk deduction only reaches approxi-
mately one-third of one percent. This surely is rather inconsequential and, in the context of
the many uncertainties surrounding the research investment decision, could safely be
ignored.

Now that the base case has been setin context, the question of more efficient research
resource allocations can be addressed, albeit in a crude and partial way. This is tackled here
through a small simulation experiment with the resource vector over time being the key
experimental variable. The base case consists of a three-person research team constantly in
place (R3). Variants of this examined here are one, two, and four research scicntists (R,
R2, and R4). Further variants with similar mean resource commitments are also explored.
These include (a) a step-up arrangement with two scientists for the first fifteen years of the
investment period and four for the remainder (R2,4), and (b) areversed scheme (R4,2). Two
other “plans” are investigated, namely, (c) a constant absolute growth rate in research
investment — increasing linearly from two researchers in the base period of 7,-10 to four
in 1,+30 years, and (d) a random arrangement with the research effort determined annually
as a triangular distribution with range two to four and mean (and mode) three researchers,
The results, including mean present value, coefficient of variation of present value, and risk
deduction (as a fraction) are shown in table 4.2,

Itis not surprising that the risk deductions are all of the same order of magnitude as
that for the base case of table 4.1, They can thus be dismissed as trivial, providing that the
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Table 4.2: Alternative Investment Experiment, PNG Cocoa Research

Mean return  Coefficient of Risk Risk-adjusted
Research resource situation E(NPV)  variation of NPV  deduction, D return®

(million K) (million K)
Constant | researcher 0.981 0.319 0.017 0.9808b
Constant 2 researchers 1.620 0.265 0.021 1.6197
Constant 3 researchers 1.660 0.270 0.022 1.6596
Constant 4 researchers 1.428 0.302 0.024 1.4277
Step-up 2 to 4 researchers 1.602 0.268 0.021 1.6017
Step-down 4 to 2 researchers 1.529 0.291 0.024 1.5286
Steady increase, 2 to 4 researchers 1.611 0.278 0.023 1.6106
Random (stochastically 1.659 0.272 0.022 1.6586

independent) annual allocations®

a Certainty equivalent return = E[NPV](1-D), from first and third data columns.
The reporting of these data to five digits is not to imply that they are statistically significant but rather to
illustrate the effect of the tiny risk adjustments.
€ Triangular distribution, range 2-4, mode 3.
industry remains a small part of the economy (table 4.1), or they may not be so readily
dismissed, as is now explored in a more regionally confined context. Given the hypothetical
nature of the embedded relationships, not too much can or should be made of the
comparisons possible in table 4.2, but a couple of observations can be made. First, the risk
adjustiments are sufficiently small and uniform that the ranking of the resource situations
compared is unaffected by the adjustments. Second, a constant staffing of three researchers
is suggested as economically superior, rather than more or fewer. The third situation, and
one that is perhaps not very realistic, although it is relevant given the fluidity of expatriate
research staffing in PNG, of rather unstable staffing around a mean of three researchers is
found in this particular model specification to be quite insignificantly different from the
steady-state staffing of three.

4.2.3 Targeting Research to Groups with Special Needs

The focusing oi research to a particular group is really a special case of the issues broached
above. The size of the project may be large relative to the relevant aggregate because the
latter becomes a more targeted aggregate — for example, the social welfare of a particular
disadvantaged tribal group in a remote region of a small part of a less-developed country.
Addressing research to attempt to lift the welfare of such disadvantaged groups means that
the project becomes a very specialized case of a large project, as discussed in an earlier
section.

Often various other dimensions beyond mere economically assessable performance
may be important. One such example would be a research program with nutritional
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objectives for a group that is perceived to be facing either chronic or periodic food
insecurity. Nutritional aspects of iesearch performance must then surely take a predominant
role in the measures used to assess research benefits. It is conceivable that almost any
financial accounting at all becomes irrelevant in such cases.

Some accounting can still be done, as illustrated, for example, by the work of authors
such as Pinstrup-Andersen, Ruiz de Londofio, and Hoover (1976) and more recently other
work managed by Pinstrup-Andersen at IFPRI. The analytical difficulties become progres-
sively more iniractable as a move is made towards more purely subsistence forms of
agriculture (Hayami and Herdt 1977). Consider, for example, the case of attempting to
improve ihe productivity of sweet potato culture in the highland subsistence areas of PNG
(Antony and Anderson 1988). Here markets are extremely thin to nonexistent for this now
rather traditional commodity. Any surplus is basically fed to pigs which, in tum, have rather
specialized valuation characteristics. It makes little sense to grow sweet potatoes for pig
consumption per se. The crop is essentially one for direct household consumption. When
it is in short supply it is sorely missed. When there is a surplus, it is an embarrassment that
has to be disposed of. Attempting to improve productivity from this form of cropping is
fraught with difficultics of both a technical and economic nature. If significant productiv-
ity-enhancing cultivars or practices are disco »red, the likely main effect will be displace-
ment of labor. This labor happens to be highly gender differentiated since it is firmly within
the province of the females of the households to manage the sweet potatoes and to provide
nearly all the Jabor for their cultivation. This then provides an example of highly targeted
research opportunities that, although the economic attributes may be rather questionable,
may have profound social dimensions if successes are achieved.

Rather than introduce a new example to illustrate some of the points about a project
that is large relative to the vegional economy, the previous example dealing with cocoa is
given a further twist. Reference is made to the formula for proportional risk deductions of
Anderson (1989b). As a project becomes larger, its size can be reflected in the relative size
variable, F, in equation (4.11). This, in principle causes no real problem for the analyst. A
more subtle and difficult aspect to try to pin down is the likely degree of correlation between
the project return and regional income. Concentrating on an important product for a local
region means that, to the extent that it is variable, it will move in close association with the
regiconal aggregate and this will typically be reflected in high correlation coefficients. Such
a situation is depicted with the rather speculative funnel in figure 4.4, which illustrates
likely feasible combinations of different degrees of positive correlation as the size of an
industry’s research benefits in an economy increases.

Iso-risk deductions that would be applicable for different combinations of the size of
the industry and correiation are also presented in figure 4.4. It can be seen that, as the
proportionate size of the industry grows, there is a steady (lirear) increase in risk deduction,
reflecting the unit elastic situation noted in equation 4.11. As correlation increases, ceteris
paribus, there is also a linear rate of increase of proportioual risk deduction. Needless to
say, as the previous discussion indicates, the case of national PNG cocoa research falls low
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Figure 4.4: lllustrative iso-proportional risk deductions; A =2, enpv = 0.27, cgnp = 0.04
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in the cone of the funnel, with minuscule deductions. A pragmatist might well say that these
deductions are so small that other inevitable errors in assessing future research returns will
surely overwhelm any such subtle accounting for risk.

The same may not, of course, hold for some smaller aggregates. Suppose that, for
some reason, concern in a research project was focused on a particular region. Consider,
for example, the PNG province, East New Britain, which is an important producer of cocoa
(some 22% of national production with some twelve thousand small holders and some 120
large holders, each group producing about 3000 tons of dried cocoa beans annually). Cocoa
thus provides about 11% of the aggregate income of East New Britain, and a research
project of the type considered in section 4.2.2 (¢ypy = 0.27) could represent about 2% (F
= 0.02) of provincial income. Such returns would be highly correlated with cocoa export
returns and thus strongly correlated with provincial income -— say, g = 0.3 — assumed to
have the same coefficient of variation as national income (cgnp = 0.04). Substituting these
data into equation (4.11) yields

D = 2[(0.27%)(0.02)/2+(0.3)(0.27)(0.04)] = 0.008 = 0.8%

which, by any account, is still a smail proportional deduction. Evidently, the regional or
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geographic focus would need to be very localized for the deduction for research projects to
climb to really significant proportions.

On the basis of the variants of this constructed example, it seems that the main
advantage of accounting for risk in investment analysis of research projects is for the
accurate determination of mean project performance rather than to account for social risk
aversion per se.

4.2.4 Portfolio Management in Research

The portfolio aspects of resource allocation to research can be considered at several levels.
At one of the broadest levels, for instance, there is inevitably a problem for research
administrators to allocate their budgets across disciplines. In many cases research agencies
are organized on largely disciplinary lines and thus this allocation is a central problem for
resource managers. There is no well-established literature on the complementarity of
different disciplines, but it is cleor that, in most cases, there are benefits to be gained not
only from individual disciplinary activities but also through their positive joint effects. The
issue becomes a significant one for rather small research systems such as might be found
in, say, a small island economy (Hardaker and Fleming 1989). There may be just so few
professional resources available that not all disciplines can be adequately represented in the
organization. A common case is for a small research organization not to have any signifi-
cant representation from the social sciences in its professional staffing. In research organi-
zations that involve multidisciplinary work, such as many farming systems research
programs, for instance, there is at ieast implicit accounting for the probable complementary
effects. In general, however, it seems that much more careful research isrequired to identify
the nature of complementarity between a range of disciplines, and the importance of
alternative administrative arrangements for tapping such interactive benefits most effec-
tively.

Atalower level of organizational structure, there is ratl : r more in the way of research
findings that deal with portfolio aspects. There is a large literature on portfolio management
in enterprises that involve risk. This features diverse approaches such as risky whole-farm
planning and investment analysis involving efficient portfolios of risky enterprises. The
latter may be viewed from an individual or institutional level. The analytic framework
usually used is one of mathematical programming in which defined objective functions are
maximized subject to sets of constraints. The decision-making problem of a research
administrator can readily enough be conceptualized in this framework, although the
interdependence between research activities often complicates analysis beyond the simple
accounting procedures that are embodied ii: many of the models used.

This is not the place to broach the technicalities of portfolio management under risk,
but it should be noted that, particularly in the industrial research literature, much attention
has been given to these matters (Anderson 1972a), although it remains rather quesiionable
as to the extent to which the procedures are used by practical research managers. Large-
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scale firms with sophisticated operations-research departments seemingly have a proclivity
for developing elaborate procedures for conceptualizing the problems without necessarily
giving full regard to the practicalities and information requirements surrounding the
application cf the models to practical problems (Anderson and Parton 1983).

4.3  CONCLUSIONS

There aie two broad sets of conclusions that can be drawn from the foregoing considera-
tions. The discriminating factor seems to be the temporal point of reference to the research
activity. Research is surely a risky activity, whether viewed retrospectively or prospec-
tively. In retrospective evaluations, it seems that a sympathetic accounting for the riskiness
of the activity can be a useful adjunct to understanding the success achieved and to the
worthwhileness of the activity. This is the topic tackled in section 4.2.1. What has not been
established in this paper or, indeed, anywhere else as far as can be determined, is a
reconciliation of the inherent uncertainty in research with the regularities that seem to guide
the invisible hand in research investment. The induced-innovation hypothesis of Binswan-
ger and Ruttan (1987), for instance, implies that technical change and institutions are
responsive to changes in resource endowments and prices of factors of production and
products. Presumably what this means is that these theoretical notions apply to measures
of central tendency such as average research benefits. It may be that more complex
hypotheses can be advanced for addressing jointly the influence of changes in factor prices
as well as the variability of these changes and measures of the uncertainty of research results
themselves. Such future theoretical work would seem to be much more complex than the
existing literature on the induced-innovation hypothesis and may not be especially worth-
while if most of the important trends in averages are satisfactorily explained by movements
in variables that arc adequately described through their means.

The more important conclusions are, however, for prospective planning. The role of
risk in such decision making is a sadly neglected field, which could be quite important in
some situations. This has been the main thrust of the present chapter, and the main messages
for operational research planners are summarized below.

Estimating future returns to agricultural research investment is something between a
challenging task in applied economic anclysis and a fledgling art form. Uncertainty is
intrinsic to the phenomenon of research and must thus be dealt with in some way. The
simplest way is to collapse all implicit probability distributions to point estimates of
relevant parameters and thus undertake what could be described as a degenerated or
deterrninistic analysis. This will yield reliable estimates if (a) the degeneration is to good
mean estimates and (b) the random variables so degenerated enter the assessment linearly
and additively. Otherwise, as has been illustrated herein by reference to a simple model of
research on cocoa in PNG, the resulting estimate of the mean economic return, which is
required for good research decision making, may be seriously awry.

Individuals and society at large can safely be described as (technically speaking) risk
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averse. At the individual level, this is often manifested in somewhat cautious behavior in
action and investment. At the ccmmunity level, as in public investment appraisal such as
ex ante research assessment, the risks of individual projects are typically so diluted in the
overall economy and so widely shared by the members of society that the influence of risk
aversion pales irto insignificance. Such an influence can be approximated by a proportional
risk deduction that should be applied to mean project worth (such as its net present value).
For research projects on particular commodities, these deductions are, as is also illustrated
by the PNG cocoa casc, so small that they can be safely ignored, except where a very
localized perspective is being taken in the assessment. In this special case, some illustrated
simple procedures can be used to make an appropriate adjustment,
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Chapter 5

Internationally Comparable Growth,
Development, and Research Measures

BarbaraJ. Craig, Philip G. Pardey, and Johannes Roseboom

Constructing measures of real economic activity for the purpose of making international
comparisons is a useful but tricky exercise. Unless data are collected specifically for the
problem at hand, the resulting series may only poorly measure the variable of interest.
Available data may not provide uniform coverage of the countries or periods of interest or
may be too broadly or narrowly defined. In the analysis of agricultural research and
development patterns, problems of data availability and quality are compounded by the
need to recast value and volume aggregates into units that can be meaningfully compared
over time and across countries.

When the data on a series of interest are aggregate values measured in local currency
units, the aggregates must typically be deflated to take account of changes in the local price
level and converted to a common currency in suci a way as to provide an accurate picture
of their real value or volume. Both the choice of appropriate converters and deflators and
the order in which these two operations are performed matter and thus will, in many
instances, have substantial effects on the interpretation of the resulting real-value series.

Data series that are reported directly as quantities or volumes often appear to relieve
analysts of the problems of turning nominal values into real ones; nevertheless, subtle but
substantive issues of comparability are likely to persist. With volume aggregates, some
unweighted and perhaps undesirable aggregation is implicit in the data collection process.

In this chapter the strengths and weaknesses of data used throughout this volume are
discussed, and the systematic approach taken to enhance comparability is described. Since
there are some insurmountable obstacles in these data sets, evidence on the effects of using
less than ideal aggregation procedures is presented. This evidence will both aid the
interpretation of imperfect data and provide some sense of the boundaries within which the
truth lies.

In section 5.1 we describe ideal aggregation procedures. Some practical options for
translating preaggregated data into real value or volume measures are discussed in section
5.2 along with selected evidence on the consequences of using different conversion,
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deflation, and scaling procedures. In section 5.3 we discuss the specifi~ concepts and
measurement issues that underpin the agricultural statistics used throughout this volume and
conclude in section 5.4 with a brief review of the definitional, measurement, and practical
issues involved in constructing agricultural research indicators.

5.1 AGGREGATION

In a multidimensional framework, the construction of comparable aggregates measuring
real economic activity always involves two distinct steps. Index number theory tells us to
begin with disaggregated data on prices and quantities in each country to calculate directly
a real quantity index.! To translate the resulting index into an aggregate that can be
compared over time and across countries, some scaling factor — based again on disaggre-
gated prices and quantities — must be applied to the base country and/or time period. One
of the major problems of making international comparisons lies in the shortage of system-
atically disaggregated data.

Index number theory, informed by neoclassical models of economic behavior, argues
for aggregating real quantities using price weighus that are most specific to the economic
activity and agents whose behavior is being summarized (Drechsler 1973). For constructing
indices, representative or characteristic price vectors need not replicate local absolute price
levels, but they should reflect local relative prices. Otherwise, one may fail to distinguish
between changes in the size of the real commodity basket and changes in the composition
of the basket. Even when analyzing sectors or entire countries with badly distorted prices
— whether due to trade restrictions, price controls, subsidies, or the like — it is important
to use the prices actually faced by economic agents when forming the real aggregate. When
constructing comparable international aggregates, it is still desirable to use value weights
that are representative but, in this context, accounting for differences in absoluw price levels
is necessary as well.

5.1.1 Temporal Indices

Contemporary international data sets span years of high price volatility, so the pitfalls of
using value aggregates denominated in current local currency units are obvious. To compare
commodity baskets produced in different periods, index number theory provides arguments
for using timely local prices as weights in the constructior of indices that have changing
rather than fixed price weights. Changing weights allow one to capture shifts over time in
local relative prices, which influence changes in the composition of local commodity
baskets. Consequently, discrete approximations of the Divisia index (Divisia 1928) are to
be preferred to the more commonly used fixed-weight Laspeyres index; they are less likely

I' For a useful discussion of index number issues in the context of international comparisons, see Caves,
Christensen, and Diewert (1982) or Craig and Pardey (1990a).
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to confound changes in the size of the commodity basket with changes in its composition.
There are several possible discrete approximations of the Divisia index. The most
commonly used are tiie Laspeyres and the Tormqvist-Theil approximations:

DL _ ;DL {1 + P (Qr—Qr—l)}: ;DL P/ Q

Laspeyres: [, = 1;3 P/ O 1—~1 P/ O (5.1a)

m . W‘
Torngvist-Theil:  1PT= 127 n[%} (5.1b)
i= 1L~

where

T, o= W (PillQil + Pir,—-l Qir-1
\Pr O Plo1Q

Here P is an m-dimensional vector of commodity prices and Q is an m-dimensional vector
of the corresponding quantities. The transpose of a vector is indicated by a prime, so that
P’Q is the sum of the products of the respective elements of P and Q. The ¢ subscripts
indicate the time period. The choice between alternative approximations of the Divisia
index depends on the nature of the data on hand and the functional form deemed most
appropriate for aggregating the quantities of interest (Diewert 1978; Craig and Pardey
1990a).

5.L.2 Spatial Indices

Economic theory gives us less guidance in constructing indices of real aggregates in the
cross-sectional dimension since there 1s no single vector of price weights that is represen-
tative for all countries to the extent that international markets for goods and factors are not
entirely integrated. As argued elsewhere (Craig and Pardey 1990a), a chained index is of
less use in cross section because there is not the same behavioral notion that prices and
output evolve over space, i.e., across countries, as they do over time.

If one is forced to resort to fixed-weight indices, attention is focused on the construc-
tion of value weights that can be used to calculate real aggregates expressed in common
units. The two options most frequently used in international comparisons are the conversion
of commodity prices to common currency units or the conversion of all commodities to a
common physical unit such as wheat equivalents (Hayami and Ruttan 1985).2

2 The problem of currency conversion can be avoided if one uses the "(6mqvist-Theil approximation of the
Divisia i1 1ex to construct multilateral indices Ir. these indices, local prices only enter the calculation in the
construciion of local value shares. Since it is only local and base-country value shares that are averaged,
one need never employ an exchange rate. If only a single cross section is being considered, this index
method has a lot to recommend it. However, with panel data, i.e., cress sections for several years, the
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When choosing an exchange rate series to convert local currency to a common or
numeraire currency, the goal is to find a converter that correctly translates the purchasing
power of the local currency in the particular sector of the economy being analyzed. This is
typically not the same problem as searching for an equilibrium exchange rate. Market-de-
termined exchange rates reflect the relative purchasing power of a currency in trade and are
thus influenced by a fairly narrow set of real and financial transactions that may or may not
be directly related to the aggregates of interest. The managed or fixed exchange rates
common in less-developed countries may be even less useful for translating real purchasing
power. There is ample empirical evidence that neither market nor managed exchange rates
vary in the short run in a way that reflects differences in average price levels across countries
(Levich 1985), yet this is exactly what the ideal converter would do.

World Bank staff developed one converter, the Atlas exchange rate, that uses both
official exchange rates and short-run changes in relative price levels (World Bank 1983).3
For some countries, trade restrictions, govermment exchange rate policies, and the like cause
official market exchange rates to deviate flagrantly from the rate that applies to the foreign
transactions effectively taking place. In such cases, the Atlas exchange rate is adjusted using
secondary data conceming the nature and estimated impact of these distortions.

The International Comparisons Project (Kravis, Heston, and Summers 1982) has
generated an alternative series of synthetic exchange rates called purchasing power parities
(PPPs) using the Geary-Khamis procedure.* These PPPs are an attempt to get a broader
measure of relative currency values by comparing the relative costs in local currencies of a
detailed basket of traded and nontraded goods and services. One feature of the Geary-
Khamis procedure is that it actually performs two steps at once. The set of n country PPPs
are calculated at the same time as the m-dimensional “international” price vector by solving
a system of m+n—1 equations:

n P ..
M=y *’%?’f—— i=1,....m (5.2a)
/=1 PPP;3 0
k=1
PPPj=(Pj’Qj)/(IT’Qj) J=1,...,n-1 (5.2b)

implied time series for each country in the cross section will not be calculated using only local prices and
so may yield a biased picture ¢f real local growth rates.

3 World Bank (1983) gives details of two earlier versions of the Atlas method, while Worid Development
Report 1985 (p. 244) describes the current Atlas method, which uses a simple average of the official market
exchange rate for the current year and two predicted exchange rates for the current year that are based on
observed exchange rates and relative inflation rates of the two previous years. Specifically, e,* = 1/3 [er-2
(P1/Pr_2)/ (3P, / 3P, _») + er-1 (P/P_1)/(8P,/$P,_1) + e;), where €—j» Py—j, and $P,_; are, respectively,
the official market exchange rate, a local general price index, and the US general price index in year ;.

4 Fora comprehensive discussion of PPP indices, see Kravis et a), (1975), Kravis, Heston, and Summers
(1978, 1982), Summers and Heston (1984, 1988), Kravis (1986), and EUROSTAT (1982),
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The PPP for the numeraire country, say #, is set to unity by definition:

PPP, =(P,Q,)/(II'Q,)=1 (5.2¢)

In these formulas, Q;; is the quantity of commodity / produced in country j. The international
price of commodity i/, II; , in equation set 5.2a is the weighted average price of the n
country-specific prices, Pj;, where country prices are converted to acommon currency using
implicit exchange rates and then weighted by the physical share of country j in the total
quantity of commodity /. The implicit exchange rate or purchasing power parity for country
J» PPP;, is defined in equation 5.2b as the value of its commodity bundle evaluated at
international prices relative to that same bundle’s value when evaluated at domestic prices.

There is empirical evidence that official exchange rates vary from PPPs in a significant
and systematic manner (Heston and Summers 1988). A ratio of annual, average, official
exchange rates to PPPs is generally greater than unity for low-income countries and often
slightly less than unity for high-income countries. This pattern is due in large measure to
differences across countries in the relative prices and quantities of tradable versus nontrad-
able goods and services. Nontradables are generally more labor intensive than tradables,
and productivity differences between low- and high-income countries tend to be lower in
nontradables. When combined with the fact that labor is relatively cheap in low-income
countries, these structural factors lead to lower relative prices of nontradables in low- versus
high-income countries.

One advantage of PPPs is that they are not unduly influenced by policy shifts in
exchange rates or by sudden swings in financial transactions. They may also be constructed
to reflect differences in average prices for a very specific segment of an economy and for a
particular set of countries. If the aggregates of interest are dominated by nontraded goods,
the PPPs are likely to be more accurate converters than official exchange rates A practical
disadvantage of PPPs is the need to collect detailed data on local prices and comparable
quantities in all countries and years in the sample.

Official exchange rates, Atlas exchange rates, and PPPs are converters that have been
used in a variety of ways to construct cross-sectional indices. If we use P;* to represent the
price vector of country j which has been converted to a common currency, say dollars, and
let Q; represent the corresponding quantity vector of country j, then one possible cross-sec-
tional index with base country b is given by

1§5=(P"Q)) /(P Op) (5.3)

In this index each country’s quantities are aggregated using corresponding prices expressed
in a common numeraire which maintains the /ocal relative price structure. A more com-
monly used cross-sectional index formula applies an identical set of value weights to
aggregate quantities in all countries, using

1% =@ )/ (P Q) (5.4)
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The single price vector P may be the price vector of tl'¢ base country or of an arbitrarily
chosen third country, a simple average of sample price vectors, or a weighted average of
sample price vectors as in the Geary-Khamis procedure.

If the relative price structure differs across countries, each of these different ways of
defining the common price vector used in (5.4) will typically result in different indices. If
the converters have, in fact, translated ali local prices into comparable currency units, there
is no obvious need to tamper with the local relative price structures when constructing
cross-sectional indices. Lack of data on individua! country prices may force one to use (5.4),
but (5.3) comes closer to the ideal of using relative prices that represent those faced by local
agents when summarizing the economic outcomes that are the consequences of their
actions.

The use of a common numeraire commodity, rather than a common currency, requires
converting each real quantity into units of the numeraire using relative prices to make the
translation. For example, a wheat equivalent index can be formed using

1= (R} Qj) /(Ry Qp) (5.5)

where R; is the vector of relative prices in country j, or

17 = ® Qj)/®R Q) (5.6)

where R represents a commion vector of wheat relativities applied to aggregate quantities
of both the base country 5 and country j.°

Equation 5.6 can be criticized for the same reasons given for (5.4). The use of a
common vector of price relativities, however they are chnsen or constructed, amounts to
imposing an artificial relative price structure on all or most of the countries in the sample.
If the units of both the base and comparison country aggregates can, in fact, be converted
to comparable units of wheat using local prices, there is no need to impose a synthetic or
nonrepresentative set of value weights on either aggregate.

The problem with both of these wheat equivalent indices is that the choice of the
numeraire commodity is critical. As shown in figure 5.1, the value of the commodity bundle
represented by output point Q; can be measured in either tons of wheat (on the vertical axis)
or dozen eggs (on the horizontal axis). If one uses the local relative price vector P; the value
of country j's output is either A tons of wheat or B dozen eggs. If an alternative relative price
vector such as P is used, the total value of the country’s output as measured in wheat rises
from A to C or alternatively falls from B to D when output is measured in eggs. Cardinal
and even ordinal rankings of countries may be altered by the choice of the numeraire
commodity.

5 Eachelement i of relative price vector R is the ratio PjjIPy,; where Py;is the price of commodity i in country
Jjand Py is the local price of wheat. Each price is expressed in units of the currency of country j.
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Figure 5.1: Wheat- versus egg-equivalent output measures

wheat

cggs

In practice, wheat equivalent aggregates have been manipulated even further. For
instance, in Hayami and Ruttan’s (1971, 1985) work, the total value of output as measured
in wheat is calculated for each country using several nonlocal relative price vectors. A
geometric average of the resulting aggregates is then taken to be the final measure of the
aggregate. This procedure mimics the bilateral Fisher ideal index in a multilateral context.®
Since different relative price vectors imply different aggregate volumes, the geometric
average will tend to provide some ad hoc smoothing of these differences. Referring again
to figure 5.1, the geometric average of aggregates would fall somewhere between points C
and A if wheat is the numeraire commodity, or between D and B if eggs are the numeraire.

5.1.3 Multidimensional Indices and Comparable Aggregates

When we want to compare aggregates both across countries and over time, sticking to
aggregation procedures that use representative relative price weights is still a guiding
principle. An effective way to accomplish this is to produce chained time-series indices for
each country using local prices, and then scale the resulting series for each country with
volume aggregates that have comparable units for all countries in the base year.

As it happens, the construction of these cross-sectional scaling factors involves
precisely the same issues discussed above for spatial indices. One need only calculate a
comparably measured aggregate for each country in the base year and use it to multiply each
observation in a country’s time series. The numerators of the spatial indices in equations
5.3,5.4,5.5, and 5.6, calculated with base-year data, all provide reasonable scaling factors

6 Hayami and Inagi’s (1969) wheat-equivalent procedure does not yield a true Fisher ideal index unless the
price relativities employed include a local price relativity for each country.
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if the objective is obtaining comparable aggregates. These same spatial indices can be used
to recalibrate country-specific time-series indices if the object is a multidimensional index.
Once again the desirability of using representative prices points to the use of scaling factors
(equations 5.3 and 5.5) that preserve local relative price structures.

We find this procedure more appealing than other procedures for multilateral
international indices that have been advocated. Caves, Christensen, and Diewert (1982)
have suggested "sing the Tornqvist-Theil approximation of the Divisia index (equation
5.1b) that compares all country observations to one specific (perhaps synthetic) country and
time period. It is, however, more natural to link prices and quantities in neighboring periods
of time than to blend value weights from disconnected periods and countries. Khamis
(1988) suggests constructing a single set of international prices that are averages of prices
over all years and countries in the sample. This may impose a large computational burden
while remaining in essence an index method based on fixed, nonrepresentative value
weights.

5.2 AGGREGATION IN INTERNATIONAL DATA SETS

We have discussed direct calculations of comparable quantity aggregates, but most interna-
tional data sets include preaggregated data. In many cases, aggregates are reported in total
local currency units, so we can only hope to deflate such measures to arrive at implicit
volumes. In other cases, the volumes that are reported are unweighted totals of heteroge-
neous commodities or factors of productior. Secondary data may be available to ad just such
volumes, but comparable volumes may only be derived indirectly.

5.2.1 Value Aggregates

When confronted with vaiue aggregates measured in a variety of local currency units, each
must usually be deflated to reflect changes over time in each country’s average price level
and converted to arrive at aggregates in comparable real values or volumes.

The choice of an appropriate local price index entails some conceptual difficulties.
Readily available price indices are typically general indices that may not reflect price
developments in specific sectors of an economy such as agriculture. World Bank (1989)
statistics indicate that implicit deflators of GDP and AgGDP are systematically different.
Broadly speaking, AgGDP deflators indicate lower average rates of inflation in more-devel-
oped countries than do deflators defined over all sectors of the economy. The opposite holds
true in most less-developed countries. Thus, using AgGDP deflators instead of GDP
deflators will yield lower estimates of implied growth in real agricultural output for
less-developed countries, as indicated in table 5.1.

Another problem is that price indices are commonly constructed using fixed quantity
weights, as in a Laspeyres price index. The advantage of these measures is their ease of
interpretation; they tell us how much the cost of purchasing exactly the same basket of
goods has changed over time. Their disadvantage lies in the fact that they tend to overstate
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Table 5.1: Difference in Growth in Real Agricultural Output Using Alternative Deflators

Region 1961-70 1971-80 1981-85 1961-85
% % % %
Sub-Saharan Africa (20)* 0.8 -0.8 3.1 -0.7
China -1.1 -1.2 -0.5 -1.7
Asia & Pacific, excl. China (12) -0.7 1.0 -0.3 0.5
Latin America & Caribbean (21) 0.9 0.3 -2.1 0.1
West Asia & North Africa (7) -1.1 1.3 -1.3 -0.1
Less-Developed Countries (61) -0.3 0.3 -1.0 -0.2
More-Developed Countries (13) 0.5 0.7 29 0.9
Sample Total (74) 0.0 0.4 -0.2 0.1

Source: Implicit GDP and AgGDP deflators and AgGDP data primarily taken from World Bank (1989), and
PPPs taken from Summers and Heston (1988).

Note: Percentages indicate absolute differences in compound annual rate of growth of “real” AgGDP deflated
with implicit AgGDP less that deflated with implicit GDP deflators. A positive difference in growth means that
agricultural prices have grown more slowly than the average price level,

% Bracketed figures indicate the number of countries in region.I totals.

changes in the general price level by failing to allow for changes in the composition of the
basket of goods produced or consumed that are likely to occur if there are changes in relative
prices over the period being considered. The longer the time horizon of the study, the more
likely are fixed-weight indices to understate the volume of economic activity by deflating
with an index that fails to account for substitution. As argued in the index-number literature,
the use of Divisia price indices would alleviate this last problem.’” However, in an interna-
tional context, these indices are so rarely constructed that they are currently not an option
for international comparative analysis.

The problems of currency conversion have alrzady been touched on, so the only new
question is the order in which one employs deflators and converters. From the various
algorithms available for translating values into comparable volumes, a practical alternative
is to select a two-step procedure. One can first convert local currency values into a
numeraire currency, such as US dollars, then apply an appropriate price index to account
for price-level variability in the numeraire currency. The other option is to first deflate local
currency values using local price indices then convert local prices into a numeraire currency
using some base-year measure of relative currency values.

There are numerous deflators and currency converters that can be incorporated into
either algorithm. Unfortunately, the choices matter. Since we have no independent measure
of the truth, we are forced to proceed using some rules of thumb.

In choosing a price deflator, one should use the price index that most nearly reflects

7 Sez Diewert (1978). He demonstrates the quantitative differences between fixed weight, chained, impuicit,
and explicit quantity indices using time series data on Canadian consumption expenditures.
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the composition of the aggregate value to be deflated. In multicountry studies, this rule of
thumb will argue for an algorithm in which aggregates are deflated first with a local price
index whenever adequate price indices are available for each country in the sample. The
basket of goods covered in a local price index may be quite different from that of a
numeraire country’s index when living standards and local relative prices vary substantially
across the countries in a sample. This cross-sectional variability would lead to biases in
measurement whose direction and magnitude would be difficult 1o predict.

A more subtle problem is the combined choice of deflator and converter. If the values
to be compared are the total values of a single uniform good, the two algorithms (deflation
then conversion or conversion then defl=iu1.) vield the same result if and only if the deflator
and converter are defined over the specific good. If the values to be compared are
aggregates, the deflator and the converter must be defined over the specific basket of goods
represented by the aggregate. General price indices, market and/or official exchange rates,
and nonspecific PPPs all introduce biases to the extent that they reflect aggregates whose
composition may differ from the aggregate of interest.

Even with properly defined deflators and converters, the problems of aggregation
cannot be escaped. As demonstrated in Pardey, Roseboom, and Craig (forthcoming) the two
algorithms will yield different volume series unless it is the scale and not the composition
of the aggregates that varies over time and across countries. Both algorithms diverge from
the desired volume measure as the composition of the aggregate changes across the sample.
So, when using the convert-first procedure, the volume measure will be biased unless the
composition of the numeraire country’s aggregale is representative of all other countries in
all years of the sample. The deflate-first procedure will generate biases in the volume
measure whenever the base-year basket within each country is not representative of that
country for the period being considered.

So, in a particular application, the choice of algorithm must be made on the basis of
whether it is the temporal or cross-sectional composition of the aggregate that is likely to
vary most. Researchers have shown a preference for converting local currencies to dollars
first and then deflating using a US price index. However, in adata set that includes countries
at diverse stages of development, it is quite likely that cross-country differences in the
composition of the aggregates will dominate the temporal variability unless the data span
several decades; hence, a deflate-first procedure would demand far less of the data.

Pardey, Roseboom, and Craig (forthcoming) contrast the results of applying the two
procedures to data on agricultural research expenditures in a sample of 90 countries.
Volume measures were constructed using the convert-first algorithm with annual average
exchange rates and PPPs as alternative currency converters; both series were then deflated
using the US implicit GDP deflator. These were contrasted with volume measures produced
by deflating first with country-specific implicit GDP deflators and converting with each of
the two base-year currency converters.

For this application, no price index covering the specific mix of labor, materials, and
equipment peculiar to agricultural research was available in each country, so the GDP
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deflator was a practical compromise.® The annual average exchange rate used was the yearly
official market rate, which generally corresponds to the IMF’s rfor inverted »/i rate. The PPP
series, which was defined over GDP, represented another compromise. Published PPPs
either cover too few countries or a basket of goods that is not particularly representative of
agricultural research.” The commodity coverage of PPPs obtained from Summers and
Heston (1988) did, at least, correspond closely to that of the implicit GDP deflators being
used.

Table 5.2 reports the 1981-85 average annual volume of resources committed to
agricultural research implied by each of four measures.'" In each column the regional total
is indexed on the total sample volume implied by the particular conversion method.

For the 1981-85 period, the regional shares exhibited nontrivial sensitivity to the
choice of translation. Converting the series first with annual average exchange rates lowered
the measured total research commitment by at least one billion dollars. In general terms, the
differences between the estimates were more dramatic for the less-developed than for the
more-developed countries. A difference of approximately 55% in the less-developed
countries” share of global research expenditures arose simply from the choice of converters.
In particular, using PPPs rather than exchange rates approximately doubled the Asia &
Pacific region’s share of total research resources from :.ound 6.3% to more than 13%. This
pattern cain be traced to the fact that relative price levels in less-developed countries
reflected in Summers and Heston’s (1988) PPPs are much lower on average than those
implied by market exchange rates.

The volume measure was somewhat sensitive to the order of deflation and conversion
near the base year but over longer time periods the two algorithms produced more obviously
divergent results — particulary when volumes were obtained using annual average ex-
change rates as converters. Figure 5.2a presents the percentage deviation of the deflate-first

8 A long-run agricultural research detlator for the US which takes account of annual variations in the mix of
labor, capital. and materials used in agricultural research is given by Pardey, Craig, and Hallaway (1989),
For additional discussion relating to R&D deflators, see also NSF (1970), Jaffe (1972), Mansficld, Romeo,
and Switzer (1983), Manstield (1987), and Bengston (1989).

9 MacDonald (1973) and OECD (1981) discuss the concept of a PPP for R&D at some length. However,
MacDonald provides such series for only a very small set of more-developed countries. PPPs defined over
subsectors of the economy differ substantially, as described in Kravis, Heston, and Summers (1982). They
point out that, on average, currencies for less-developed countries have substantially less purchasing power
over a basket of investment goods and services than over a more general basket of goods and services. For
government goods and services, the converse is true. We chose to use the broadly based Geary-Khamis
PPPs of Heston and Summers (1988) calculated over GDP rather than any of its subaggregates because
Heston and Summers themselves were concerned about the robustness of these more specific PPPs.

10 These four measures all involved deflating with implicit GDP deflz ors. This contrasts with the method used
by Evenson and Kislev (1975a), Judd, Boyce, and Evenson (1980, and Mergen et al. (1988). The clearest
description of the translation procedure used in these studies appears to be in Judd, Boycc, and Evenson
(1983, p. 3) where it is stated that “[research] expenditures were converted to US dollars using official
exchange rates and were then inflated to 1980 dollars using a general wholesale price index.”
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Table 5.2: Alternative Measures of the Volume of Agricultural Research Resources,
1981-85 Average

Convert-first Deflate-first
Region AAER PPP AAER PPP
% % % %
Sub-Saharan Africa (31) 4.1 4.7 4.6 4.7
Asia & Pacific, excl. China (11) 6.3 13.3 6.3 134
Latin America & Caribbean (17) 6.7 9.0 5.8 8.9
West Asia & North Africa (8) 2.1 2.9 2.1 2.8
Less-Developed Countries (68) 19.2 29.8 18.8 298
MDCs other than US (21) 554 49.2 59.7 49.7
United States (1) 254 21.0 21.5 20.5
More-Developed Countries (22) 80.8 70.2 812 70.2
Total Sample (90) 100.0 100.0 100.0 100.0
Total Sample Volume b 5491 6646 6493 6821

Source: Annual average exchange rates and implicit GDP deflators are prim.arily taken from World Bank
{1989), PPPs from Summers and Heston (1988), and agricultural research expenditure data from Pardey and
Roseboom (1989a).

Note: Translation procedures involved deflating with either US or local implicit GDP deflators and converting
with either annual average exchange rates (AAER) or purchasing power parities (PPP) over GDP. Figures
represent regional shares of a 90-country total. Data may not add up exactly because of rounding.

nFigures in brackets indicate the number of countries in regional totals,
® Millions of 1980 US Dollars.

versus the convert-first volume measures when annual average exchange rates and implicit
GDP deflators are used to derive the respective volume measures. In figure 5.2b the same
graph is presented for the volume series which used PPP exchange rates and GDP deflators.

When annual average exchange rates are used, the deflate-first algorithm led to a
consistently larger volume measure than that obtained when expenditures were converted
first. This suggests that, ceteris paribus, either the US dollar was undervalued with respect
to virtually every country’s currency in 1980, or that movements in local price levels were
imperfectly translated by changes in the official annual exchange rates. The difference
between these two volume measures is most pronounced in the Bretton Woods years when
all exchange rates were essentially fixed. This gives further credence to the idea that official
exchange rates may carry little or no information about changes in the relative purchasing
power of different currencies, and so will be inappropriate converters for the purposes of
international comparisons of long time series.

The temporal pattern of deviations of the PPP-converted rmeasures in figure 5.2b is far
less dramatic than those in figure 5.2a. By construction, changes in PPPs over time should
do a better job of capturing changes in relative price levels between countries. In contrast
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Figure 5.2a: Percentage deviation of convert-first from deflate-first formula using annual
average exchange rate convertors and implicit GDP deflators (Base-year =
1980)

Percentage deviation
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Figure 5.2b: Percentage deviation of convert-first from deflate-first formula using PPP
convertors and implicit GDP deflators (Base-year = 1980)
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..... - Latin America & Caribbean (17) ~——— More-Developed Countries (22)

Source: See table 5.2.

*Legend applies to both figures. Regional averages weighted by proportion of the 1981-85 average of
agricultural research expenditures {expressed in 1980 PPPs) for each group accounted for by each country.
bFigures in brackets indicate the number of countries.

to the measures with exchange rate conversions, there appear to be no systematic differences
between the convert- and deflate-first methods for the more-developed countries in any
particular subperiod and for most less-developed country regions in the post Bretton Woods
years. With these data, the convert-first procedure generates a larger volume measure than
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the deflate-first method for many less-developed country groupings during the Bretton
Woods years. It is difficult to make too much of this trend as pre-1975 PPPs for many of the
less-developed countries were derived using so-called short-cut extrapolation methods
based, among other things, on market exchange rates without the benefit of local price
measures based on benchmark survey data (Summers and Heston 1988).

5.2.2 Noncomparable Volumes

Statistics on many important agricultural inputs such as land, labor, tractors, and fertilizer
are published as real totals or volumes. This would appear to make the job of international
comparisons easier; however, the totals do not always count strictly comparable units.

The hectares of land in agriculture are far from homogeneous even when broken
down into categories of cropland, pastureland, and rangeland. In an aggregate counting of
just cropland hectares, one hectare of cropland that receives ten centimeters of rain per year
may well have been added to another hectare of cropland that receives ten centimeters of
rain per month. Morcover, some croplands are irrigated while others are not. While the
aggregation of heterogeneous cropland hectares is less likely within a small region, it will
almost invariably be the case when forming totals within a country, and it is certainly a
problem for comparisons of cropland totals in a large international sample.

The problem of aggregating heterogeneous cropland hectares is compounded by the
fact that we often want a measure of total land in agriculture that combines hectares of
cropland with even more dissimilar hectares of pastureland, rangeland, and so on. If local
values or rents for different land types can be observed, we have some direct way of
measuring the relative productivity of different hectares. The use of local relative rents to
reflect actual quality differences rests on the implicit assumption that local rents reflect the
marginal value of a hectare of land in agriculture.

With a series of local rents, we could construct a direct “quality-adjusted” Divisia
index for land volumes using methods described in section 5.1. The Divisia index would
then provide a measure of real changes in land in agriculture over time that could then be
scaled to get a volume aggregate measured in any type of numeraire hectare. For example,
if we designate cropland as the numeraire or representative hectare, then when one hectare
of pastureland rents for a fraction of a hectare of cropland, its relative rent would lead us to
count it as that same fraction of a hectare of cropland. To arrive at internationally compa-
rable cropland totals, cross-sectional scaling of the resulting time series indices for individ-
ual countries would be necessary. This would require the most difficult calculation; namely,
constructing real estate converters that translate local cropland into an international crop-
land hectare of constant quality.

An additional problem with using unweighted total hectares of land, especially in
international comparisons, is the fact that it is difficult to find measures on the intensity of
land use. If a hectare of cropland is used for several crops in one year in Asia, but is rarely
used for more than one planting in other parts of the world, simple counts of total hectares
will give a distorted view of the cross-sectional variation in the flow of land services. This
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could be solved if land were measured in service flow units such as hectare-plantings rather
than as a stock measure of hectares.'’

As with the land input, the ideal measure of labor inputs in agriculture would reflect
the service flow from labor and not merely the stock of workers available for the sector.
Moreover, a human-capital perspective on labor gives rise to an analagous aggregation issue
for labor variables. An hour worked by a farmer with no experience and a primary education
is quite likely to be less effective than an hour worked by an experienced farmer with the
same or higher level of education. In addition to differences in the human capital character-
istics of farmers, there are differences in the effectiveness of hours worked by farmers,
family members, and hired workers.

Once again, indices of the quantity of a quality-adjusted labor input could be
constructed using the Divisia methods outlined in section 5.1 if wages and hours of different
worker types were available. Scaling the index to get local aggregates measured in consis-
tent units over time would require the use of base-year local relative wages. To make
international comparisons, one also needs converters to capture the cross-sectional differ-
ences in the human-capital characteristics of the representative or numeraire worker.

5.3  CONSTRUCTING AGRICULTURAL DEVELOPMENT MEASURES

The ideal aggregation methods discussed above can hardly ever be implemented when using
international data sets because detailed information on prices and quantities is typically not
available. In addition, a distinction is rarely made between stocks of inputs and the service
flows from those inputs. In this section, the compromises required to analyze agricultural
development or productivity measures are discussed along with the likely biases inherent
in using preaggregated data,

5.3.1 Agricultural Output Measures

In measuring agricultural output, one would often like an output measure that represents
gross production less inside inputs, i.e., those inputs produced and reused within agriculture
(Star 1974). In other words, products such as seeds or eggs which are required as inputs in
their own production or feeds such as hay or milk which will be used as inputs in livestock
should be deducted from gross production to avoid double counting. It is possible to start
from FAO statistics'* on “gross-gross output” and deduct inside inputs to get a final output
aggregate, but comparable and reliable data on these inside inputs are difficult to come by
for all countries and all time periods. FAO also publishes agricultural production indices

11 A comparative study of Asian agriculture factored in multiple cropping levels to distinguish total cropped
area versus cultivated land area. It gave land utilization rates ranging from 189% for Taiwan in 1966 to
93% for Thailand during 1980-81 (APO 1987, p. 17).

12See FAO (1974) for a discussion on output concepts used by FAQ.
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which are simply Laspeyres indices of final agricultural output. But, using this index for
international comparisons of aggregates requires a great deal of data in order to calculate
cross-sectional scaling factors.'?

An alternative is to use value-added figures of AgGDP from national accounts data.
By construction, these have the advantage of comparability with broader measures of
economic activity such as GDP. However, they may present some problems for international
comparisons if their calculation does not result in strictly comparable output aggregates.
The problem does nct arise because there is something intrinsically wrong with netting out
intermediate inputs whether purchased from ourside or produced inside the agricultural
sector. Rather, the problem stems from asymmetric treatment of these two types of inputs.
For example, in more-developed economies, fertilizer inputs are more likely to be pur-
chased inputs than in less-developed economies where the same services may be provided
largely from inside inputs such as manure. If the inside and outside inputs are not treated
symmetrically in arriving at value-added figures, this will introduce some biases when using
value-added measures in comparisons of levels and growth rates of agricultural output in
cross-country studies.

The ratio of value-added to final agricultural output differs across countries. As one
would expect, this ratio is much higher in less- than in more-developed countries. In 1975,
this ratio ranged from 39% in Switzerland to 96% in Thailand (FAO 1986b). Within most
countries, changes in this ratio over the past two decades are much less pronounced than
cross-country differences (ECE and FAO 1981, 1989; FAO 1986b). However, there are shifts
in this ratio. Changes in the structure of agriculture — in particular degrees of specialization
— orchanges in relative prices which lead to substitution between inside and outside inputs
are likely to affect the ratio of value-added to gross output even in the absence of changes
in technology and productivity.

The measures of agricultural output that are used throughout this volume are time
series of AgGDP in current local currency units extracted primarily from World Bank
(1989b). AgGDP measures were chosen over the alternative of scaling the FAO’s agricul-
tural production index (FAO Production Yearbook). The FAO production index excludes
forestry and fishery outputs, which introduces problems of mismatched coverage in re-
search and in most of our conventional input variables. Moreover, direct comparisons of
AgGDP and non-AgGDP were deemed important for contrasting the development of
agriculture with the rest of the economy.

To get comparable volume measures, these nominal output aggregates were first
deflated using implicit AgGDP deflators based in 1980 (World Bank 1989). They were then

13 Hayami et al. (1971) and Hayami and Ruttan (1971, 1985) first constructed country-specific estimates of
final agricultural output, averaged over 1957-62 and measured in wheat-equivalent units. They then
extrapolated these country-level estimates using FAO’s agricultural production indices. Potential biases in
using wheat-equivalent measures are discussed in section 5.1, while biases from inferring output growth
rates when using fixed weight indices such as the FAO production indices are discussed in section 5.2 and
also in Craig and Pardey (1990a).
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converted to US dollars in the base year using PPPs defined over gross agricultural output
(FAO 1986). We were able to use the preferred order of translation as well as representative
deflators and converters for the bulk of the sample. An even more representative converter
would have been PPPs defined over value added in agriculture, but no such converter was
avaiiable for the whole sample.14

5.3.2 Agricultural Input Measures

Data on total hectares in agriculture used in this volume are unfortunately aggregates of
stocks of heterogeneous land types. Information is sparse on multiple cropping, so one is
also forced to use stocks of land instead of service flows. An annual breakdown of land
types was available but not the local rent or value data that would have allowed calculation
of economically meaningful aggregates.

Table AS.1 gives some idea of the heterogeneity of agricultural lands by indicating
the percentage of total agricultural land accounted for by permanent pasture, or by arable
and permanently cropped land. The latter is further disaggregated to indicate the percentage
of land under irrigation. The differences across countries in the types of land and the extent
of irrigation are quite dramatic. In China, for example, a low percentage of total agricultural
land is either arable or permanently cropped, but almost half of that land is irrigated. No
country except Japan irrigates as large a percentage.

The percentage of agricultural land in permanent pasture is dictated more by
agroecological characteristics than by stage of development. Countries in Asia have a
significantly lower percentage of land in pastures than do countries anywhere else in the
world, and they irrigate their arable and permanent cropland more intensively than do
countries in any other region. At the other end of the spectrum, agricultural land in
sub-Saharan Africa is predominartly pastureland, and a very small percentage of arable land
is irrigated.

An international index of land quality has been calculated by Peterson (1984) using
an hedonic approach to valuing the cross-sectional differences in agricultural land charac-
teristics. First, value weights for different land characteristics are derived by regressing a
cross section of US land values on the differing characteristics of land in agriculture in the
US. These weights are then uced to place a relative value — and therefore a measure of
relative quality — on hectares of agriculturai land in different countries. The indices of
relative quality of total agricultural land range from a regional average of 67 for West Asia
& North Africa to an average of 161 for Asia & Pacific. A group of 83 less-developed
countries had an average index of 101, while the average for the 21 more-developed
countries in his study was 81.

These land-quality indices could be used to scale up or down the unadjusted total
hectares in agriculture instead of implementing the more demanding Divisia input indices,

14 Terluin (1990) provides a recent attempt at constructing such a converter for 10 EEC countries.
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but they have some shortcomings. First of all, the index fails to account for changes over
time in the quality of the average hectare in agriculture. Given the increased irrigation usage
and the changing mix of land types evident in table A5.1, it is clear that the index will not
fully account for changing quality differentials. More subtle problems of the correct weights
and the relevant land characteristics lead us to think that these indices are useful but not
completely satisfactory indicators of cross-sectional land quality.

Labor aggregates available for international studies of agriculture are as inadequate
as those available for land. There are no broadly based studies that allow one to distinguish
between stocks of labor available to agriculture and actual hours worked in agriculture.
Instead, the available aggregate counts the economically active agricultural population,
whether actually engaged or secking employment in agriculture, forestry, hunting, and
fishing.

In addition, the information on labor force characteristics is so difficult to come by
that it is virtually impossible to construct Divisia indices using current international data
sets. Even hedonic proc=dures analogous to Peterson’s land-quality index are difficult to
implement for a very large set of countries in the absence of country-specific information
on age, education, and income profiles of agricultural workers.

What information is available indicates that the educational attainment of workers has
varied dramatically, both across countries and over time (table 5.3). In the past decade, the
secondary school enrollment ratio in less-developed countries has ranged from a low of 19%
in sub-Saharan Africa to 45% in Latin America & Caribbean. For the same period, this ratio
averaged 89% across more-developed countries. Over the past two decades, the ratio of
primary enrollment has doubled in sub-Saharan Africa, and secondary school enrollment
has more than quadrupled. These relatively recent changes in human capital investments
may not have shown up yet in the labor inpat to agriculture in Africa but they are suggestive
of the impact of development on the quality of the labor force.

5.3.3 Productivity Measures

To assess the development of the agricultural sector and, in particular, the sectoral rate of
productivity change, one needs detailed price and quantity information on outputs and the
whole range of inputs such as land, labor, =nergy, fertilizer, pesticides, and capital. With
such data, it would be possible to construct total factor productivity indices (TFPs) which
seek to separate out that part of output growth that can be attributed to increased or altered
input usage from that which is interpreted as a pure productivity change (Capalbo and Antle
1988). The construction of such TFFs for a large international sample makes such demands
on the currently available data that it is difficult to interpret the unexplained changes in
output as productivity changes in the face of so many potential measurement errors.

While meaningful TFPs may be difficult to construct, we can learn a great deal about
the patterns of development in agriculture with a judicious use of partial productivity
indices. The interpretation of all productivity measures requires some care. Some, if not all,
of the change in a particular factor’s productivity may be attributable to increased usage of
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Table £.3: Primary and Secondary School Enrollment Ratios

Region 1961-65 1966-70 1971-75 1976-80 1981-85
Primary school enrollment ratio

% % % % %
Sub-Saharan Africa (38) 38 43 50 67 74
China 95 89 95 100 100
Asia & Pacific, excl. China (15) 67 73 76 80 85
Latin America & Caribbean (25) 91 95 92 95 98
West Asia & North Africa (18) 66 75 80 86 91
Less-Developed Countries (97) 76 78 81 87 90
More-Developed Countries (21) 99 99 99 99 100
Total (118) 81 82 85 89 92

Secondary school enrollment ratio

% % % % %
Sub-Saharan Africa (38)* 4 5 8 12 19
China 21 24 36 47 38
Asia & Pacific, excl. China (15) 20 24 25 29 34
Latin America & Caribbean (25) 17 24 30 39 45
West Asia & North Africa (18) 16 23 30 38 44
Less-Developed Countries (97) 18 22 28 34 36
More-Developed Countries (21) 66 74 82 85 89
Total (118) 29 33 39 44 45

Source: World Bank (1989) and UNESCO Statistical Yearbook 1983 and 1987.

Note: Primary school enrollment ratio represents enrollment of students of all ages at primary level as a
percentage of primary age students. Secondary school enrollment ratio is calculated in the same way.
Definitional inconsistancies make it possible to obtain school enrollment ratios greater than 100%. Where this
has occurred we have rounded to 100%.

¥ Bracketed figures indicate the number of countries in regional totals.

nonmeasured inputs. Nevertheless, the measured changes (especially when used in conjunc-
tion with data on other inputs) still provide useful information on development patterns.

Measurement errors are of concern in both total and partial productivity measures. In
assessing changes in output per hectare, it is as important to have a consistently defined
denominator in the fraction as it is to define output in a uniform way across countries and
over time. Accurate representations of output per worker in agriculture likewise require one
to use labor inputs in units that are comparable over time and space. Because the input
aggregates one is forced to use do not have the same composition or average characteristics
across countries, they make the comparison of productivity measures problematic. How-
ever, it is far easier to anticipate the magnitude and direction of biases from mismeasuring
individual inputs in partial productivity indices than it is to disentangle multiple sources of
measurement error in TFPs.
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Using state-level data on the continental US, the implications of systematically
adjusting land and labor totals for cross-sectional quality differences are clear (Craig and
Pardey 1990b). When land rents are used to account for differences in the quality of
pastureland, nonirrigated cropland, and irrigated cropland, measured levels and growth
rates of output per acre are systematically changed. The implied growth rates of land
productivity are reduced somewhat when one accounts for the fact that there has been some
improvement over time in the average quality of land in US agriculture. As arid western
cropland is turned into irrigated cropland, total unadjusted acres do not increase even thou gh
the average quality of land in agriculture does. Once this increase in input quality is
accounted for, part of the likely increase in output will be attributed to increased quality of
land and not to increased productivity of a quality-constant acre of land.

The most dramatic effect of accounting for quality differentials in land comes when
rescaling implied /evels of output per acre. The spread in measured regional differences in
land productivity is greatly reduced with quality adjustment of land. Since there is a wide
range of land quality in the US, these results can be used to anticipate the problems of using
unweighted total hectares in international productivity studies.

Craig and Pardey (1990b) have also constructed a quality-adjusted index of labor for
the US using actual hours worked by hired and family workers, human capital characteris-
tics of farm operators, and data reflecting the shift from full- to part-time farming by
operators. Not surprisingly, quality adjustment has a significant effect on measured labor
productivity. Measured growth rates of output per hour are reduced when the increases in
the average age and educational attainment of farm workers are taken into account,
Regional differences in measured levels of output per hour are also reduced when the labor
input is quality-adjusted. While regional differences in agricultural labor markets in the US
have become less pronounced, differences across states in the mix of labor types and the
average quality of labor have been historically important in accounting for part of the
measured cross-sectional differences in levels and growth rates of agricultural output per
hour.

Figures 5.3a and 5.3b illustrate the combined effect of quality adjustments on land
and labor productivity measures for the US. Each path represents the average level of
agricultural output per acre and output per hour in a different region in the US.!> The more

15 The regions depicted in figures 5.3a and 5.3b correspond to the 10 USDA production regions with one
exception. The states in the USDA’s Northeast region were split into two groups to distinguish between
states whose agricultural growth has slowed dramatically or stopped in recent years and those that have
continued to grow at rates more typical of the Corn Belt and Lake States. The regions comprise Northeast
1 (Muine, New Hampshire, Vermont, Connecticut, Rhode Island, Massachusetts, New Jersey), Northeast
2 (Delaware, Maryland, New York, Pennsylvania), Corn  Belt (Illinois, Indiana, lowa, Missouri, Ohio),
Lake States (Michigan, Minnesota, Wisconsin), Northern Plains (Kansas, Nebraska, North Dakota, South
Dakota), Appalachian (Kentucky, North Carolina, Tennessee, Virginia, West Virginia), Southeast
(Alabama, Florida, Georgia, South Carolina), Delta States (Arkansas, Louisiana, Mississippi), Southern
Plains (Oklahoma, Texas), Mountain (Arizona, Nevada, New Mexico, Idaho, Colorado, Montana, Utah,
Wyoming), and Pacific (California, Oregon, Washington).
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Figure 5.3a: Quality-unadjusted land and labor productivity paths for the US, 1949-85
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Figure 5.3b: Quality-adjusted land and labor productivity paths for the US, 1949-85
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Legend: NEl=Northeast 1; NE2=Northeast 2: CB=Com Belt; LS=Lake States; NP=Northern Plains; AP=Ap-
palachian; SE=Southeast; DS=Delta States; SP=Southern Plains; MT=Mountain; PC=Pacific.

Source: Based on data reported in Craig and Pardey (1990b).

Note: All partial productivities expressed in natural log terms. For the sake of clarity, productivity paths
represent five-year moving averages. Regional groupings of states correspond with USDA's farm production
regions except for NE1 and NE2 which together form the USDA's Northeast region. See footnote 15 for details,
Diagonal lines represent constant land/labor ratios.
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careful quality-adjusted aggregation procedures broadly reduce measured differences in
land and labor productivity. Since land is completely immobile across states and is not
nearly as mobile intersectorally as labor, it is not surprising that land productivity still
remains variable even within one country. If the nonagricultural uses of arid lands in the
Mountain states are not pressing for its removal from agriculture, there is no economic
necessity for its marginal product to match that of the Corn Belt or Lake States. Similarly,
given the economic alternatives to agriculture in the Northeast, only land with a high
marginal product is likely to remain in agriculture,

Because the regional labor markets are increasingly integrated within the US, we
expect that, over time, significant differences in the marginal product of labor will be
eroded. Workers in all regions will leave agriculture in response to opportunities outside
agriculture (Kislev and Peterson 1982). With an increasingly national market for most labor
skills, this should tend to eliminate spatial differences in returns to agricultural workers. As
is evident from these figures, once we account for the difference in the labor mix across
states, the spatial dispersion in the average productivity of labor appears to narrow more
rapidly over time. Because there have been substantial cross-sectional differences in labor
inputs to US agriculture over the post-war period, the effects described here of quality
adjustment on US partial labor productivity measures can help us anticipate problems in
comparing international labor productivity measures.

5.4  CONSTRUCTING AGRICULTURAL RESEARCH INDICATORS

The primary source for the public-sector agricultural research personnel and expenditure
data used in this volume is the Indicator Series country files reported in Pardey and
Roseboom (1989a). The Indicator Series represents a fully documented and sourced
compilation of benchmark survey data plus information from approximately 1000 addi-
tional data sources for NARSs in 154 more- and less-developed countries, where possible,
for the 27 years 1960 through 1986.'° Extensive efforts went into achieving completeness
and commensurability in the series. However, the unavoidably disparate nature of the data
sources, plus the subject of the data series itself, means that these statistics should be
considered indicative rather than definitive. Nevertheless, the series represents a major
effort to consolidate and restructure previously available data compilations.

The following three sections briefly describe the statisiicai concept of a NARS used
to compile the series, as well as some measurement issues that are germane to constructing
comparative measures of agricultural research activity. While the scope of the series, in
terms of country and time-period coverage plus number of indicators, constitutes a substan-

16 The Indicator Series reports data on a calendar-year basis whenover possible. However, in numerous
instances data were recorded on a fiscal- or academic-year basis. The procedure adopted in such cases was
to place the observation in the calander year that overlaps most with the respective fiscal or 2cademic year.
Consequently, a fiscal year running from April 1, 1980 to March 31, 1981 was placed in calendar year 1980.
A fiscal year running from July 1, 1980 to June 30, 1981 was placed in the calendar year 1981.
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tial extension of or addition to global compilations, there remains a problem with missing
observations that limits the use of these data for purposes of policy analysis. The procedures
used to tackle this problem are detailed in section 5.4.4, while section 5.4.5 compares prior
data compilations with those presented in this volume.

5.4.1 Defining a NARS

There is no tniversal agreement as to what constitutes a NARS, and while the concept of a
NARS has v~lue as an analytical tool, it is difficult to operationalize for statistical purposes.
A useful beginning was to split the concept of a NARS into three dimensions, namely, (a)
national, (b) agricultural, and (c) research, and to consider each of these dimensions
separately.

National

The notion of what constitutes a “national” set of statistics on agricultural research is open
to many interpretations. One option is to adopt a geographic interpretation and include all
agricultural research performed within the boundaries of a country. Another possibility is
to pursue a sectoral approach and include domestically targeted research activities funded
and/or executed by the public sector of a particular coumry.]7 This latter approach was
adopted for the Indicator Series, which attempts to include all agricultural research activities
that are financed and/or executed by the public sector, including private, nonprofit, agricul-
tural research. It explicitly excludies private, for-profit, agricultural research. This sectoral
coverage corresponds to that adopted by the OECD (1981, pp. 83-91) and includes the
government, private nonprofit, and higher-education sectors but excludes the business-en-
terprise sector.

The governiment sector was taken to include those federal or central government
agencies, as well as provincial or state and local government agencies, that undertake
agricultural research and development (R&D). One must be careful to avoid double-count-
ing federal resources that fund agricultural research at the state or provincial level and to
ensure that nonresearch activities are excluded. This is a particular prob!sm for research
performzd by government agencies at the state and local level, which, in many instances,
also deliver nonresearch services such as rural extension.

The private nonprofit sector generally includes only a small number of institutions,

17 Classifying by source of funds is known as a “funder-based” system of classification as opposed to a
“perforiner-based” system, which classifies according to the nature of those institutions that actually
execute the research. Clearly, these classification systems can give rise to different measures of research
capacity, and a preferred approach would be to classify research activity by one or the other method.
However, at a practical level, when attempting to construct a global database of agricultural research
statistics, we were forced to adopt an eclectic approach and use an ad hoc combination of both procedures
to arrive at a set of statistics.
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which are nevertheless very important for some countries. Some commodity research in
less-developed countries, particularly that concerned with export-oriented estate crops such
as tea, coffee, and rubber, is often financed wholly or in part by (industry-enforced) export
or production levies and performed by private or semiprivate nonprofit research institutions.
These institutions often operate as pseudo-public-sector research agencies or, at the very
least, substitute directly for such agencies, so it was appropriate to include them in our
measure of public agricultural research.

The higher-education sector is fairly readily identified but does present special
problems when agricultural research statistics are compiled. Care was taken in constructing
the Indicator Series to isolate research from nonresearch activities (e.g., teaching and
extension) and to prorate personnel and expenditure data accordingly.

The national agricultural research statistics reported in the Indicator Series exclude
the activities of research institutions with an international or regional mandate, such as
CIMMYT, IRRI, and WARDA, along with bilateral institutions such as ORSTOM and
CIRAD. The research operations for many of these multilateral agencies are quantified and
discussed in chapter 9. While their research output may often have substantial impact on
the agricultural sectors of their host countries, their mandates direct their research activities
towards international and regional, rather than national, applications of their findings.
However, all foreign research activities (including those associated with organizations such
as those noted above) that are either funded or executed in collaboration with the national
research agencies (or administered by them) were included in the series.

Agricultural

When measuring science indicators by socioeconomic objective, the OECD (1981, p. 113)
recognizes that two approaches to classification are possible. They can be classified

(a) according to the purpose of an R&D program or project;
(b)according to the general content of the R&D program or project.

For example, a research project to improve the fuel efficiency of farm machinery could be
placed under “agriculture” if classified by purpose, but “energy” if classifies by R&D
content. The Indicator Series adopted the procedure used by the OECD and classifies
research by purpose rather than content, as it is generally the purpose for which research is
undertaken that has the greatest relevance for policy.

The notion of agricultural research used for the Indicator Series includes research in
primary agriculture (crops, livestock, plus factor-oriented topics) as well as forestry and
fisheries.'® In general terms, this corresponds with the coverage used by both OECD (1981)

18 Prior compilations of NARS indicators, e.g., Evenson and Kislev (1971), Boyce and Evenson (1975), and
Judd, Boyce, arnd Evenson (1983, 1986), have sought to limit their coverage by excluding forestry,
fisheries, and sometimes veterinary research, A substantive argument in favor of adopting the wider
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and UNESCO (1984). For policy and analytical purposes, it would be desirable to differen-
tiate agricultural research among commodities, but for many systems this is practically
impossible, particularly on a time-series basis going back to 1960. Quite a few countries
only report data on national research expenditures that are not differentiated according to
socioeconomic objectives, even at this rather aggregate level. For these systems, it was
simply not possible, given currently available data, to generate plausible time series at this
level. Nevertheless, for a sample of 83 less-developed countries, we constructed preliminary
estimates of research personnel stratified by four commodity aggregates (namely, crops,
livestock, forestry, and fisheries) for the post-1980 period. Our findings are reported in
chapter 8.

A further difficulty is that a significant amount of agricultural research has an effect
at the postharvest stage, while the technology is embodied in inputs that are applied at the
farm level. Take, for example, the efforts of plant breeders to improve the storage life of
horticultural crops or to alter the baking quality of cereals. These characteristics are
embodied in new crop varieties that are adopted by farmers. Furthermore, there is a lack of
uniformity in the way research that is applied directly at the postharvest stage is currently
reported. The OECD (1981, p. 115) classification omits *“... R&D in favor of the food
processing and packaging industries” from their socioeconomic objective of agriculture,
forestry and fisheries,'® while UNESCO (1984, p. 64) includes “... R&D on the processing
of food and beverages, their storage and distribution.” The Indicator Series sought to
implement a variant of these approaches, excluding, where possible, research applied
directly at the postharvest stage. Omitting research on food processing and packaging
improves the compatibility of these statistics with value-added measures such as agricul-
tural GDP and the like. Nevertheless, public-sector research targeted directly to food and
beverage storage (and in some cases, processing) may in practice be included in this series,
although this is more likely to be true of advanced systems in the more-developed countries,

A final difficulty was to obtain statistics for the higher-education sector, classified by
purpose or “socioeconomic objective.” The more general case is to find personnel and,
possibly, expenditure data classified by field of science, where the basis of classification is
the nature rather than the purpose or objective of the research activity itself.? In those cases
where it was necessary to rely on field-of-science data, the series attempted to follow the
UNESCO (1984, p. 77) procedure and consider agronomy, animal husbandry, fisheries,
forestry, horticulture, veterinary medicine, and other allied sciences, such as agricultural

definition of agricultural research, as reflected in the statistics reported in this volume, is that the resulting
series is then consistent with the agricultural aggregates of GDP, population, and so on, as published by the
World Bank and United Nations organizations

190ECD (1981) includes it instead under the socioeconomic objective of “promotion of industrial
development.”

20 Classifying research on the basis of the nature of the R&D activity itself, rather than its principal economic
objective, is called a “functional” approach (OECD 1981, p. 53).
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sciences, thereby exciuding fields such as bacteriology, biochemistry, biology, botany,
chemistry, entomology, geology, meteorology, and zoology. These latter fields are more
appropriately classified as natural sciences, although in some cases the classification is a
little hazy. It was therefore necessary to apply a “purpose or objective test” to some of these
so-called natural science disciplines and to include in the series research undertaken in these
areas when the ultimate purpose or objective of that research could have a direct impact on
the agricultural sector.

Research

It is possible to identify a continuum of basic, or upstream, research to applied, or
downstream, research. Much agricultural research has been characterized as mission-ori-
ented in the sense that it is problem-solving in orientation, whether or not the solution to the
problem requires basic or applied research. OECD (1981, p. 28) states that “... the basic
criterion for distinguishing R&D from related activities is the presence in R&D of an
appreciable element of novelty.” For instance, simply monitoring the incidence of plant and
animal diseases in and of itself is not considered research and may only be undertaken to
enforce quarantine regulations or the like. But, using this information to study the causes or
control mechanisms associated with a particular disease is considered research. Of course,
some screening of the literature, newly available plant and animal material, and alternative
production practices should be included as part of measured research activity, given its
importance in the many countries that are undertaking substantial efforts to adapt existing
agricultural technology to their local conditions.

Agriculturai research also includes a significant amount of maintenance research that
attempls to renovate or replace any deterioration in gains from previous research.?! Gains
in output are often subject to biological degradation as pests and pathogens adapt to
research-conferred resistance and control mechanisms. The role of maintenance research is
substantial not only in many more-developed countries where current production practices
employ technologies that are biologically intensive, but also in many less-developed
countries, particularly those situated in the tropics where relatively rapid rates of pest and
pathogen adaptation tend to shorten the life of research-induced gains.

The difficulties of differentiating research from nonresearch activities is especially
pertinent in the case of agricultural research, given the dual role of many public-sector
agencies charged with agricultural research responsibilities. It is common to find such
agencies involved in additional nonresearch activities such as teaching; extension services;
certification, multiplication, and distribution of seeds; monitoring and eradication of plant
and animal diseases; health maintenance, including veterinary medicine; and analysis and
certification of fertilizers. In general, it is separating the research component from the joint

21 For additional discussions on maintenance research see Ruttan (1982), Miranowski and Carlson (1986),
Plucknett and Smith (1986), and Adusei and Norton (1990).
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teaching-research activities (in the case of universities) and the joint extension-research
activities (of ministerial or department-based agencies) that is most difficult. If direct
measures of expenditure aud personnel data were not available at the fun~tional level, then
secondary data were often used to estimate the appropriate breakdown of aggregate figures
into their research versus nonresearch components.

Even in the case of those institutions whose mandate is ostensibly litnited to research,
there were problems in obtaining consistent coverage of research-related activities. For
example, general overhead services, including administrative personnel or expenditures
required to support rescarch, can be excluded from reported figures for a variety of reasons.
In some instances, the institutional relationship between a national research agency and the
ministry within which it is located means that overhead services and the like are charged
against the ministry and not the research agency. Alternatively, some research agencies
report total personnel and expenditure statistics based on an aggregation of project-level
rather than institution-level data. In such cases, administrative overheads cannot be allo-
cated across projects and thus may be omitted entirely or in part from the agency-level
statistics.

A further issue involved identifying the research component of the farm operations
that are usually undertaken in support of agricultural research. To the extent that such farm
operations are necessary to execute a program of research, it seems appropriate that they be
included in a measure of the commitment of national resources to agricultural research.
However, some systems undertake farm operations at levels well above those required to
support research, with the surplus earnings from farm sales being siphoned off to support
research and even various nonresearch activities. In some instances, including all the
resources devoted to the farm operations of a NARS substantially overstates the level of
support to agricultural research within the system.

There was also the need to make a clear distinction between economic developrient
and experimental development. According to OECD (1981, p. 25), “... experimental devel-
opment is systematic work, drawing on existing knowledge gained from research and/or
practical experience that is directed to producing new materials, products, or devices, to
installing new processes, systems, and services, or to improving substantially those already
produced or installed.” Experimental development is therefore concerned with applying
new findings from formal and informal research activities. This contrasts with the notion of
economic development, which in general terms, is concerned with improving the well-being
or standard of living of members of a society in a particular country or region.

Clearly, while improvements in agricultural productivity that follow from experimen-
tal development contribute to the pro-=ss of economic development, they represent only
part of the story. Improvements in rucal infrastructure, via investments in irrigation,
transportation and communication facilities plus improved rural health and education
services, also contribute to the economic development of the agricultural sector and,
ultimately, to society as a whole (Antle 1983).

A problem arises when one attempts to compile statistics on agricultural research and
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experimental development activities in less-developed countries. This occurs when a
substantial portion of R&D activity is financed and/or executed as part of an economic-de-
velopment aid package. It iz often difficult to identify the experimental versus economic-
development component of an aid package, particularly given the project orientation of
much development aid. For instance, development assistance to establish, upgrade, or
rehabilitate irrigation facilities can often incorporate research to evaluate water quality and
identify preferred crop varieties as well as agronomic and irrigatior. practices. However,
including all of the project’s resources in a measure of NARS capacity could seriously
overestimate the level of resource commitment to agricultural research.

Another less obvious difficulty concerns the somewhat transient nature of some of the
agricultural research funded through development projects, which tends to be of relatively
short duration, often between one to five years. In some cases, it is undertaken largely by
expatriates and is seldom a part of the existing national research infrastructure. This type of
research presumably contributes to the overall leve] of national research activity and should
be captured in a NARS indicator, particularly if one is concerned with measuring sources of
growth or technical change within a country. However, to the extent that such research is
not integrated into the existing national research infrastructure, it is not a good measure of
the “institutionalized research capacity” of a national system. The strategy pursued in this
case was to include such development-financed research only when the research component
could be isolated from the nonresearch component with an acceptable level of precision,
and when it appeared to be integrated into the existing agricultural research infrastructure
within a country.

5.4.2 Research Personnel Indicators

One possibility for measuring the human resource commitment to a NARS is simply to
report the total number of personnel employed within a research system. This personnel
aggregate would not only sum together scientific staff regardless of theii qualifications and
skills, but would also include, in an unweighted fashion, research technicians and other
support staff. Because support staff often substitute directly for other capital and operating
expenses in the research process, such a series may be driven largely by differences in the
relative cost of research laber and nonlabor inputs, resulting, for example, in quite volatile
fluctuations in the ratio of researchers to nonresearchers. As a consequence, all-inclusive
research personnel aggregates would not accurately reflect differences in the underlying
scientific capacity that is relevaut for many purposes and is our measurement objective here.
Thus, the Indicator Series scught to include only research personnel, i.e., researchers
engaged directly in the conception or creation of new knowledge, products, processes,
methods, and systems. The series attempted to exclude technicians as well as support and
clerical staff who normally perform research and technical tasks under the supervision of a

22 This corresponds to the OECD (1981, p. 67) definition of a researcher.
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researcher.

A practical procedure for differentiating research from nonresearch staff was to rely
principally on educational levels rather than occupational classes. While there are clearly
substantial difficulties in standardizing educational levels on a global basis, un international
standard classification of education (ISCED) has been developed and is in general use
(UNESCO 1976). The Indicator Series sought to include only NARS personnel who held at
least a third-level university degree (ISCED-level categories 6 and 7) as researchers.>> This
included holders of first and postgraduate degrees (or their equivalent) earned at bona fide
universities or at specialized institutes of university status.

The series further attempted to classify national research personnel by degree status
— PhD, MSc, BSc, or equivalent. This substantially improved our ability to use the
personnel data as an indicator of the human capital or “‘quality-adjusted” research commit-
ment to national agricultural research, as reported in chapter 8. There was also an attempt
to differentiate between loc: " and expatriate scientific staff in order to enhance the informa-
tion contained in the personnel series. As discussed earlier, the series sought to include only
those expatriates who were working directly on domestic issues in an integrated fashion
with the national research system.

Personnel who were classified as research managers or administrators presented
special problems. To the extent that they are engaged in the planning and management of
the scientific and technical aspects of a researcher’s work, they should be classified as
researchers and included, at least on a prorated basis, in the series. They are usually of a
rank equal to or above that of persons directly employed as researchers and are often former
or part-time researchers (OECD 1981, p. 67). However, in many cases, it is not at all clear
if research managers or administrators maintain any direct involvement with the scientific
process itself.

The problems of dealing with data on research administrators are analogous to those
of dealing with data on other NARS personnel who may hold dual research and nonresearch
appointments. This is particularly important when including personnel irom institutions in
the ministry or department of agriculture, who perform, for example, a dual research-exten-
sion function, or from universities where personnel often hold joint research-teaching
appointments. In all cases, an attempt was made to measure researchers in full-time
equivalent (FTE) units. If direct measures in FTE units were not available, secondary data,
which enabled total researcher figures to be plausibly prorated to FTE units, were used.

23 An alternative procedure (see OECD 1981, pp. 67-69) is first to classify researchers, technicians, and other
supporting staff on the basis of the ILO (1986) classification scheme and then use ISCED procedures to
classify researchers by educational level. Given the rather heavy reliance ca secondary data in the Indicator
Series, it was not possible to operationalize the ILO classification scheme.
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5.4.3 Research Expenditure Indicators

There are several commonly accepted methods of measuring the (annual) commitment of
financial resources to R&D (OECD 1981, pp. 72-82):

(a) performer-based reporting of the sum of funds received by all relevant R&D
agencies for the performance of intramural R&D;

(b) source-based reporting of the funds supplied by all relevant agencies for the
performance of extramural R&D;

(c) total intramural expenditures for R&D performed within a statistical unit or
sector of the economy, whatever the source of funds.

The Indicator Series sought to report actual research expenditures, not simply bud-
geted funds, appropriations, or funds available, and so was based on method ¢ wherever
possible. A substantial number of the major discrepancies in prior compilations were due
to large variations — sometimes upward of 30% to 50% — between funds budgeted or
appropriated and funds actually spent. Some funds allocated to research at the beginning of
a fiscal year, for example, may never materialize, especially if governments are forced to
trim proposed outlays over the course of the year because of unforeseen budgetary short-
falls. Conversely, some research systems may, actually receive more funds than are spent,
and thus carry funds over to future budgetary periods. This is particularly true for systems
experiencing substantial capital investments where funds are allocated initially in a lump-
sum fashion and then drawn on over a period of time as needed.

The expenditures reported in the Indicator Series are total, inclusive of salary,
operating, and capital expenses. While the series reports actual expenses, for some purposes
it may be more appropriate to measure resources used rather than funds spent. This would
involve explicitly separating capital from noncapital expenditures. Capital expenditures,
which measure (gross) additions to the stock of capital invested in agricultural research,
could then be converted into flow terms by estimating the future service flows derived from
them.?* These capital service flows could then be added back to noncapital expenditures to
derive an overall measure of the resources actually used for research over time.

One of the major undertakings in compiling the Indicator Series was to collect all
expenditure data in current local currency units. This allowed the standardized translation
procedures described in section 5.2.1 to be applied to all countries. All expenditures were
deflated using local implicit GDP deflators based in 1980. The series was then converted
using PPPs defined over GDP.

24 See Pardey, Craig, and Hallaway (1989) for details. Unfortunately, there are simply not enough data
available at the international level to construct a time series that differentiates research expenditures by
factor type. However, in chapter 8 we do report our preliminary attempts to differentiate research
expenditures by factor type in a sample of 43 less-developed countries for the post-1980 period.
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5.4.4 Shortcut Estimation Methods

The data base that underpins the analysis reported in this volume substantially upgrades and
extends previously available indicators on research personnel and expenditures. But the
nontrivial number of missing observations that remain impedes our ability to form aggre-
gates or undertake comparative analyses.

The practical and, by necessity, ad hoc approach of dealing with this problem has been
to implement a hierarchical series of shortcut estimation procedures. The preferred and most
data-demanding approach uses cconometric procedures to estimate a series of reduced form
equations first. These are then used to construct ordinary least squares (OLS) predictions of
missing research personnel and expenditure observations. In the absence of suitable regres-
sors, various non-econometric extrapolation and interpolation procedures have been applied
directly to the country-level data.

Naturally the appropriate level of precision for any data set is a function of the uses
to which it is to be put. In this instance, the objective was to construct aggregate measures
that represent broad trends at the regional or subregional level over the 1961-85 period.
With an underlying unit of analysis consisting of annual, national-level data, we opted first
to construct simple, quinquennial averages of the country-level observations beginning with
the 1961-65 pcriod.25 While this aggregation procedure may artificially dampen variability
in data where there are strong trends, we argue that tive-year averages offer a basis for more
realistic global comparisons than the point estimates used by previous analysts.?® Such
aggregation also serves to minimize the influence of spurious variability as well as substan-
tially reducing the number of observations to be estimated by shortcut methods. Specific-
ally, the primary data matrix includes 151 countries over a 25-year period for a total of 3775
entries per indicator. Averaging over a fiv:-year period reduces the size of this matrix to
755 entries, which in turn, given the available data, reduces the number of personnel data
points to be estimated by short-cut methods from 67% to 30% and the number of expendi-
ture data points from 65% to 45%.

The regression procedures used to derive shortcut research personnel and expenditure
estimates do not presume any causal relationship between the set of right-hand-side (RHS)
“explanatory” variables and the research indicators for which estimates are being sought.
But, as Ahmad (1980) and Clague (1986) point out when using analogous shortcut
procedures in a different context, an informed choice of candidate RHS variables should
draw on some understanding of the likely partial correlations these variables may exhibit
with research expenditure and personnel indicators.

On the presumption that research personnel and expenditure aggregates at the national
level exhibit relatively stable trends over time, then one-period lags or leads of these

25 The 1961-65 period averages were centered on 1963 and so on for later periods.

26 For instance Boyce and Evenson (1975), Evenson and Kislev (1971, 1975a), Judd, Boyce, and Evenson
(1983, 1986), and Oram and Bindlish (1981).
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variables are credible regressors for our purposes.?” With personnel expenditures account-
ing for an average of 56% of total research expenditures in less-developed countries and
probably an even higher percentage for more-developed countries as US data suggest
(section 8.2), current research expenditures were also deemed suitable for inclusion in the
set of variables regressed against research personnel. Similarly, research personnel were
used as a regressor in the equation used to predict research expenditures. Measures of the
absolute (AgGDP) and relative (AgGDP/GDP) size of the agricultural sector also appear to
be systematically related to the level of agricultural research activity and were added to the
set of RHS variables used to generate shortcut estimates. 2 To capture the effects of amyriad
of complex socioeconomic influences that would otherwise be difficult if not impossible to
quantify, regional dummies were also incorporated into the estimating procedure. Finally,
a series of Chow tests rejected the hypothesis that a set of time dummies added significant
“explanatory” power to the regressions, and these dummies were omitted frora the final
specifications summarized in table 5.4.

Table 5.4: Specification of Shortcut Estimating Equations

Research personnel (RP) Research expenditures (RE;)
specification number specification number

Regression 1 2 3 4 5 6 1 2 3 4 5 6
Constant * * * * * * * * * * * *
AgGDPy * ok ok ok k% * 0ok ok ok ok %
(AgGDP/GDP), * * * * * * * * * * * *
RP,| * *
RP; * * *
RPH,] * *
RE; | * *
RE, * * *
REy * *
Regional dummies * * * * * * * * * % * *

Note: To minimize the influence of spurious observations these equations were estimated in double-log form,

Before fitting the six research personnel and six research expenditure specifications
used to generate shortcut estimates, the data were stratified across five income classes, so
that a total of 60 empirical relationships were estimated. This enabled the predictive
influence of each RHS variable to be conditioned by stage-of-development considerations.

271In some cases, data permitting, the research personnel and/or expenditure figures were predicted by
averaging the estimates obtained from equations that involved regressors consisting of leads and lags of the
respective RHS variable.

28 Evensor: und Kislev (1975b) and Pardey, Kang, and Elliott ( 1989) present empirical support for this notion,
while in chapter 1 some of the conceptual underpinnings of such a relationship are discussed,


http:purposes.27

International Comparability 163

Adjustzd Rs for the specifications reported in table 5.4 averaged 0.94 across the total
of 60 personnel prediction equations and 0.90 across the 60 expenditure prediction equa-
tions that were estimated by OLS procedures, with the best fits being obtained for the
high-income countries. In 2ll but one instance, the current and/or lagged RHS research
personnel and expenditure variables entered with positive signs, as, in general, did the
coefficient on the AgGDF variable. The sign on the AgGDP/GDP variable was somewhat
more volatile but was uniformly negative and significant for the low-income countries.

Prior to incorporating these OLS estimates into the respective research personnel and
expenditure series, a variety of screening procedures were used to ensure that they gave rise
to plausible time series. The actual and first-differenced series for research expenditures,
research personnel, and the implied expenditures per researcher for each country were
jointly scrutinized for evidence of outliers that could not be accounted for by secondary
information contained in various sources, including the country-level documentation of the
Indicator Series. OLS estimates that were identified as outliers were then estimated by
straightforward extrapolation and interpolation procedures.”

Figure 5.4 gives the percentage of observations and the share of research personnel
and expenditure totals that were derived by various methods. Around 55% of the expendi-
turc observations were accounted for by direct estimates, while a significantly higher
proportion of research personnel observations (70%) were directly estimated. Regression-
based procedures generated 26% of the research expenditure estimates and 19% of the
research personnel figures. The remaining observations were derived using various non-
econometric extrapolation and interpolation procedures,

For our purposes, it is significant that a substantially higher share of research
expenditure and personnel totals were accounted for by direct observations because the
problem of missing ob..ervations was concentrated in the group of small, less-developed
NARSs. It must be emphasized, however, that a nontrivial share of the personnel and
expenditure totals of the less-developed countries were constructed by shortcut procedures.
One should bear this in mind when interpreting the various indicators presented elsewhere
in this book.

29 A variety of procedures were employed that sought to make maximum use of the available data. Various
country-specific ratios of expenditures per researcher were used in conjunction with expenditure-only or
researcher-only figures for a particular year to infer corresponding researcher and expenditure data. In some
instances ratios of expenditures per researcher for the region in which the country is located and/or
expenditure ratios for countries of comparable size, stage of development, or time period were used in a
similar manner. For a few, often small, countries where only recent observations were available, the series
was backcast by assuming that the country’s rate of growth for the indicator in question was approximated
by the regional average.
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Figure 5.4:  Proportion of estimates derived by direct and shortcut methods

Rescarch expenditures Research expenditures
1961-65 1961-65
1966-70 1966-70
1971-75 1971-75
1976-80 1976-80
1981-85 1981-85
0 20 40 60 80 100 0 20 40 60 80 100
Percentage of observations Share of total aggregate
kesearch personnel Research personnel
1961-65 1961-65
1966-70 1966-70
1971-75 1971-75
1976-80 1976-80
1981-85 1981-85
0 20 40 60 80 100
Fercentage of observations Share of total aggregate

Legend: B direct estimates; [] regression-based estimates; [ other estimates.

5.4.5 Comparison with Prior Compilations

Internationally comparable data sets of investments in NARSs are sparse and up to now have
been based largely on the series constructed by Evenson and colleagues30 supplemented by
the efforts of Oram and Bindlis'; (1981). The data sources, NARS and variable definitions,
data processing, and aggregation procedures used by Pardey and Roseboom to construct the
compilation described in this chapter and detailed in the appendix to this book differ in
substantive ways from those used in prior compilations. Rather than simply extending both
the country and temporal coverage of these existing data sets, Pardey and Roseboom
endeavored to rework the recent historical record concerning the global pattern of invest-

30 See fooinote 26 for list of references.
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ments in public agricultural research. To permit a more informed use of these new data, the
nontrivial and systematic differences between the Pardey and Roseboom series and the most
recently published series by Judd, Boyce, and Evenson (1986) will be quantified in this
section and placed in context.

The principal data sources for the Pardey and Roseboom series is the ISNAR Indicator
Series (Pardey and Roseboom 1989a) supplemented by recently updated data on the US
(Pardey, Eveleens, and Hallaway 1991) and China (Fan 1991b). In compiling the Indicator
Series, Evenson-related sources (including the Judd, Boyce, and Evenson series) were
directly used for only 11% of the personnel data and 6% of the expenditure data. In quite a
few instances, however, they drew from the same primary sources used by Evenson and his
colleagues, although these were often supplemented with information from additional
primary sources that were considered more complete for our purposes. The multiplicity of
sources that were used to compile the primary data underlying both the Pardey and
Roseboom and the Judd, Boyce, and Evenson series compounds the difficulties of main-
taining consistent coverage in several dimensions: namely, (a) o7er time within a country,
(b) among countries, and (c) across the personnel and expenditure series. A key to
improving consistency in the data underlying the Pardey and Roseboom series was to
identify and track the institutional coverage of the available data, paying particular attention
to dates of creation, organizational mergers or divisions, details of name or mandate
changes, and the like. This involved gathering quantitative and qualitative data from as
many documentable sources as possible, including several ISNAR benchmark surveys, then
reconciling and synthesizing these multiple observations into a data series that represented
as closely as possible the NARS concept identified earlier in this chapter. Boyce and
Evenson (1975, p. iv) note that their *... data [may] appear to be in error simply because no
attempt to dctermine how many agencies are involved in the support of research in the
country has been made.” Improvements over time in the institutional coverage of available
data sources means that spurious, and in some cases substantial, growth in national research
capacity can be introduced if issues related to institutional coverage are ignored.

The concepts of a NARS underpinning the two series differ substantially. The notion
of agricultural research used in the Pardey and Roseboom series includes primary agricul-
tural research (crops, livestock, plus factor-oriented areas) as well as forestry and fisheries,
while the Judd, Boyce, and Evenson series tries to exclude forestry and tisheries research
(Judd, Boyce, and Evenson 1986, pp. 79-80). There are several practical and conceptual
issues which on balance, at least from our perspective, favor the broader definition. First,
such a definition is consistent, in general, with the coverage used by both OECD (1981) and
UNESCO (1984). Second, while for policy and analytical purposes it is desirable to
differentiate agricultural research among commodities, for many systems this is practically
impossible, particularly in time-series back to 1961. Certainly for a significant number of
systems, disparate agencies are charged with the responsibility of finding and/or executing
these various areas of research and care needs to be taken to ensure that they are included,
where appropriate, in the ~ggregate measures. On the other hand, attempts to exclude
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forestry and fisheries research are confounded by the fact that quite a few countries only
report preaggregated national research data that fail to differentiate among socioeconomic
objectives. Finally, a substantive argument in favor of adopting the wider definition of
agricultural research is that the resulting series is then generally consistent with the
definitions of agricultural GDP, population, etc., commonly published by the World Bank,
United Nations, and FAO.?!

There are also significant and quantitatively important differences between the Pardey
and Roseboom and the Judd, Boyce, ard Evenson series concerning the manner in which
research expenditures are translated into commensurable units. Research expenditures for
the Pardey and Roseboom series were all compiled in current local currency units and then
translated, in a standardized fashion, to constant 1980 US dollar aggregates. Our two-step
translation procedure first deflates to base year 1980 using local implicit GDP deflators and
then converts to US dollars using Summers and Heston’s (1988) PPP measures. This is far
from ideal, but in our judgment, it is likely to introduce less aggregation bias3? than the
approach used by Judd, Boyce, and Evenson that first converts using annual exchange rates
and then deflates using a US wholesale price index.

A final source of discrepancy between the Pardey and Roseboom and the Judd, Boyce,
and Evenson compilations lies in the different regional and subregional aggregations they
use. In brief, the principal differences are as follows: Judd, Boyce, and Evenson include
Japan and China in their Asian aggregates while Pardey and Roseboom include Japan in the
more-developed country grouping and, given the system’s overwhelming size coupled with
the preliminary nature of Chinese agricultural research statistics, list China as a stand-alone
figure. Judd, Boyce, and Evenson include South Africa in their Southern Africa totals while
the Pardey and Roseboom series omits South Africa from its sub-Saharan Africa aggregates
in order to maintain consistency with existing World Bank and UN practice. Judd, Boyce,
and Evenson do not report a West Asia & North Africa grouping. Judd, Boyce, and Evenson
group Australia and New Zealand along with the Pacific islands into an Oceania aggregate
while Pardey and Roseboom include Australia and New Zealand in their more-developed
country totals and merge the Pacific islands into an Asia & Pacific aggregate. And, finally,
Judd, Boyce, and Evenson include Ireland and the United Kingdom in a Northern Europe
total, while Pardey and Roseboom group them under a Western Europe aggregate.

The cumulative effects of these different measurement and compilation procedures
are captured in the comparative data on level and rate of growth presented in tables 5.5 and
5.6, where the Pardey and Roseboom data have been reaggregated to match the regional

31 An inconsistency that remains involves agricultural research or agricultural output (inclusive of forestry
and, of particular concern here, fisheries) indexed over “agricultural” land.

32 See section 5.1.

33 In numerous cases Boyce and Evenson (1975) and Judd, Boyce, and Evenson (1983) recorded research
expenditures directly in current or constant US dollars rather than current local currency units. This leaves
their figures subject to the possibly capricious conversion methods of their source authors.



Table 5.5: Level of Investment in Agricultural Research— Comparison of Pardey and Roseboom with Judd, Boyce, and Evenson
Estimates, Percentage Differences

Researchers ® Expenditures b Expenditure per researcher b
Region® 1961-65 1966-70 1971-75 1976-80 1961-65 1966-70 1971-75 1976-80 1961-65 1966-70 1971-75 1976-80
%o % % % %o % % % % % o %o
North Africa 14 44 49 40 36 41 48 46 26 -5 =2 10
West Africa 6 8 -13 -5 18 23 29 1 13 16 37 7
East Afriza 31 17 -5 =34 55 50 35 29 35 40 38 47
Southe-.a Africa -8 -20 =29 =51 74 60 56 41 75 66 66 61
Africa 14 28 21 12 36 38 37 20 25 14 21 9
West Asia 37 16 11 18 52 65 59 53 25 59 54 44
South Asia 61 62 63 52 73 71 73 67 31 23 26 30
Southeast Asia 34 14 13 27 83 83 83 68 74 80 80 56
East Asia 29 14 2 -3 41 29 25 29 18 17 24 31
Asia (excl. China) 36 27 21 21 55 50 48 47 29 32 34 33
Caribbean and Central America -2 -41 =25 -10 53 40 46 49 54 58 57 54
Temperate South America 9 4 1 —6 27 31 25 28 20 28 25 32
Tropical South America 8 2 =2 =20 50 48 44 46 46 48 45 55
Latin America 7 —~ =5 -15 44 44 40 44 40 46 43 51
Northern Europe 35 13 3 =25 45 41 39 29 15 32 37 43
Cer:tral Europe 18 7 0 -28 -5 -8 10 =7 -28 -16 10 16
Sowhem Europe 3 -10 -4 18 36 -6 =12 8 34 4 -8 -13
Wester:. Europe 2! 6 1 -17 20 10 18 7 -2 4 i7 20
Oceania 23 19 16 42 16 2 -10 -30 -8 =25 =31 -123
North America 47 45 42 38 17 15 8 17 =57 =53 -59 =33
North America & Oceania 43 40 36 39 17 13 5 10 —46 —45 -50 —~7
Total 33 25 19 15 31 27 26 25 -3 3 8 12

Source: Judd, Boyce, and Evenson (1983) and the appendix to this book.

 Regional groupings correspond to aggregation: nreser.ied in Judd, Boyce, and Evenson (1983, 1986).
Pardey and Roseboom minus Judd, Boyce. and Evenson estimates expressed as a percent of Pardey and Roseboom.

191 &uiqoapduio)) ppuonvuaaug



168 Craig, Pardey, and Rosehoom

Table 5.6: Growth of Investment in Agricultural Research— Comparison of Pardey and
Roseboom with Judd, Boyce, and Evenson Estimates

Researchers Expenditures
PR* 1BE” PR IBE’
) % % 9o

North Africa 9.4 6.8 4,7 3.6
West Africa 8.1 9.0 6.8 8.1
East Africa 5.2 9.9 4.5 7.7
Southern Africa 2.5 4.9 6.4 12.2
Africa 7.9 8.1 5.6 7.2
West Asia 4.9 6.8 7.8 7.7
South Asia 6.8 8.2 8.0 94
Southeast Asia 8.8 9.5 6.4 10.8
East Asia 1.1 3.6 5.5 7.0
Asia (excl. China) 3.6 5.1 6.5 7.6
Caribbean and Central America 77 8.3 9.7 10.3
Temperate South America 4.2 53 3.7 3.6
Tropical South America 7.8 9.7 8.7 9.3
Latin America 6.9 84 7.7 7.8
Northern Europe 3.0 1.6 4.7 6.4
Central Europe 1.5 4.5 6.1 6.3
Southern Europe 34 23 52 7.8
Western Europe 25 5.2 5.5 6.5
Oceania 49 2.9 3.6 6.6
North America 1.0 2.1 3.3 33
North America & Oceania 18 23 3.3 39
Total 33 5.0 5.2 5.8

Source: See table 5.5.

PR = Pardey and Roseboom; figures given here are compound annual rate of growth between 1961-65 and
1976-80 period averages.
JBE =Judd, Boyce, and Evenson; figures given here are compound annual rate of growth between 1959 and
1980 estimates.
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groupings used by Judd, Boyce, and Evenson. The Pardey and Roseboom series estimates
an overall level of full-time equivalent researchers some 15% to 33% higher than the Judd,
Boyce, and Evenson series, with the downward bias in the Judd, Boyce, and Evenson series
being magnified in the earlier years, particularly for East Africa, Asia, Northern Europe,
and North America. The systematic attempt to exclude forestry and fisheries research from
the Judd, Boyce, and Evenson series, combined with the more extensive, but still not ideal,
coverage of research performed by “‘secondary” public agencies, including universities, in
the Pardey and Roscboom series, could account in large measure for these differences.
Contrary to this general pattern, the Judd, Boyce, and Evenson seties appears to substan-
tially overestimate the number of research personnel for the 1976-80 period throughout
Africa (excluding North Africa) and Latin America, plus Northern and Central Europe. A
comparative examination of the underlying data for this period suggests that the Judd,
Boyce, and Evenson series for these regions relies more heavily than the Pardey and
Roseboom series on extrapolated rather than directly observed data, thereby (presumably
erroneously) carrying forward the somewhat higher growth rates of earlier periods.

The Judd, Boyce, and Evenson series also reports a much lower level of real research
expenditures than the Pardey and Roseboom series. The downward bias in the Judd, Boyce,
and Evenson figures is much more dramatic for the less-deveioped countries than for the
more-developed countries, presumably due to differences in coverage, compounded by
substantial differences in currency translation procedures.

Although the Pardey and Roseboom series suggests that overall there are significantly
more public resorrces devoted to agricultural research at the national level than the Judd,
Boyce, and Evenson figures reveal, the rates of growth in research personnel and expendi-
tures appear somewhat lower than has hitherto been reporled.34 [t is to be hoped that the
substantial efforis invested by Pardey and Roseboom (1989a) in tracking institutional
coverage within a country over time has resulted in a series that is, in some senses, more
consistent than the Judd, Boyce, and Evenson series. There is a tendency for more readily
available, often preaggregated, data to improve implicitly in coverage over time, and it is
particularly such aggregate data that were used by Judd, Boyce, and Evenson. Therefore,
we believe the Pardey and Roseboom growth rates are more realistic than those reported by
Judd, Boyce, and Evenson. The Pardey and Roseboom data form the basis for most of the
analyses reported in subsequent chapters, particularly in chapters 7 and 8.

34 Notwithstanding the fact that neither series adjusts for quality differences over time or across countries.
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Table AS5.1:  Agricultural Land

Arable 1and and land under permanent crops

Total agricultural land? Percentage of total area Percentage irrigatedb
Region 61-65 6670 61-75 76-80 81-85 §1-65 66-70 71-75 76-80 81-85 61-65 66-70 71-75 76-80 81-85
(milliors of hectares) % % % % % % % % % %
Nigeria 48.5 493 505 511 516 606 603 59.3 592 59.4 27 27 27 27 27
Western Africa (17) 1912 194.1 1963 1983 1989 148 162 172 184 19.0 07 08 11 13 15
Central Africa (7) 38.5 390 395 399 402 253 265 277 289 297 01 02 04 05 07
South Africa (10) 206.1 2124 2160 2172 2176 82 90 96 98 10.0 24 24 28 4.1 2
East Africa (8) 2103 2119 2135 2144 2150 16.8 17.6 183 18.8 19.1 5.1 51 51 53 55
Sub-Saharar Africa (43) 6946 7069 7158 7209 7234 172 181 188 194 198 27 27 28 31 34
China 422.7 4211 4197 4187 4191 245 242 240 238 239 302 351 40.f 446 443
South Asia (8) 2643 2672 269.8 2724 2713 799 804 808 81.1 812 192 21.1 233 257 286
South-East Asia (9) 544  58.1 624 657 68.3 746 764 780 792 799 200 19.0 197 209 23.1
Pacific (10) 1.4 1.4 1.5 1.5 1.6 654 674 659 665 67.5 01 01 01 01 o1
Asia & Paclific, excl. China (27) 320.1 3267 3337 3397 3412 789 796 802 807 808 194 208 226 248 275
Caribbean (17) 49 53 6.1 6.2 6.3 536 518 457 48.0 48.7 87 93 104 108 11.6
Central America (8) 1145 1147 1159 1175 1194 259 257 254 258 26.3 1.1 123 149 174 174
South America (12) 5022 531.6 560.5 582.6 599.6 16.1 193 209 222 232 60 53 53 55 57
Latin America & Caribbean (37) 6215 6515 6826 7063 7252 182 207 219 230 239 74 69 73 78 80
North Africa (5) 86.5 872 889 892 958 264 269 275 279 294 169 179 180 173 17.6
West Asia (15) 2286 229.6 2309 229.1 227.3 246 255 260 256 253 157 163 180 184 19.5
West Asia & North Africa (20) 315.1 3168 319.7 3183 3131 251 259 264 262 264 161 168 180 18. 189

Less-Developed Countries (108) 2374.1 24230 24715 2503.9 25220 281 292 298 303 307 156 165 178 19.0 19.9
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Table A5.1:  Agricultural Land (Contd.)

Arable lard and land under permanent crops

Total agricultural land® Percentage of total area Percentage irrigaledb
Region 61-65 66-70 61-75 76-80 81-85 61-65 66-70 71-75 76-80 81-85 61-65 66-70 71-75 76-80 81-85
(millions of kectares) % %o o % % % % % % %
Japan 6.0 5.8 5.7 5.5 54 979 958 926 90.1 888 499 61.1 624 62.7 62.1
Australia & New Zealand (2) 493.0 <032 511.8 5093 5049 69 79 82 85 93 35 37 38 38 40
Northern Europe (5) 13.1 128 125 124 123 727 721 71.8 715 722 1.0 16 28 56 7.1
Western Europe (8) 840 813 791 778 770 50.5 49.0 485 49.0 492 33 37 42 49 57
Southern Europe (4) 66.1 650 624 614 608 652 650 643 645 650 13.1 146 17.0 185 19.6
North America (2) 503.3 500.1 497.5 497.8 507.1 439 458 46.6 469 46.6 68 70 73 84 84

More-Developed Countries (22} 1165.6 11682 1169.1 11643 11675 306 313 313 316 321 74 79 83 92 94

Total (130) 3539.7 3591.2 3640.5 3668.1 3689.5 28.9 299 30.3 30.7 31.2 128 135 146 158 165

Source: Compiled from FAO Production Yearbooks.

 Agricultural land includes arable land, 1 'ud under permanent crops and permanent pastures. It excludes forest and woodland areas. Variable levels and
intensities of commercial exploitation of forest and woodland areas both over time within countries and between countries suggests that less distortion in the
agricultural input-output relationship is induced by excluding rather than including forest and woodland areas in a measure of agricultural land.

b Percent of arable land and permanently cropped land under irrigation.
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Table A5.2: Economically Active Agricultural Population

Region 1961-65 1966-70 1971-75 1976-80 1981-85
(millions)
Nigeria 14.2 16.0 18.1 20.7 23.3
Western Africa (17) 20.0 214 22.7 24.2 25.9
Central Africa (7) 11.5 12.0 12.6 13.4 144
Southemn Africa (10) 13.1 14.2 15.6 17.6 19.5
Eastern Africa (8) 274 30.3 33.8 37.5 41.2
Sun-Saharan Africa (43, 86.1 94.0 102.9 1134 1243
China 294.8 318.7 3483 383.5 417.7
South Asia (8) 190.3 202.0 2159 231.9 250.2
South-East Asia (9) 59.7 63.8 67.8 71.4 75.2
Pacific (11) 1.2 1.2 1.3 1.3 1.4
Asia & Pacific, excl. China (28) 251.1 267.0 285.0 304.7 326.8
Caribbean (18) 29 29 29 3.0 3.1
Central America (8) 8.8 9.2 9.9 11.0 11.9
South America (12) 22.2 23.3 24.0 24,0 24.1
Latin Americi & Caribbean (38) 33.9 354 36.8 38.0 39.1
North Africa (5) 9.2 9.2 9.3 9.7 10.1
West Asia (15) 18.9 19.4 19.8 20.0 20.3
West Asia & North Africa (20) 28.1 28.6 29.1 29.6 30.5
Less-Developed Countries (130) 694.0 743.6 802.2 869.2 938.5
Japan 13.6 114 9.3 7.2 5.6
Austraiia & New Zealand (2) 0.6 0.6 0.6 0.6 0.6
Northemn Europe (5) 1.5 1.3 1.1 1.0 0.8
Western Europe (8) 10.1 8.0 6.7 5.8 5.0
Southemn Europe (4) 13.1 10.6 8.8 7.5 6.4
North America (2) 53 4.7 4.4 4.4 4.1
More-Developed Countries (22) 44.3 36.5 30.9 26.5 224
Total (152) 738.2 780.1 833.1 895.7 960.9

Source: Compiled from FAO (1987b).

Note: Economically active agricultural population includes all persons engaged or seeking employment in an
economic activity related principally to agriculture, forestry, hunting, or fishing, whether as employees,
own-account workers, salaried employees, or unpaid workers assisting in the operation of a family farm or
business FAO Production Yearbook 1987 (p. 4).



Chapter 6

Patterns of Agricultural Growth and
Economic Development

BarbaraJ. Craig, Philip G. Pardey, and Johannes Roseboom

Perspectives on the process of economic growth and development have been far from static.
Analysis has at various times focused on industrialization as the key to both growth and
development. intermittent swings in fashion have emphasized the importance of a dynamic
or leading agricultural sector. Still other approaches have attempted to synthesize sectoral
views of development with notions of dual economies on the one hand and balanced or
unbalanced growth on the other. Layered on top of these more structural views of economies
are notions that comparative advantage and thus the linkages between the do estic and the
world economy condition development pattems.l Since we will not be ab. o settle the
question about the ultimate theory of economic development, we present information about
observed patterns of change in agriculture alongside information on growth in nonagricul-
tural output and factor movements between the two sectors.

6.1 AGGREGATE AGRICULTURAL GROWTH IN PERSPECTIVE

An informed discussion of developments and sources of growth in agriculture requires some
background in broader measures of economic change. The past two decades provide a richer
set of information on intetnational economic aggregates than was previously available,
although, as always, it covers an all-too-brief time series on a subset of the world. On a
global scale, the sustained growth in population has been more than matched by unprece-
dented increases in output of both the agriculiural and nonagricultural sectors of the world’s
economy. The net effect is an increase of approximately 50% in real GDP per capita between

I Agricultural-led development strategies have been reviewed recently by Adelman, Bournieux, and
Waelbroeck (1986). Building on the earlier work of Lewis (1954), dual economy models were formalized
by Jorgenson (1961) and Fei and Ranis (1964) among others. For a perspective on unbalanced growth see
Baumol (1967). Hayami and Ruttan (1985, ch. 2) review the treatment of agriculture in economic
development models.
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1961-65 and 1981-85 (table 6.1). When GDP is split into agricultural and nonagricultura
components, as in table 6.2, it is evident that per capita increases in output have come fron
both scctors. The patterns do differ, however, with substantially larger increases in nonag
ricultural output per capita and somewhat more erratic increases in agricultural output pe
capita.

Table 6.1: Development of GDP, Toral Population, and GDP per Capita, 1961-65 1.

1981-85
Region 1961-65 1966-70  1971-75 1976-80 1981-85
Gopp? GDP indexed on 1961-65 = 100

Sub-Saharan Africa (36)° 107 115 157 182 191
China 167 151 221 278 419
Asia & Pacific, excl. China (15) 461 125 158 208 269
Latin America & Caribbean (23) 434 128 177 231 261
West Asia & North Africa (13) 184 150 229 299 320
Less-Developed Countries (88) 1,354 132 181 234 286
More-Developed Countries (18) 3,532 128 155 180 201
Total sample (106) 4,886 129 163 195 224

Population® Total population indexed on 1961-65 = 100
Sub-Saharan Africa (36) 205 114 131 152 178
China 688 113 127 138 148
Asia & Pacific, excl. China (15) 834 113 127 142 158
Latin America & Caribbean (23) 224 114 130 147 166
West Asia & North Africa (13) 123 115 132 151 173
Less-Developed Countries (88) 2,074 113 128 143 158
More-Developed Countries (18) 615 105 110 114 118
Total sample (106) 2,689 111 124 136 149

GDP per capitad GDP per capita indexed on 1961-65 = 100
Sub-Saharan Africa (36) 524 101 120 120 107
China 243 134 175 201 284
Asia & Pacific, excl. China (15) 553 111 125 147 170
Latin America & Caribbean (23) 1.936 112 136 157 157
West Asia & North Africa (13) 1,492 131 174 198 185
Less-Developed Countries (88) 653 116 142 164 181
More-Developed Countries (18) 5,744 121 141 158 170
Total sample (106) 1,817 116 131 143 150

Source: GDP data primarily taken from World Bank (1989} and total population data from FAQ (19870).

? In billions of 1980 PPP dollars.

Bracketed figures indicate the number of countries in regional totals.
¢ In millions,
4 1n 1980 PPP dollars,
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Table 6.2: Development of Nonagricultural and Agricultural per Capita GDP, 1961-65 to

1981-85

Region 1961-65 1966-70 1971-75 1976-80  1981-85

NonAgGDP

per capita® Indexed on 1961-65 = 100
Sub-Saharan Africa (36)° 270 113 149 153 136
China 147 137 192 227 310
Asia & Pacific, excl. China (15) 309 115 139 181 220
Latin America & Caribbean (23) 1,618 116 141 165 168
West Asia & North Africa (13) 1,187 136 190 220 202
Less-Developed Countries (88) 445 122 156 188 207
More-Developed Countries (18) 5,391 123 144 162 175
Total sample (106) 1,576 118 135 149 156

AgGDP

per capita® Indexed on 1961-65 = 100
Sub-Saharan Africa (36) 255 87 88 84 76
China 96 129 147 161 243
Asia & Pacific, excl. China (15) 245 105 106 104 105
Latin America & Caribbean (23) 318 95 109 113 101
West Asia & North Africa (13) 324 104 106 105 111
Less-Developed Countries (88) 209 105 111 113 123
More-Developed Countries (18) 355 99 105 100 88
Total sample (106) 242 102 108 107 110

Source: GDP and AgGDP data primarily taken from World Bank (1989) and population data from FAQ
(1987b).

% In constant 1980 PPP dollars.
Bracketed figures indicate the number of countries in regional totals.

Disaggregated figures on GDP growth provide a diferent picture of growth and
development. By 1981-85, sub-Saharan Africa had by far the lowest average per capita
GDP. It represents one extreme case in that it is the region with the highest average
population growth rate and the lowest real GDP growth rate. Both in total GDP and in the
sectoral components of GDP, output per capita stagnated in sub-Saharan Africa and then
declined in real terms in the past decade.

Chinarepresents the other extreme in that it ex perienced the lowest population growth
rate of the less-developed regions in this sample and its fourfold increase in real output was
the largest of any region. Growth in real agricultural output per capita dominated that of the
nonagricultural sector; however, both more than doubled over the past two decades.

To provide a snapshot of the distribution of key economic aggregates, the regional
shares of the sample output and population are presented in table 6.3 for 1981-85. In this
period, less-developed countries account for just 36% of world output although they have
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Table 6.3:  Regional Shares of Total GDP and Population and of Agricultural GDP,
Population, and Land, 1981-85 Average

Total Agricultural
Region GDP Population GDP Population Land®
% % % % %
Sub-Saharan Africa (42) 2 10 7 14 20
China 7 25 22 35 12
Asia & Pacific, excl. China (21) 11 32 31 39 8
Latin America & Caribbean (32) 10 9 Il 6 20
West Asia & North Africa (18) 6 6 7 4 8
Less-Developed Countries (114) 36 2 78 98 68
More-Deretoped Countries (22) 64 18 22 2 32
Total Sample (136) 100 100 100 100 100

Source: GNP and AgGDP data primarily taken from World Bank (1989), population data from FAO (1987b),
and land data from FAO Production Yearbooks.

* Bracketed figures indicate the number of countries in regional totals.
Agricultural land comprises arable land, permanently cropped land, and permanent pastures,

82% of the vorld’s population. Only 18% of the world’s population reside in more-devel-
oped countries but these countries account for nearly two-thirds of output.

The difference between distribution of people and output is even more dramatic for
agriculture. Although more-developed countries have only 27 of the world’s agricultural
population, they generate 22% of the world’s agricultural output using 32% of the world’s
agricultural land. It takes the remaining 98% of the world's agricultural population to
generate 78% of global agricultural GDP.

The disparities among less-developed countries are quite striking as well. Asia &
Pacific plus China account for 53% of agricultural GDP, with 20% of the agriculturai land
and 74% of the agricultural population. On the same share of the world’s agricultural land,
sub-Saharan Africa produces less than one-fifth of the output of Asia. The differences in
factor usage and endowments that explain such disparities are examined in section 6.3.

Looking at the regional averages in per capita GDP, it is evident that the less-devel-
oped countries have made bigger strides over the past tv.o decades than have the more-de-
veloped countries; however, the absolute per capita GDP gap between less- and
more-developed countries has widened considerably. Given the declining but still high
proportion of GDP accounted for by agriculture in less-developed countries (figure 6.1), it
seems that the comparative lack of progress in their agricultural sectors is an important
factor in the widening per capita GDF gap.

These figures drive home the point that world economic growth, in and of itself, need
not generate a more egalitarian income distributior across countries. Evidence with respcct
to the income distribution effects of the green revolution technologies has been widely and
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hotly debated (Lipton with Longhurst 1989). Few have questioned that absolute levels of
poverty have decreased as a result of the introduction of these technologies. But, notwith-
standing that in principle such technologies are thought to be scale neutral, a number of the
initial studies concluded that the benefits arising from these technologies accrued, in an
“unacceptably” large measure, to large- not small-scale farmers.

Figure 6.1: AgGDP as a percentage of GDP, 1961-85
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Source: Data primarily taken from World Bank (1989).

Note: Weighted averages. Sample includes 94 countries.

There is, however, some later evidence that offers a contrary perspective. Pinstrup-
Andersen and Hazell (1985) gave four reasons why carlier studies erred, namely, (a) the
studies were conducted too soon after the release of the green revolution technologies, (b)
benefits to the poor, as consumers of rice and wheat, through lower prices were largely
overlooked, (c) they gave little or no attention to the linkages between these green
revolution technologies and the (rural) nonfarm economy, and (d) there are major difficul-
ties associated with partitioning observed changes into those resulting from green revolu-
tion technologies per se and those arising from population growth, institutional
arrangements, plus agriculturai and broader, economy-wide policies and the like. A recent
micro-level investigation of the North Arcot region in India (Hazell and Ramasamy 1991)
— the site of an earlier study by Cambridge and Madras universities that was critical of the
(income) distributional ccnsequences of the green revolution technologies —— provides
longitudinal evidence that in nany respects is at odds with the negative findings of the
earlier studies. It underscores tl e dangers of reading too much into the few available studies
of the distributional consequer.ces of the green revolution technologies that took a partial
perspective and were undertaken before the ensuing adjustment processes had more fully
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run their course.

Cross-country evidence from Fields (1989) is in keeping with the findings from these
more recent micro-level studies and suggests that it is the nature and not the rate of economic
growth that is decisive in determining whether inequality increases or decreases. Develop-
ment, as it is commonly defined, often includes the notion of a more-equal distribution of
income, but the structure of the world economy evidently provides no guarantees that a
convergence of incomes across countries necessarily follows from economic growth.2

6.2  AGRICULTURE’S SHARE IN GROWTH

troadly speaking, economic development is associated with a decline in the relative
importance of agriculture as a larger proportion of an economy'’s resources is directed to
nonagricultural production. This pattern can be attributed, in large measure, to the nature of
demand for agricultural products. As a society becomes wealthier, a smaller fraction of its
income is devoted to food and fiber consumption. This has two effects that contribute to the
decline in the relative importance of (production) agriculture. The prices of agricultural
relative to nonagricultural goods typically fall. Furthermore, the increasing sophistication
of manufactured goods or processed agricultural products increases the value-added mar-
gins to a greater degree in the nonagricultural sector.® There are subtle shifts within
agriculture toward more highly valued products — a move from grain production to
livestock production, a shift from root crops to small grains and feeds — but these shifts are
unlikely to be more important quantitatively than the intersectoral price and value-added
effects mentioned above.

The declining importance of agriculture need not imply that the absolute leve] of
resources devoted io agriculture declines. In fact, the economically active populaticn in
agriculture increased by 35% over the past two decades in less-developed countries — with
81% of that increase accounted for by Asia & Pacific and China (table A5.2). While
more-developed countries have experienced a 49% decrease in agricultural labor, the total
land devoted to agriculture has remained basically unchanged while the use of purchased
inputs over this same period has increased dramatically. There have been some modest
increases in the total land devoted to agriculture in less-developed countries, particularly
those in South America (table A5, 1).

Following Kuznets (1961), it is possible to decompose changes in GDP per capita into
three elements, namel y, (a) the increment in output per worker in the agricultural sector, (b)
the increment in output per worker in the nonagricultural sector, and (c) the shift in the labor

2 Earlier work on the “convergence” hypothesis by Gerschenkron (1952) has recently been revisited and
reanalysed by Baumol (1986), de Long (1988), and Baumol and Wolff (1988).

3 A good treatment of marketing margins in the context of agricultural prices is presented by Gardner (1975).
The analytics of marketing margins are further elaborated by Fisher (1981) and, with particular reference
to less-developed countries, by Yotopolous (1985).
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force from agriculture to the nonagricultural sector of the economy. The first two changes
are weighted by the respective end-of-period labor force shares of the sector, and the shift
in the labor force is weighted by the initial difference in output per worker in the two sectors.
The decomposition of changes in GDP in this manner highlights the fact that different
sectors of an economy are not independent. The agricultural and nonagricultural sectors are
connected through factor markets.

More formally, Kuznets’ identity is as follows:

qr= G-t = Gar = qar-1) Lar + @Gny = Gne=1) Loy + (Gue=1 = Gar -1) Ly = Lyy1) - (6.1)

where g;, is the output per worker and L;; is the share of the total labor force in sector i in
period f where i/ = a denotes the agricultural sector and/ = n the nonagricultural sector.

This formula is implemented to quantify agriculture’s contribution to overall eco-
nomic growth in different regions of the world (figure 6.2). The contribution of agriculture
to the total increase in GDP per capita has been relatively small for all regions except China,
and, in the case of sub-Saharan Africa, it has at times been negative.

The contribution of the nonagricultural sector has also not always been positive either.
The recent stagnation or fall in per capita GDP across all regions except China is mostly
accounted for by a slowdown or absolute decline in nonagricultural output. For West Asia
& North Africa the most recent drop in nonagricultural production reflects the sustained
decline in the price of oil during the 1980s. The generally poor performance of the
nonagricultural sector in the most recent pericd is partly a result of the global recession but
may also be indicative of the tighter world credit market. The nonagricultural sector of
highly indebted less-developed countries is more susceptible than the agricultural sector to
a shortage of foreign exchange, given its far greater reliance on imported inputs.

The shift of the labor force out of agriculture has made a positive contribution tc per
capitaGDP growth in all regions of the world." The movement of workers out of agricultire
has a positive effect on total GDP when the marginal product of a worker is higher outside
of agriculture than in it. This positive effect is magnified if a relatively large share of the
labor force remains active in agriculture,

The available data on average value-added per worker in the two sectors indi