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PREF ACE
 

For many years, the Farming Systems approach has been applied by various teamsthroughout Botswana. Until fairly recently the approach has tended to evolve independentlywithin these teams with little view to coordinating efforts. However, these teams are nowunder the auspices of :he Department of Agricultural Research (DAR) which calls for a moreconsolidated strategy with respect to the methodological aspect of farming systems research. 

In response to this need to develop a more unified approach, this handbook offers guidelineson how to conduct farming systems research within Botswana. These guidelines are aculmination of ideas and strategies developed not only by the Agricultural TechnologyImprovement Project (ATIP), but also from input from the other farming systems teams, theMolapo Development Project (MDP) and the Farming Systems Southern Region (FSSR). 

This handbook is not meant to be a comprehensive document, but rather a practical guide,providing examples from Botswana, to enable farming systems practioners to successfullycarry out farming systems research within this harsh climatic zone. outlinesIt themethodology and implementation strategies necessary to deal with the many unique featureswhich make tip Botswana. It is anticipated that improvements in the various techniques,discussed in the handbook, will develop as a result of additional experience gained by the
farming systems research practioners. 

The handbook consists of two separate documents. ATIP RP 3 contains the actualguidelines. ATIP RP 4 provides examples of data collection and s;urvev forms that havebeen used in farming systems research and which may be adapted for u:;e by other fanningsystems personnel in Botswana. For those who would 'ike more det:iiled in:mation aboutthe farming systems research approach, a list of recommended major references is providedin ATIP RP 3, and multiple copies of these references are available for long-term loan fromthe DAR library. Copies of ATIP RP 3 are readily available, while copies of ATIP RP 4 -of which limited numbers were made -- can be found in the DAR library. 

This handbook has been published with the approval of the Director of DAR, Dr. L. Gaka~e,the Chief Animal Production Research Officer, Dr. L. Setshwaelo, and the Acting Chief
Arable Research Officer, Mr. 0. Mmolowa. 
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PART ONE:
 

INTRODUCTION TO THE
 

FARMING SYSTEMS RESEARCH APPROACH
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CHAPTER 1: INTRODUCTION 

1.1 FARMING SYSTEMS PHILOSOPHY AND APPROACH 

1.1.1 THE PROCESS OF AGRICULTURAL DEVELOPMENT 

There are two ways to improve the productivity of farming families. These are: 

(a). The development of relevant improved technologies by research (with inputs in terms 
of feedback from extension and farmers) and their dissemination via extension. 

(b). The development of relevant policies and support systems by planning and their 
implementation by extension (development programs, etc). 

Through increasing the productivity of farmers it is hoped that their incomes and standard of 
living (welfare) will improve. 

To improve the productivity of farmers there are obviously a number of groups of peopleresponsible for making sure this is possible. Table 1.1 indicates who ihese are and what are
their roles and functions. Researchers and planners are responsible for developing relevantimproved technologies and the appropriate policy/support systems. Farmers, with the help of
extension workers, are actually responsible for improving the productivity of their farming 
systems. 

TA1I.1F- 1.1: ROI.S AND FUNCTIONS OF1 "II: ACTORS IN AGRICULTURAL DEVELOPMENT 

ROLF. FUNCTIONS ACTORS 

Inplementers 
Supporters Transmitters 

Farmers 
Fextensio- aff/ 

Provide Potentid Means 
Input Provision 
Technology 

Development Agencies
Research 

Policy/Support Systems Planning 

Therefore, close linkages between planners, researchers (on-station and on-farm), extension
and development staff, and farmers are very important. Figure 1.1 illustrates the way inwhich these linkages can operate in practice. Unfortunately in many developing countries,
until recently, the one-way "top-down" pattern shown in Figure 1.IA was still the most 
common. However, in recent years, many countries have decided that ideally linkages
should be like those shown in Figure 1.lB. Therefore, there should be two-way interactivelinkages between the various groups. However, the situation in many countries is that thelink to the farmer ("top-down") is still stronger than from the farmer ("bottom-up"). This is
shown in Figure 1.IC and possibly indicates what the current situation is in Botswana.' 

Obviously strong linkages between these various contributors are of crucial importance.
Growing realization of the critical importance of strong linkages has led, in recent years, to 

There can be a number a number of reasons why some of these linkages are not likely
to be very strong -- see, for example Fresco and Poats [1986]. 

File: A105.1/1 - 2 - Date: June 4, 1990 



----------

FIGURE 1.1: PROCESS OF AGRICULTURAL DEVELOPMENT
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an increasing emphasis on farming systems research (FSR). This approach, involving
working directly with the farmers, is a more "bottom-up" or "micro to macro" orientation, 
compared with the more "top-down" or "macro to micro" orientation of research work that 
stans with the experiment station or the upper levels of planning ministries. Figure 1.1B 
indicates that farming systems work can help in making linkages amongst the various groups 
stronger. In doing so it helps in the process of improving productivity, but does not produce 
a product by itself. 

As mentioned above, relevant improved practices/technologies and policy/support systems are 
needed to bring about increased agricultural productivity. Decisions on which strategy is to 
be emphasized to increase agricultural productivity will depend on circumstances. For 
example, if there is no technology that will ensure an economic return to fertilizer, there will 
be little value in concentrating on developing an input distribution system which makes 
fertilizer available to farmers. Therefore, the linkage or complementary nature between 
developing and disseminating relevant improved technologies and policy/support systems
needs to be constantly borne in mind, if the agricultural development process is to proceed 
efficiently. 

1.1.2 DEFINITION OF A FARMING SYSTEM 

To design appropriate or relevant ways of helping farmers it is essential to understand the 
conditions under which farmers are operating. They have, in fact, very complicated farming 
systems. Figure 1.2 shows sonic of the factors that have an influence on what the farming 
system will be. The operator of the farming system is the farmer or the farming family -
since to farmers, tile way in which they earn their living, and the economic, social and 
cultural well-being of their households is closely linked and cannot be separated 

The members of the farming household have three basic types of inputs: land, labor and 
capital. Management involve allocating these to three different processes, that is, crops,
livestock, and off-farm enterprises. In making decisions on how to allocate their inputs in 
producing one or more products, farmers have to make some difficult decisions. An 
important consideration in this decision will involve using their knowledge, to come as close 
as possible to fulfilling the goal(s) they are striving for. The goal(s) they are striving for 
may vary from farmer to farmer, e.g., maximizing their income, producing enough food to 
feed the family, etc. For many of the farmers we are working with, most are likely to want 
to maximize their incomes once they have made sure they are producing enough food to 
feed their family. The resulting combination of products (crop, livestock and off-farm 
enterprises) they are producing with their inputs, is the farming system. However, the extent 
to which the farming system fulfills the goal(s) they have chosen, will depend on the 
managerial skills of the famining family, and their ability to make good decisions in the 
allocation of inputs in a very uncertain agricultural environment. 

Some parts of the environment that influence what the farming system will be are, however, 
outside the control of the individual farming family, thus causing uncertainty as far as the 
farmer is concerned. The "total" environment in which farming households operate consists 
of two parts: the technical (natural) element, and the human element. 

(a). The technical element determines the types of, and physical potential of, livestock 
and crop enterprises. For example, in Botswana, the low level of rainfall makes it 
possible to grow sorghum, but not bananas, on rainfed land. Parts of the technical 
element include physical and biological factors. We often modify these to sonic 
extent through technology developments -- for example, increasing water availability 
through irrigation, improving soil quality by adding fertilizer, breeding for yield 
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FIGURE 1.2: 
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stability during drought, etc. 

(b). 	 The farming system that actually evolves, however, is only part of what is potentially 
possible. The human element is important in determining what the actual farming 
system will be. The human element consists of two types of factors: exogenous and 
endogenous.
 

Exogenous factors (i.e., the social environment), are largely out of the control of the 
individual farming family. These factors will influence what the farming family can 
or are able to do, and can be divided into three broad groups: 

i. 	 Community structures norms and beliefs. 
ii. 	 External institutions, which on the input side includes extension, credit and 

input distribution systems, and on the output side includes markets. 
iii. 	 Other influences such as population density and location. 

Endogenous factors, on the other hand, are those the individual farming household 
controls to some degree. These include the types of inputs mentioned earlier, that is, 
land, labor, capital and management. It is important to recognize that these resources 
vary among households and regions in Botswana. These vary on thL. basis of 
quantity and quality, both of which influence the performance and the potential of the 
system. In addition, these inputs or resources may or may not be owned by the 
household. Access to one or more of these resources may be on another basis of use 
(e.g., borrowing draft animals), which may limit or restrict the ease or intensity of 
use, and thus in turn affect the goals and performance of the farm family. 

Nevertheless, it is the farming family which decides on the farming system that will emerge. 
This will, however, be influenced and sometimes constrained by the technical element and 
exogenous factors. 

The farming system is obviously complex, and the results can vary greatly due to changes in 
the environment. These facts help explain why some technology thought to be relevant, 
often has not been adopted, or when it has, why the degree of adoption has varied widely.
Not considering the human element in agricultural research has contributed to many so-called 
"improved" technologies being irrelevant. 

1.1.3 DEFINITION OF FARMING SYSTEMS WORK 

The primary objective of farming systems work (FSW) is to improve the well-being of 
individual farming families by increasing the overall productivity of the farming system in 
the context of both the private and societal goals, given the constraints and potentials 
imposed by the factors that determine the existing farming system. FSW involves using two 
complementary strategies (i.e., the development and dissemination/implementation of relevant 
improved technologies and policy/support systems) to improve agricultural productivity, 
mentioned earlier. We will use the term FSW to refer to both the technology and policy 
thrusts, and farming systems research (FSR) to signify the technology thrust. In fact, most 
farming systems work to date has concentrated on the technology thrust, and therefore FSR. 
Consequently most of the handbook concentrates on FSR. 

In the literature, the term farming systems research (FSR), which usually refers to the 
development and dissemination of relevant improved technologies through on-farm research 
by working directly with farmers, has often been used loosely. There are programs called 
FSR that are not FSR, and there are programs not called FSR that are indeed FSR. 
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On-farm research itself is not necessarily FSR. To qualifyaccount as FSR it has to take intointeractions within the farming system. Shaner, Philipp and Schmehl [19821 andDillon and Anderson [19841 have characterized FSR as research which: 

(a). Views the whole farm as a system.(b). Is conducted with a recognition and emphasis on the choice of priorities which reflect 
the whole farm.(c). Research on a farm sub-system is legitmate FSR, provided the connectionsother sub-systems are recognized wiih

and taken into account.(d). Evaluation of research results explicitly take into account linkages between sub
systems.(e). As long as the concept of the whole farm and its environment is preserved, not allthe factors determining the farming system need to be considered as variable -- some may be treated as parameters or constants.
 

Therefore, 
 even within its role in technology generation, confusion becan cau;edvariety of approaches to FSW. by aThese approaches can be summarized"in the small" as FSW "in the large",and "with a pre-determined focus" INorman and Collinsoni, 19861. Adiscussion on these is found in a later section in the handbook (Section 2.1).
 
Many individuals 
 in the last 15 to 20 years have written extensively clarifyi,g the cor# eptsof FSW. This has led to more acronyms (e.g., FSR D, FSR/E,etc.). Unfortunately, 

and FSAR and OFR/FSP,at times this has led to more confusion as different people have giventheir own perceptions of what FSW.is However, there is no question that a certainconvergence of ideas is taking place as a review of some of the major papers irdicates.2 

There are many ways of presenting a diagram of the piocess of farming systems research -see, for example, Byerlee
usually sLow 

et al., [19801 and Zandstra et al., [1981]. However, the way weit in Botswana is given in Figure 1.3. There are four si;ages in the farmingsystems research process. These are as follows: 

(a). The Descriptive or DiagnosticStage in which the actual farming system is examinedin the context of the "total" environment -- to identify constraints farmers face, andto determine the potential flexibility in the farming system in terms of timing, unusedresources, etc. An effort is also made to understand the goals and motivation offarmers that may affect their efforts to improve the farming system. 
(b). The Design Stage in which a range of strategies are idertified that are thought .o berelevant indealing with the constraints determined in the descriptive or diagnosticstage. Information for designing such strategies comes from experiment station work.researcher managed and researcher implemenited (RMRI) type onwork farmers'

fields, and from other farmers.
 

This stage, in essence, involves ex ante 
 evaluation from the viewpoint of: 

2 Andrew and Hildebrand [1982], Byerlee, Collinson, Perrin, Winkelmann, Biggs,Moscardi, Martinez, Harrington and Benjamin
Winkelmann [1981], CIMMYT 

[1980], Bycrlec, lHarrington and[1988A and B], Dillon, Plucknctt and Vallacys [1978],Gilbert, Norman and Winch [19801, Harrinton [19801, Harwood [19791, MorenoSanders andI1978], Norman, Simmons and Hays [19821, Shaner al., andet 119821,Zandstra, Price, L.itsinger and Morris [1981]. 
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FIGURE 1.3: FARMING SYSTEMS WORK
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Technical !.asibil4ty -- whether the physical transferability of technicalrelationships established elsewhere valid, therebyis and contributes to the
solution. 

ii. Economic viability -- whether the proposed solution is economically viable inthe local situation of the fa,-ming family. 

iii. Social acceptability -- whether the proposed solution is likely to be acceptable
to the farming family.
 

(c). The Testing Stage in which 
 a few promising strategies, arising from the design stage,are examined and evaluated under farm conditions to determine their suitability forproducing desirable and acceptable changes in the existing farming system.stage usually consists of two steps: 
This 

i. Researcher managed farmerbut implemenied tests (RMFI) to establishwhether transferred technical relationships are altered by farmers' management
of non-treatment variables. 

ii. Farmer managed and implemented (FMFI) type tests when the team areconfident that relationships will hold, but need to evaluate the proposedtechnologies under local socio-economic circumTstances. 

Where transferred technical relationships appear likely to be distorted by differencesin local natural conditions, researcher managed and implemented (RMRI) experimentswill be necessary on farmers' fields rather than the experiment station where suchtrials are usually carried Theseout. ire done before undertaking RMFI and FMFItrials which involve farmers, and therefore undertaken farmers'are always on fields.All these types of trials may be undertaken by the FS team.
 
(d). The Dissemination Stage in which 
 the strategies that were identified and screeneddurinjg the design and testing stagc are extended to farmers. 

In fact, there are no clear boundaries between 
example, may 

the various stages. Design activity, forbegin before the descriptive and diagnostic stage;testing stage, and may continue into theas promising alternatives emerge from researcher managed farmerimplemented andtype trials -- where farmers and researchers interact directly. Similarly, testingby farmers may mark the beginning of' dissemination activities.
 

Also, it may 
 not always be necessary to go through
transferability during 

all stages. FS team confidence inthe design/planning stage can sometimes meanwork even the going straight to FMFIor to recommendation/dissenination stage. Thus, the process of isrecognized as FSRbeing dynamic and iterative with linkages in both directions betweenresearchers and extension staff. farmers,The iterative characteristic can improve the efficiency of theresearch process by providing a means of identifying and tuning improved technologies for aspecific location -- that is, climatic situation, soil type and/or farmer resource base. 

1.1.4 SOME CHARACTERISTICS OF FARMING SYSTEMS RESEARCH 

Some of the major characteristics of farming systems research are as follows: 
(a). Farmer Center Stage. The farming systems research approach involves putting the 

farmer, as the consumer of the improved technologies, in the center of the stage. 
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This approach provides an opportunity for researchers to learn from the farmer, 
enable him or her to have an input into the research process, and ensures that criteria 
relevant to him or her are used in evaluating proposed technologies. For the farming
family, evaluation criteria (for the adoption of the improved technologies) can be 
divided into the following groups, although it should be emphasized they are not 
mutuaily exclusive [Norman, Simmons and Hays, 1982]: 

1. 	 Necessary conditions determine whether the farming family would be able to 
adopt the improved practices. Such conditions inciude technical feasibility,
social acceptability, and compatibility with external institutions -- that is, 
support systems. 

I. 	 Sufficient conditions determine whether the farmer would be willing to adopt
the improved practices. Obviously, the necessary conditions will be 
influential in determining this willingness. Sufficient conditions will include 
the compatibi!ity of the improved practices with the goal(s) (e.g., food self
sufficiency, profit maximization, risk minimization, etc.) of the farming
family, the resources they have access to, and the farming system they now 
practice. 

(b). 	 Work With Representative Farmers. Although the input of farmers is critically
important in farming systems research, it is impossible for FSR teams to work with 
all farmers. Therefore, a few are selected that are thought to be representative of all 
farmers. Since there are many types of farmers -- because of differences in the 
products they produce and the resources they possess -- it is necessary to put farmers 
with similar characteristics in the same group (stratification)3. A small sample of 
farmers in each of these groups is then selected to work with the farming systems
research team. If the grouping and selection of farmers is carried out correctly, then 
the results obtained by these representative farmers should be achievable by other 
farmers with similar characteristics, when the technologies are extended to other 
farmers by extension staff. 

(c). 	 Involves An InterdisciplinaryApproach. As indicated earlier (-'ection 1.1.2), farmers 
have complex fanning systems. As a result, changes in one part of the farming 
system may have a good or bad impact on another part of the farming system. For 
example, as the fanning systems team in Southern Region (FSFR, formerly IFPP),
have always emphasized, it is not realistic, or indeed desirable, to try and increase 
crop productivity without considering livestock at all. This opens up tile possibility 
for complementary and supplementary relationships in the farming system to be 
exploited. Also attaining a successful solution to a technical problem that has been 
identified, will depend on whether the farming family has the labor and money to 
adopt -- which is an economic issue -- and whether there are sociological reasons 
which would prevent them from adopting. Farming systems teams, therefore, 
generally consist of representatives of a number of disciplines -- usually agronomists, 
animal scientists, agricultural economists and sometimes sociologists. As a result, an 
interdisciplinary approach -- that is, a number of disciplines working together on the 
same problem -- has to be used to solve the problems of farmers. 

(d). 	 Is A Dynamic And Iterative Approach. Because of the dynamic nature of 
agriculture, research is a never-ending process since farmers always face problems, to 

This discussion is developed further later (see Section 2.3) where the different strata are 

called recommendation domains. 
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a varying degree, in their farming operation -- many of which can be solved throughresearch. Sometimes the solutions suggested as a result of research don't work, andneed to be modified somewhat. This is implied in Figure 1.3, where the dotted linesindicate that such failures require moving back to an earlier stage in the farmingsystems research process, and repeating one or more of the steps in the researchprocess. This makes 	 farming systems research an iterative as well as a dynamic
approach.
 

(e). 	 Complementary To Experiment Station-Based Research. In the context oftechnology choice and development, the role of FSR is seen to be complementary totechnical component research (TCR), most of which is undertaken on experimentstations [Norman and Collinson, 1986]. FSR has three such roles: 

To look at recognized farming systems the ofand stock materialstechniques accumulated from TCR, so as 	
and 

to be 	 able to choose technicalsolutions to that beenproblems have identified. On-farm experimentationthen adapts chosen solutions to the local situation. This is a mobilizing andadaptive role, shaping the product for an identified market. 
ii. 	 To pass back unsolved technical problems, important to the system, andtherefore farmer development, to the appropriate TCR team on the 	experimentstation. This i; a role in identifying and helping to prioritize the agenda for 

technical research. 

iii. 	 To link with farmer clients and extension staff' in local farm situations,drawing both farmers and e:tension workers into the technology generation 
process. 

Similar linkages, although rarely accomplished to date, could be establishedplanning and development agencies concerning proposed policy/support 
with 

programchanges. In Botswana, these are not yet 	 strongly developed. 

1.2 RATIONALE FOR FARMING SYSTEMS RESEARCH 

1.2.1 COMPARING EXPERIMENT STATION-BASED RESEARCH AND FSR 
The literature frequently compares and contrasts station-based research and FSR. The tonein the 	discussion often implies that they are substitutes for each other. However, as has just
been argued, both experiment station research and systems are
farming research needed.
This is because they do different things and therefore are complementary to each other.
 

One major difference between them is the following: 

(a). 	 On the experiment station, predominately applied research is undertaken where new 
technologies are created.' 

On the 	experiment station, basic and strategic research4 	 are also sometimes undertaken.Basic research is designed to generate a new understanding of biological processes,while strategic research aims to solve specific research problems; for example, findingout why striga grows on sorghum but not on sunflower. Hlowever, in a researchsystem 	 like Botswana, neither basic nor strategic resear.chare frequently undertakenbecause such types of research require highly sophisticated equipment and techniques, 
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(b). FSR, however, concentrates mainly on adaptive research which involves helping to 
adjust technologies to specific environmental conditions. FSR also helps feedback 
information about future priorities for applied research, to experiment stations. 

To help clarify matters, Table 1.2 illustrates some of the major differences between 
experiment station-based research and FSR. This table, which does not detail all the
differences, hopefully shows why both -types of research are important and, therefore, why
both are necessary. 

TABLE 1.2: SOME DIFFERENCES BETWEEN EXPERIMENT STATION-BASED RESEARCH AND FSR 

CIHARACTERISTIC STATION-BASED RESEARCI FSR 

Location of Trial 
Disciplines Involved 

Priority Setting for Trial: Researcher 

Usually Experiment Station 
Often Single 
Mostly Technical 
More Involved 

Usually On-Farm 
Usually Several 
Technical and Social 
Less Involved 

Farmer 
Experimental Design: Complexity 

Management 
Implementation

Degree of Experimental Control 
Evaluation of Trial Results --Factors 

Less Involved 
Usually More 
Researcher 
Researcher 
More 

More Involved 
Usually Less 
Researcher or Farmer 
Researcher or Fanner 
Usually Less 

Taken Into Account: 
Systems Perspective 
Technical Feasibility 
Economic Viability/Reliability
Social Acceptability 
Farmer Opinion 

"xpense of Experimenial Program:
Fixed (Overhead) Costs 
Variable (Recurrent) Costs 

Less Likely 
Yes 
Less Likely
Less likely 
Not likely 

Likely itbe I ligher 
Likely to be Lower 

More Likely 
Yes 
More likely
More Likely 
More Likely 

Likely to be Lower 
likely to be ligher 

It is obvious that the more conventional station-based research has been somewhat 
successful. Such research gave rise to tL- Green Revolution, which enabled many farmers in
Asia, in particular, to benefit from growing new high yielding varieties of wheat and rice 
with fertilizer, under conditions where plenty of water was available. However, it appears
that many farmers with very limited resources both in Asia, and more particularly in Africa,
have not benefitted from these types of technologies. This is because the environment in
which they are working is much less equable, and therefore finding ways to help them,
without a better understanding of both their technical and human environment, proved too 
difficult. Consequently, in the 1960s, FSW emerged in the low income countries to try and
bring researchers on-station closer to farmers, extension/development agencies and planners.
In effect, there was an increasing realization that in these areas and with limited resource 
farmers, there was unlikely to be an agricultural revolution. Rather, it seemed more likely
that changes in the farming systems would be less spectacular, requiring more adaptive type
research than was necessary in the case of the Green Revolution. 

1.2.2 ADVANTAGES OF TilE FSR APPROACH 

Briefly, FSR does the following: 

need specialist researchers, and do not need to be located in specific agro-climatic 
environments [Farrington and Martin, 19881. 
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(a). 	 Provides a systematic way of trying to understand both the technical and
human environment of farmers. In doing so it provides a 
 method of
highlighting the critical issues facing farmers5 . 

(b). 	 As a result of identifying these issues, it provides a way in which relevant researchpriorities can be 	 fed back to the experiment station. Additionally, it enables researchpersonnel, working on farmers' fields, to select appropriate technologies to address
the problems that have been identified. 

(c). 	 FSR provides a way for evaluating technologies, in a practical manner, within asystems context, using criteria that are relevant to the farmer. 

1.2.3 CHALLENGES FACING FSR 

There 	 are a number of challenges facing FSR that need to be understood and, wherepossible, addressed. Some of these are as follows: 

(a). 	 FSR is relatively new. Therefore the methodology is still evolving. This is one of
the reasons this handbook has been written. 

(b). 	 Related to the methodology issue is that we need to further develop time and cost(money and people) efficient methods for undertaking FSR. This is importantbecause of the limited resources available for undertaking research -- both on-station 
and on-farm. 

(c). 	 In FSR, we tend to try and help the farmer with the problems he or she hasidentified. Of course, The reason for this is we want to introduce an intervention thatthey are interested in. However, it is possible that while tohelping solve thefarmers' problems, we create other ones 	 asfor the 	society, a whole. For example, inBotswana, there exists a tradition of farmiers sharing draft power. If we develop atechnology that requires more draft, rather less, mean thethan it may that familyhousehold controlling tile draft may not be able to allow other households to also usetheir draft animals under a sharing arrangement. Thus, helping one individualhousehold may harm other households in the community. Another example would bewith refereice to the effect of a proposed technology on maintaining the long-runproductivity of the land. It is important when designing a technology to help farmersincrease their productivity, considerationthat 	 is given to the possible long-temieffects 	(e.g., decreasing the amount of productive land available) of that intervention. 

(d). 	 Establishing credibility for FSR is a major challenge, but is necessary so as to ensurethat some of the limited research resources will always be allocated to it. As wehave argued earlier, FSR is only one of 	the actors in the agricultural developmentprocess. Additionally, in a way, FSR helps facilitate a process and does not producea product by itself. Consequently, FSR cannot claim sole credit for any technologiesdeveloped or any technologies adopted by farmers. However, it achieves credibilitythrough its linkages and cooperative efforts 	 with other actors in the agriculturaldevelopment process. Therefore, it is important for these other actors to understandand acknowledge the contribution that FSR can make. 

. Although the discussion here is in terms of technologies, a similar relationship can 

potentially exist with planners with respect to support systems. 
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1.3 EXPERIENCE WITH FS WORK IN BOTSWANA 

1.3.1 AGRICULTURAL RESEARCH IN BOTSWANA 

Agricultural research, supported by government funds, started in Botswana in 1936 at the 
Morale Pasture Research Station near Mahalapye. The initial work focussed on animal 
production and rangeland areas, but in 1945 crop and crop strategy research work was 
introduced and located at Mahalapye. The headquarters for agriculttral research work then 
moved to its current location at Sebele in 1969. 

Over the years, agricultural research has been devoted to a large number of topics including
the following [Addy, Farrington, Gollifer, Hunter, Stewart-Jones & Sweet, 198716: 

(a). 	 Animal Production And Rangeland Research. Areas worked in have included: beef 
cattle breed evaluation, beef production potential under communal/cattle post and 
commercial ranching systems, nutritional studies of livestock, dairy production
including small-scale peri-urban milk production, smallstock production including a 
recently instituted goat breeding program using the indigenous goat, evaluation of 
different livestock systems under communal grazing situations and the effect of the 
Tribal Land Grazing Land Program (TGLP), the nutritional limitations of natural 
pasture, range assessment and monitoring, stocking rate studies in the major
ecological zones of the country, grazing system studies, commu,nal grazing cell 
studies, control of bush and value of browse in livestock diets, range improvement 
and use of crop residues, control of poisonous plants, and range 
degradation/restoration studies. 

(b). 	 Arable Research. Initially. emphasis was placed on the identification of maize and 
sorghum varieties suitable for Botswana. H-owever, later work on maize was cut 
back in favor of work on millet, legumes, cotton and the use of fertilizer. Even 
more recently, increasing attention has been devoted to the factors governing dryland
farming, particularly crop husbandry and physiology, soil tillage and physics. The 
idea behind this research was to obtain a better understanding (,f Botswana's 
technical environment before trying to extend improved dryland farming techniques to 
the farming community. This paved the way to enphasizing machinery development, 
and the introduction of the IS approach. Current activities in crop research include: 
work on soil and water relationships, tillage systems, selection, breeding and 
agronomic work on cereal (mainly sorghum and millet) and legume (mainly cowpeas
and groundnuts) crops, variety selection and plant population studies in oilseed 
(mainly sunflower) crops, cropping system studies including rotations and 
intercropping, crop protection, and irrigation particularly with reference to horticultural 
research. 

1.3.2 EVOLUTION OF FSR WORK 

It is perhaps not surprising that in the early 1970s, in the light of all the research that had 
been done, it was felt that it should be possible to significantly increase agricultural 

6 	Detailed discussions of the research program of the Departrnenl of Agricultural Research 
(DAR) can be found in the various annual reports of the Arable Research and Animal 
Production and Range Rsearch (APRU) Divisions, and reports produced by the various 
projects that have been associated with the department. 
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production in the country, if the technologies were adopted byfarmers [Addy et a large enough number ofal., 19871. It was apparent that agricultural productionas a result of the agricultural research program. 
was not increasing

It seemed either thenot reaching the farmers that technology wasor else it was unacceptable to them. Also there wasthe failure to explain the concern aboutlarge yield gap that often existed between the research plots andfarmers' fields when the same technology was being used.
 
Therefore, it was decided the
that way to address these issues wasfarmers' fields. As result of this, to initiate testing ona 
namely EFSAIP (the 

two projects came into existence in the mid-1970s --Evaluation of Farming Systemsand and Agricultural ImplementsIFPP (the Integrated Farming Pilot Project).7 Project) 
testing work at 

As a result of their early technologythe farm level, 
autumn cultivation, row planting, 

they found that some of the research recommendations (e.g.,use of fertilizer and imnroved seed, goodcontrol, crop rotation, weed and pest 
package, based 

minimum tillage and soil/water conservation) combined to form aon a multi-purpose toolbar, had some limitations. However, to thefeedback process duethere were improvements in individual component technologies. 
There was, during the next few years, an
became farming 

expansion in the development of what increasinglysystems research, theNgamiland 
with initiation of the Agricultural Development forProject (ADNP)8 in 1979, the Agricultural Technology Improvement Project(ATIP) in 1982, and the Molapo Development Project (MDP) in 1983.
 

Over time, all these projects increasingly embraced the
not FS approach, even though somestart out as FS projects. As a result, did 
technologies developed 

they all now design -- with the help ofby on-farm research -- solutions to problems that have beenwith the help of farmers. identifiedThose potential solutions are then tested together with farmers ontheir fields. 

In general, apart from IFPP (FSSR) and to a lesser extent ATIP, mostconcentrated on crops of the projects haverather than livestock activities. A good dealplaced on tillage/planting practices, of emphasis has beenfollowed
the by agronomic practices, implement testing, andtesting of individual component technologies (e.g., varieties, seed dressing, etc).livestock work has been Whereundertaken in the context of FS teams, it has toon the crop/livestock interface (harness/yoke equipment, 

tended concentrate 
Ied -- hoth specially grown andcrop residues), winter fattening of cattle and small ruminants.9 

In the early days, much of the support for FS activities in lRotswana wasvarious donor agencies provided from(i.e., British, Swedish, American and German).years the proportion However, in recentof the funding met by the Governmentsteadily increased. Currently in 1990, FS teams 
of' 3otswana (GOB), has been 

are operating, in the Kanye. Mahalapye,Francistown and Maun areas"). 

. The name IFPP was later changed to Fanning Systems Southern Region (FSSR). 
. This was later known as the Agricultural Ngamiland Development Project (ANDP). 
. For details on the research programs of the individual projects,the Crop and see the annual reports ofLivestock (APRU) Divisions in DAR, and the annual reports and otherpapers produced by IFPP (FSSR), EFSAIP. ADNP (ANDIP), ATIP and MDP.
 

10 An informative 
 review of FSR work in Botswana is given by Frankenberger and Mitawa 
[19881. 
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1.3.3 PLANS FOR THE FUTURE THAT ARE CURRENTLY UNDERWAY 

Recently, the commitment by the Government of Botswana (GOB) to FS-type work has 
increased not only in terms of funding, but also in terms of its institutionalization. Until 
now, FSSR and MDP have been located in the Department of Agricultural Field Services 
(DAFS)", and ANDP and ATIP have been in the Department of Agricultural Research 
(DAR). A decision has been made by GOB to locate all the teams in DAR. In addition, it 
is likely that DAR will appoint a national coordinator for FS work. These decisions are not 
only important in ensuring the continuation of FS-type work, but should help in improving 
the coordination and collaboration between the FS teams 2 , and also between on-farm and on
station research work. 

With respect to the latter point, this should be further facilitated by other decisions that have 
recently been made. There is a move to improve the planning, management and evaluation 
of research as a whole. 3 The approach, that is developing, involves the following: 

(a). 	 A number of interdisciplinary research groups, program research teams -- based on 
specific commodities or themes are being formed 4 -- which include representatives of 
both on-station and on-farm research, and possibly extension. These groups plan, 
manage and monitor the trials that are approved for their group." 

(b). 	 At the annual Crops Division meetings -.- attended by representatives of research, 
extension and possibly other agencies in MOA -- the research groups report results of 
the work undertaken during the last year, and seek formal approval for the proposed 
work program to be carried cut during the coming year. 

(c). 	 Proposals on recommended new technologies are presented, with supporting evidence, 
from the research groups to the recently revitalized Recommendations Committee. 
This committee includes research and extension personnel, and is chaired by the 
Director of DAR. If approval is granted, the technology becomes officially accepted 
for extension and an Agrifact -- a recommendation leaflet -- is created or modified. 

I1 Recently this department has been split into two: the Department of Crop Production 

and Forestry, and the Department of Animal Production and Health. 

12. 	 Until now there have been no formal links encouraging this, although, for a number of 
years, personnel on the various teams have informally met twice a year, once in a 
meeting at which FSR issues were discussed, and the other being an on-farm workshop 
hosted by one of the FSR teams. 

'3. Currently the plan applies only to the Arable Research Division in DAR, not the Animal 

Production and Range Research Division. 

M4 Among those currently proposed are: cereals, legumes, horticulture, vertisols, soil and 
water management, and possibly farming systems research. 

's 	 There has in fact, been one group, a National Tillage Team, that has been meeting 
successfully on a regular basis for over a year. This team, consisting of research and 
extension/development agency staff, has been collaborating on a multi-locational trial, at 
nine different sites -- eight of which are on farmers' fields -- throughout the country. 
The main objective of the trial is to systematically compare different tillage treatments 
designed to improve water availability to the plants. 
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This is then published by the Department of Agricultural Field Servicesdistributed to extension (DAFS), andstaff (i.e., Agricultural Demonstrators) for dissemination tofarmers. 

Also, to further aid in collaboration between on-station and on-farm research work,currently a proposal to have a there isseries of sub-stations established, where staff members will beresponsible for on-station and on-farm work. Thus, the recentFSR in decision to institutionalizeBotswana is resulting in strategies to encourage greater integration and coordination
of FS work.
 

Of course, linkages with farmers, extension staff and
FS even planners, are critically important ifteams are to fulfill their potential. The links betweenstaff will FSR and farmers and extensionbe discussed in other sections in the handbook, as will details on the on-farm
on-station research linkage. 

and 

1.4 ORGANIZATION OF THE HANDBOOK 

1.4.1 PURPOSE OF THE HANDBOOK 

This handbook is not designed to be a comprehensive manual for undertakingsystems work. A number of such farmingmanuals already exist, and multiple copiesthese have been deposited in the DAR library. of some ofA list of these is given in Section 1.4.3 andare available on loan from the library on a long-term basis. Throughout this handbook wehave made frequent reference to these manuals thereby directing the reader to detailedmorediscussions of the topics under consideration.
 

Instead, in this handbook, an effort is made to 
 discusshave some of the major issues that wehad to address while undertaking farm systems research in harshenvironment of Botswana. the climaticWe have also discussed how we have resolvedmaking liberal use these issues, 
primarily 

of examples from Botswana. The handbook has therefore been designedfor FSR practitioners in Botswana, although over the years we have developedsome innovative techniques that could be of interest to those outside Botswana who areinvolved in FSR.
 

Because the purpose of the handbook is to provide 
someto undertake FSR Botswana, is 
practical guidelines for practitionersin there relatively little emphasis on theoretical materials.Also, since it builds on experiences in Botswana, and is not designed to behandbook, some a comprehensivetopics have not been discussed in detail. Finally, becauseis still undergoing some evolution, various parts of the handbook may need 

FSR methodology
 
to be updated in


the future.
 

Although the handbook has 

in 

been written by ATIP personnel, members of other FSRBotswana teamshave had an opportunity to review it. Hopefully, as a result, the handbookrepresents the collective view of how FSR work is currently undertaken in Botswana. 

!.4.2 LAYOUT OF THE HANDBOOK 

-In the remaining chapters of Part I, Chapter 2 deals with sonicFSR, while general issues 'concemingChapter 3 concentrates on linkages between farming systems teams and thevarious actors in the agricultural development process. Part II considersfor implementing FSR, with Chapter 4 dealing with 
general guidelines

description and diagnosis,with and Chapter 5the design and testing stages of FSR. Specific implementation procedres are 
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emphasized in Part III, with chapters general management issues (Chapter 6), surveyson 
(Chapter 7), crop production trials (Chapter 8), and livestock trials (Chapter 9). Part IV
deals with analytical procedures with chapters on data management (Chapter 10), data
analysis (Chapter 11) and reporting results (Chapter 12). The final part has only one chapter
concentrating on guidelines concerning special farmer linkage activities. 

To help the readers of this handbook, there are three additional featu es. These are as 
follows: 

(a). 	 At the end of each chapter a list of useful readings is given which deal with the 
topics discussed in the chapter. Where relevant, specific page numbers have been
cited. This list is not meant to indicate all of the possible references available, nor 
does it mean that these are the best. However, they are useful references and many
of the publications are available in the DAR library. A complete reference list is 
also presented at the end of the handbook (Appendix A). 

(b). 	 Because there are many technical terms used in the handbook, a glossay defining
these terms is provided (Appendix B). Generally, the first time a technical term is 
used in the text, it is also defined at that point. 

(c). 	 A large number of acronyms are used in the handbook. A list defining these is
 
provided (Appendix C).
 

(d). 	 Many different data collection and survey forms have been used by ATIP staff over
 
the years. 
 Since these can serve as useful examples of both how to, and on occasion
how not to(!), collect data, many of them have been reproduced and put in folders. 
None of them are perfect, but they are potentially useful in providing ideas to FS
practitioners in Botswana on how to design forms in the future. Because of the 
expense in processing the forms to make them suitable for printing, they availableare
in their original form an to handbook be out of theas annex this and can checked 
DAR library [Worman, Norman and Ware-Snyder 1990]. A list of the forms in the 
annex is given in Appendix D of this handbook. 

1.4.3 MAJOR REFERENCES AVAILABLE IN THE DAR LIBRARY 

Multiple copies of some the major references on how to do FSR work are available for
long-term loan from the Department of Agricultural Research (DAR) library. These include 
the following: 

Amir, P., and H. Knipscheer, 1989. Conducting On-farm Animal Research: Proceduresand
Economic Analysis. Morrilton, Arkansas, USA and Ottawa, Canada: Winrock 
International and International Development Research Center. 

Andrew, C.O., .,,,d P.E. Hildebrand, 1982. Planning and Conducting Applied Agricultural
Rescarch. Boulder, Colorado, USA: Westview Press. 

Caldwell, J., L. (eds.), "Design 	 forand Walecka 1987. 	 Techniques On-Farm
Experimentation". FSRIE Training Uniis: Volume II. Second Edition. Gainesville, 
Florida, USA: University of Florida, 1987. 

Caldwell, J., D. Taylor, and L. Walecka (eds.), 1987. "Analysis and Interpretation of On-
Farm Experimentation". FSR/E Training Units: Volume Ill. Gainesville, Florida, 
USA: University of Florida. 
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Caldwell, J., T. Frankenberger, T., D. Taylor, and L. Walecka (eds.), 1987. "Diagnosis
Design and Analysis in Farming Systems Research and Extension". FSR/E Training
Units: Volume I, I1 and III Trainer's Manual. Gainesville, Florida, USA: 
University of Florida. 

Chambers, R., A. Pacuy, and L.A. Thrupp (Eds.), 1989. FarmerFirst: FarmerInnovation
and AgriculturalResearch. Exeter, UK: Intermediate Technology Publications. 

CIMMYT, 1988A. From Agronomic Data to Farmer Recommendations: An Economics
Training Manual. Completely Revised Edition. Londres, Mexico: CIMMYT. 

Frankenberger, T., and L. Walecka (eds.), 1987. "Diagnosis in Farming Systems Research
and Extension". FSR/E Training Units: Volume I. Second Edition. Gainesville,
Florida, USA: University of Florida. 

Gomez, K.A., and A.A. Gomez, 1984. Statistical Proceduresfor Agricultural Research.Second Edition. Los Banos, Philippines: International Rice Research Institute, John 
Wiley and Sons. 

Hildebrand, P., and F. Poey, 1985. On-Farm Agronomic Trials in Farming Systems
Research and Extension. Boulder, Colorado, USA: Lynne Ricnner. 

Shaner, W.W., P.F. Philipp, and W.R. Schmehl, 1982. Farming Systems Research and
Development: Guidelines for Developing Countries. Boulder, Colorado, USA: 
Westview Press. 

Zandstra, H., E. Price, J. Litsinger, and R. Morris, 1981. /1 Methodology for On-Farn

Cropping Systems Research. 
 Los Banos, Philippines: International Rice Research 
Institute. 
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CHAPTER 2: GENERAL ISSUES IN FARMING SYSTEMS WORK 

2.1 DISTINCT TYPES OF FARMING SYSTEMS WORK 

2.1.1 THREE APPROACHES 

Earlier (Section 1.1.3) it was indicated that there are a number of ways to undertake FSR.A distinctive feature of FSR is that a systems perspective is constantly borne in mind.Within this framework, one can either look at a small or large number of variables in thesystem. In general, because of the complexities of simultaneously handling a large number
of variables, most FS programs have tended to limit the number of variables they study, and
regard the other factors that influence the farming system as parameters or constants. 

Three general approaches to FSR have been defined which relate to the number of variables
being investigated. These approaches can be as FSR "in the large", "in the small" and "with 
a pre-determined focus" [Norman and Collinson, 19861'. 

FSR "in the large" treats all system parameters as potentially variable in a wide rangingsearch for improvement. It is similar to the development of a completely new farmingsystem. It implies revolutionary rather than evolutionary changes in the farming system. Itis not particularly complex in concept, but is extremely difficult to implement. ThereforeFSR "in the large" is rarely undertaken and does not exist in FS work in Botswana.2 

In contrast, both "in small" FSRFSR the and "with a pre-determined focus" recognize that
small-scale farmers evolve from their existing situation in steps. The content and scale ofthese steps must be compatible with farmer resource endowments, the level of risk they are
willing to undertake, and their rnan:,gement capabilities. FS researchers work within the
system, and it involves identifying potential development steps. Because both these
approaches to FS work recognize the step-by-step development process in small-scale
farming, and both seek to identify steps in technology, there has been confusion between the
two. The difference is that FS "in the small" arrives at focus within the
a system in the
 course of diagnosis, while FS "with a pre-determined focus" moves into the system to
research an enterprise, or one 
 facet of an enterprise, looking for improvements within that

focus which are compatible with the whole farming system.
 

Both FSR "with a pre-determined focus" and FSR "in the small" are currently used in
Botswana. A couple of examples are as follows: 

(a). Often commodity researchers on experiment want FS workers tothe station evaluate
specific technologies they have developed to see how they fit in with the farming
systems currently used by farmers. This is FSR "with a pre-determined focus".
Examples would be testing cowpea varieties, evaluating the desirability of hilling 

Dillon and Anderson 119841 have assigned different names to these approaches, namely
replacement, revision and adjustment, respectively. 

However, some of the work carried out by experiment station-based researchers with asystems perspective could be considered a type of FSR "in the large". An example, in
the Botswana context, would be watershed management work that has been undertaken 
during the last few years. 
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groundnuts, ascertaining whether the Dutch hoe can help the weeding operation, etc. 

(b). 	 In our FS work we have found the major problem of farmers tends to revolve around
the plowing-planting bottleneck or constraint. Availability of water for plant growthis the basic problem, while limited planting days and draft availability impose
additional constraints on the 	extent to which the limited water can be used. Sincethis was diagnosed as a major problem early in our work, we have spent a grcat dealof effort in trying to find solutions to this constraint. This is an example of FSR "in

'3the small" . 

2.1.2 Tt!E SITUATION IN BOTSWANA 

The current and proposed organization of the agricultural research process in Botswanaprovides opportunities for FSR "with a pre-determined focus", and FSR "in the small" ,'ooperate in Botswana. The Program Research Teams can assist with the former, while the
proposal to have FS teams operating out of regional sub-stations will also enable the lat',er

approach to be used.
 

The combination of approaches is highly desirable. There are obvious advantages of ISR"with a pre-determined locus" for commodity researchers on experiment stations, but there
 
are also distinct limitations including:
 

(a). 	 The range of problems identified in the system is pre-deternined. Research efforts
 
may be focussed on 
 problems and solutions which may not be attractive to farierswhose primary concerns may be elsewhere in the system. 

(b). 	 It cannot offer a means for identifying and ranking technical research lroblems
re(luiring research resouirce 
 allocation across commodities; :r major po!ential
contribution of a fuil farming systems perspective. 

(c). 	 FSR's important linkage role with extension is more difficult t achieve if the focui
is excessively limited. Its orientation as well as organization is less compatible with 
successful extensio,;. 

In contrast, the advantages of FSR "in the small" are in a sense oljposite of the limitations
stated for FSR "with a pre-determined focus", namely: 

(a). It gives priority to the problems of farmers.
(b). Because it has a wider focus, it can better assist in prioritizini research goals on the 

research station. 
(c). Its area orientation and organization is wholly compatible with extension. 

2.1.3 	 LEVERAGE AND BREAKING CONSTRAINTS 

The two approaches of FSR discussed in the preceding section have different implications 

. See also discussion on leverage and non-leverage interventions in Section 2.1i.3. 

. For a more complete discussion on the limitations anct advantages of both FSR "withpre-determined 	 a
focus", and FSR "in the small", see Nornman and Collinsorn 11986: pp.

25-281. 
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for the degree of leverage obtained in the system, and the problem of breaking constraints 
versus exploiting flexibility in the system. These topics are now examined in a little more 
detail. 

2.1.3.1 Leverage 

FSR workers are obviously interested in maximizing improvement in the productivity of the
farming systems being implemented by farmers. In-order to accomplish this, it is important
to identify the parts of the farming system where adoption of a change can have the greatest
positive impact on productivity. In such a situation, potential leverage the farming systemon 

is maximized.
 

Although we do not view FS,. "in the large" as being a viable option, there is, however,

still the difficult issue of variables to parameters. Is it wise, for example, to focus research
 
on a pre-determined commodity (i.e., FSR "with a pre-determined focus") rather than 
 on the
whole farming system, or on the crop subsystem (i.e., FSR "in the small")? 

When research is undertaken where the pre-determined enterprise in question is a major

absorber of farm resources, then that enterprise will usually offer the best leverage on such

system-problems as deficient income, excessive 
 risk and seasonal variability in the use of
farmer-owned resources. In fact, this small variable to parameter ratio approach is
methodologically much easier to undertake than one in which the ratio of variables to 
parameters is much larger. Geographically-based FS teams have the responsibility for
looking at all crop and livestock enterprises in the system. Obviously, most leverage can be
obtained with the major crop or livestock enterprises. However, this still is a complex
situation when viewing the relationships between the various enterpri;es. Certainly focusing
on the broader fanning system is advisable when there appears to be little scope for 
improvement in the farmer's major enterprise. 

2.1.3.2 Breaking Constraints Or Exploiting Flexibility 

There are two possible ways of dealing with an identified constraint: break the constraint, or
avoid the constraint by exploiting the flexibility in the farming system. For example, in a
situation where sorghum is affected by a particular disease, numerous strategies could be
applied to deal with the problem. The constraint may perhaps be broken by applying a seed
dressing (requiring an input distribution system), breeding a disease resistent sorghum (a
long-term strategy requiring an input di*;tribution system), or by exploiting the flexibility in 
the farming system by planting the sorghum at a sub-optimal time (in terms of yield
potential) which reduces or eliminates the disease attack. The decision toon which approach
use in dealing with the constraint will depend on its severity, the flexibility that exists in the
existing farming system, and the availability of potential improved strategies that break the 
constraints or exploit the flexibility. Breaking a constraint is a much more difficult problem
both for researchers and farmers, than the strategy of exploiting flexibility. However, majorlong-term increases in productivity have to come through breaking constraints. This must be 
a step-by-step approach moving away from the present system towards a new one -- each 
step being one that is acceptable and absorbable by farmers. 

2.1.3.3 The Botswana Context 

In Botswana, FS teams work with what are called "non-leverage" and "leverage"
interventions. For example, a good deal of the work done in collaboration with the 
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commodity researchers, on the experiment station, has a non-or minimal leveragecharacteristic -- particularly in the case of an enterprise that is not a major component in thefarming system. However, adoption of the proposed changes can help improve
productivity of that enterprise, in particular, and possibly 

the 
have an impact on the farming

system as a whole. This occurs if the enterprise concerned uses a significant proportion of
the resources used in implementing the farming system as a whole. 

FS teams in Botswana are willing to support work with low-leverage characteristics because
of the difficulty, in this harsh climatic environment, of developing interventions with a highleverage characteristic that will be readily adopted by farmers. Because of the difficult
environmental conditions, there is little flexibility in the farming system, since a keymanagement factor is the ability of farmers to plow and plant when it is likely to improve
water availability for plant growth, and to improve the efficiency of water use. Therefore,
researchers in our situation are faced with the challenge of trying to develop relevant
technologies to break a major constraint, rather than having the easier task of developingtechnologies that will avoid the constraint, by exploiting the flexibility that exists within thefarming system [Norman ani CollIinson. 1986]. In fact, if one h'.ks at the success of FSRto date, it has generally been more successful in more equLle c limates than exist inBotswana. In examining the relative success of FSR in such environments, it is afpparent

that much of it can hC atlrihutCd to exploitatio ofnflexibility in the farming systeiln -- often
requiring only minor chanwes ol the 
 part of the iirnier -- rather than breaking constraints.
Technologies involving exploiting flexibility in the farming system are thus more lilkely to be
spontaneously adopted, and arC less likely to reur ire rigorous farnier trainiig prograns to
 
encourage their adoption.
 

Under the harsh climatic conditions of Botswana, major emphasis will have to be on
developing technologies that break constraints. Adoption of such technologies bhy farmers
involves major changes in thtir farming systems. For example. much of the AIll work has
concentrated on the plowin_',-planting operation. lowever, strateg ies to improve water
availability to the plant at planting time, require more 
 draft than the traditional strategy of
 
broadcasting the seed, and plowing it in.
 

Therefore, in sunmary, a good deal of the FS work, done in Botswana, "with a pre
determined focus" tends to have a low leverage characteristic, while FS work "in the small"
tends to have a high leverage characteristic, but unfortunately involves interventions that
have to break the major constraint of limited water availability, rather than being able to 
exploit the little flexibility that generally exists in Botswana farming systems. 

2.2 FIELD TEAMS AND INTERDISCIPLINARY COOPERATION 

2.2.1 COMPOSITION OF THE FIELD TEAMS 

In Botswana, the usual disciplines represented on the farming systems teams have been anagronomist and an agricultural economist.' However, there are two other disciplines thatplay a very important role in farming systems work in Botswana. These are animal science 
and rural sociology. 

In addition, of course, there are a number of support staff such as technicians, 

secretaries, enumerators, drivers, etc. 
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(a). 	 Animal Science. Animal scientists have, to date, rarely been included in FS teams in 
Botswana.' Three possible reasons for this poor representation include: 

i. 	 The major thrust of FS work in Botswana has, to-date, been on crop 
activities. 

ii. 	 There has been a shortage of animal scientists to work in FS teams. 
iii. 	 As discussed elsewhere in the handbook (see Section 2.4.2), there are major

methodological problems associated with successfully conducting animal 
science work on-farm. 

However, it is generally recognized that animal science can make a very important
contribution to FSR in the Botswana environment, where crop and livestock activities 
are very closely linked. Therefore in the future, participation by such scientists needs 
to be encouraged. 

(b). 	 Rural Sociology. The rural sociology input into FS work has been, and is likely to 
continue, to be provided by the Rural Sociology Unit in the Division of Planning and 
Statistics. This relationship should continue to work well since the unit has been 
very responsive to requests for collaborative work7. 

Although the basic disciplines involved in farming systems work, in Botswana, are those 
discussed above it is important to emphasize that other expertise can be tapped through
linkage arrangements. 

2.2.2 ENSURING INTERI)ISCIPIINARY COOPERATION 

It is very important for FS team members to work in an interdisciplinary manner rather than 
a multidisciplinary manner. A multidisciplinary approach involves scientists and several 
disciplines, but the effort is planned, executed and evaluated by each person separately. On 
the other hand, the much more desirable interdisciplinary approach involves input from 
several disciplines with the effort being mutually planned, executed and evaluated. Flow can 
this desirable interdisciplinary approach be achieved? The factors contributing to bringing
this about can be divided into two major groups: pre-conditions and operational conditions. 
Each of these are discussed in the following section.,: 

2.2.3 PRE-CONDITIONS 

The pre-conditions can be viewed as more attitudinal in nature. Characteristics that are very 

FSSR -- formerly IFPP -- used to have an animal scientist, but the only team which 
now has full-time animal science representation is ATIP Francistown. Recently the 
MDP has also recently employed a full time animal traction expert because of the 
critical importance of draft power in crop cultivation. 

After three years of operation, the MDP employed a rural sociologist/agricultural economist in 
recognition of the potential contribution of rural sociology. 

.	 In the following discussion attention is confined to the characteristics and activities of 
the FSR team itself. However, it is important to note that the institutional setting and 
the reward systems are also important contributors to the morale of the team members, 
and the effectiveness of this type of work. 
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important in creating a favorable environment for interdisciplinary work include the 
following: 

(a). 
(b). 

The personalities of the team 
Each team member has to 

members have to 
have confidence 

be compatible. 
in the contribution that their own

discipline can make to the total research process.(c). Each team member, however, must also have a healthy respect for the role of otherdisciplines, and the limitations that exist with respect to their own discipline.(d). Individual team members must be able to listen, andunderstand accept otherviewpoints, and in the light of these, be prepared to modify their own views. Awillingness to compromise rather than to be dogmatic, is important. 

2.2.4 OPERATIONAL CONDITIONS 

At the outset it should be emphasized that nothing constructive will happen unless the preconditions discussed above, are fulfilled. The strategies mentioned in this section simplyhelp to create a more fornalized structure that will assist in strengthening interdisciplinary
work. 

The keys to operating effectively in an interdisciplinary node are: 

(a). Ensuring good commntication between the team members.
(b). Assuming joint responsihility in planning, implementation, analvsis, writing-up and

disseminating the results 01' the research program.
(c). Making sure that recognition for work done is e(luitablv distributed. 

With reference to (h)ahove. this does not mean that everyone should c0ot rib te equally inall individual activities, hut rather, in terms of the overall effort, everyone should play theirpart. Obviously the roles and skills of specific disciplines and individuals should he t!t:cninto account in the apportioning process. As will be shown shortly (Section 2.4), it isapparent that the agronomist is likely to take major responsibility for RIMRI work, while theagricultural economist plays morea much visible role at the FMFI stage.' Also. one tearnmember may have special administrative or analytical talents that can be constructively
exploited for the benefit of the team as a whole. 

Strategies that we have found important buildingin team and encouraging interdisciplinary
cooperation are as follows: 

(a). It is important that regular team meetings are held to discuss both administrative andprofessional matters. Sometimes we 
have found itvaluable to have outside
representation, to help the team think through issues, to provide specific expertise,
and to encourage the development of linkages. 

(b). There should be an equitable sharing of administrative responsibilities. This isparticularly relevant incases where teams are very small and there may be little 
advantage to having a specific team leader.
 

(c). There should be careful coordination in the planning, implementation and evaluation 

Another example of the roles to be played by the different disciplines at various stagesinthe FSR process isgiven inCaldwell, Frankenberger, Taylor and Walecka [1987: p.
VI.1 T-91. 
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of the 	 various items in the work program. Since most items in the work programare likely to involve more than one discipline we have found that it is important: 

i. 	 That the workplan which is developed should result not only from discussions
between the team members, but through interaction with the extension
personnel in the region, experiment-station based researchers and, of course,
farmers. 

ii. 	 Well before the agricultural cycle starts in September/October, it is important
to write down for each proposed trial, survey or study in the work program,
the objectives, a justification for doing the work, and the approach to be used. 

iii. 	 It is also important at this stage to designate someone who takes primary
responsibility for the trial, survey or study. 

iv. 	 Additionally at this time it is important to obtain any special materials for the
proposed trial, survey or study; to enlist any necessary support from farmers;
to agree on the data collection procedure and forms that are to be used; and 
on the possible analytical framework for evaluating the results. 

v. 	 Finally, at this stage, responsibilities for different activities with reference to 
the specific trial, survey or stud), need to be apportioned. Some of theseactivities or responsibilities will be done jointly."0 A protocol on the 	 list of
activities, the name of the person responsible for supervising them and theexpected dates they need to be done by, is required for each trial, survey or
study in program. athe work Such list is desirable to facilitate
communication and to help to ensure successful implementation of the work program. This can be supplemented during the implementation stage by a
checklist indicating, by farmer, for each trial, the dates the activitiesvarious 
were undertaken. 

vi. 	 It is important that analysis and writing up is done in a timely manner, and 
that joint authorship of papers is encouraged. 

vii. 	 After approval by the relevant authorities within DAR, the results of the work
should be distributed in a timely manner to interested institutions and 
individuals. 

2.2.5 INCORPORATING OUTSIDE EXPERTISE 

It is obvious that FS teams themselves do not have all the expertise necessary to undertakeFS work. As has been emphasized repeatedly, FSR is very dependent upon contributions by
people 	 outside the teams. There 	 are at least three groups of people who have importantroles to 	play in helping to plan, implement, evaluate and use the results of FS work. Theseare, of course, farmers, experiment station-based researchers, extension/development staff and 

. Informal surveys (see Section 7.2.4) can be a good way of getting people to work 
together as a team. However, since the team members in Botswana FSR teams dosometimes change, this way of getting team members to initially work together may not 
always be possible. 
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planners." Linkages between FS teams and these various groups of individuals are discussedin zhe Chapter 3, namely famers (Section 3.1), experiment station-based researchers (Section
3.2), extension personnel (Section 3.3), and planners (Section 3.4). 

Although these linkages are important, the relative contribution that each linkage will make
will be dependent on the stage in the FSR process. In Figure 2.1 the relative contributions
at each research stage are schematically indicated. However, it shpuld be borne in mind that a number of research activities are likely to be occurring at the same time, some of whichare likely to be at different stages in the research process. Therefore linkages are likely to
be important all the time. 

2.3 RECOMMENDATION DOMAINS 

2.3.1 RECOMMENDATIONS 

A recommendation is information that farmers can use to improve the productivity of their 
resources (farming system) ICIMMYT, 1988A]. A good or successful recommendation
would therefore consist of the practices which farmers would follow, given their current resources, if they had all the information actually available to the researchers. Sometimesfarmers will be able to use a recommendation directly; such as inl the case of a particularvariety. On thk other hand. they may' adjust it in sonic way to fittheir own conditions andneeds; as in the case of a fcrtilizer level or storage technique. The darta upon which the
recommendations are based must he relevant to ile farners" own aigro-ccological (technicalelement) conditions, and the evaluation of those data must be cons I ,ient with the fanners'goals and socio-economic (.human element) circumstances. The issue is: how can this beachieved especially when every farmer operates under slightly differet ci rcumstances, and

therefore for whom slightly different technologies might be relevant?
 

2.3.2 RECOMMENDATION I)OMAINS 

Obviously the ofdevelopment recommendations for farmers must be made as efficient aspossible. Since it is impossihle to make a separate recommendation for each farmer, wehave to make a practical compromise. We do this by stratifying the farners we are working
with into homogeneous groups. Farmers in these groups should have -imilar circumstances
and problems. In this situation it is usually assumed that the same recommendation wil! besuitable for all the farmers in the group. CIMMYT (Byerlee et al., I%0; CIMMYT, 1988A]refer to such a group of farmers as a recommendation domain. Recomnmendai. -1 domains 
may be defined by agro-ecological (technical) and/or by socio-economic (human)circumstances. The definition of the recommendation domain depends on the particularrecommendation jCIMMYT, 1988A]. Two examples, for Botswana, as follows:are 

(a). An underlying problem for all farmers is the limited availability of water for plant
growth. Consequently a key management factor is their ability to perform timely
operations, particularly for plowing and planting, in order to make more water
available for germination and plant growth and to improve the efficiency of water use. The ability to pursue "timeliness" is, however, not a function of management
alone but also of draft resources available to farmers. It is, for example, much easier
for a farmer owning a tractor to carry out timely operations, than for a farmer hiring 

I. There is also another group, consultants, who are, however, usually associated with the
experiment station-based research, extension or planning institutions. 
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FIGURE 2.1: RELATIVE CONTRIBUTIONS OF DIFFERENT "ACTORS" AT DIFFERENT STAGES IN THE FSR
 
PROCESSa
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donkeys. Although the problem for both farmers is the same, the potential solutionsfor helping them will be different. Therefore in our work have allocated suchwe 

farmers to different recommendation domains.
 

(b). 	 Over the years we have done a great deal of crop variety testing for experiment
station-based researchers. One example, is the cowpea variety ER-7 which has nowbeen officially released. In the case of this variety, there was no need
differentiate the farmers according to different socio-economic groups. Rather, the

to 

appropriate recommendation domain appears to be 	 all farmers in a particular
geographic area (i.e., easter., half of Botswana). 

Therefore by dividing farmers into homogeneous groups or recommendation domains we are 
recognizing: 

(a). 	 The heterogeneity that exists in the farming population.
(b). 	 The likelihood that farmers, within a group, will have similar problems.(c). 	 The increased probability that farmers, within 	 a group, will be interested in the same

potential solution to the identified problem(s). 

Thus the purpose of the groups is to highlight similarities within the recommendation
domains, and the differences between and among the recommendation domains. Similaritiesand differences are important only vith respect to our objectives: increasing agriculturalproductivity by establishing experiments and generating recommendations [-rankenbereer and 
Walecka, 1987: p. 661. 

Because farm families differ from one another, we need to distinguish the characteristics onwhich they vary, and how those variables relate to the problems they have. and the
usefulness of solutions to 
those problems [Frankenberger and Walecka. 1987: p. 661. This is
 
not always an easy exercise.
 

2.3.3 IMPORTANT ISSUES CONCERNING RECOMMENDATION I)OMAINS 

There 	 are a number of isses with respect to recommendation domains that are important to
 
bear in mind:
 

(a). 	 Differentiation Between Recommendation Domains And Agro-Ecological Zones.There 	 is a fundamental difference between the two. The difference is thatrecommendation domains are defined by farmer circumstances, practices, problems
and solutions, while agro-ecological zones are differentiated by the andphysical
biological characteristics of the geographical IFrankenbergerareas 	 and Walecka, 1987: p. 691. Consequently, although there may be a large 	number of farmers in one agroecological zone, it is possible for those farmers to be in a number of recommendation 
domains. 

(b). 	 Dynamic Nature Of Recommendation Domains. As was seen in the examples givenin Section 2.3.2 above, the recommendation domain is not necessarily the same forall technology recommend.'tions that are developed. Different recommendation
domains may be desirable for different problems and related solutions. 

(c). 	 Iterative Characteristic In Definiing Recommendation Domains. Recoimendation
domains are identified, defined, and redefined throughout the process of on-farmresearch. For example, they may be tentatively described (luring the first diagnosis.Then the information derived from planting research trials, in locations representative 
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of the recommendation domains, may assist in defining the domains. However, the 
final definition may not be developed until the recommendation is ready to be passed 
on to the farmers ICIMMYT, 1988A1V2. 

When interpreting experimental data to make our recommendations, it is important to 
have a fairly clear idea of the group of farmers who will be able to use this 
information. One must consider not only the agro-climatic range over which the 
results will be relevant, but also whether such factors as different management
practices or access to resources will be important in causing some farmers to interpret 
the results differently from others. 

An example from the ATIP work helps illustrate this issue. Over the years, a great
deal of on-farm experimentation has been done with double plowing -- a strategy
designed to encourage greate, infiltration of water into the soil, thus making more 
water available for plant growth. In early ATIP work, we considered it a generq] 
strategy suitable for all farmers with available draft power. However, more recent 
experimental work combined with economic analysis, has made us re-evaluate the 
proposed recommendation domain. We have now concluded that double plowing
gives better and more consistent results on deeper soils with higher water holding 
capacity. In addition, it is likely to be most suitable for farmers who control their 
own draft power, are faced with either a weeding labor constraint, or a land 
constraint.3 

As CIMMYT 11988A: p. 581, emphasize: 

"The important point is that researchers must have a clear and 
consistent definition of the recommendation domain whose experiments
will be submitted to economic analysis. Domain definitions are 
reviewed and refined during .he experimental process. As the number 
of possible defi;iing characteristics for domains is greater than the 
number of locations to be planted, careful selection of experimental
locations is important. The routine collection of information adequate 
to describe each locaton (e.g., elevation, soil, cropping history, 
management practices) is a most important activity, without which 
across-location interpretation is impossible." 

(d). 	 Short-Cuts To A Precise Definition Of A Recommendation Domain. By defining a 
recommendation domain for a particular technology, extension staff are alerted to 
what farmers are likely to benefit from the technology, and therefore who should be 
encouraged to adopt it. Such targeting information can be helpful in facilitating the 
work of extension staff. However, there are two potential disadvantages with respect 
to this, namely: 

i. 	 The possibility of making mistakes in defining; time delays necessary in 
defining; and the difficulty of defining a precise recommendation domain. 

ii. 	 The possibility that farmers may use the technology in a way not envisioned 
by the research worker, therefore possibly changing the recommendation 

iz.	This is why sometimes in the literature the term research domain is used, and it is only 
called a recommendation domain after the iterative process is complete-. 

13.Another good example, is the response to nitrogen in maize described by CIMMYT 
11988A: p. 571. 
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domain for which it is valid. 

Obviously, monitoring the adoption of the technology can help in refining thedefinition of the recommendation domain. One short-cut in Botswana -- that is nowbeing used to an increasing extent -- is the use of research-oriented farmer groups intesting technologies (see Sc;ction 13.1). Briefly, this involves offering a number oftechnologies to the farmers from which they se'ect thlcse they are interested intesting. This provides us with a quick indication of the possible recommendationdomain for the proposed tehnology, and reduces the chance of possible errors in thedefinition. One example ot avoiding such an error occurred with respect to the handpulled rotary injection row planter. We initially thought it would be most suitablefor families who did not have control of draft animals. -lowever, when testedfarmer group situation, some interest was expressed by families 
in a 

with control of draft,particularly for planting small areas, and in cases where women who found rowplanting with animal draft power more difficult, did the planting. 

2.4 CLASSIFICATION OF TRIALS 

2.4.1 TRIAL TYPES 

As has been emphasized carlier (Section 1.1.1), FS workers tend to multiple clients,who they interact with o, a day-to-day basis -- namely farmers, 
have 

station-based researchers,extension and development agency staff, and sometimes planners. have overWe found, theyears, that similar types of trials do not have equal appeal to all the clients. As a result, wemake substantial use ot three different types of trials. These trials can be differentiated onthe basis of who manages and who implements the trial, i.e., researcher (technician) orfarmer (Table 2.1)."4 Thus three major types of trials are possible: 

(a). Researcher managed and researcher implemented (RMRI).
(b). Researcher managed and farmer implementet (RMFI).

(c). Farmer managed and farmer implemented ( MFI).
 

There is also another type of trial, called superimposed, that has considerablenot potential, butwe have used a great deal to date. This type of trial will be discussed separately
(Section 2.4.4). 

2.4.2 CHARACTERISTICS OF MAJOR TRIAL TYPES 

A careful study of Table 2.1 indicates that the three trial types can be differentiated in termsof research objectives, methods, experimental design, types of data collected, methods ofanalysis, and evaluation criteria. Generally in FSR, technology design work begins at theRMRI level and then when a technology is thought to be appropriate is passed on for testingwith the farmer, first at the RMFI level, and then at the FMFI level. Obviously the farmerbecomes progressively more involved as oite moves from expcrimentation at the RMRI tothe FMFI level. Farmer groups (see Section 13.1) are particularly useful for implementingtrials at the FMFI level and tn sonic extent at the RMFI level. In RMRI type trials,undertaken on-farm, the rese archer input is much greater. However, even here in what isusually design-type work, we have been able to elicit farmers' opinions by bringing a group 

'. Another table looking at characteristics of different types of trials is given in Caldwell
and Walecka 11987: p. 2701 
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TABLE 2.1: EXPECTATIONS OF DIFFERENT TYPES OF TRIALSa 

Item Researcher Managed and 
Researcher Implemented 

(RMRI) 

Researcher Managed and 
Farmer Implemented 

(RMFI) 

Farmer Managed and 
Farmer Implemented 

(FMFI) 

Experimental: 
Stage: 
Design:

Complexity 
Type 
Replication 

b 
Design 

Most 
Standard 
Within and between sites 

1st stage testing 

Less 
Simple standard 
Usually only between sites 

2nd stage testingc 

Least 
With and without 
Between sites only 

Levels of treatment Most 
but can 

Less 
also be within 

Least 
Standardized level of non

experimental variables 
Plot size 

Most 
Smallest 

Less 
Larger 

Least 
Usually largest 

Who selects technology? Researcher Researcher/farmer Farmer 

Who shoulders risk? Mainly researcher Researcher/farmer Mainly farmer 

Main discipline of researcher Mainly technical Technical/social Mainly social 

Participation by:
Farmer 
Researcher: 

Least 
Most 

More 
Less 

Most 
Last 

Numbers of farmers None Some Most 
Farmer groups Least More Most 

Potential: 
"Yield" Most Less Least 
Measurement errors 
Degree of precision 

Least 
Highest 

More 
Less 

Most 
Least 

Data: 
"Hard" (objective) Most Less Least 
"Soft" (subjective) Least More Most 

Determination of cause/
effect relationships 

Incorporation into 
IBasiest Less easy Least likely 

farming system Least More Most 

Evaluation: 
Who by? 
Nature of test 

Mainly researcher 
Assesses technical 

Kesearcher/farmer 
Technical feasibility plus 

Mainly farmer 
Validity for farmers -

feasibility economic evaluation practicality, acceptable 

Appeal to: 
Researchers 
Extension Staff 
Farmers 

Most 
Usually 
Least 

least 
Less 
More 
More 

Least 
Most 
Most 

Ease of acceptance of results of 
trial Researcher Researcher/farmer/extension Farmer 

a. There is a degree of subjectivity in some of the entries in the table, but in general they do reflect what is
usually the case. In a sense, these expectations also reflect the reasons why the different types of trials are
undertaken. In the literature, RMRI trials are sometimes called exploratory trials while RMFI trials are 
sometimes termed refinement trials. 

b. Standard multi-locational trials are also RMRI. Multi-locational trials are differentiated from trials undertaken in 
a farming systems context in that they are not designed, implemented or evaluated with a farming systems
perspective in mind. 

c. In a sense we have two types of FMFI trials, those done through research-oriented farmer groups (equivalent to
validation trials in the literature) and the more widespread testing done through extension-oriented farmer groups
(equivalent to verification trials in the literature). 

Source: Slightly modified version of Norman 11989A]. 
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of them together to explain the different treatments after which a number of leadingquestions are asked to gauge their reactions [Siebert, 1990].
 

RMRI trials on farmers' fields are analogous 
to those conducted on the experiment stations.Therefore, the level of testing achieved meets the standards demanded by experiment stationbased researchers. However, FMFI trials are the most satisfactory for the farmer, andprovide the most practical test of the technology. Due to management and resourceconstraints, yields returns diminishor will from the RMRI to the FMFI level. Theinformation in 2.1Table notes the major differences between RMRI work -- mainly thepreserve of experiment station researchers -- and RMFI and FMFI trials which emphasize onfarm work. One such difference, for example, is the fact that cause-effect relationships and"hard" (quantitative) objective-type data are more easily obtained from RMRI work; whilefarmer attitudes and inputs into the research process more from RMFIare readily obtainedand FMFI work undertaken on farmers' fields. However, data collected under such formats,particularly at the FMFI level, are likely to be "softer" (more qualitative), and moresubjective in nature.' 5 

All three types of trials are vitally important in contributing to a well rounded FSR program.Not surprising therefore, we make substantial use of all three types of trials in Botswana.Once one understands the purposes of the different types of trials, it is easier to recognizethe complementarities that exist between them, and therefore easier to adopt appropriatecriteria in evaluating their worth. For example, it is uareasonable to expectlevel of variation in the results of FMFIl work as in RMRI work. 
the same low 

This is because in FMFIwork compared with RMRI work, there is much less control on the parl of the researcher.As a result in the case of FMFI work. measurement errors are likely to be much higherthe degree of variability in the levels of the non-experimental variables 
and 

is likely to be 
greater.
 

Our experience in undertaking these different types of trials has convinced us
each can to of the valuethat make developing relevant improved ciop wechnologies. lowever, asdiscussed elsewhere in the handbook (Sections 5.3.3.1 and 5.3.3.2), we have had much lesssuccess in trials with livestock at the farm level. Put simply, the non-experimental variablesare even more difficult to control in livestock than in crop work because livestock move andcrops don't. As a result RMFI work, in particular, is virtually impossible to achieve,especially with respect to anything that relates to nutrition.
 

Detailed discussion on the implementation of the different types 
 of trials is found in the latersections of the handbook. However, in this next section three important issues are discussed. 

2.4.3 ISSUES IN RMRI WORK 

Trials which are to address technical issues, will generally be managed and implemented byresearchers (i.e., RMRI level), and entail a standard experimental design (e.g., randomizedblock, latin square, etc.). However, there are a number of important issues that need to beconsidered in undertaking such trials: 

(a). Should the trial be located on-station or on-farm? 

. It is unfortunate that moves towards greater incorporation of the farmer -- the ultimatecustomer of our work -- in the research/evaluation process usually means a relativeincrease in "softer" qualitative type of data tothat is less acceptable many individuals
who are responsible for approving recommendations. 
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(b). What should be the levels of the experimental, but more particularly, the non
experimental variables, used in the trials? 6 

(c). What evaluation criteria should be used in screening technological options? 

Seeking the answers to these questions provides an ideal opportunity for collaboration 
between station-based and FS researchers. 

In general, trials designed to answer cause-effect relationships, should, whenever possible, be 
carried out on experiment stations. The reasons for this include: lower implementation costs 
(e.g., in terms of logistics, time, etc.), and potentially better control (e.g., in terms of easier 
supervision, easier maintenance of ceteris paribus conditions, etc). However, there are 
occasions when conducting such trials on farmers' fields is highly desirable, and sometimes 
even essential. Such a situation arises if it is felt that the special environmental situation of 
the experiment station does not provide a realistic environment for testing a technology. 
Two examples are: 

(a). 	 A great deal of herbicide work probably needs to be done on farmers' fields where 
the weed complex is likely to be very different from that on the experiment station. 

(b). 	 The current National Tillage Trial, a collaborative effort between research (on-station 
and FS workers) and extension, is systematically comparing different tillage 
treatments designed to increase the amount of water available to plants. In order to 
cover a range of soil types, the trial is being undertaken on eight different farm sites 
around the country. 

At a minimum, FS teams can provide monitoring data on the technical environment found 
on farmers' fields, so experiment station researchers can assess environmental differences. 

Results from cause-effect type research could perhaps be more relevant if researchers 
included in the levels of their experimental variables, those that farmers might actually be 
able to implement. 7 If all levels of input required are too high for the farmers to adopt, 
then the research may have relatively little relevance without the aid of special support 
programs for farmers. This applies not only to external inputs like improved seed or 
fertilizer, but also to internal inputs such as household labor availability. 

A closely related consideration is: what should constitute the experimental and non
experimental variables, in technology development work, in researcher managed and 
implen-inted trials, particularly on experiment stations? Generally it is not possible to 
assume that the "non-experimental variables" will be the same for on-station and tinder 
farmers' conditions. For example, seedbeds are often better prepared on experiment stations. 
Varietal testing under such conditions can provide very different results from what would 
occur if tb,: seedbed preparation more nearly approximated that generally used by farmers. 

I6. 	 This issue applies primarily to RMRI type work but can also apply to RMFI type trials. 
In the case of RMFI work, the non-cxperimental variables should generlly reflect the 
farmers' level since they are responsible for implementing such trials. 

17 	 There is, of course, justification for having a range of levels of experimental variables 
that go beyond what farmers are likely to adopt. This is particularly relevant if it is a 
design-type experiment used to estimate response curves. Also, this approach can be 
justified if the results from responses at the higher levels are likely to be used in an 
attempt to influence planners to change the support systems to enable farmers to use the 
specific input, at a higher level. 
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It is important, ex ante, to evaluate whether the levels of the non-experimental variables are
likely to influence the relatinnships being examined between the experimental variables. 
Special justification should be made if the levels of the non-experimental variables differ
significantly from what the farmer is likely to be able to achieve. For example, in the
National Tillage Trial, mentioned above, it has been decided to keep the treatments as weed
free as possible so thi': they do not complicate an analysis of the differences between the
tillage treatments in what is a design-type trial. It is recognized, however, that farmers may
not be able to create a weed-free environment. Therefore, measurements are being mad- of 
the time required in each treatment to keep the plot weed-free. 

Finally, evaluation criteria on experiment stations are generally confined to yields per unit
 
area, but this is not always the most relevant criterion to use for the farmer. For example,

in Botswana, many empirical studies have shown that labor, particularly during certain peak

periods, is often more limiting than land. In farming systems where both land and labor are
available, the returns to additional cash inputs might be the important constraintmost facing
a farmer. In drought prone environments, it may be more appropriate to consider the retuMs 
to the net soil-water balance over a whole season. Obviously on small experimental plots, it
is often difficult to bring into play other evaluation criteria that are important to farmers.
However, whenever possible, consideration of other criteria can be inmportant in ensuring that
potentially relevant technologies are not rejected before they can ever be screened at the
farm level. FS work can potentially aid experiment station-based staff in deciding on
evaluation criteria which adequately reflect farmers' concerns. If such evaluation criteria 
cannot easily be applied in an experiment station-based environment, it provides justification
for complementing or supplementing on-station work with trials on farmers' fields. 

Thus, to be truly effective, collaboration between FS teams and component station-based
researchers must go beyond adaptive testing by FS teams, and the feeding-back of
information to experiment station researchers. Experiment station-based research often 
involves, implicitly or explicitly, putting components together in packages. The major
advantages of these packages include the complementary or synergistic effects between the 
components. The disadvantages of these packages are the complexities of implementing
them, and the likelihood of their being inappropriate for farmers. Tus, when packages are 
put together, it is important that the components are assembled in a wviy that they basedare 
on an understanding of the interactions among components, with non-experimental variables 
being held at the farmer's level. Where packages contain components heavily dependent on
interactions, which at the same time compete heavily for iesource allocations in the system, 
an incremental approach to the recommendation and ext :nsion of the package is required
[Collinson, 1982]. Thus, it is important for experiment station-based researchers and FS 
teams to work closely together to ascertain what step-wise approach to the adoption ofrelatively complex technologies could be used. While experiment station-based researchers 
are often in the best position to identify the interactions between the various components, FS
teams can, through collaborative work, help design step-wise approaches for introducing
technologies. They can also design fall-back strategies " if farmers deviate from the
proposed recommendation. Such collaborative work is very important in widening the
possible applicability of packages to the needs of larger numbers of farners. 

2.4.4 SUPERIMPOSED TRIALS 

Within Botswana, superimposed trials include elements of management by both farmers and
researcher, with implementation primarily the responsibility of farmers. Therefore, the trials 

'8. Elsewhere in the handbook these are called conditional clauses (Section 5.53). 
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generally involve superimposing a degree of research management on a plot or animal beingmanaged, and worked on by the farmer. These trials tend to be single factor experiments,
such as looking at the response of fertilizer superimposed directly on a famier's own plot
where he/she is providing both labor and management. 

Unlike 	the other types of trials, discussed earlier, which are implemented according to a plandrawn up at an earlier date; superimposed trials can be pre-planned or unplanned in the 
sense of responding to a problem that has arisen and by seeking a satisfactory solution. 

Advantages of superimposed trials include: 

(a). 	 Often they can be undertaken at a lower cost than RMRI or RMFI trials.
(b). A potential exists for responding to research opportunities that arise during the 

agricultural year.
(c). 	 They can provide an easy way to demonstrate new practices or technologies to 

farmers. 

Two examples of superimposed trials from work in Botswana are as follows: 

(a). 	 Pre-Planned. Experiment station trials had earlier deterniined the ideal plantpopulations for sorghum and millet. lHowever, in our work we have found few
farners who achieve the ideal plant population. Therefore we elicited the
cooperation of a few farmers who already had standing crops, in order to investigate
the practicality of gap filling -- through transplanting -- and thinning, so that farmers 
could more closely approach the optinmum piant population. 

(b). 	 Unplanned. A farmer had a plot that had too many weeds and was not keen on
having to use a lot of labor on weeding. in order to demonstrate the benefits of
weeding on the eventual yield of the crop, we suggested that he weeded only part of 
the plot. 

In conclusion we do 	 not feel we have yet exploited the full potential of superimposed trials
in Botswana, particularly in responding to unanticipated opportunities and as a luol in
 
convincing farmers to change their strategies.
 

2.5 TYPES OF DATA COLLECTION AND THEIR VALUE 

Earlier 	 sections have shown that both technical and socio-econornic data are needed in the
development of relevant improved technologies for farmers. For example, the time spent
plowing a field is dependent on the type of draft used 

on 
and the number of hours per day thatdraft is used. However, it is also determined by a number of technical factors, such asmoisture in the soil and the soil type. Unfortunately data collected and analysis undertaken

often only reflects either socio-economic or technical data. 	 Earlier sections have implied
significant linkages between the two types of variables. Looking at only one aspect does notrepresent the whole picture. Collecting both types is not always possible, but the limitations 
of collecting one type of data should be recognized. 

2.5.1 COMMON DATA COLLECTION METHODS 

The most common methods of collecting data in farming systems work are the following 
[Kearl, 19761: 
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(a). 	 Survey Research. In this an interviewer records answers to questions. Broadly 

speaking, there are two types of survey research, based on the number of visits. 

i. One-shot or special subject surveys which involves one or very few visits. 

it. Multiple-visit (cost-route) surveys, which involve multiple or frequent visitsby an enumerator or interviewer. These 	 are done to combat problems ofrecall and to describe changing situations and operations. The use of farm
record (account) books is a type of multiple-visit survey. 

(b). 	 Observation. Once again there are two major types based on the 	 degree ofparticipation of the interviewer. In the case of participant observation, the personbeing observed and the researcher have a very close relationship and the latter mayhelp the former in his/her tasks (i.e., the classical anthropological approach), whilewith non-participant observation the observes theresearcher respondent but does 
not help him/her with the tasks. 

(c). 	 Direct Measurement. In this case the researcher or his/her staff record measures
directly (e.g., field sizes, yields, soil moisture, weed burdens, etc.). 

(d). 	 Group Interviews. Here a group of respondents are interviewed together and often 
an effort is made to arrive at an average or agreement. 

A number of factors influence what method or methods are used. Some of these are as 
follows: 

(a). 	 The discipline of the researcher(s). For example, in farming systems type work inBotswana, economists have tended to concentrate on methods (a) and (b) above,while the major thrust of technical scientists has been onlmethod (c). 

(b). 	 The availability of private, public or institutional records in the study area. Related 
to the records being available, is the level of literacy in the area. For example, farmrecord (account) likely have the isbooks 	 are to little value where level of literacy
low. 

(c). Financial resources for the study. 

(d). The potential for collecting satisfactory data with enumerators of limited educational 
levels. 

(e). Time available to undertake the study. 

(f). Whether the type of farming system on which the study is to be undertaken iscomplex or simple (e.g., year round versus seasonal farming, mixtures versus sole
stands of crops, etc.). 

(g). 	 The potential of the method for reducing:
i. 	 Sampling error. Basically this means that a sample, chosen from a

population, does not perfectly represent the population.
ii. 	 Measurement error. This relates to mistakes in the enumeration and analysis

of data. 

(h). 	 The type of data required (Figure 2.2), based on: 
i. "Single point" to "continuous" continuum (relating to an activity thatevent or 
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FIGURE 2.2: TVPES OF DATA
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FIGURE 2.3: TYPES OF SURVEYS (INTERVIEWS)
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Source: Modified From Kearl [1976]. 
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occurs 	 over a brief time span, as against one that has much ionger duration).ii. 	 Registered" to "non-registered" continuum (relating to an event whose occurrence and dimensions leave a written record or distinct and vividrecollection as against one less likely to be recorded or remembered).
 

Usually measurement errors are 
 lower with single point registered data (when memory recallwould 	be good) and higher 	with continuous non-registered data (when memory recall would 
be bad). 

Itis possible to evaluate the methods of data collection in terms of the above factors. InTable 2.2 the significance of each factor or operational constraint with respect tomethod is given a ranking each
of I to 6, with "1" indicating a very favorable ranking and "6"indicating a very unfavorable ranking. 

Because of operational constraints a combination of strategies (e.g., multiple-visit survey anddirect measurement) is often used. The results in Table 2.2 show that no one method ofdata collection is basically superior in minimizing operational constraints.
 

Careful thinking is required 
 about how accurately the data needs to be collected. Whenmaking a decision about how the data are to be collected, keep in riind thatfinancial and time) associated with a data collection method 	
the costs (e.g..

should 	 be comparable to thetype of information sought. For example, multiple-visit surveys for quantifying actualseasonal labor flows are expensive and require a good 	deal of time. A rough estimate basedon a much cheaper and quicker one-shot survey 	 may in fact be sufficient for the purposerequired. It is important to consider whether a more accurate mcasurement would improvethe understanding enough, to justify giving up other opporttMnities such ls working with morefarming families? Depending on the 	 type of data being collected, mecastrement errors arereduced with more frequent interviewing techniques, while samipling errors arC reduced hyinvolving larger numbers of farmers. Unforiunately. in farming systems work we often havelimited 	 resources and as a result have to make a trade-off between these two errors.
 

Related to the 
 above 	 and to efficiency is the idea that sometimes cheaper qualitative typedata may provide sufficient understanding rather than having 	 to collect expensive quantitativetype data. Qualitative information can include not only attitudinal information, butinformation on the relative labor requirements of different operations, etc. Limitingquantification to key characteristics reduces the cost involved in collecting data. 

2.5.2 DIFFERENT TYPES OF INTERVIEWS 

There are many ways of collecting data. Figure 	 2.3 illustrates
used in farming systems 	

some of the different wayswork for collecting data in interviews -- a method which is used a
great deal. All these methods have their particular place:
 

(a). 	 The interview schedule has questions or items which are asked and filled in by theinterviewer. This is usually done in a face-to-face situation. 

(b). Structured (formal) and unstructured (informal) interviews are differentiated by thehelp given by the interviewer. A structured interview is one 	in which similar help isgiven to all respondents, while unstructured interviews can result in different help
being given to different respondents. 
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TABLE 2.2: EVALUATION OF DATA COLLECTION S'IRATFEGII.ES IN TERMS OF OPERATIONAI 
CONSTRAINTS' 

CONSTRAINTS -----------.............--------- STRATEGIES .............................................. 
-.---------SURVEY------- OBSERVATION DIRECT GROUP 
FEW MANY MEASUREMENTS INTERVIEWS 

ViSIS VISITS 
Finances 2 3 	 56 	 1 
Ability of 
enumerators 3 3 6 5 4

Time required 2 63 5 1 
Type of system:
Simple 2 1 	 21 	 1 
Complex 5 1 	 62 1 


Errors:
 
b 

3b c 
5¢
Samp!ing l 5	 6c 

Mcasurceent:
 
SPRD 3 1
1 	 3 
CNRD 6 2 	 11 	 5 

a. 	 Evaluation of data collection strategies in terms of cost per unit with respect to various operations
(I = lowest cost per unit, 6 = highest).

b. 	 Evaluated in terms of ability to reduce sampling error. 
C. 	 Evaluated in terms of ability to specify sampling error.
 
d. 	 Single-point registered data. 
C. 	 Continuous non-registered data. 

Source: Kearl 119761. 

In practice, structured interviews involve collecting information on the same topics
from all respondents. In contrast, unstructured interviews, involve collecting different 
information on different topics from different respondents. Also unlike structured 
interviews, where the information to be collected is decided prior to the interview, in 
unstructured interviews the types of information collected will tend to be partly
stimulated by interaction between the interviewer and respondent. 

(c). 	 The questions on the schedules asked in the structured interviews can be either 
open-ended (i.e., where the respondents give their own answers) or closed-ended (i.e.,
where the respondents choose from a limited number of responscs). 

(d). 	 Coding is part of the process of converting questionnaire or schedule responses into a 
form ready for data analysis. This can take place at two stages: either as pre-coding
during the interviewing stage or general coding after the data are collected. With a
pre-coded schedule enumerators can, during interviewing, enter the actual codes 
which are later to be entered directly into the computer. 

As a general rule it is important to find ways of improving the efficiency of the data 
collection, processing and analysis links. For frequent interviewing surveys, processing
should start while data are still being collected. Also, all surveys, no matter how they are
undertaken, need to be designed to facilitate quick processing so as to simplify the transfer 
of data to computer-based systems. Structured interviews, using schedules with pre-coded,
closed-ended questions potentially efficient this andare more in regard whenever possible
should be used, especially if: 

(a). The researchers themselves are not conducting the interviews.
 
(b). The enumerators are not particularly well-qualified.

(c). Comparative analysis, such as cross tabulation, etc., is to be undertaken.
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2.6 SELECTING VILLAGES AND FARMERS 

The process of selecting on-farm research sites begins with the selection of the research

region, and in general, includes the following steps:
 

(a). Selection of target area; usually by decision makers.

(b). Division 
 of the 	target area into sub-areas according to characteristics relevant to the

particular project; done by the farming systems tea,,.
(c). The farming systems team selects the research area or areas within the target area.
(d). Representative villages are selected, by the team, within the research 
 area.
(e). Team selects representative farmers within the villages.

(f). Farmer and team select trial sites on farmer's fields.
 

This section discusses steps (a) through (e) with particular emphasis on steps (d) and (e).Step (f), selection of on-farm trial sites, is covered later (Section 8.2.1). 

2.6.1 SELECTION OF TARGET AND RESEARCH AREAS 

Shaner 	et al., [1982: p. 431 suggest that a target area may be selected for two basic reasons: 

(a). To meet the needs of the people living there andor 
(b). To take advantage of its agricultural potential. 

If conditions within the target area vary substantially. it can be subdivided on the basis of
similar physical, biological, socio-economic, and fanning systems characteristics.
 

Generally the of a target for
selection area a farming systems program is made by nationaldecision makers, usually in the Ministry of Agriculture. Criteria considered in the selection
depends on the purpose for establishing the farming systems project or program. The
criteria used may depend on whether the is to
farming systems effort be a project dealing
with a specific part of the country or specific agricultural problem, such as low productivity
in rainfed agriculture; or if it is to be an 	 on-going segment of the national researchorganization, dedicated to on-farm research. Whatever the purpose of the farming systemseffort, the criteria considered may include: compatibility with national policy and priorities;and/or be based on physical limitations or problems such as poor water availability and
distribution, erodible slopes, flooding, or animal disease. 

Answers to the following types of questions may assist decision makers in selecting target 
areas IShaner et al., 1982: p.4 51: 

(a). 	 Is the target area or sub-area large and relatively similar in those environmental
characteristics that have the most bearing on potential research results? If so, thefarming system team can apply the research results broadly and meaningfully within 
the target area. 

(b). 	 Is the target area similar to other areas? If so, some of the technologies developed
in the target area can be used in other areas. 

(c). 	 Does the area have the potential for rapid pay-off from farming systems work?
Factors that often determine the potential are: 

i. 	 Physical and biolcgical conditions, 
ii. Markets and infrastructure, 
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iii. 	 Available technology, and 
iv. 	 Farmers' willingness to accept innovation. 

(d). 	 Do the area's environmental conditions facilitate application of technologies developed
elsewhere? If so, the farming systems process could be greatly shortened. 

(e). 	 What are some of the cost factors? For example, is the target area now served by
existing governmental programs or private institutions? If so, cooperation with such 
programs or institutions could enable the farming systems team to accomplish more,
reduce costs, and/or save time. 

After the target area has been chosen, the farming systems team usually selects a research
 
area or areas within the target area. The following factors may be important considerations
 
in defining a target area [Shaner et al., 1982: pp. 52-531: 

(a). 	 Representativeness Of The Target Area. This is usually the most important criterion 
for research area selection. It must be representative of the target area or sub-areas 
with respect to environmental conditions -- that is, physical, biological, and socio
economic -- and the farming systems practiced. 

(b). 	 Accessibility. The ability to travel easily to all parts of the research area will
 
generally enhance cooperation between the research team and farnmers, allow for easy

distribution of inputs and access to markets, and reduce the team's operating 
costs. 

(c). 	 Existence Of A Nearby Agricultural Research Station. Research areas located close
 
to research stations gcnerally have more cooperation between on-station and off
station researcher,,, and can provide a 11ore integrated approach to the overall
 
research program.
 

(d). 	 Cooperation Of Farmer Contact Agencies And Leader Support. Good working
relationships with agencies operating directly with farmers, such as extension and the 
National Development Bank, can increase the effectiveness of the farming systems 
team. This is particularly important when such agencies must be relied upon to
provide information, inputs, credit, etc. Help and support from formal and informal 
leaders, at the national and local levels, can be critical to the success of the farming 
systems program. 

In order to make an informed selection of a research atca within a target area, a good deal 
of information must be available to the decision makers. Table 2.3 identifies many of the 
data categories necessary for research area selection. Much of these data can be collected by
the farming systems team from secondary sources such as existing reports, aerial
photographs, etc. Additional information may be obtained by spot visits in the proposed
research areas, and/or more formalized reconnaissance surveys. The final decision about the 
research area often involves input from national, regional, district and local level government
officials, as well as from the farming systems team. Research area selection may take as
little as two weeks when relevant data are readily available, or it may take six weeks or 
longer when several areas are being considered, secondary data are scarce, or there are other 
problems. 

2.6.2 SELECTION OF VILLAGES 

Village selection is usually made by the farming systems team often after consultation with,
and advice from, the Regional Agricultural Officer. the District Agricultural Officer, and 
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other informed regional, district and local officials.
 

Farming systems teams will 
 generally use several criteria in selecting villages within the
research area. These may include factors considered in choosing the research area (discussed
TABLE 2.3: DATA CATEGORIE.S FOR RESEARCH AREA SELECTION 

PHYSICAL ENVIRONMENT 
Climate: Rainfall, temperature, wind, sunny daysSoil: Physical, chcmical, hydrological conditionsTopography: Slope, flood plainIrigation: Water source and quality, means and frequency of delivery, on-farm practices 

BIOLOGICAL ENVIRONMENT
 
Weeds, insects, diseases, birds, rodents, crop yields
 

SOCIO-ECONOMIC 
ENVIRONMENT
 
Resource availability: 
 Land, labor, cash, type andInfrastructure: source of traction 

Market data: 
Supply of farm inputs, markets for farm outputs, transportation
Prices of farm inputs and cornnoditic:,,Socio-cultural characteristics: trailers
Land tenure and inheritance systems, sexual division of labor in agriculture,

religious beliefsPolitical and economic structure: conctning agriculture, openness to changeNational regulations, communily groups, patron-client relationships, 
cooperatives 

PRODUCTION SYSTEMS AND LANI) USF 
Major crops and livestock, cropping patt'rns, livesto k characteristics, 

mlanageinen practices
Source: Based on table found in Shamer c ;d, j1982: p. 541 

above). Some of the more important considerations are:
 
(a). Representativeness. This is of primary importance 
 because if the villages selectedfor research arc not representative of the target and research areas, technologiesdeveloped, which are applicable to these villages, may not be transferable to thelarger research and target are;t" 

(b). Logistical Considerations. These considerations are particularly important. Thenumber of villages to be selected for research activities may well be limited by;number of field staff who thewill be available to the farming systems team, the ease ofaccess to the chosen villages, their proximity to one another, etc. There maytrade-offs between the desirability of selecting 
be 

certain villages for representativenessor other factors, and the need to limit village numbers or locations due to resourceconstraints on the fanning systems team. 

(c). Characteristics Of The Village. In addition to being representative in the physical,biological and socio-economic sense, some other characteristics may be important,such as; availability of markets, the presence of an agricultural demonstrator, etc. 
(d). Other Factors. Other factors may be considered in a particular village selection.For example, if several villages are to be selected it may be desirable to select a"traditional" village, a "progressive" village and a village that is in "transition" due toits location on a main roadway. The team's assessment of local support, both bylocal officials and by farmers, may also be important. 

The selection of villages is based on much of the same data used to identify the researcharea (Table 2.3). This information is collected from secondary sources, from discussionswith extension and other government officials, and by direct observation. Background 
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information must be relatively recent to be of most value. Information from extension 
personnel who have worked in the area for five or more years, and from leaders (formal or 
informal) who have lived in the village for 10 years or more, is probably most valuable. 
Team members should do at least a "wind-screen" survey of potential villages. More 
satisfactory results may be obtained from interviews with key community members and 
officials, and possibly from a more formalized rapid reconnaissance survey. The assessment 
of local support can take place during these visits. 

When the information is collected, the team is in a position to make a decision. If there are 
numerous villages being considered, a matrix of each village's characteristics, according to 
key factors, can be constructed. For example, what is the average land holding in the 
village. These can then be ranked in relation to the mean for the target area. After all 
factors are ranked for each village, the rankings can be totaled and, based on the factors 
considered, the village with the lowest total is the most representative of the target area. 
This type of assessment of quantitative factors may be of assistance to the farming systems 
team in making village selection, but must be modified in light of qualitative information 
available to them. The existence of already defined recommendation domains can greatly
reduce the amount of effort necessary, and implies that there is a good deal of existing (ex 
ante) knowledge of the area. 

Once a research village (or villages) is selected, it will most likely be used during the 
diagnostic/design phase of the farming systems research, and also during the testing phase.
This is particularly true if the field staff are perimnnently stationed in the village as housing, 
etc., may have been provided b)y the projeci. There are reasons for changing villages during 
the life of a fanning systems project. These might include: 

(a). The discovery that the village is not representative, or is not representative in certain 
key characteristics. 

(b). That past research activities have changed the character of the farmers and the 
village. so the present research activities are not taking place in a "typical" 
environment. 

(c). A change in the mandate of the team, necessitating a change in villages. 
(d). A change in the resources available to the farming systems team, requiring a 

corresponding change in team activities. 
(e). Philosophical reasons for changing villages, such as the desire to provide exposure of 

the research to a larger number of farmers. 

2.6.3 SELECTION OF COOPERATING FARMERS 

The final step in iduntifying individuals to be interviewed, or individual fields for 
experimental purposes, is the selection of cooperating farmers."9 Gedeno defines a 
representative farmer as "a member of a group of farmers within a recommendation domain, 
having similar circumstances for which one can make more or less the same 
recommendations" [Gedeno, 1987: p. 121. 

In selecting farmers to participate in formal interviews or in hosting trials, the farming 
systems team may use several criteria. As with the selection of research areas and research 
villages, the most important criterion for choosing farmers is their representativeness. The 

. The cooperating unit may be a dwelling, a farming household, or specific members 
within a household. See Behnke and Kerven 11983] for a discussion of the issues 
involved in choosing an appropriate unit. 
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farmers selected must be as representative of the area's average farmer as possible, to allowfor extensive use of the results. While it is important that the farmers chosen berepresentative of area farmers, they may also be chosen to be representative of farmers in aparticular recommendation domain or target group. In the latter situation, farmers withcertain characteristics are preferred. These characteristics may be: the gender of the head ofthe household, a wealth factor (usually number of cattle owned), the type of draft used andwhether the draft is owned, and specific characteristics of the type of land farmed or animalsowned. These factors can be used to stratify a sample to ensure that there is representationby both male and female heads of households, by wealthy and poor farmers, etc. 

Behnke and Kerven [19831 describe the problem of using a farm household (i.e., a unitcomposed of multiple dwelling units, with their own lands, and linked by family and/orother ties) as the research unit. The choice of an appropriate research unit may be animpoitant consideration in selecting cooperating farmers. The dwelling unit may be moreappropriate than an entire family compound if members of the dwelling units operate quasiindependently in their agricultural activities. This question is closely related to the one ofintra-household division of labor and decision making. For sone studies, the head ofhousehold may not be the most appropriate cooperator, particularly if some o(her familymember has responsibility for, and decision making power over, the particular activities of 
interest. 

The interest, willingness, and ability of farmers to cooperate are also important selection
criteria. Farmers may be interested and willing to cooperate, but they may not 
 have theresources to participate, or they may face conflicts in the use of resources, if theyparticipate. There may also be a willingness on the part toof the head of household 
participalte, but not from some oher members of the fainilv who will face an adversesituation if tile family participates in the farming systems work. Thus teams selecting farmerparticipants must make st re that all members of tile household, who may be affected by the
house. olds participation, are willing to cooperate IShaner et al., 1982: 
 p. 1161.
 

Logistical considerations are 
 also inipoit ant in selecting trial or interview participants. Tofacilitate visiting participants, particularly at their lands areas, the team may choose to select
farmers from one or two groupings of lands areas, 
 or select participants to reflect groupingsor communities within the ,illage. Sutherland 11988: pp. 7-81 suggests that farmers belongto a community within the village tha' may be linked by family, social and/or economic ties.Participants in such communities are generally located in the same general geographic areawithin the village, and selecting several community members will not only reduce logisticalproblems, but can provide additional information on linkages between I.ouseholds for shared 
draft, work, etc. 

Once the farming systems team decides on the criteria for farmer selection which are mostappropriate for their situation, they must contact the potential cooperators, and make theirchoice of cooperators. Most farmers will be somewhat suspicious of, and curious about,researchers entering their village. Due to the complicated social structure of most smallvillages, it is often important to identify village leaders and seek their support or approval.Village leaders who may provide the necessary or helpful support include traditional leaders,such as the village headman, and community leaders (e.g., an influential school teacher). AsShaner et al., 11982: p. 2781 point out, gaining the support of such community leaders will: 

(a). Reassure the farmers of the team's intentions, and thereby reduces farmers'
suspicions, and encourages them to cooperate with the team.(b). Help elicit meaningful answers from survey participants.

(c). Allow tile team to chc:.k the accuracy of the interview data with tile leaders. 
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Researchers can gain local leadership support by Shaner et al., 11982: p. 2781: 

(a). 
(b). 
(c). 

(d). 
(e). 

Explaining the project. 
Emphasizing that in surveys, farmers' answers will be kept confidential. 
Stressing that no names or specific individual information will be given 
government agencies. 
Explaining how farmers will be selected. 
Keeping the leaders informed on the project's progress. 

to other 

Farmers to be surveyed or to host trials are usually selected from some kind of a list of 
farmers in the village. Devising such a list is often a challenge. Problems with respect to 
this are discussed later (Section 7.3.2.5). 

Once farming systems teams have selected a group of farmers to participate in a survey or 
to participate in an on-farm trials program, there is a tendency to work with the same groups 
over a period of years. This has both positive and negative effect. Working with the same 
farmers provides information over time, which is useful in identifying changes in the system. 
On the other hand, the farners may become atypical of the average farmer in the area due 
to their contact with the farming systems team. Thus, it may he important to change the 
group of cooperating farmers for sofle surveys (particuLtrly single purpose surveys) and for 
some trials work. Whether a change in cooperators is necessary depends on the objectives 
of the trial or survey, and numerous other factors ::uch as whether the farmers ar, still 
representative. It is also important to consider updating the list of "armers from which 
cooperators are chosen, either randomly or purposively. This is parnicuhrly relevant if the 
list is several years old, and if there has been substantial in- or out -migration in the village. 

Finally, in selecting farmers for on-farm trials, it is important to match farmers with trials 
that suit their farming framework in terms of resources, preferences, and management 
abilities. How well a farmer will carry through on a trial may depend on perceived benefits 
associated with the trial. Thus, the more appropriate the trial is to the farmer's 
circumstances, the better the chances that it will be completed. 
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CHAPTER 3: LINKAGES 

3.1 FARMER PARTICIPATION 

3.1.1 IMPORTANCE OF FARMER PARTICIPATION 

There are a number of reasons why it is important to get farmers to participate in the 
various activities of FSW. Some of the reasons for obtaining their participation can be 
summarized as follows: 

(a). 	 If the technologies or support systems being disseminated to farmers are not accepted 
by them -- the ultimate consumers -- then all the work of other "actors" in the 
agriculture development process is wasted. 

(b). 	 Since farmers stand to lose or gain the most from adopting changes proposed by 
researchers, extension, development agencies and planners, they should have a voice 
in developing a product that they want. 

(c). 	 In relation to (b) above, farmers should be given the opportunity to articulate their 
needs so that they can be addressed by researchers, planners and development 
agencies. 

(d). 	 Farmers can contribute constructively to the design of relevant technologies and 
policy/support systems by researchers and planners because of their intimate 
knowledge about: 

The technical environment (physical conditions) on their farms such as soils, 
water movement, weed complexes, etc. 

ii. 	 The human environment or the quantity and quality of the resources they
have at their disposal such as labor, land, capital (draft, equipment, etc.), and 
managerial expertise. 

iii. 	 The complexity of their farming systems in devoting their limited inputs
(resources) to growing a number of crops, to often keeping more than one 
type of livestock, and sometimes also pursuing an off-farm occupation. 

iv. 	 The heterogeneity of farming households with respect to differentiation in 
their technical and human environment, which as a result gives rise to 
differences in the farming systems they adopt and the constraints they face. 

(e). 	 Farmers through participating in trials and studies can themselves learn about 
technologies and other changes that are being proposed. 

(f). 	 Farmers can help -- as a result of activities specified above -- in evaluating proposed 
new technologies, and tinder certain circumstances in evaluating development/support 
systems. 

Although most people in FS work recognize these types of contributions that farmers can 
make, there has often been a difference between what is desirable and what in fact takes 
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place. A number of people have criticized the fact that FS teams do not get farmers
sufficiently involved ir their work programs.'
 

Even though we don't claim to 
 have developed an ideal model for farmerensuringparticipation, we do feel that in Botswana, progress has been made inhave a positive impact making sure they doon the work program. The following two sections are devoted to adiscussion on some of the points bear in mindto when approaching farmers to get theircooperation, and to a review of the types and levels of collaboration that a,'e possible within
the Botswana setting. 

3.1.2 APPROACHING THE FARMER 

Obviously, in order to benefit from any type of collaboration with farmers, it is important todevelop a good relationship with them. The initial approach to the fanner, and therelationship that develops over time, are critical elements in creating an environmentconducive to collaboration. Some of the points that are inportant in developing a good
relationship, are as follows: 

(a). It is important for FS team members to respect the customs of the village, and torespect individual famiers with whom they are working. 

(b). Related to the issue of respect is the need for a collegiate or partnership type ofrelationship to develop between the FS workers and farmers. So often, because ofdifferences in educational levels, ora paternalistic master/servant type of relationshipdevelops. If this type of relationship is formed then the development of constructivecollaboration will be difficult. Under these conditions, researchers will only offer tofarmers those technologies they feel confident about. lowever, if a partnership typeof relationship develops, then an attitude of joint investigation can flourish allowingtechnologies to tested farmersbe with which are not completely proven.Additionally, under particularthese circumstances, no blame is likely to beapportioned to the FS worker if the trial does not succeed. 

(c). Be friendly and be willing to listen and about othertalk matters than just the work 
program. 

(d). When discussing matters with farmers, be patient and take time to repeat plans, ideasand instructions. It is also important checkto frequently on what progress had beenmade. Any disappointments that result from farmers not collaborating to the degreeanticipated, should be transmitted to the farmers in a constructive rather than adestructive manner. Try and learn from such experiences ai1d plan in the future, ifpossible, to make changes that will avoid these happening again. 

(e) Related to the issue of disappointment, it is important to be reasonable about thelevel of cooperation and collaboration requested of the farmer. For example, effortsshould be made to avoid becoming over committed and putting him/her into a high
risk situation. 

For example, see Chambers and Jiggins [19871, Chambers and Ghildyal 11985). Recentpublications that give some very constructive ideas on how to farmersinvolve in theresearch process are Farrington and Marlin f1988], and Chambers, Pacey and Thrupp
119891. 
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(f). 	 Efforts should be made to ensure that both farmers and researchers know exactly
what has been agreed to. In other words, a type of contract -- which may simply
be verbal in nature -- needs to be agreed upon. Also care should be taken by FS 
team members to deliver on any promises of help that they make, and to be very
careful about building any reward systems into the contract terms. In general, reward 
or insurance terms such as guaranteeing a certain level of return should be avoided 
particularly in trials at the FMFI level. 

As can be concluded from the above list, the objective is to develop an open communication 
system with the farmers, based on full knowledge, and in a partnership mode with feelings
of mutual respect. If these conditions are not fulfilled, then any type of collaboration with 
farmers will be limited. 

3.1.3 TYPES OF COOPERATION 

Table 3.1 notes the types of strategies we have used in Botswana, over the years, to bring
about cooperative interaction between FS teams and farmers. As the table indicates, the 
strategies involve different degrees of commitment on the pan of researchers and farmers. 
Obviously to maximize the input by farners, a high degree of commitmlent on their part is 
most desirable. e.g., FMFI trials, participation in farmer groups, etc. Nevertheless, as was 
discussed earlier (Section 2.4.2), the degree to which such a commitment is necessary will 
depend on the research objective. For example, the farmer's role in RMRI trials is minimal,
while responding to survey questions only requires time. Details on how the various 
strategies in Table 3.1 are implemented in Botswana are presented in other sections in the 
handbook.
 

TABLE 3.1: "YPI-' OF C(X)PFRATION II"IWI-EN FARMIERS AND FSR TIAMS 

NATURF OF COOPERATION D'GRI--E OF: COMMITME.NT WIIAT FARMER IHAS TO COMMIT 
F-ARMER RFSEARCi IER 

A. Mainly dialogue 
Surveys Low Medium A little time 
Opinions on RMRI trials" 
Farmer field days 

Low 
Low 

lA)w 
Low 

A little time 
A little time, maybe some money 

B. Trial participation 
RMFI 
FMlH 

Some 
Much 

Some 
Low 

Land, labor 
Land, labor, management 

C. Farmer groups: 
Researchcr-oriented: 

Mahalapye Much Some Time, land, labor, maybe management 
Francistownc 

Extension-oriented 
Much 
Much 

Much 
Low 

Time, land, labor, management 
Time, land, labor, management 

a. 	 Informal groups of farmers have been brought together in the Mahalapye area to react to specific questions
about the different treatments being tested in the trial. *This is done in the field when differences in the 
various treatments are visible. 

b. 	 Consists of both RMIH and FMF! trials, with an attempt to reduce the intensity of researcher input by
having fewer meetings than in the case of Francistown area. lowever, undoubtedly this reduces the 
farmer-to-farmer interaction and farmer-researcher interaction in a group situation.

C. 	 Consists of I'MFI trials and monthly farmer group meetings to promote fairmer-to-farmer interaction and 
farner-research interaction. 
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3.2 LINKS TO ON-STATION RESEARCH 

3.2.1 SIGNIFICANCE OF LINK 

Earlier (Section 1.1.4) it was argued that FSR work is not a substitute for on-station work.
Rather the two are c.implementary to each other and both types of research are required.
The reasons for this are as follows: 

(a). The results of on-station research can provide farming systems teams with potential
solutions (technologies) which may help in solving identified farmer problems. 

(b). Through on-farm work FSR workers can relay back to experiment station-based 
researchers, farmer needs and pressing problems that can be used in setting priorities
for station-based research and experimentation. There are a large number of
diagrams that illustrate the constructive interaction that shoulh be occurring between 
FSR work and experiment stalion-based research.2 

Not surprisingly, as was also discussed earlier (see Section 1.3.3) there has bcn a recent
reorganization of the research process in the Department of AgricuItural Research that better
reflects the constructive interaction that can occur between FSR and experiment station-based
 
research.
 

3.2.2 COLLABORATION BETWEEN ON-FARNI AND STATION-BASEI) RESEARCII 

Given the importance of interaction between FSR and experiment SatMn-baMsCd research in
Botswana We pursue a number of strategies to try to ensure thatt constructive interaction

takes place. Some of the strategies that we have used to date are Iisted in Table 3.2. As
 
can be 
 seen, there are varying degrees of collaboration. Also there is some potential overlap

between the various activities. For example, participation in the research program team

meetings can result in visits by station-based research scientists to the field to visit 
 plots,

address farmer groups about ,specific technologies. and cooperate inl joint trials.
 

Obviously collaborative work represents the most intensive form of interaction between onstation and on-farm research. The highest level of collaboration is where there is joint
responsibility on specific trials or surveys. This is the most desirable form as it eliminates
the division between them (station-based researchers) and us (FSR workers). As a result of
this collaboration, there is less chance of miscomnnunication, and a greater chance that the 
results will be accepted by all concerned. 

Over the years that the FSR teams have been operating in Botswana there has been anincreasing emphasis on collaborative work in addition to improvements in commnmication 
and joint visitation. We expect collaborative work to be further emphasized as the program
research teams become more effective and institutionalized. This we believe is an important
development as it will help to blur the distinction between on-farm and on-station research,
and to contribute to the development of more positive interaction. 

See, for example, one originally developed by Collinson which is in Caldwell and
Walecka 11987: p. 501. Another one which ;s verN similar is given in CIMMYT 
[1988A: p. 21. 
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TABLE 3.2: TYPES OF COOPERATION BETW.EEN EXPERIMENT STATION-BASED RESEARCHER TEAMS 
AND FSR WORKERS 

NATURE 	OF COOPERATlION -- DIEGREE 01: COMMITMENT - ..... 
STATION-BASED "SRRESEARCHIER 
RESEARC1ER 

A. 	 Mainly Communication:
 
Circulating papers on work program and results tointerested parties Low 
 Low
Research 	program team meetings Some Sonic 

B. 	 Visits:
 
By stalion-based researchers to farmers' fields, to address
 

farmer groups, to give advice in identifying and
 
solving problems, etc. -- usually at the invitation
 
of FSR workers 
 Some Low

By ISR workers to experiment station-based researchers Low Some 

C. Collaborative work: 
Surveys undertaken by :SR researchers ioaddress specific issues 

raised by staion-based researchers 
-- sometimes latter help in design, implementation, etc. Some Much 

Farmer evaluation of technologies station-based researchers are 
incrested in, e.g.. crop varieties, implements, etc. Some Much

RMRI trials undertaken on experiment station to address issues
raised by FSR workers. Much Low

Joint responsibility for designing, implementing and evalualing on-firm 
trials by FSR and station-based iresearchers. Much Much 

3.3 EXTENSION LINKAGES 

3.3.1 	 IMPORTANCE OF LINKAGE 

Earlier the significance of extension as a contributor to the agricultural development process
was mentioned. The value of the interaction between FSR workers and extension staff can 
be summarized as follows: 

(a). 	 Extension staff possess substantial knowledge about the area where they are posted,
and know many of the farmers personally. This local knowledge is invaluable to 
FSR teams in their diagnostic, design and esting work. 

(b). 	 FSR workers interact with small numbers of farmers -- hopefully representative of a 
much larger number of farmers -- while extension staff have a mandate to work with 
all farmers. In a sense, the extension service provides a conduit for FSR teams to
reach farmers as a whole. Therefore interaction between FSR teams and extension 
staff can help provide a multiplier effect for FSR work, can assist in providing
extension staff with relevant messages to disseminate, and can help extension staff in
developing appropriate methods and systems for disseminating technologies to 
farmers. 

Thus extension staff can make constructive contributions at all stages of the FSR process,
although as we indicated in Figure 2.1, the nature and type of contribution will vary. 

3.3.2 	 LINKAGE ACTIVITIES 

In Botswana, we try and encourage as much interaction as possible throughout the various 
stages. However. we recognihc that extension participation in the activities noted under (a) 
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above (Section 3.3.1) are often limited due to other commitments 3. There are, however, 
many benefits to interaction at this level that go beyond those listed. For example,
extension staff can greatly facilitate the selection of areas and farmers'. The interaction 
provides exposure to and an understanding of the proposed technology which in turn assists 
in the dissemination process. Also, if the testing yields promising results, the plots, in a 
sense, act as an informal demonstration. 

However, activities described in (b) above (Section 3.3.1) relate much more to the primary
duties of extension staff and therefore provide a much more fertile and likely ground for 
strong interaction with FSR workers. In fact, these types of activities have been the ones 
which have developed most rapidly during the last few years in Botswana. 

Like most countries, Botswana is faced with a situation where the MOA is divided into a
number of departments, e.g., research, extension, planning, etc. Control is exerted through
these departments and is, of necessity, "vertical" in direction. Sincr FSR teams in B~otswana 
are located within DAR. it is relatively easy to formalize and strengthen linkages with other 
personnel in the department. Hlowever, the development of "horizontal" linkages with 
extension staff in DAFS is more challenging since they are more difficult to formalize. 
There are, however, two positive strategies being used to encourage coordination between 
research and extension in Botswana. These are: 

(a). 	 At the national level, a Research Extension Liaison Office (REI()) which may be 
relocated under the office of the Deputty lermanent Secretary, has an important
potential role to play not only in improving interaction between DAR and DAFS at 
the national level, but also hetween research and extrilsion in the vario0us regions. 

(b). 	 Within the regions, mutual recognition on the part of extei ison and research (i.e..
-SR) personnel of the bene fits of interaction has led to the developmct of info lal 
linkages which hi -.e received the support of' the leadership inl DAF-S and DAR. Over 
time it would be desirable for these linkages to be viewed as a legiti mate part of the 
job descriptions of research and extension personnel. thereby in essence, formalizing
the linkages and moving away t'roin the more informal linkages which have been 
based on informal relationships. 

Some 	 of the linkages that have been established between FSR teanis and extension, in 
Botswana, are described in Table 3.3. The number and range of collaborative activities ha~e 
increased over the years. These aotivities have involved varying levels of commitment, and 
have often resulted in promoting further collaborative efforts. Once again there is 
considerable potential for the overlapping of activities. For example, consultation activities 
have lead to collaborative activities, while FSR participation oii a supportive basis in 
dissemination-type activities may lead to new items for the research agenda. 

In recent years emphasis has been given to pursuing activities requiring higher levels of 
commitment from both research and extension (i.e., collaborative and dissemination-type
activities). We support this and expect this trend to continue. 

As was indicated earlier .see Section 1.3.2), MDP and FSSR have, until recently, been 
located 	 in DAFS. As a result they have found it much easier to establish and maintain 
linkages with extension staff. 

One cautionar\ note is that care is needed io ensure Ihat larmers suggested hy the 
extcnsion stall, do ntl only represent proer'ssive en %kcalthiertarners. bil do reflect tihe 
ta' :et farmers. 
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3.3.3 FSR ROLE IN TECHNOLO(GY TRANSFER 

As was mentioned earlier, the farmer is the ultimate client of the 	 improved technologiesresulting from trials -- both on-station and on-farm. Naturally, the best evaluation isspontaneous adoption of potentially improved technologies tested 	 by farmers in on-farmtrials. 	 Various types of indices have been developed to measure this. One type of adoptionindex, called the index of acceptability, will be discussed in later in the handbook (see
Section 11.5.2). 

TABLE 3.3: TYPES O COOPERA11ON BL1TWE-EN EXIINSION STAI'i AND FS 11AMS 

NA'IURF.OF CX)PERATION -DFGREE OF COMMITMENT --
EX'"NSION FS WOR K.R 

A. 	 Consultation:
 
l)iscussion of work program -- proposals and results -- with regional extension
 

staff and 	 other interested panics intie region, e.g.,ALDFP,
NGOs, etc. r 

Some
Attendance, when desirable, hy FS staff at regional extension 	
Low 

meetings and
district
nMonthly MuaagernCnt rneetirigs Much Low 

R. 	 Visits:
 
Local extension staff help in organiing village kgolla meetings 
 to present

propojals aurd results of FS work progruis Sonic SoneBy senior extension staff to trials undertaken by FS ticans IAw SomeAtteridane by extension stall' at daysfarrier filchl -- sorinetcies help in
organization 

Low Sonic 
C. Work 	 Program Collaboration: 

Secondmcnt 	 of locally slationed extersioi staff to tile IFS eaMns to help

if) implementing all the ativiiics 
of the FS tears i1t'h SoniJoint planning, inipcrninIatiorr arid evaluation trf trials, e.g., National
Tillage Trials Much Much 

C. Dissemination: 
Participation by FS staff in in-service training courses for extension staff Much SonicSupportive role by FS staff in organizing competitions at agricultural


shows to encourage 
 adoption of iniproved technologies Much SonicSupportive role by FS staff inextension-oriented farner groups Much SonicSupportive role hy FS staff in helping extension stall in "hands-on"
training of famicrs to adopt improved technologies Much Sonic 

a. 	 Non-Govcmniental ()rgni/ations, e.g., I)evclopment Tnists, Brigades, etc. 

The issue of spontaneous adoption raises some questions about the degree to which 	 FSRworkers should actively engage in this mode of evaluation: 

(a). 	 How involved should FSR workers become in training farmers in the details of theimproved technology so that they can better perceive and reap the benefits from its 
adopt ion? 

(b). 	 Should aggressive strategies be developed by FSR workers to disseminate theimproved technology before it has been approved by the Recornmendations 
Committee at headquarters? 

To (late we have attempted to resolve these issues in the following manner: 

(a). 	 We r'ecognize that because of our institutional linkage in DAR, our primary role mist 
be in research -- in oilier words, the development of tecinolo~gy rather than its 
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dissemination. 

(b). 	 However, we recognize that, because of the multiple clients interactwho with FSR
workers, we do have a responsibility to help extension/development agency staff and
farmers to develop processes that will improve the efficiency of dissemination 

sense, seeadoption. In this we our role as being supportive 	
and 

and catalytic rather than 
being one of leadership. 

(c). 	 We are obviously happy to see the spontaneous adoption of a technology as a result
of our efforts in the villages where we work. However, we recognize that more
complex technologies., and technologies that require substantial changes on the 	part offarmers, will not be readily adopted by farmers without appropriate training programs,
and availability of the relevant external inputs (e.g., equipment, improved seed, etc).For example, in our work we have found that the spontaneous adoption of the
somewhat complex row planting and inter-row cultivation done with animal drawn
equipment has been rather low. This is the reason why, in the Central Agricultural
Region, we have placed a good deal of emphasis ol helping extension/development
agency staff to train farmers in row planting. Also, because of the harsh climaticenvironent of Botswana, there is little flexibility in the farming system. This is
because a key mrinagement factor is the ability of farmers to plow and plant when itis likely to improve water availability 	 and tofor plant growth, improve the efficiency
of water use. Therefore, iesearchers in our situation are faced with the challenge of
trying to develop relevant technologies to break a major constraint, rather than theeasier task of developing technologies that will avoid the constraint by exploiting the
flexibility that exists within the fanning system [Norman and Collinson, 1986].
Under these conditions, adoption by farmers of such technologies involves major
changes in their farming system. For example, much of the ATIP work has
concentrated on the plowing-planting operation. Strategies to improve the amount of
water available o the plant at planting time generally require more draft than the
traditional strategy of broadcasting the seed and plowing it in. Consequently, it isnot surprising that spontaneous adoption of row planting and inter-row cultivation
has, in general, beef low because aggressive farmer training programs have not been
organized5 , and sometimes the necessary external inputs have not been readilyavailable. Interestingly enough. case row planting foundin the of 	 we have thatwealthier farmers had a much higher level of adoption than poorer farmers fWorinan,
Williams, Tibone and 1einrich, 1990)'. Obviously, the relative risks for wealthier
farmers in making major changes in their farming systems was much lower than for 
poorer farmers 

(d). 	 We do not atively promote the adoption of technologies that have been tested in the
villages where we work. And, at the same time we do not plan on helping
extension/development agency staff actively promote such technologies until the
Recommendations Committee has approved them. lHowever, we do see there is a 

In a sense, implementation of such programs would mean that any adoption occurring
would 	 cease to be spontancous. One interesting altenative that ATIP has tried, instead
of a massive aggressive farmer training program, is to conccntrale on teaching row a fewplanting to farmers, who have then done row planting on a custom-hire basis forother farmers. Because of the amount of row planting these farners did in one \,ear,
they quickly built up their managerial skills with respect to this practice IModiakgotla.
19891. 

6 .See also discusion in Section 11.5.3. 
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role for more widespread testing of technologies, for example, through extension
oriented farmer groups. To help in this, a series of leaflets are being prepared
entitled Guidelines to Promising Technologies. These leaflets will provide guidance 
on specific technologies to extension staff who wish to encourage farmer testing. 
However, these guidelines do not constitute official recommendations. Although we 
appreciate that many recommendations are likely to be location-specific, we believe 
that there should be independent evaluations of the proposed recommendations, taking
into account national/societal interests, compatibility with actual and planned support 
systems, sustainability issues, etc. The forum for approving these recommendations is 
the Recommendations Committee in DAR. 

(e). 	 Our supportive role with respect to helping the extension/development agency staff
 
disseminate technologies outside the ATIP villages, has to date, been largely confined
 
to working with those technologies that are already officially approved

recommendations. For example, in the researcher-oriented farmer groups in the ATIP
 
villages, technologies that are not officially recommended, are tested with farmers. In
 
the extension-oriented farmer groups in other villages in the area, where we play a
 
supportive role, usually only recommendations that are officially approved, are offered
 
to farmers. However, as we indicated above, we do see a role, in the future, for
 
more widespread testing of technologies that appear in the series entitled Guidelines
 
to Promising Technologies. Also, we see a continuing role for FSR teams in farmer 
training courses and agricultural shows in helping extension/development agency staff 
to train farmers in row planting, which has been officially recommended for many 
years. 

3.4 SUPPORT SYSTEMS AND POLICY LINKAGES 

3.4.1 SIGNIFICANCE 

As we indicated earlier (Section 1.1.1) an important factor influencing whether the 
productivity and the welfare of farmers will improve, are the policies which shape the 
economic environment in which they operate. Policies refer to actions and rules of 
government implemented in order to meet regional or national development goals [Byerlee et 
al., 1980: p. 61. 

Many policies influence production decisions by farmers. The influence of these may be 
direct or indirect. For example: 

(a). 	 A policy decision to distribute sorghum seed but not cowpea or groundnut seed 
through the government distribution system influences farmer decisions directly. 

(b). 	 Most policies influence farmer behavior indirectly through their effects on input 
prices (e.g., through subsidies) or product prices (e.g., through marketing boards).
Many of the GOB initiatives undertaken through the Arable Lands Development 
Program (ALDEP) and tile Accelerated Rainfed Arable Program (ARAP) have had an 
indirect impact on farmers' decisions. 

Obvi.usly such policies not only influence the farmers, but can also have an impact on what 
constitutes relevant agricultural research. On-farm research programs can provide information 
to the policy maker which may be used to create new policies to enable farmers to adopt 
relevant improved technologies. For example: 

(a). 	 On-farm trials may demonstrate the potential pay-off to a particular input which is 
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not currently available. This information can be fed to the policy makers to convince 
them to make that input available. 

(b). Information obtained on-farm withfrom work farmers can identify possible
discrepancies between stated policy goals and policy implementation -- thereforealerting the policy makers to the changes that are required. For example, ALDEP isdistributing a large number of row planters with the stated policy objective to encourage farmers to row plant. However, a survey of row planter usage, which hasrecently been completed, indicates that many need adjustment and parts replaced.Farmer training programs and ready availability of spare parts and trained artisans are
obvious strategies that need to be implemented to ensure that the stated policy goal is 
fulfilled. 

3.4.2 LINKAGE ACTIVITIES 

A general principle underlying the development of any linkage arrangement is that theremust be perceived benefits to all the parties involved. This is particularly important in thecase of links with individuals in planning who do havenot day-to-day contacts with FSRteams in the field. Therefore with respect this linkage, weto now make sure that we havethe support and interest of the appropriate authorities before undertaking any major
independent study geared towards policy issues. 

Linkage activities can be considered at two levels. They are: 

3.4.2.1 Cooperation With Development ProgramsIn The Region And At The Center 

Examples of these include ALDEP, ARAP and non-govemmental organizations (NGOs) such
as tile Tutume Brigade, Palapye Development 
 Tnst, etc. These programs participate inactivities similar to those undertaken by the formal extension program. An example of anactivity which can help such agencies theinvolves recent row planter condition surveyconducted with the support of ALDEP which was referred to above (Section 3.4.1). Thissurvey is likely to result in specific recommendation; concerning training courses,
adjustment, repairs, stocking of spare parts. etc.
 

In the future it is likely that linkages with the developnent agencies will increase. Byworking with personnel in such programs, we assist in identifying problems that farmersexperience which may their ability toinhibit benefit from the support programs. As a result
of such collaboration, changes may occur to optimize the benefit to the farmer. 

3.4.2.2 Cooperation With i'lanning At lfeadquarers 

Planning activities within MOA is the responsibility of the Division of Planning andStatistics (DPS). File link to planning is developing slowly. A formalized system alreadyexist,;, whereby policy issues are channeled to the MOA Policy Committee through therelevant departmental director. I lowever, day-to-day links have tended to be more informal.For example, farming systems personnel have been requested to comment on such mattersrelating to consultants (i.e., terms of" reference, reports byproduced consultants), and onproposed developmental initiatives. Additionally, at the request of 'the Chief AgriculturalEconomist. farming systems teams have carried out an impact evaluation of the development
programs IATIP, ADNP and FSSR, 19881. We see FSR team activities continuing todevelop informally with DPS. and we also believe it is important to respond to any requests 
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they make for information and studies. However, it is i:nportant to bear in mind that FSR 
teams work in limited numbers of areas with limited numbers of farmers. Therefore surveys
confined to the areas where FSR operate should not be for ateams mistaken nationally
representative sample survey. Nevertheless do believe that information collected bywe FSR 
teams can provide data useful to planners. 

There are two major reasons why we expect this linkage to continue to grow in significance
in Botswana. These are as follows: 

(a). It is likely that the limited-resource farmers that FSR teams work with, will continue 
to be the focus of subsidy programs, i.e, development programs, for many years to 
come. Therefore issues will continue to arise about the optimal use of subsidies. 

(b). It is likely that the adoption of tLe proposed National Conservation Strategy (NCS)
will entail the implementation of strategies designed to ensure sustainability while at
the same time encouraging production. What happens now -- as far as the present
generation of farmers is concerned -- has a bearing on what is potentially possible in
the future. Current adoption of technologies and implementation of support programs 
can have negative or positive influences on environmental stability. Obviously
technologies that are developed by DAR researchers are being screened for their
possible environmental impact, for example, on conserving the productivity of the 
soil. 

To ensure future environmental stability, both technologies and policy support
systems must be designed and implemented immediately. Additionally, policy/support
systems need to reflect the idea that if something is taken out in encouraging
production, something else needs to be in to ensureput land productivity in the
future. For example, ARAP and ALDEP provide incentives for destumping. This 
could possibly have a negative impact by encouraging erosion, thus lowering the
potential of the land in the future. A constructive policy is to encourage destumping
along with a program to promote the planting of windbreaks, living hedges, etc. It is
essential to bring about a convergence between the private short-term interests of
farmers to maintain an adequate standard of living, and the long-term societal interest
in preserving the environment for future generations. The closer the farmers are to
the subsistence level, the more concerned they are about survival until next year, and
less concerned they are about ensuring environmental stability for future generations.
Conservation measures by themselves are unlikely to be very attractive to limited 
resource farmers as a whole, unless they are implemented with a high degree of
subsidization, or by using more of a "carrot and stick" approach -- that is an
obligation to put some effort into a specific conservation practice, in order to benefit
from programs designed to stimulate production. The latter strategy is probably more
realistic under the circumstances in Botswana. Production does not have to be
pursued at the expense of conservation as long as the people responsible for
developing technologies and policy support programs take conservation into 
consideration. 
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CHAPTER 4: DESCRIPTION AND DIAGNOSIS 

4.1 PURPOSE AND INFORMATION NEEDS 

4.1.1 PURPOSE AND STEPS 

The purpose of farming systems research is to help in improving the productivity of farmers 
in a specific target area. Target areas may be a specific environment (e.g., Molapo areas) or 
a geographic region (e.g., Ngamiland) or both. 

Target areas are usually chosen by government policy makers. Once a target area is defined,

and research areas 
 selected within the target area (see Section 2.6), the descriptive and
 
diagnostic activities can begin. The objectives of these descriptive and diagnostic activities
 
are to:
 

(a). Develop a basic understanding of how the farming system is operating within the 
target area/group.

(b). Use this infornation to identify problem areas, or areas of under-utilized potential,
that could benefit from change. 

To put it more simply, in order to introduce change, it is first necessary to understand what
farmers are doing, and why they are doing it in a particular way. Then, in the diagnostic
activity, this information can be used to identify areas within the farming system where 
improvements can be made. 

Zandstra 11985: pp. 168-1721 gives a description of a nine step design sequence which is 
based primarily on work at the International Rice Research Institute (IRRI) and the Tropical
Agricultural Research and Training Center (CATIE). This descriptive/design phase involves 
two related activities: to design improved production systems, and the formulation of an 
overall research program'. The steps are as follows: 

(a). 	 Analysis Of The Region And The Target Production Systems. Once the target area 
has been selected, the design methodology begins with an analysis of historic events,
migration flows, customs of ethnic groups, population growth rates, and development
trends which must be analyzed to be able to arrive at an understanding of the factors 
that might stilatae or inpede activities required for the improvement of the 
production systems. 

(b). Definition Of Development Objectives In The Region. One basic consideration is to 
determine how important the production system under study is in the region, e.g.,
how important is a sorghum-millet-cowpea food crop system with animal traction in 
the region'? Secondly, it is important to consider the reasons behind the particular
form of the existing production system. Too often the diagnostic phase provides
information on the systems' form, without an understanding of why farmers do or do 
not utilize particular technologies, for example, why don't farners use row planting, 

Some of the latter (i.e., steps (d or (e) to (i). are really design-related activities and 
therefore are not discussed in this chapter. Design and testing activities arc considered 
in Chapter 5. 
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or produce fodder crops when these practices have been extensively promoted? 

Zandstra [1985, p. 1691 emphasizes the importance of this step with the following 
statement: 

"In this descriptive analysis of the system, it is important to take into 
account the human component, and the objectives, plans and attitudes 
of the farm family and the institutional structure within which they 
operate. The design of alternative production systems begins to take 
form once the development objectives of the study region are 
understood. These objectives exist at three levels: 

i. 	 Objectives of the govemment and of the national 
research institution. 

ii. 	 Objectives of the group of researchers responsible for 
the design and transfer of alternative production 
systems.

iii. 	 Most importantly, the objectives and goals of the 
producer." 

(c). 	 Analysis Of The Production System Or Sub-system To Be Modified.2 In this step

there are generally three levels of analysis:
 

i. 	 The first level of analysis is to consider outside or exogenous factors that 
have an impact on the system. These often explain certain characteristics in 
the system, such as disease occurrence, genetic potential of livestock, etc. 

ii. 	 The second level of analysis is structural and refers to an inventory of land 
uses, structures and equipment. 

iii. 	 The third level of analysis focuses on the way the system functions and thus 
addresses the management of the production system and the interaction of the 
production system under consideration with other systems on- and off-farm. 
It is at this point that constraints to production, and flexibility in the farming
system, are determined. Critically important in this exercise is to obtain the 
opinions of farmers themselves as to their problems. Farmers in fact are 
often able to pinpoint prol ems that would take researchers a long time to 
discover. Simple qualitative modeling of the system, discussed shortly
(Section 4.2.1), is also a potentially useful approach to help structure 
understanding of researchers at this point. 

Just to identify the problems, or areas of potential improvement, is not 
sufficient. For example, it may be noticed farmers do not in athat plant
timely manner, even though planting opportunities are scarce. It is not 
enough just to go to the farmers and tell them to plant in a more timely 
manner. It is first necessary to understand why they are not doing so. It 
may be due to the fact that most of the farmers are sharing draft power so 
that they work first on one field, then on the next. Or it may be that farmers 
do not have enough labor to look after the cattle, and kraal them every night; 

A list of the type of data that is useful to have available for the descriptive process, is 
similar to that was earlier indicated as being useful for research area selection (Table 
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so they let them wander in the bush. Consequently, when it rains the farmers 
have to go and look for them. So to help farmers solve the problem of 
delayed planting, a researcher would need to have a clear understanding of 
the source of the problem. 

Thus, t!he information sought during the diagnostic activity usually involves 
collecting more detailed information on specific questions that come out of 
the descriptive activity. This information most commonly needs to be 
collected in the field. While examining problem areas in detail in the field,
researchers should also try to assess how widespread and severe particular 
problems are among the target group. Questions like; how often the problem 
occurs over years, how many farmers it affects, does it have a severe impact 
on production and incomes etc., need to be answered. This type of 
information is necessary for deciding what problems or opportunities are most 
important, and for setting the priorities of the research program. A more 
detailed discussion on this important point is presented below (see Section 
4.1.4). 

(d). 	 Definition Of Recommendation Domains. At this stage tile team is interested in 
identifying a maximum percentage of the potential target population in a minimum 
number of stratifications. The stratification of domains usually starts with ecological 
factors such ais climate and may include farm size, distance to markets, control of 
traction, etc.3 

(e). 	 Identification Of Technical Interventions. The research team should now be able to 
identify a number of practices or technologies which have the potential to increase 
productivity. Possible sources for these are mainly from on-station research work. 
RMRI work on farmers' larms, and from other farners. The solutions identified 
should be closely related to the production constraints previously identified. 

(0. 	 Ex ante Analysis Of Potential Alternatives. The design alternatives can be specified 
as a set of proposed changes in the existing production system. The ex ante analysis 
seeks to evaluate the expected biological and economic impact of" making these 
changes. The difficulty and risk associated with crop and livestock systems makes 
this step of' predicting the outcome of a change particularly important in order to 
reduce the chance of adverse effect-; on the farmers. The analysis will require 
information on resources and their :osts. A partial budget can be constructed for 
each alternative to predict its economic viability. In addition, the impact of the 
proposed changes on the whole farm, particularly in terms of changes in farm labor 
demand, cash inputs or speciali ,cd equipment, must be evaluated. 

(g). 	 Evaluation Of An Alternative Production System. The outcomes of the ex ante 
analysis can be compared to similar types of information about the existing systems. 
and with other potential production systems to determine the acceptable range of 
production outcomes, and to see if the proposed changes are feasible. In addition, 
changes in the levels of inputs and management coniponents need to be evaluated. 

(h). 	 Listing Of Assumptions And Requirements For The Alternative Production System. 
Once a system has been selected for field evaluation, it must be described in detail, 
specifying inputs required and assumptions concerning levels of nanagement, 

More infornation on rccommendation domains -- which Zandstri [10851 calls adoption 

domains -- is given in Section 2.3. 
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institutional support, etc. 

(i). 	 Identification Of Research Priorities. Infcnnation gaps which have been encountered 
in the design process, such as unspecified biological relationships, prediction of the 
performance of alternative management practices, or questions of farmer attitudes, 
should be listed. These then become the basis for a set of research priorities, and 
trials can be designed on-station and, if necessary on-farm, to provide the needed 
information. 

4.1.2 	 DEGREE OF UNDERSTANDING REQUIRED 

The steps describ-d in the previous section appear to have the potential for being very time 
consuming. This is likely to be the case if an effort is made to collect at first hand large 
amounts of accurate quantitative-type data. However, is this always necessary or even 
desirable'? The answer of course is no! Collecting descriptive information is not an end in 
itself but is used to provide an input into designing and testing work. 

In Botswana we suggest that the following guidelines should be used: 

(a). 	 Make as much use as possible of existing secondary information (see Section 4.1.3). 

(b). 	 Very carefully consider just how accurate descriptive infornation needs to be in order 
to provide an adequate guide or input into the designing an,. ,esting stages of FSR. 
Whenever possible, emphasis should be placed on collecting the required information 
in the cheapest possible way. with a method that allows attainment of the dcgree of 
accuracy that is re(luired (see Section 2.5.1). Examples of cheap methods are those 
that emphasize qualitative rather than quantitative type of data. and relative ranking 
of data rather than actual accurate measurement. 

(c). 	 Mainly use informal interdisciplinary surveys to collect information required to fulfill 
(b) above that cannot be collected under (a) above. The major respondents for this 
information should be the farmers' themselves (see Section 7.2.4). If necessary these 
findings should be supplemented or confirmed with a formal one-time survey that can 
be analyzed (luickly. 

(d). 	 Bearing in mind (a) to (c) above, reduce to a minimum the amount of time taken in 
doing the initial descriptive/diagnostic work, in order that design and testing activities 
can start at the earliest possible opportunity. 

(e). 	 Descriptive/diagnostic activities to verify the initial quick descriptive/diagnostic work 
can, if necessary, be undertaken at the same time as tile initial testing stage work is 
being undertaken. These descriptive/diagnostic activities could be in the form of 
more formal surveys', and studies such as monitoring fields, etc. In fact, results 
arising out of design and testing activities can help in refining future 
descriptive/diagnostic activities. This is an example of the iterative nature of FSR 
work. 

For example, the multiple visit surveys we did at the beginning of ATIP were 
undertaken at the same time as the first year's testing work. lowever, as is discussed 
later in the handbook, we now believe that the costs in time and resources involved in 
collecting and analyzing the data. in relation to the expected returns, probably did not 
justify them being uscd on a regular basis (scc Section 7.3.1). 
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4.1.3 USING EXISTING INFORMATION 

As was indicated above, during the descriptive work, researchers need to collect information 
on a wide range of subjects. Much of this required information will be available ingovernment reports and other published materials. For example, the number of households
in a particular village may be listed in the government census report. lnfomlation on rainfalland temperature, for particular areas, is usually available from reports published by theMeteorology Department, etc. These sources of information are called secondary sources,meaning that the information was collecteo by someone else. In addition to being a cheap
way of obtaining information, it allows the researcher to learn from what has been done
previously and allows the researcher to avoid repeating what others have already done. 

When using secondary sources of information, it is also important to carefully assess the
 way the information was collected, to determine 
 how reliable it is, and to determine whetherit is relevant to the target area/groul;. For example, census data on the number of
households in a village that was collected in 1970, may not be a reliable estimate in I 90.
Estimates of crop yields in 1987-88 that were collecteJ in 1990 by asking farmers to try and
remember what 
 they harvested. may also be somewhat unreliable. And monthly rainfall data
for one location, in one year. may be irrelevant when Irving to obtain an estimate of the

long-term average 
 annual rI. 1'll for a regior. 

Thus. while it is critical for researchers to utilize the cxisting information, great care must be

exercised to see that the information is used correctly. Field research should only be used
 
to verify or to fill in the 
 gaps in the existing information. 

Some useftulI sources of existing information are given in Table 4. 1. 

TABI.E -1.1: t:.XAMP1.IS O-F St)OVR(I.S 01: tFXI5IING INF(ORMATION IN I3t)SWANA 

tL-N.-0RI ATIONJL)UI F ----------------------------------

Rwanf:dlI and Tcn peraiturt.: + li,hI \V tihr lutlcttins (NMctc, ',i,aI Srvik.c,, Nfistry of Wurks and 
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4.1.4 SETTING PRIORITIES 

During the descriptive and diagnostic work, it i,likely' that researchers will observe more 
problen, in the farming s",ten; thaln thWN' cal possibl'" hope to addres. Researchers* tile 
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and resources are often limited, so they must carefully consider Vow much work can bedone, and restrict the number of activities t,:ken on. Trying to do too much generally resultsin the work being done poorly. At the same time, researchers must be sure to address themore important topics in their research area, so progress can be made. For this reason, it isnecessary for researchers to set priorities on different topics in order to help them choosewhich topics to work on. Four factors that are important in influencing the setting of the
research priorities are as follows': 

(a). Farmers' objectives have a direct effect on the typs of technology that they willadopt. If researchers and farmers have different objectives, a good deal of researchwork may end up being wasted. For example, there was one case in Botswana,where researchers worked closely with farmers to develop a very productive cropping
system. Wthcn farmers used the sy.,tem, in a year of good rainfall, they producedtwo to three times more than their food requirements for that year. Researchers were very happy and expected farmers to continue using the system. However, thefollowing year many of the farmers decided not to plant at all! The researchers'
objective was to get farmers to produce more food for the nation, while the farmers'objective was just to produce enough food for themselves. Consequently, theresearchers had to start again; this time from the farmers' perspective. Thus, it isimportant that researchers understand farmers' objectives before they begin largeresearch projects. This should be deternined during the descriptive and diagnosticstage. In addition, it is necessary to identify which problems the farmers in thetarget area consider most important. Farmners will be most enthusiastic about researchthat addresses issues they consider important. However, it should also be noted that
they may not always identify all the major problems. 

(b). Another cliein, for FSR teams are station-based researchers who play a major role inproviding a 'bank' of potentially useful technologies that can be considered in thedesign stage and used in tile testing stage. Although the farmer remains the majorclient for FSR work, FSR teams can help in developing a more useful "bank" oftechnologies by responding to on-station researcher requests to test specific potential
technologies on farmers' fields. 

(c). To benefit from the interdisciplinary nature of FSR, research priorities must be set bythe whole team, and not just by discipline. For example, if descriptive anddiagnostic activities indicate that labor is the most limiting factor in the system, thenthe agronomist should give priority to this and work with the economist to developlabor saving technologies, rather than addressing some other topic that may be onlyan agronomic issue, such as sorghtm variety yield trials. 

(d). The mandate and the location of the research will have an influence on setting
research priorities. For example. a team may be responsible for increasing cropproduction among limited-resource farmers working on the molapo. around Gomare.Thus, the team usually starts ouit with some specified objectives and target areas. 

Some other issues to consider when setting priorities for research include the following: 

(a). low common is the problem within the research area, and how many families doesit affect? ligher priority should be given to problems that affect most families. 

(b). flow severe is the prolem, and how much doe, it affect the productivity of the 

They arc n,;l;iIcd ir 1,n\ ,ix'ul r rlcr ',Ipriority. 
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system? For example, head smut in sorghum may occur in all fields throughout aregion, but the actual reduction in grain yield may be very small. Higher priorityshould be given to problems that have the most severe effects on farm production. 
(c). What is the potential for solving the problem'? It may not be appropriate for an onfarm research tackle ateam to problem like bird control,recognize it as even though all partiesa problem. On-farm research teams should generally give priority toproblems they feel they have some chance of solving, and try to feed back problemsthey can't solve to other groups which have a better chance of identifying a sclution

(e.g., station-based researchers).
 

(d). 
 Are there areas of opportunity for increasing farm production which are being underutilized at present'? For example, could certain types of fruit trees, planted aroundthe home compound, provide usefol income? Not all improvements come fromsolving problems. Some may from startingcome new and profitable activities. 

4.2 OBTAINING INFORMATION 

4.2.1 MODELING 

A model is a means of describing and summarizing a system and its known properties.helps researchers understand Itwhat they are studying and where there are gaps in their
knowledge. 

4.2.1.1 Types Of Models' 
There are two basic tvpes uf models: quantitative and qualitative. A very simple quantitative 
model is as follows: 

Y=5X
 
where Y = kilograms of sorghum and X 
 = kilograms of nitrogen. describesThis modelresponse of sorghum production to nitrogen inputs. It says that adding 

the 
one kilogram ofnitrogen increases sorghum production by 5 kilograms. 

In FSR the objective is to describe, in a holistic manner, not only the ftarm productionsystem but also human behavior, in order to develop an understanding of how farmersmanage their farms. Modeling human behavior is obviously much complexmodeling fertilizer response and some 
more than

other aspects
used to the 

of production. Qualitative models canbe describe farming system and to improve our understanding of importantlinkages, constraints and interactions. These models are often presented diagrammaticallyand aim to convey the information in a manner that is easily understood. 
Within the qualitative models category. the structural model is particularly useful in farming
systems work, and will be discussed here. Quantitative models may be usefuladvanced farming systems work, in moreand will also be briefly discussed. 

. Much of the naterial relatint to structural models %wa,exceiptcd from -rankenberger 

and Walecka [1987: pp. 43-51l 
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4.2.1.2 The Structural Model 

A structural model of a farming system is a diagram representing the principal resources, 
enterprises and outputs of an individual farm household and the interaction among all these 
different elements. A general model of a farning system was presented earlier in the 
handbook (Figure 1.2). This model diagrammatically represents the interactions of the 
elements, factors, inputs and processes which together make up a farming system. 

The structural model often represents a first step in describing a farming system, and is by 
no means exhaustive. It may be important for orienting and guiding the work of an 
interdisciplinary team. Understanding the whole context within which new technologies are 
to be promoted will help the team evaluate the potential of a proposed technology.
Modeling also helps to identify features at the farn level which may need to be examined in 
greater detail. It is at this level that trade-offs and conflicts can be identified. 

Information for constructing a structural model is usually obtained from secondary sources. 
rapid reconnaissance Surveys, and infornal surveys with key informants. Modifications to 
the model may be b;'.sed on multi-visit surveys, single purpose surveys and researcher 
experience with the system. Versions of a systems model which are revised on the basis of 
additional research data may focus on a farm hou,sehold's management strategies. This type
of model is sometimes called a process model and is used to develop an understanding of 
the way farmers go about managiig their farms. 

A different representation of information on the farm household and its crops and livestock 
is presented in Figuire 4.1 and is particularly useful in examining relationships between crops 
and animals. Tile following discussion of this model is taken from McDowell 11984: pp. 1
31. 

"The box identified as "market" in Figure 4.1, represents all off-farl activities 
and resources; thus, it includes products sold or labor going off the farm as 
well as purchased inputs and household items. The "household" is the core 
of the farm unit. 

In preparing the model of a typical system, labor use, sources of human food, 
household income, animal feed, and the roles of animals are the main focus. 
The solid arrows (-->) portray strong flows or linkages (e.g., more than 
20% of the total income arises from the sale of crops. animals or household
processed products). 13roken arrows (---->) are used when sales of crops or 
animals contribute less than 20% of household income, the interchange among 
furic~ions is intermittent, or there is as yet no routine pattern identifiable. 
Family labor applied to crops or animals is identified but off-farm 
employment or the use of hired labor is not quantified except generally and is 
indicated by broken or solid arrows. 

Fuel is incorporated in the model because the gathering constitutes a 
significant expenditure of labor and may influence the labor allocated to 
animals more than to crops." 

4.2.1.3 BiologicalAnd Socio-Economic Models 

These models are usually quantitative in nature and include biolo gical simulations (e.g.. crop
growth models), economic decision models (e.g.. lincar prtoraming models), and bio
economic models which mav either be descriptivc or qt'ant itali'e in nalure. Numerous 
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publications discuss these types of models7 . Generally they require extensive staff resources 
and sophisticated computer facilities to develop. Once developed, they may be useful in 
examining proposed changes in the total farming system, or some sub-system. 

4.2.2 	 APPROACHES IN CROPPING SYSTEMS DESCRIPTION/DIAGNOSIS 

Cropping systems research is a part of FSR. Within FSR, it is usually the responsibility of 
the agronomists to develop a clear description of the cropping systems being used in the 
target area. To do this the agronomist must work closely with farmers and research 
scientists in other disciplines. The description must be both clear and sufficiently accurate to 
form the basis for future research programs. 

4.2.2.1 Descriptive Activities 

We have used three main approaches for descriptive work in cropping systems research in 
Botswana. These are as follows: 

(a). 	 Secondary Information. Secondary information (e.g., national census and agricultural 
statistics material) is an extremely important resource in cropping systems research. 

(b). 	 Suri'eys. Informal and formal surveys -- where researchers meet with farmers and 
discuss the types of cropping systems they use -- are IJols used to verify the 
accuracy of secondary information, to fill in gaps in the xnowledge available from 
secondary sources, and to gather more deti,;ied inforniation about local cropping 
systems. In designing and conducting these surveys, it is important that agronomists 
work together with researchers from other disciplines. For example, socio-economists 
will help agronomists to ensure that they are interviewing a representative group of 
farmers, so that the findings are not biased by interviewing an unusual set of farnizrs. 
Also, economists and other social scientists usually have more training and experienc. 
in designing and conducting surveys than do agronomists. Thus they can often help 
the agronomist to design more efficient and meaningful surveys. Furthernore, 
problems in cropping systems activities often cross discipline boundaries. For 
example, it may turn out that the farmers' biggest croppin, problem is in finding the 
labor to do the work. This is a socio-economic problem, not a biological one. 

As was indicated earlier (Section 4.1.2), emphasis initially should be given to 
informal surveys and supplemented later, only if necessary, hy more formal surveys. 
In cropping system descriptive surveys, researchers usually ask fanners for detailed 
in formation on such items Is what farmers plant: when and how tlhe\ plant: why they 
have chosen a particular planting method: the type of draft power they use and where 
they get it from; their systems for managing soil fertility, weed and pest control, crop 
harvesting, threshing and grain storage systems. etc. It is also important to establish 
who actually does the work (e.g.. (1o men always do the plowing, do women (10 all 
of the weeding, etc.) because it affects what type Of changes c:mn or should be 
introduced. Another important area of' descriptive work in cropping systems is to get 
tile farmers themselves to clearly ide.itify what they consider to be their major 
problems and limitations to crop production. 

' For example, see Anderson, Dillon and liardaker 119 61. (-uticrre-.,\leman, Boer and 

liart 119861. and Dillion and Ilardaker 119801. 
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(c). Monitoring Studies. Monitoring farmers' activities in the field is another useful toolin fanning systems descriptive research, although because of the time this takes, it isusually done at the same time as initial design and testing work is undertaken (see
Section 4.1.2). Findings from monitoring activities, and initial testing work can thenhelp refine decision making with respect to design and testing activities in the future.Monitoring activities can be important because farmers sometimes cannot give theresearcher a \cry precise description of their cropping system. For example
probably cannot tell the researcher exactly what fraction of a hectare they can piowwith their team of oxen in a morning, and they will not be able to say preciselywhat stand densities they hope to achieve in their fields. Researchers will greatlystrengthen their own understanding of local cropping systems, and be able to betterquantify specific aspects of the local systems, by monitoring some of the farmersactivities in the field. This requires aciually going to the field and measuringspecific items such as the rate of plowing by oxen and donkey teams -- area plowedper hour -- plant stand densities actually achieved, the amount of area devoted tocertain crops and/or crop mixes, the amount of labor required to plow a hectare, orweed a hectare, the typical yield levels of different crops in different years, etc. Thisinformation can also be used to check tile accuracy of the data obtained from on

farm surveys and secondary sources. 

During the descriptive activities it is critically important to find out precisely whyfarmers use specific cropping systems and what they hope to achieve through theircropping activities (e.g., are their cropping activities their mn source of food andincome, or do the farmers have other sources of income, like large cattle herds?).
The answers to these questions will have a major effect on tie type of changes tile 
researchers will want to test. 

4.2.2.2 DiagnosticActivities 

Information from the descriptive activities, which emphasizes farmer input, is used byresearchers to develop hypotheses about problem areas within local cropping systems, and to
identif, areas of possible improvement. The purpose of the diagnostic activities is to verify
that the problem identification is correct, 
 to more clearly define certain identified problems,and to collect information on the magnitude or size of identified problems. For example.suppose that in descriptive work many farmers stated that aphids were a problem in sorghumproduction. Researchers might then form tile hypothesis that controlling aphids could helpincrease sorghum yields in tile region. Diagnostic activities would then be used to determineprecisely how often aphid infestations occurred on the sorghlm crops, how much of thefields the aphids covered, and by how much the aphids were reducing per hectare grainyields. If it were discovered that aphids occurred in most sorghum crops, but only affectedsmall portions of each field and only reduced grain yields by an average of, say, fourpercent, then aphid control in sorghum would probably not become a high priority researchsubject. On the other hand, if it were discovered that aphids occurred in 90 percent of allsorghum crops, that they generally covered the whole field, and that they reduced grainyields by 50 percent or more, then controlling aphids might really help to increase sorghumyields. Researchers might then decide to devote a lot of effort to the problem. 

There ire many possible approaches that can be used in diagnostic work. The decision as towhich are the most appropriate ones will depend on what information is required, what resources are available to tile researcher, and the local situation. Bear in mind thatdiagnostic activities, which in a sense are more tightly deflining problem areas, can continuewhile testing work is going on in other subject areas Some of the approaches which havebeen successfully used in Botswana for diagnostic studies in cropping systems research are 
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as follows: 

(a). 	 Special Subject Surveys. One of the most common techniques is special subject 
surveys. These are surveys conducted with the relevant farmers, aimed at obtaining 
detailed information on specific subjects. For example, researchers may have noticed 
that many farmers own planting and weeding equipment, but do not appear to use it. 
A special survey could then be administered to those types of farmers, and the 
survey might deal only with that subject. It might include questions such as when, 
where and why the farmers purchased the equipment, why they were not using the 
equipment, were they ever given training in the use ,f the equipment, are spare parts 
available, etc. This type of survey may be either an informal or formal survey. The 
number and type of farmers it is administered to would depend entirely on the 
subject of the survey. 

(b). 	 Monitoring Studies. Another common and important approach in cropping systems 
research is direct field measurement. This is often necessary v,hen farmers can 
identify a general prolem, but cannot be sufficiently specific for researchers to know 
how to address it. For example, farmers may iist poor soil fertility as a problem, but 
researchers will not know exactly which soil nutrients are low, or why, until some 
soil analyses are performed. The same might apply to the question of stand 
establishment. Farmers may complain that they often have poor crop stands, and 
may often blame this on the sun. lowever, there are many possible reasons for poor 
stand establishment including the use of poor quality seed; plowing the seed too deep
for it to emerge; applying too little seed; seed being destroyed in the soil by insects 
or other soil organisms; planting on marginal soil moisture; soil crusting; or indeed, 
high soil temperatures. Before researchers can start to address the problem, they will 
need to identify the major causes. If no studies have been previously conducted, 
diagnosing the source of the problem will require direct measurement of the relevant 
parameters in the farmers' fields. This type of study often requires the assistance of 
on-station research specialists (e.g., soil scientists, entomologists, plant breeders, etc.) 
and provides an ideal opportunity to develop the linkage between on-station and on
farm research. 

(c). 	 Field Trials. A third type of diagnostic tool is the diagnostic field trial. Suppose, 
for example that farme:S list "..veeds" as one of the major factors limiting crop yields. 
It would probably be a good idea to determine what types of weeds they are 
referring to, and to work with scientists from other disciplines to determine whether 
the "weeds" themst .ves are a problem because they are hard to remove, or whether 
the real problem is in obtaining labor io remove the weeds. These questions could 
be addressed through surveys and field n,.-asurements as descrPbed above. However, 
it might also be informative to conduct field trials to deterrmine exactly how much 
the "weeds" really do reduce crop yields. I o conduct such a trial, the researcher 
selects fields which are representative of the target area. Then after the farmers 
plant, researchers mark out pairs of field plots. One plot is kept weed-free -- either 
by hand labor or chemicals -- while the other plot is subjccted to the farmer's normal 
weed managemeit program, and plot grain yields are measured at harvest. So long 
as the trials are conducted on enough representative fields, and over a range of 
different environments -- good environments to poor environments -- the researchers 
can develop a good estimate of how much reduction in grain yield is due to "weeds". 
In designing this type of trial, it may be helpful for the researcher to consult the 
biometric staff at DAR. 

Another variation of the diagnostic trial can be used when researchers are trying to 
determine which components of a possible package of improved practices are most 
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important. While researchers may be able to think of many improved practices forfarmers to adopt, farmers themselves will normally adopt only one or a few newpractices at a time. Thus it is important for researchers, extension agents andfarmers to whichknow areas to work on first. For example, after the descriptivestudies, it may be clear that water conservation strategies, soil fertility, row planting,improved weed control and pest control would all help to increase crop production inthe target area. But which ones would be most benefi:ial? One way to answer thatquestion is through a trial, or series of trials. Treatments in these trials could includesingle treatment comparisons, such as water conservation plus the fanner's traditionalmanagement system (TS), fertilizer plus TS, row planting plus TS, etc. Or theresearcher may ""ant to compare pairs of options, such as water conservation plusfertilizer plus TS, versus water conservation plus row planting plus TS, versus rowplanting plus fertilizer plu,,, TS, etc. These may also be compared against a systemthat includes all of tile possible options, to estimate how far they fall short of theeffect of applying the complete package. This type of trial has sometimes beenreferred to as a Steps in Technology Trial (see ATIP 1984 and 19851), and isusually conducted either as an RMRI or RMFI trial'. The statistical design andanalysis procedures for this type of trial can be somewhat complex. It is a goodidea to consult the biometric staff in DAR before implementing this type of trial, to ensure that the trial will answer the most imporani questions. 

4.2.2.3 Conclusion 

While conducting research on cropping systems, it is essential that scientists keel) in mindthe fact that these systems are complex. Cropping activities require labor by the farmers,and often specific tasks are traditionally the work of men, or only the work of women andchildren. The use and management of draft animals may also be necessary, and the systemsmust be economically profitable if they are to be used at all. Thus scientists must be awareof the whole picture, and work closely with associates from other relevant disciplines -- bothon-station and on-farm -- to ensure that the outcome of descriptive/diagnostic activities is
both useful and practical. 

4.2.3 APPROACHES TO LIVESTOCK SYSTEMS DESCRIPTON/DIA(;NOSIS 

4.2.3.1 Using A Systems Approach To Describe Livestock Production 

Livestock production plays a significant role in agricultural development and in people'slives. Some of the ways in which livestock production contributes to tile lives of pcnple are 
described in Table 4.2. 

In Botswana, most farms consist of two major sub-systems, crops and animals. Small scale
limited resource farming is a complex operation involving a large number 
 of inter-relatedactivities. Generally farmers do not make decisions on any farming activity withoutconsidering tile impact of those dccisions on other fanning activities. Because livestockproduction takes place over a nuch longer period of time than does crop production, the
decisions involving this type of production may be more complex 
 and far reaching thandecisions involving cropping. Thus, in describing the livestock system and in diagnosing
.problems within the system, it is important to consider the interactions with other aspects of 

The distinction between diagno,;tic and design-typc trials somcimcs become somewhat 

blurred. Thc Steps in Tcch'-logy Trial c(,uid also he considcrcd a design-type trial. 
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the farming system. 

TABLE 4.2: LIVESTOCK CONTRIBUTIONS TO PEOPLE 

Food: Meal, milk, eggs 
Fiber and skins: Wool, hair, hides, feathers, and pelt-; 
Traction: Power for crop production, irrigation pumping, thresh-ig, and transport 
Animal wastes: Fcrtilizcr, heating fuel, methane gas production, feed, construction material 
Storage: Storage of food supply or capital and seasonal excess of feeds 
Weed control: Biological control of brush, plants, and weeds along road sides and waterways 
Cultural: Security and self-esteem -- revered symbols 
Sports/recrealtion: Competition, exhibition, hunting, and companion animals 

Source: 	 Amir and Kniher [1989: p. 111. 

A good place to start the description/diagnosis of a livestock system is to describe the basic 
components of the entire farm operation, and to establish the linkages and interactions 
between the crop and livesiock sub-systems. Rapid reconnaissance surveys or surveys using 
recall data can be quite useful in making a general characterization of the farm operation, 
including an overall view of the livestock operation. General information collected through 
reconnaissance visits or by questionnaires can be summarized in a model, such as depicted 
in Figure 4.1. This type of structural model can be used to visualize the relationships 
between within-farp operations and between the farm and its environment [McDowell, 1984: 
p.l. 

Once the descriptive model has been constructed so that all elements thought to have a 
significant impact on decision making are incorporated, the boundaries of the animal sub
system can be r,,re clearty defined. 'raking into account the interactions identified in the 
model, specific areas in the livestock sub-system can be chosen for further 
descriptive/diagnostic study. Imuportant characteristics of most livestock sub-systems which 
may need to be studied include; seasonal variation in feed resources, availability of labor to 
the livestock sector, seaso,.al variations in draft animal needs, and seasonal mortality of 
young animals [McDowell, 1984: p.21. The FS team will also wish to examine management 
level and ability and to determine tradiional marketing patterns. The level of veterinary 
services available and t t- identification of major disease complexes may also be of interest. 

The data needed to evauate the importance of the major constraints to livestock production 
may be broadly classified as ecological, biological and socio-economic (Bernsten, Fitzhugh 
and Knipscheer, 1984: p. 951: 

(a). 	 Ecological. Lard and climate letermine the types of plants that can be grown, while 
the types of plants generally determine the kinds' of animals which can be produced 
in a given ecosystem. 

(b). 	 Biological. These constraints may be sul'-classified as nutritional (associated with the 
quantity and quality of the feeJ su*ply), health factors including parasites, disease 
and predators, and livestock breeds. 

(c). 	 Socio-Economic. These constraints act to limit biological productivity and include 
factors such as management, input/output prices, input availability, marketing, 
attitudes towards risk, policies, cultural preferences, and labor a'.ailability. 

An ATIP paper [Gray, 19861 contains a set of. questions used to develop an informal cattle 
post survey. These questions covered the areas of traction management, herd management 
(breeding, reproduction and calving, nutrition and grazing management, animal health and 
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disease control), acces;s to water, labor, cattle ownership, movement of cattle between landsand cattle post area, seasonality, farmer strata, disposition of animalsand income and animal products,flows among crops, livestock and other household activities. The informationobtained by isking these types of
specific constraints for further 

questions can be used to create a model, identifyingstudy, or indicating which areas should be further monitoredto develop descriptive/diagnostic information over a period of time. 

4.2.3.2 Monitoring Livestock Production 

After a general description of the production sub-system haslivestock been obtained, it isusually necessary to monitor some parts of the system over time to identify, or to betterdefine, problems. Several approaches can be taken in the monitoring of livestock productionincluding: periodic inventories; monitoring dynamicsherd through rates of production,offtake, and death losses; and special studies to identify specific management or health
problems.
 

Periodic inventories may be undertaken to identify trends in the 
 livestock sub-system of thefarm9. Data on increases or decreases in livestock can suggest possible areas for study.This kind of inventory -s often used in generating national statistics and is collected aonce-a-year basis. can onIt also be collected quarterly, monthly, or weekly if done inconjunction with other data collection. 

We may also collect data on specific changes in animal populations which are reflected inthe gross inventory figure. Data collected on a relatively frequent basis (monthlyon the or weekly)number of births, number of animals sold, and thebeen number of animals which havelost or have died will provide data to calculate biological measures of herd performancesuch as reproduct',n rates, offtake rates, and death losses. If herds are tagged foridentification, more specific monitoring, over a period, can be undertaken which may includeweighing (particularly of growing animals) to determine growth rates, and studying their
health status. 

Specific types of studies to identify health-related or nutritional problems can be undertaken.Studies that ATIP has undertaken include monitoring of various nutrients through bloodstudies (done in conjunction with mineral feeding), studies of kid mortality (related tomanagement practices), and parasite studies (to determine at time of the yearwhat parasitesmay be important). These types of studies may be diagnostic in nature, or may involvemonitoring interventions being tested. 

4.2.3.3 Measuring Benefits From Livestock Production 

Benefits from livestock production come in many forms: meat, milk, hides, work animals.eggs, etc. Depending on what the information is to be used for, several ways of measuringbenefits are available. Livestock production can be measured in physical units (i.e., in termsof increases in weight per animal, or increases in weight per land arci). An economic valueof production can computedbe which is useful in examining relationships between farmsectors (i.e., crops and livestock), or in comparing benefits from two different types of
livestock. 

Because much of the value of livestock ;s derived thefrom products or activities not sold on 

9 See A-inex Volume for examples of' livestock data collection lomiS. 
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open market, there is no price readily available for valuing the particular livestock product.

With much of the livestock benefit gained in the subsistence sector of the farm, "the results
 
of any calculation of economic costs and returns will be highly sensitive to any changes in
 
the way subsistence production is valued" [Behnke, 1984, p.572]. Generally, it is possible to
 
use a market price for products which are regularly sold. However, production for home
 
consumption is more difficult to value, and must generally be valued at the retail price for a
 
replacement product (i.e., a product which would need to be purchased if it were not
 
produced on the farm) [Behnke, 1984: p.5741.
 

4.2.3.4 Livestock/Crop System Interaction 

General livestock/crop system interaction can be identified through the use of the modeling

procedure described in Section 4.2.1. More detailed description/diagnosis of this interaction
 
depends on the system being examined. There may be areas of positive interaction (e.g.,

cattle used for plowing, stover used for animal feed, etc.), and there may be negative

interactions (e.g., lack of labor for cropping because of a need to 
 herd animals, animal
 
destruction of crops, etc.). 
 In many cases we have relied on the case study approach to 
describe the interactions between livestock and cropping systems. 

When attempting to measure the benefits and costs of this interaction in economic terms, it 
is important to remember that IBlehnke, 1984: p. 577]: 

"In mixed farming-livestock systems many products generated by a family's 
livestock enterprise are neither consumed nor sold but rather are invested in 
the household's cropping enterprise, while the reverse holds true for the 
cropping enterprise vis-a-vis the herd. Crops or crop residues are used for 
animal fodder, manure used for fertilizer, or animal traction used for plowing 
are common examples of such intermediate agricultural products whose value 
is only realized after the addition of other inputs or processes. The 
appropriate value of a subsistence input is the cash cost of purchasing its 
replacement, i.e., the cash cost of buying fodder to replace crop residues, of 
purchasing fertilizer to replace manure, or of purchasing plowing services in 
lieu of using the family animals " 

4.2.4 APPROACHES TO FARM HOUSEHOLD DESCRIPTION/DIAGNOSIS 

4.2.4.1 Introduction 

Farm household diagnosis is nomally performed in association with cropping and livestock 
systems diagnoses, not in isolation from them. The diagnosis considers micro (on-farm) and 
macro (off-farm) conditions influencing the typical farming system, thereby helping to 
provide data useful in setting a research agenda for future seasons. The diagnosis should 
begin by describing curreit farm systems, and how they have changed relative to past 
systems. The variability in current farm systems will subsequently aid in establishing 
appropriate reconneridafion domains. 

The farm household diagnosis concentrates on identifying primary constraints encountered in 
the typical farm system. Obtaining information about these constraints becomes the focus of 
the present and future seasons' surveys. As information is obtained through the surveys.
appropriate unit(s) of analyses are idenificd. A unit of analysis is usually considered ti. 
"farm family", but depending on the culturAl situation and/or the particular study being
undertaken, it may be more appropriate to study an extended family grouping or individual 
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family 	members as the unit of analysis."° 

The underlying goal of farm household diagnosis is to set guidelines for the farming systemsteam to follow when collecting data for economic analysis theduring implementation ofstudies, surveys, and trials. A well-focused farm household diagnosis can guide theeconomist when deciding on the appropriate types of analysis to be used. 

This section identifies various factors farmingthe systems economist may consider in orderto obtain crucial information on the limited-resource farmers' primary constraints.Constraints facing the farm household are divided between socio-economic and institutional.One additional important area of farm household research involves food consumption
researcl;. which is covered separately at the end of this 	section. 

4.2.4.2 Identifying Primarv Socio-Econoinic ConstraintsFacing The Typical Farmn 
Household 

Previous research in Botswana has identified the following socio-economic conditions and
constraints as being of primary research concern: 

(a). 	 Defining the types of households, describing the characteristics of the head ofhousehold, and the relationships which exists within and between houscholds. These can be 	used in determining the appropriate unit of analysis.
(b). Household size and labor availability (both household or non-household).

(c). 	 Customary household crops planted and management practices.

(d). Division of household labor among crop 
and livestock enterprises.
(e). Cattle and smallstock wealth of the household.
 
(). Draft type and access.

(g). Sources of on- and off-farm income, and monthly income flows.

(h). Capital resources owned by tile household.
 
(i). 1-ousehold participation in government programs.

(j). Adoption of new technologies and fanner objectives for the future.
 
(k). Fanner decision making.

(1). Food consumption patterns.
 
(m). Marketing patterns.
 
(n). Census baseline of each research village.
 

4.2.4.3 Identifying Primary Institutional ConstraintsFacing The Typical Farn lousehold 

Primary influences and constraints facing the lann household from an institutional 
perspective include: 

(a). 	 Informal and fortnal markets for crop and livestock inputs and outpluts.
(b). Active (and inactive) community groups.
(c). 	 Local prices for crop and livestock inputs and o)tputs.(d). 	 Regional. district, and village-wide extension and veterinary-service activities.
(e). 	 Current government prograi available to the village. 

If. Behnke and Kerven 1i9S31 discuss the issue of identil'ing the appropriate farm unit fbr 
analysis. 
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4.2.4.4 Means Of Identifying The Socio-Economic And Institutional Constraints 

Various survey fornats can be used to obtain information about socio-economic and 
institutional conditions/constraints. Table 4.3 suggests the appropriate survey format and 
frequency for each factor identified above. 

The following suggestions may be helpful when deciding which surveys to administer: 

(a). 	 Factors monitored by a yearly single-visit survey can be obtained through an End-of-
Season Cooperators Survey. However, information on extension-service activities and 
current government programs can also be obtained through discussions with 
appropriate government officials. 

(b). 	 Factors monitored by a single-visit survey every five to ten years are usually obtained 
through single-topic surveys. 

(c). Multiple-visit surveys perfcrmed every five to ten years are usually related to 
intensive case-studies. 

I'ABLE 4.3: SURVEY FORMATS AND IREQUENCY FOR SOCIO-E.CONOMIC AND INSTITIUTIONAl. 

CONIDITION/CONSTRAINT FACTORS 

FACTOR 	 'YPFE OF SURVEY FRE-WENCY 

I. SOCIO-FCONOMIC CONSTRAINTS: 
Definition of the household Single-Visit lnitia]/5 to 10 year update 
Household size and labor available Single-Visit InitivJ/yearly monitor 
Crop management practices Single-Visit Initial/yearly monitor 
Division of household labor Multiple-Visit (Weekly) Initial/5 to I0 ar update 
Cattle and smallstock wealth Single-Visit Initial/yearly monitor 
Draft type and access Single-Visit Initial/yearly monitor 
On- and off-farm income sources Multiple-Visit (Weekly) Initial/5 to 10 year update 

and income flows 
Capital resources Single-Visit Initial/5 to 10 year update
Participation in government programs Single-Visit lnitial/ycarly monitor 
Adoption of new technologies Single-Visit I)epends on technology introduced 
Farmcr decision making Single-Visit lnitial/5 to 10 year update 
Food consumption patterns Multiple-Visit (Weekly/Monthly) Initial/5 to 10 year update 
Marketing patterns Multiple-Visit (Monthly) Initial/5 to 10 year update 
Census baseline Single-Visit Initial/5 to 10 year update 

11. INS'rirrUTIONAI. CONI)ITIONS/CONSTRAINTS: 
Informal and foirmal markets Single-Visit Initial/yearly monitor 
Community groups Single-Visit Initial/5 to 10 year a;pdate 
Local prices Single-Visit Once or twice a year 
Cirrent government programs Single-Visit lnitial/yearly monitor 

4.2.4.5 Food Consinption (Nutritional)Perspective 

One important objective of farming systems research is to improve the standard of living of 
rural (limited resource) households. The strategy often taken is to increase agK'rcultural 
output and employment, and thus to increase incomes. "The critical empirical quclion is; 
do the increases in output and income which result from a project improve the nut, itional 
status of individuals who are malnourished?" lWhelan, 1983: p. 2641. This is not necessarily 
an easy question to answer as there are many linkages between production and consumption
which may be affected by farming systems research, and which may positively or negatively 
affect the nutritional status of the farm household. 

In Botswana the harsh climate limits the nttu; ther of crops which can be reliably grown, thus 
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4.2.4.6 

limiting the ability of farming systems teams to manipulate cropsplanting time to either by crop type or byimprove the nutritional situation for families. The general concernfarmers is producing a larger quantity of food crops, 
for most 

crops from which 
but they are limited in the types ofthey can choose. Some possibilities do existsituation through for improving the nutritionalthe increased used of pulses (beans). There may also bethe use of livestoct. products room to improvein the diet and

timing) through 
to improve nutrition (both in variety andpurchases made with receipts from the sale of livestock products or fromreceipts from off-farm employment. 

Why Is A Food Consumption Perspective Important? 

Frankenberger 11985: p. I II gives two reasons why a food consulption perspective isessential in FSR. 

"First, given the importance of securing adequate family food supplies in thegoal sets of small farmers, FSR eff'orts which ignore these goals are lesslikely to enhance the levels of well-being of project participants.
 

Second, food 
 consumption considerations help identify technologicalalternatives compatible with con stm) ion preferences of' farmlimi lies, therebyensuring their likely icceptancc." 

4.2.4.7 Ways -o IncorporateFood Consumption Perspectives Into Research 

Frankenherger 11 Q85: p. 11 ident ifies six linkages betweenpatterns which production and consumptioncan he aralyl.zed in order to include a food consinuption perspective in theFSR. These are: 

(a). Seasonalit Of Prr,)duction. I1 most areas of' the ".vnrld there is a seasonaldimension t;o agriculLtral production. food availability, mazlnutrition,expenditure, incidence of' disease 
humial ener(,:y

and tlhe terms of trafe 1or the poor.families may suffer Small farIllthrough pe'riods of' deprivation every year isa result of theadverse interaction of' these scasonai aspects. 
(b). Crop Mix 
Andt Minor Crops. As societies become more integrated into regional.
national and international markets, non- food cash crops arid non -indigeious foodstaples may replace some subsistence crops. The shlift coulIconsumption effects (i.e.. have detrimental a dcclinre in crop diversity, incrasedmarkets, exaggermrted seasonal cycles 

risk due to fluctuating
of' plenty and wanl, elirination of wild plantfood through herhicides. less land available for production of fo(od crops, Ibreakdown of' traditional food sharing networks, etc.). 

(c). Income. Income can have an imparct (in consumptionl levels dependingregularly it is received upon how(i.e.. lirup sIMs versus periodic), whatversus cash) form it is in (i.e.. foodand who is the recipien! in the household (i.e., woricrn versus men).This linkage is strongt!y interrelated with crop mix ad seasonalitv. 

(1). The Role Of Women In Produclion. Wonen arccrops often responsible for orowing foodand their incorie is 'en Cdly uscL f'or food ipurA.hrss., Ilowever. theyoften neglected I qiriculttimral extension are
services. IrI adition. inc'easingagricultural theirbor d, ltmrirls on womel thrmur ca..J crop intervention may' lead to: 
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i. 	 Changes in cooking h,:bits (i.e., fewer meals and/or quicker, less nutritious 
meals), 

ii. 	 Women planting less labor intensive and less nutritious food crops (i.e., 
cassava instead of yams), and 

iii. 	 Less time devoted to child care and breast feeding. 

(e). 	 Crop Labor Requirements. The introduction of new cash crops may require more 
human energy input than previously grown crops, and the added energy requirement 
may be greater ihan the value of the output. These increased energy demands could 
also have negative nutritional effects on intra-household food distribution patterns if 
some members of the household require more food intake to meet the labor demands 
of the new crops. 

(f). 	 Market Pn'es And Seasonality. Market prices and access can have an impact onl 
consumption patterns of small farn households. For example, in most developing 
countres, high consumer food prices coincide with small farmer food shortages. In 
addition, government importing and exporting policies may adversely affect the prices 
of crops grown locally, keeping the purchasing power of small farmers low. Finally. 
market inefficiency and/or periodic market instability can place a region that is 
dependent on market purchased food in a vuhnerable position. 

Frankenberger 11985: p. II! goes on to suggct four \%ays in which a consumption 
perspective can be integrated into the FSR process. These are: 

(a). 	 Through the incorporation of consumpt:wn concerns in target area selection, 
nutritionally at risk regions are more likely to participate in project activities. 

(b). 	 By incluJing consuI]ption consilderations in diaignostic basclihoe studies, existing 
consumption pattenls are better understood. 

(c). 	 Taking consumption concerns into account in formulating recommendation domains 
may ensure that nutritionally vulnerable households are considered in the design of 
intervention strategies for on-farm testing. 

(d). 	 Evaluating project performance by both production and consumption criteria will 
provide extension personnel with an idea of the potential consumption impact of 
various proposed technologies. 

4.2.5 	 APPROACHES TO SUPPORT SYSTEMS DIAGNOSIS 

4.2.5.1 Identification Of Support Sysenis 

In farming systems research one of the elements kien!ified as affecting the farming system is 
that of external institutions. This catego-y is generally subdivided into the input side and the 
market or output side. Gilbert et at.. 1198(:: p. 91 offer the following description of 
external institutions: 

"The two main types of institutions influencing farming decisions are the 
input supply system and markets where the farmers can sell or trade heir 
commodities. On the input side, in the developing areas of the w'rid, 
programs suclh as extenio.n, credit, and iniput distribution systems are often 
financed and manned by government and, therefore, reflect its policies. On 
the farm prodtict side. governrilcnt ina, directlv (eg., marketing boards) or 
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indirectly (e.g., improving evacuation routes, transportation systems, etc.)
influence the prices farmers receive."
 

In Botswana, 
 input systems include infonilal trading between farm families and formalsystems include village traders, cooperatives, the National Development Bank, and theDepartment of Agricultural Field Services. DAFS has the responsibility for providing bothinformation (the traditional extension function) and
including drought relief, ARAP payments 

for administering govcrnment programs;
and seed distribution, ALDEP equipment programs,

and certain credit programs. 

Output markets consist of informal trading between families and formal markets includingvillage traders, cooperatives, the Botswana Agricultural Marketing Board. and the Botswana 
Meat Commission.
 

Policy at the national level 
 affects many of the components of this support system throughpolicies which control trader prices, regulation of cooperative acti ities. design andimplementation of agricultural programs, and control of' prices paid for products. 

4.2.5.2 How To Identify And Describe Support SYstems 

Information on the support system available to farmers, and fairmer utilization of the supportsystem can be obtained in a number of ways. 

(a). Secondary data can be used to describe the support s stCm, ani mIlmay aiio provideinformation on farmier u: . of the system.
 

(b). Information on the support system 
 and farmer utiliation can be collected durinu 
infomal reconnaissance surveys. 

(c). Data collected during a formal baseline survey or during multiple visit surveys can
also help to describe the support system. 

(d). Specific one time formal or informal surveys can be used to describe elements of thesupport system. A chain survey may be of valt.e in this latter case. In thistechnique the interviews start with the fanner, and are then administered toprogicssively higher levels in the support system, e.g.. IoCal traders. wholesalers,
importers, government regulators, etc. 

ATIP has used several of these methods for collecting information on the support system.For example, information on markets was collected in the Agricu!tural Baseline Survey ofTutume District [Miller and Seleka, 19851j, and information on trading establishnents [3aker.1988BI, and the provision of information through the DAFS 11Baker. 1988AJ. were collectedin single purpose surveys in the Mahalapye area. 

4.2.5.3 Determining The Impact Of The Support SYstemn On Farmers 

One of the important linkages between research and policy is tile ability of the researchsystem to feed information from the research system to those who formulate policy. Byerlee
and Tripp 119881 point out that: 

"An agricultural research system with a strong farmer orientation can provideat least tx imlpollant1 !N s (i" infr'ornat ion lot readily a\ailable to p ,licy 
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makers: 

(a). 

(b). 

Technical information related to 
under farmer conditions, and 
Information on institutional constra
technology at the farm level." 

physical and biological responses 

ints to effective use of appropriate 

Inf
be 

ormation 
collected 

on the impact of the support system 
during multiple visit interviews or 

on farmers, both positive and negative, 
in single purpose interviews. ATIP 

can 
has 

collected information on farmer use of government programs through annual Cooperating
Farmer Surveys (for example, Bock 11988A]) and through single purpose surveys. A good 
example of this latter type of survey was the assessment of the Accelerated Rainfall Arable 
Production (ARAP) and Drought Relief (DR) programs carried out by a number of farming 
systems teams at the request of the Ministry of Agriculture IATIP, ADNP and FSSR, 19881. 
A more limited single purpose study was conducted to determine the demand for tractor 
plowing IWorman, 19851. 
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CHAPTER 5: DESIGN AND TESTING 

5.1 PURPOSE AND INFORMATION SOUGiT 

5.1.1 PURPOSE AND APPROACH 

During the description and diagnostii research activities, ;cientists work together with 
farmers to assess the current farming systems and to identify -- and quantify where necessary 
-- the major constraints to, or opportunities for, increasing farm prcKiction and. as a result, 
farmers' welfare. After these constraints and/or opportunities have been prioritized, the next 
logical step is to design and test various approaches or teclnologies to overcome those 
constraints and/or exploit the opportunities. This, then, is the purpose c-f the design and 
testing activities. 

5.1.1.1 Designing 

The design work involve" proposing new technologies to address constraints or opportunities 
identified in the description and diagnostic work. Design work mostly involves discussions 
and thinking. The process of thinking through the design phase was outlined in steps form 
in the last chapter (see steps (d) to (i) listed in Section 4.1.1 1. 

Usually the process involves the developtuent of ideas. 'l'hoc ideas are derived mainly from 
three sources (see Figure 1.3) namely farmers. experiment station research. and only when 
necessary, RMRi trials on farmers' fields. II general, no actual field research is undertaken 
during the design stage. IIowever, some field activiiy is required in the willse that farmers. 
other researchers and extension personnel need to be consulted for ideas on impoved 
systems and equipment. The more ideas that can be collected, the better. 

After gathering ideas on the priority to;ics. researchers and farmers need to work together to 
select the most promising ones for tcstine. Researchers can use their scientific knowledge toselect the theoretically best options, and use the descriptive data to gauge which options are 

most likely to fit farmers' resources within the target areas. Ilowever, the farmers* 
judgement will also be important in determining which systems are most practical and 
socially acceptable within the target arca. Thus the desigCn activity should include farmers" 
input, and interaction among scientists of different disciplines. Generall'. this activity is 
quite informal among scientists, and infornvmal discussion sessions with group, of farmers are 
i good approach for oh)ain ing farmer inpjiut. Gat hering a broad range of ideas during the 
design activities will increase the ilierest of all parties involved in the testing. and will lead 
to a higher success rate among the technologies that are eventually tested. 

Occasionally, it may be necessary to undertake a more formali/ed trial/survey activity before 
technologies can be designed for testing. tlowever. these take time and should only be 

An alternative description of important procedures for the desigii and testing activities is 
given by Shaner et al., 82:,7-1071.X' 

Sometimes trials in the RMF. and FMtI' hrml . nhi .re -Ua.I\a,,nciated with the 
testing sta n:., rn idcas 
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undertaken when absolutely necessary since they delay implementation of the testing stage,the core activity of FSR work. The two types of more fornalized activities that can arise 
are as follows:3 

(a). 	 Trials, usually done in an RMRI format, to determine cause-effect relationships,
concerning which researchers have some uncertainty. In these circumstances
researchers need to improve their understanding before they can suggest strategies for
farmers to test, that will overcome the constraints that have been identified or take 
advantage of the opportunities that exist through exploiting flexibility in the farming 
system. 

(b). 	 Surveys, usually directed towards farmers, to quantify their attitudes, or preferences, 
are needJed to help in prioritizing what should be tested. The need for this type of 
survey is most likely to arise with reference to points to include in designing
equipment that will then need to be developed in prototype form for testing. 

5.1.1.2 Testing 

Once the best ideas have been selected, they will need to be tested. The ultimate objective

of farming systems research is to produce new technotogy options that will be used 
 by
fa:mers 	to increase their prXuctivity and incomes. It is very inipo~iant that researchers keep

this objective in mind during the testing activities. It , th,:s objective that determines 
 tile
type of 	testing which is carried out. Because of this objective. new production systems must

be examined from a numlber of different perspectives. First of all. the new options. must be

examined to see if they 
 do, in 	 fact. increase farm production, make farm inoduction more
reliable, or improve the outiput per unit of the most limiting input. AdditionalyI, bec+ause of
the differences between research stalions and farms, the new options Must be shown to be

effective under fariers' actual conditions, as %%ell as on tile research station. This is in fact
 one of the reasons for on-farli testin 
 . But 	 for farmers 10to 1i1'hem,lnCew optioas llSt ls

be practical -- that is. technically leasile for them 
 -- )rofitable and socially acceptable, and
 
must fit within tile resources that they have a\ailakle. Two exaniples are as follows:
 

(a). 	 It is well known that winter plowing will help to incrc-ase crop grain yields. But
farmers who own cattle do not apply tile system IbcausC the soil is too hard for their 
animals to plow during winter. For them, the option is not practical. 

(b). 	 Most farners know that applying phosphate fertilizer will increase their crop yields.
When fertilizer is given to them free, tile) are very happy to apply it. HIowever. 
when tiev have to purchase it, th.y know that unless the rainfall is very good, the
itcrease in grain yield will not be enough to pay for the cost of the fertilizer. So
tl' y do not buy it. In some years, it is not profitable. 

Once te,"nology options are released through ile extension system, it is up to the farmers
thems .- ves to decide whether or not to adopt them. They will only do this if the new
opticns are practical, profitable and socially acceptable. To ensure that this is so,
representative farmers must be included in the initial desin and testing activities. Farmer 
groups 	 -- both researcher and extension-oriented (see Section 13.1) -- can be used as a way 

. Sometimes, as was nentioned in Section 4.2.2.2. these alivities could have beenimplemented during diagnostic activities. Thus the distinction betwcen diagnostic anddesign 	 activities can become somewhat blurred. For cxanip>,. ihc Steps-ln-Tcchnology
Trial had hoth diagnostic and design b.eatu res. 
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for technologies to be tested by farmers on their own. The opinions of these farmers needto be carefully considered, and, if necessary, the technology modified before it goes to the
extension phase. 

5.1.2 SETTING PRIORITIES 

Setting priorities for the design and testing work is an extremely important act'i-v, becausethe priorities will decide the primary direction of the research program. In this regard, muchof the discussion in Section 4.1.4 is applicable. That section should be re-examined if the
reader has an interest in this topic. 

In summary, setting priorities means selecting the most important items for researchers toaddress. Because all farming systems are complex in nature, cooperation among scientists ofdifferent disciplines is necessary in order to identify the most important problems or the bestopportunities for improvement. Since the local production systems have been developed byfamiers, and are being used by farmers, their opinions on research priorities should besought, and respected: especially since researchers also expect farmers to aplplv the results of 
the research. 

Several other questions that need to be considered when deciding whether or not to initiate 
re, earch on a particular topic include: 

(a). How severe is the problem in terms of reducing farn productivity?
(b). How common is the problem among farm families in the target area?
(c). What potential 
 is there for solving the problem?
(d). Are there potential areas for increasing farm production that are 
 beintg under utilized 
at present,? 

5.2 AIPROACHIES TO CROP PROI)UCTION TRIALS 
Once improved production technology options have been designed. the) need to beextensively tested within the target area. Based on these tests. the technologies are eitherdiscarded, modified an(l re-tested (i.e. if' they seem promising but still need improvement) ortaken to exten:ion (i.e.. if they. are bencficial and acceptable to the farmers). 

Much of this testing needs to be carried out with farmers. (n their lands, within the targetarea. in order to determine which technologies work best in the target area, and to ensurethat they are practical tinder farmers" conditions. On-farm research follows the same basicstatisticail theory as that ap~plied on the research station. lowever, on "arm research is doneunder somewhat different conditions from on-station research, and often has differentevaluation methods and criteria. Therefore, the traditional on-station research trial formatsneed to be slightly modified before they are applied on-farm. Also. the trial designs usedon-farm, under farmer implemented conditions (RMFI or FMFi), are often much simpler thanthose carried out on-station, so as to facilitate farmer understanding and implementation. 

The important task of selecting villages and farmers to wxork \ ith is discussed in Section6.1, and some suggestions on good approaches for interacting with fanners are given inSection 6.3. Sonic other important issues relating to trials implelentalion are discussed in 
Section 5.2.3. 

Regarmlmg the types of trial de igns comononl used in on -farm reearch, these range fromextremely, simple ,t:n_, to dt which quit,,vi are coiplee\. Selection of' a particular 
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design usually depends on the trial objectives, with different types of trials being mostappropriate for meeting different types of objectives. Before looking at some examples of 
common designs for undertaking crop production trials, the next section briefly considers the 
different trial formats that are possible. 

5.2.1 TRIAL FORMATS 

As has been discussed in some detail earlier (see Section 2.4), trials in FSR can be classifiedinto three broad groups; namely researcher managed and researcher implemented (RMRI),researcher managed but farmer implemented (RMFI), and farmer managed and farmerimplemented. A brief overview of the of the differentroles formats is given in the 
following sub-sections: 

5.2.1.1 RMRI Trials 

This format is most commonly used in FSR during the design stage, when the objective isto determine whether a new technology will function, in a technical and biological sense, inthe physical environment of a farmer's field. Because all of the work is handled byresearchers, the trial design can be as large and complex as is needed to answer all therelevant questions. In general, formal, replicated trial designs are used in these trials. 

5.2.1.2 RMFJ Trials 

The primary purpose of RMFI trials is to determine whether farmers can implement a
particular technology, using their own resources, and to determine how much benefit thetechnology provides when this occurs. The benefit may be measured in many waysincluding grain yield, returns tonet profits, cash farmers' labor, net production per unit ofplowing time, etc. The participation by the farmer is essential in order to get a realistic
picture of whether farmers will be able to implement the technology with the resources they
possess, to develop a realistic 
 economic picture, and to obtain initial farmer assessment of 
the technology. 

At the RMFI level, researcher management is still required because the researchers need tocollect basic data on what happens when farmers implement the new technology, and on theperformance of the technology, or technologies, versus the farmers' own production system.Accurate descriptions of technology performance, and accurate estimates of values required
for partial budget analysis, both require well designed and properly implemented trials, and a 
good deal of fairly detailed data collection. 

The involvement of the farmer has a major impact on the design of RMFI trials. It is necessary to keep in mind that the farmer is not a paid, or unpaid, laborer. Rather, thefarmer is an independent person who is trying to run a business (i.e., the farm). Hence theresearcher should try not to take any of the farmer'smore time than is absolutely necessary.For this reason, trials should not require more than a single day for planting. If the farmer
is using draft animals for plowing, this will limit the size of the trial. The trial designshould be simple enough that the farmer will understand clearly what the treatments are, and
how they need to be implemented. 
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5.2.1.3 FMFI Trials 

The primary purpose of FMFI trials is to determine how a technology will perform under
farmer 	management, and to 	gather extensive farmer assessments of the technology, that itso can be 	 modified if necessary, before it goes into the extension phase. Farmer assessments 
are generally collected through discussions, and through surveys that quantify farmers'opinions of the technology. The more farmer opinions collected in this activity, the better.
One good way to handle these types of trials is through the use of farmer groups (see
Section 13.1). 

Because these trials are both farmer managed and implemented, they need to be extremely
simple 	 in design so that they can be implemented without any guidance from researchers.Where only farmers' assessments of a technology are required -- for example, with
equipment trials -- no statistical design is used 	 at all. Famlers simply try out the technology
on a portion of their land, and report their observations. FMFI trials are usually restrictedsimple comparisons of single technologies; for example, double plowing versus single

to 

plowing, fertilizer versus no fertilizer, etc. In these trials, all management decisions other
than the specific treatment, are left for the farmer to decide. 

5.2.2 CROP PRODUCTION TRIAL DESIGNS 

Before 	 looking at the possible trial designs, three important points that should be considered 
when planning trials are as follows: 

(a). 	 E.'perinental Versus Non-Experimental Variables. The design stage produces
seemingly appropriate sets of improved practices for testing at the farm level. Thefollowing procedure is reconmeldd for making decisions about the experimental and 
non-experimental variables': 

i. 	 The experimental variables should consist of practices in which faners' 
management is flexible, or where ex ante evaluation suggests that certain newpractices would increase productivity. Flexibility in management is increased
when there are under-utilized resources, while increasing productivity of 
variables is vital to breaking constraints. 

ii. 	 The feasible range of treatments for such variables is set by the flexibility
that exists. For example, some flexibility could be introduced by assuming
that the institutional suppor system could change. Then, it could, forexample, be assumed that an institutional source of credit could be made
available to supplement the cash flow of the farm business. The aboveremarks suggest that development of improved practices should usually
consider the existing or definitely expected infrastructural support system. 

iii. 	 Non-experimental variables should be set at levels representative of local farmpractice, and/or should be implemented by farmers themselves. The failure to
take account this interaction between farmers' practices and recommendations 
is a neglected and crucial reason for poor adoption. 

(b). 	 Control Plots. It is important to remember that researchers and farmers need to compare treatments with something. Thus in all types of trials some form of control, 

See also Section 2.4.3 for further discussion on this issue. 
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which "copies" the farmer's usual levels of the experimental variables, is generally
used for the comparison. 

(c). Recording Data. Although the following discussion concentrates on trial designs, itis important to remember tha, implementation requires that good records and data arecollected either in field books or specially designed data collection sheets. 

There are a number of possible trial designs that can be used in FSR work with crops. Forconvenience in presentation they can be divided into two major groups as follows: 

(a). Those that involve replication of treatments within fields. These are most suitable
for RMRI trials, while the simpler designs can be used in RMFI trials. 

(b). Those that have no replication of treatments within fields. These very simple designs 
are used in FMFI trials. 

The following sub-section, briefly outline the different types of trial designs. 

5.2.2.1 Trial Designs Involving Replication Within Fields 

Some experiments require accurate comparisons of several quite specific treatments.example, a tillage trial might involve comparisons of several different tillage options, or 
For

afertilizer trial might involve examining the effects of several different levels of fertilizerapplication, of both nitrogen and phosphate fertilizer For the comparisons to be meaningfulthe treatments must be applied in a particular way, and at very specific times on each plot.To be sure of detecting important differences between the treatments, it is usually necessaryfor this type of trial to be replicated both within a farm, and across several farms, and oftenacross years as well. Because of the need for precise treatment applications and replications,these types of trials generally require researcher management, either RMRI or RMFI. Forthese types of trials, the use of simple, formal trial designs are quite appropriate. 

(a). Completely Randomized Design (CRD). The CRD is one of the simplest -.ialdesigns. When using the CRD with a field trial, the number of treatments ar,' i thenumber of replications per treatment are first decided. Then the appropriate numberof plots are drawn, and the treatments are assigned randomly to all plots. This is
usually done with a table of random numbers. 

This type of design is only appropriate for experiments where plots cannot bemeaningful grouped. An example would be where all plots are on the same soiltype, the soil is of equal depth in all plots, and there is very little or no slope in thefield. The CRD is the simplest design in terms of the analysis of the data, especiallyif some treatments are lost. There is less information lost with missing data in the 
CRD than with other designs. 

The disadvantage of the CRD is that it is not very precise because all of thevariation between experimental units is included in the experimental error term. 

(b). The Randomized Complete Block Design (RCBD). The RCBD is used whereexperimental units -- that is, plots in field trials -- can be meaningfully grouped. Forexample, plots higher up a slope may be grouped together, and plots lower down theslope may be grouped together. Or, if soil depth varies from one end of anexperimental area to the other, plots on the end with shallower soil may be groupedtogether and plots on the end with deeper soils may be grouped together. These 
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groups" are generally referred to as "blocks". In the RCBD, since each blockcontains a complete set of treatments, these blocks can also be called replications, or"reps" for short. The reason for grouping the treatments this way is so thatdifferences observed between treatments are more likely to be due to the treatmentsthemselves, rather than the differences between experimental anits. 

The RCBD is one of the most commonly used designs for field trials. This isbecause differences exist in most fields, and using "blocks" helps to improve theprecision of the experiment. It is also relatively simple to analyze so long as onecan avoid missing data points. It should be noted, however, that when rsing theRCBD, the researcher must have some idea of what field differences he or she isblocking against, and lay out the trial accordingly. 

(c). Split Plot Designs. A split plot refers to a trial plot which receivez; a certaintreatment, and is then "split" or divided into sub-sections, to which different levels ofanother treatment are applied. For example, suppose an experiment is designed toexamine the effect of irrigation on sorghum grain yields. Three treatments areincluded: no irrigation, moderate irrigation and heavy irrigation. Then suppose theresearchers also wish to examine the effects of irrigation, with and without nitrogenfertilizer. Each of the irrigation treatment plots are "split". One half of each plotreceives the nitrogen treatment, and the other half does not. In each replication,then, there will be one non-irrigated plot, one plot that receives moderate irrigation,and one with heavy irrigation. Additionally half of the area that receives noirrigation will receive nitrogen. The other half will not. Half of the plot thatreceives moderate irrigation will receive the nitrogen treatment and the other half willnot. Half of the plot that receives heavy irrigation will also receive the nitrogentreatment, and the other half will not. The irrigation treatments have been "split" for
different levels of nitrogen. 

Split plot designs are commonly used when: 

i. Large experimental areas are required for one treatment but not for others 
(e.g., irrigation treatments on different crop varieties). 

ii. Researchers wish to include an additional factor in an experiment to increasethe scope of the experiment (e.g., adding a fertilizer treatment to a trial
involving several tillage treatments). 

iii. Larger differences are expected frem one factor than another (e.g., irrigation
treatments on different sorghum varieties). 

Split plot experiments are often a convenient approach for implementing experimentsthat involve the comparison of different levels of two or more factors. However, thedesigns and the analytic procedures are slightiy more complicated than the CRD orRCBD. Researchers who are not used to working with this type of trial shouldconsult the biometrician at DAR for assistance before developing a field lay-out, and
especially when conducting the analysis. 

In RMRI type trials, any of the above designs can be used satisfactorily in on-farm trials.However, in the case of RMFI trials, it is probably best to restrict trial designs to an RCBDor CRD, to restrict replications to two or a maximum of three per farm, and to restrict
treatments to a maximum of four or five. 
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5.2.2.2 Trial Designs Without Replication Within Fields 

In these types of trials, replication takes place across fields. The following three types of 
FMFI trials are commonly used in FSR work: 

(a). Paired Comparisons. Using this approach, farmers implement a planned comparison
in their field, on previously marked plots. This approach is generally used for simplecomparisons; for example, with and without fertilizer, row planting versus broadcast
planting, single plowing double plowing etc.vers..s However, it can also be used totest an "improved" system against the farmer's traditional system, for example, asystem involving double plowing, row planting and phosphate fertilizer versus thetraditional broadcast planting, single plowing, unfertilized system. Such trials are
usually replicated across a number of farms, but not within a farm. This formatusually requires that the same and be used for allcrop variety paired comparisons,
with the same seeding rate across trials and farms, and the same planting date foreach plot in a pair. Then, aside from treatment variables, the management of the 
comp'.rison follows the farmer's usual practices. 

The number of treatments in each set of comparisons can also be expanded where itis necessary and appropriate. For example, the approach could be used forvariety trials, where researchers wished to determine the best 
crop 

variety of a crop torecommend within a region. In this case, the comparison might include three or four 
new varieties, to be compared against the own.farmer's Ilovever, a different typeof statistical analysis is required when treatments are expanded beyond a pair. Itwould be best to consult a biometrician at DAR on the most appropriate analytical
technique. 

The paired comparison format has been used extensively in Botswana for FMFI 
trials. It is appropriate for farmers because: 

i. It is fairly simple to understand and implement.
ii. It generally does not require much of the farmer's time or management, 

because it is a small trial.
iii. The results are fairly clear and easy for farmers to interpret -- whether or not

there has been any benefit from the "improved" treatment. 

The format is also easy for researchers to apply over a large number of fields. Once
the sites have been selected and marked prior to the start of the season, farmers canusually implement the treatments themselves, with researchers checking the progressin the regular group meetings, and/or visiting the fields at their convenience. When 
a set of this type of trials was managed through group meetings, farmers in theTutume Agricultural District properly implemented about 100 comparisons in both the
1987-88 and 1988-89 seasons. 

(b). Field Testing New Equipment Prototypes. One of the simplest trial formats
commonly used in Botswana has been employed when testing new pieces of farm
machinery. In this the equipment iscase, simply used by several farmers within aregion. No plot size is specified, and there are no replications required within a
farm. The farmers are simply provided with the equipment, shown how to use it,and -- as long as they have an interest -- are requested to put it to use. Researchers 
then assess the performance and effectiveness of the equipment by: 

i. 
ii. 

Observing its operation in the field. 
Holding informal discussions with the farmers who use it. 
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iii. Conducting a formal survey with the farmers who use it. 

The formal survey is used to obtain quantifiable data on farmers' opinions, theproblems they encounter in using the equipment, their suggestions for improvements,
and their judgments as to whether or not the equipment could benefit their farm 
operations. 

This type of approach is particularly suited to testing types of equipment which havebeen used in other areas, and the researchers wish to introduce into the target area.In such cases, the design of the equipment is known to be effective, and the primary
purpose for the tests is to determine whether the equipment is appropriate for
farmers' systems and resources, and the environment in the target area. 

An example of the use of this type of tiia! format occurred when a new type ofdonkey collar was introduced in the Francistown region. The collar had been
manufactured !- Kenya and was in general use there. It was tested by several
farmers in the Francistown region. Both informal discussion and survey data showed
that it was an improve:.ient over the equipment they had been using tip to that time[Bock, 1988B; Gray and -lorspool, 19871. After the study, local production of the
collar was started by the Rural Industries Innovation Center (RIIC) in Kanye. and 
moved into the AII)IP extension program. 

(c). Superimposed Trials. Sup rimposed trials can used to lest relatively simple
innovations Under faimer management. In thesc trials, a treatment is superimposed in 
a plot or plots, on i fikirmer's field, al'ter die farwer ha. started the initial crop
husbandry work. usual, after planting. 1l'hc comparison in this case is gener'ldly
between the farncr's own system, and that system plus an additional treatnint, for
example. an extra weeding, or a top dressing of nitrogen. cic. Tie treatment plot
yields are comparedJ withi yields fron an eltal area of the field adjacent to the 
treatment plot. 'here may be more than one comparison per field, and comparisons 
are usually made in a number of fields5 . 

This approach has been used to a limited extent in Botswana. It has appeal because
it seems relatively simple at first glance. lowever, the amount of work involved isnot really much less than any regular FMFI trial. The reason for this is that theresearchers must spend time during the growing season, when they are usually quite
busy anyway, travelling around examining fields until they find ones appropriate fortheir treatments. They still have to contact the farmers and discuss the trials, mark 
out plots, possibly assist with the treatments, supervise harvests and measure yields.
Generally it is simpler to do the planning, hold discussions with farmers and markplots prior to the on-set of the cropping season, particularly if the researchers have alarge, on-going trials program which demands their attention during the cropping 
season. 

5.2.3 GENERAL ISSUES IN TRIALS 

There are a number of issues that have tc be addressed if the trials are to answer thequestions the researchers are asking in a satisfactory and resource efficient manner. Some of
these are discussed in the following sub-sections. 

This approach is discussed further elsewhere in the handbook (Section 2.4.4) and in 

Shaner et al., [1982: p.1141. 
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5.2.3.1 Specifying Trial Objectives 

Clearly 	defining trial objectives is perhaps the single most important activity in conducting atrial. The trial objectives are a statement explaining what the trial is supposed to achieve.Decisions regarding the trial design, the format (RMRI, RMFI theor FMFI), treatments tobe included, the data that must be collected, etc., depend entirely upon the objectives of thetrial. For this reason, before starting any trial activity, the researchers must agree on theexact objectives of the trial, and these must be written down. Only after that can the trialbe designed and implemented. Beginning a trial without a clear idea of the purpose of thetrial and exactly what questions need to be answered can result in P.!ot of wasted effort. 

5.2.3.2 Choosing A Format To Fit Trial Objectives 

Once the trial objectives have been clearly defined, the trial design can be formulated. Todecide 	 whether a trial should be RMRI, RMFI 	 or FMFI, researchers will need to considerthe type of information required from the trial. If only technical data are required -- such asstand establishment, or grain yield -- the trial can probably be implenented as RMRI.However, if farmer assessment is required. if farnmers own need toor 	 resources be involved,then the trial will need imnplemented either FMFI.to he 	 as RMFI or The choice betweenRMFI 	 and I:MFI will largely depend on the comp!Cxitv of 1ie trial (esign, the nurinber oftreatments and replications per location, and the type of data required. The more complexthe trial, and the more technical data are require , the more researcher management will be
needed. 

5.2.3.3 The Need For Regular Field Visits 

It has been said that tile best 'fertilizer" a farmer can apply to the crop is foot prints in thefield. That is to say that regular field visits are extremely important for ensuring a good
crop. The same applies to good trials. 

Well trained technicians can be very helpful in implementing trials and collecting data, buttheir performance will only be as good as their supervision. Regular arevisits important for 
several 	 reasons: 

(a). 	 It is only through regular visits that researchers will understand what has happened in
the trial through the season, 
 and be able to correctly interpret the results. 

(b). It is only through these visits that the researchers can observe and guide theperformance of the technicians and farmers -- in the case of researcher managed trials-- and be sure the trials are properly implemented and that the dat2 are properly
collected. 

(c). 	 For cropping trials, with researcher management, it is particularly important thatresearchers are present when treatments are being applied, and when the trials areharvested. Mistakes during either of these activities could greatly affect trial resultsand lead to either misinformation being produced, the loss of a season's work.or 

(d). Lastly, in researcher managed trials, it is only through regular field visits thatresearchers can identify problems in timely (e.g.,a manner developing weedinfestations, developing insect problems, etc.), and deal with them appropriately. 
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Thus, particularly in researcher managed trials, there is no substitute for regular visits bysenior researchers. Probably visiting once a week is a minimum. Even with FMFI trials,senior researchers must visit each trial occasionally to ensure that the trials are valid foranalysis, and to understand what has occurred so as to interpret the results correctly. 

5.2.3.4 Limiting Research Topics To Fit Research Resources 

Researcher managed trials (RMRI or RMFI) require a good deal of attention from seniorresearchers. Aside from being present during critical implementation stages, researchers mustmake regular field visits to each trial site throughout the season. In addition, much time isrequired to plan the trials, collect the necessary inputs, arrange for tillage, planting, weeding,spraying and other activities. Trials also require tra:ning and supervision of the technicians,and often involve a lot of discussions with farmers. Where research teams share resources -for example, vehicles or technicians that perform work for agronomists, economists andanimal scientists same -- must beat the time care also taken to ensure that individualresearchers do not monopolize the resources to the detriment of other disciplines. 

There are always more problems than researchers have time or resources to address.However, because of all the above requirements for researcher managed trials, researchersmust be very careful in planning their work load for the season. Teams should worktogether to set research priorities, and carefully consider the amount of time and resourcesthat will be required for each planned activity. Taking on too much work will result eitherin some activities being dropped during the season, or some work being lost due toinsufficient attention, and the (uality of the research will generally be reduced. Taking onless work than is possible will result in a waste of resources. Careful planning andexperience will be the best tools for developing optimum work loads. 

5.2.3.5 Expanding Research Capacity With Farmer Testing Groups 

In contrast to researcher managed trials, FMIi trials require much less of the researchers'time during the season. Under this format, researchers are involved in planning the trials
with the farmers, in collecting and supplying the necessary 
 inputs for the trials, and inmonitoring the progress of the trials. But this is much less work per trial than is requiredfor day-to-day management. To reap the full benefit from FMFI trials, it is necessary forresearchers and farmers to have frequent discussions; these discussions can be efficiently
handled through regular group meetings. 
 Because farmers are providing the day-to-daymanagement of the trials, researchers visit trials theircan the at convenience, rather than
having to visit at specific critical periods. This also helps researchers to spread out their

work load and improve efficiency.
 

Many technology items require only farmer testing and some minor adaptations before theyare ready for extension, for example, the Maun cultivator, the Kenya donkey collar, etc.Other items, such as new cowpea varieties simply require farmer testing before finalselections are made for extension. For technology items that are new to an area and onlyrequire farmer evaluations and minor adaptations, farmer testing groups can be an extremelyefficient approach. A detailed description of how this approach has been used in Botswana
is presented later in the handbook (see Section 13.1). 
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5.3 APPROACHES TO LIVESTOCK TRIALS 

5.3.1 CHARACTERISTICS OF THE LIVESTOCK EXPERIMENTAL UNIT 

Animals are complex biological systems involving many elements such as health, nutrition,genetics, reprodiction and behavior. The multiple uses of animals and the multiple waysthey interact with other components of the farming system, all make trials work with animals 
very complicated. Bemsten et al., [1984: 98-100] identifiedpp. have a number of majorcharacteristics of which designlivestock make and testing of livestock systems more
complicated than for cropping systems. 

(a). 	 Mobility. While crops planted, reproduceare 	 and mature at a single location, animals are mobile -- except under confinement systems. This makes it difficult to describe
environment-livestock interactions and to measure and/or control factors not in.cluded 
as treatments. 

(b). 	 Life Cycle Duration. Food crops, except tubers, typically mature in three to fourmonths, while the reproductive cycle of ruminants extends over a year. or longer.Not only does this increase the cost of experimentation, experimental units may die 
or may be sold before the trial is completed. 

(c). 	 Life Cycle Synchronization. Crops are planted as a unit and harvested as a unit.The production of many animal products, however, is not synchronized and occurs
different times or time intervals. To be able to find sufficient animals of the same

at 

age group, and in the same production phase, is often troublesome. 

(d). 	 Multiple Outputs. Crops generally produce a primary output such as grain or tubers,

and a secondary crop residue output. In contrast, animals such as cattle, may

produce several outputs of economic value including manure, meat, hair/hides, milk,
and draft power. This makes it difficult to describe the system, to measure theimpact 	of the treatments, and to evaluate the economic impact of an intervention. 

(e). 	 Non-Market Inputs And Outputs. Food crop production systems typically use inputsand produce outputs for which there is a market and a price. On the other hand,
livectock production systems typically depend on inputs such as child labor and cropresidue, and produce outputs like manure for which 	 there may be no ready markets.
Other outputs, such as risk management, capital accumulation, and ceremonial 
functions -- common to animals -- are extremely hard to measure. 

(f). 	 Size Of Experimental Unit. Individual plants are small and can be easily
manipulated in field trials that affect only a small proportion of the producer's field.In contrast, because animals are large, and on small farms are few in number,
controlled trials and interventions involving producer-owned livestock may expose the 
producer to unacceptable levels of risk. 

(g). 	 Producer Attitudes. While producers do not develop emotional relationships with crops, 	 livestock producers often become attached to their animals. Also, religious
taboos and customs may make it difficult to cull, ca,;trate, and earmark livestock. 

(h). 	 Management Variability. Crop management practices are a major sourcevariability in on-farm crop 
of

trials. 	 Yet, this is more of a problem when conducting
livestock trials the life cycle whichdue to longer over a greater number of critical 
management decisions must be made. This makes it difficult to observe the effects 
of an experimental treatment. 
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(i). 	 Number Of Observation Units. Crop trial results are measured in yield-productionper hectare. No matter how smal! the trial plot, the yield estimate is always theaverage of many individual plants. In the small farmer setting, livestock performanceis measured as pi-ouction per animal. Consequently, statistical variability oftreatments bc'ween groups 	 tends to be greater than between; for example, fertilizer 
treatments. 

"Design and testing ir, livestock research must carefully take into consideration each of thesefactors" [Bemsten et al., 1984: p. 1001. Table 	 5.1 summarizes these characteristics andindicates strategies and techniques for working with the problems. 

5.3.2 TESTING WITHIN CROP-LIVESTOCK SYSTEMS 

Testing of technology alternatives, within the crop-livestock system, may be carried out on asingle 	 management component -- component techology research -- or on a combinationtechnologies which may involve both crop and 	
of 

animal 	production techniques. According toZandstra [1985: p. 1731 the objectives of the testing phase are: 

(a). 	 To measure the performance of alternative technologies in the farm environment. 

(b). 	 To compare alternative component technologies and production systems with thosepresently used by farmers in terns of biological productivity, farmn resource use
efficiencies, and farmers' preference. 

(c). 	 To identify labor, cash, and agricultural input teqo iremenis of the alternative 
technology. 

(d). 	 To identify resource conflicts at the farm or comun1ity level that may be caused by
the alternative technology. 

Zandstra 11985: pp. 173-1741 provides sonic additional points on testing componenttechnologies. In the design pha:tc researchers identify the appropriatc factors 	 and input levelsto be tested. When conducting the test, manaiCement used (Al all factors shomuld either be asdesigned in the alternative system, or should adhere 	 to the farmers'
the complexity of working 	

mnWCc men!. l)ue. towith animals, it is imporlat th~tt cxpcl incutal decsienls he chosenso that as many non-ireatmnt effects as possibie can he men joved by statistical anahlysis.Because of the ligh cost and operational complexitit, s of! anilla! tris, ca reful and exhatstive
analyses are warranted. In add tion to establishing tre nielt differences, tile anialyses
simulate the impact 	 shouldof th diffe'rcnt treatncnts on the 1%hlpr.)dtict on sVsmem. Aneconomic analysis, including partial budget anal ysis. is also des irahle and may iniclude costs
and benefits for the system ats a whole. 

If a number of major changes are being introduced in an alternative crop-livestock system,the situation is even more complicated. One approach which can be 	 taken in this situation,is to use a unit farm, where a suitable farmer is selected to ",tllow" his farm to be modifiedat the researcher's cost, and the test is 	 run within the farmlenvironmient. lBecausu tile test isresearcher managed and implemented, it may lose its "farmer character" IZ:ndsira, 1985: p.
1761. 
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TABLE 5.1: SOME CIIARACTFRISTICS OF LIVESTOCK AND THTEIR IMPLICA1ONS AND STRATEGIES FOR 

ON-FARM TESTING 

CIlA. CTJ.RISTICS IMPIICATIONS ST'RATEGIIS & 'iCIINIOUI S 

Mobility Difficult to measure and control Subjective evaluation (eye balling) by firmer,
non-experimental variablcs researcher, trader or buyer 

Interviewing persons keeping, owning or monitoring 
animals 

Ear tagging or using sonic other means of identification 
Moving feed to animals 

Life Cycle Duration Increases costs and likelihood of Recall surveys among farmers
 
losing experimental units Simulation modellin,
 

Combination of cross-sectional and longitudinal ialysis
 

Life Cycle Synchronization Difficult to find comparable ,units Total live weight per farm 
Production indiu-s (kilograms weight produced/kilogram 

weight maintained) 
Internal indices (parturition i:itcival, lactation period,
Adjusting milk production to account for calving date 

variability 

Multiple Outputs Difficult to measure and value List outputs and alternative trade 'ffs
 
treatment effect Determine value by: level of maagement, market, or
 

farmers own assessment based on interviews
 

Non-market Inputs/Outputs liflicult to value wpIit/outpUl Labor: opportunity costs
 
Survey of "laborers". measuring skills
 
Measuring forage intcke with two measurements: before
 

and after
 
Surveying farmers for determination of value 
Valuing manure as an example: (a). NPK value 

(chemical fertilizers used); (b). (market) value 
of tethering animals; (c). fuel equivalent
value; (d). measurement of crop yield 
increment due to manure 

Experimental Unit Size Increases cost, risk to Work with groups of farmers rather than individual 
cooperator farmers 

Introduce risk insurance provision
Use proxy measurements, such as heart girth, instead of 

weighing 

Producer Attitudes Difficult to cull, castrate, Need to be identified initially but difficult to quantify 
car marking 

Management Variability Difficult to isolate Comparing two treatments on sane farm (difficult 
treatment effect because of lack of enough animals and 

cumbersome for farmer) 
Comparing before/after tIrealment by same farmer 
Compare two or more farmers (requires several fans 

and is more costly 

Observation Units Large statistical variability See straiegies under management variability 
Quantify normal death loss when develol,ing test 
F-xperimental design must allow for loss of experimenal 

unit 

Ownership Determination Joint manageme-.nt Outputs: See above strategy on multiple outputs 
Determine decision making process
Inputs: commercial land/pasture 

Source: Caldwell and Walccka 11987: pp.257-259). 

5.3.3 SOME SPECIFIC CONSIDERATIONS 

5.3.3.1 FarnerParticipation 

Zandstra [1985: p. 174] identifies five ways that farmers can be involved in animal trials. 
These are: 
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(a). As observers, where the researcher designs and executes a (RMRI) trial on the 
farmer's land or with her/his animals, often through a rental agreement. 

(b). As implementor of a test designed by the researcher. The farmer conducts all 
operations (RMFI) using his/her resources and animals, often augmented
production in;)uts or implements, and with supervision from the researcher. 

by 

(c). As a participant in the design of the trial and its execution under (b) (RMFI). 

(d). As an originator of the test, through 
recommendation, using her/his own means 
required due to the production infrastructure 

partial or complete adoption of a 
to obtain additional inputs that may Ix 
specifically designed for the introduction 

of the new technology (pilot production program) (FMFI). 

(e). As an originator of the test without access to special institutional arrangements 
(FMFI). 

Tests (b) and (c) reflect the farmer's implementation, but are usually influenced by the 
researchers continuous contact; while tests (d) and (e) provide a more realistic estimate of 
the performance of the new technology, under farmer conditions. 

ATIP has conducted livestock trials tinder tests (a), (b) and (d). Due to the complexity and 
possibly farmer-perceived risk of livestock trials, the RMFI trials have not been very
successful. ATIP has found that animal trials are generally more successful if they are 
researcher managed and implemented, or if they are farner managed and implemented. The 
latter type of trial usually involves only minor changes whose value has been well 
demonstrated to the farmers. For us, the RMFI trial format has proved to be much more 
effective for crop trials than for animal trials. 

5.3.3.2 On-Station (OSR) Versus On-Farm Research (OFR) 

It is generally agreed that livestock trials involve more of a risk for the farmer than do crop
trials because they affect the limited number of livestock owned by the farming family, and 
because they generally take place over a longer period of time. So that farmer risk is 
minimized, it is most important that basic research affecting a trial be completed on-station 
before the trial is moved to the farm. 

A 1985 conference in Addis Ababa, Ethiopia IFSSP, 1986: pp. 5-71 discussed the appropriate
roles for on-station and on-faim research. The conference participants concluded that: 

"On-station research should focus on testing higher yielding variants of old 
enterprises (e.g., from other countries) or testing enterprises as suggestednew 
by ex ante analysis, and by on-farn research. Because this kind of research 
(introducing new enterprises or improving old ones) has to be more controlled 
than OFR, it should be done on-station before OFR, unless the technology is 
well established and unless there are reasonable grounds to believe that OSR 
can be omitted." 

The participants fiveT also identified roles for on-farm research [FSSP, 1986: p. 51: 

(a). To give an ex ante description of the production systems, and to identify relevant 
problems for on-station research. 

(b). To verify on-station results. 
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(c). To provide a continuing flow of information to on-station programs.
 
(d). To test new technologies under farmers' conditions.
 
(e). To demonstrate improved technologies to farmers and extensicn personnel.
 

Our experience supports the greater role of on-station research in the livestock area. Some 
reasons include: 

(a). 	 Compared to crop trials, there is more frequent monitoring required for livestock 
trials, which increases travel costs for on-farm research. 

(b). 	 Because animals do not care for themselves and do not stay in one place like plants,
the results are likely to be less accurate on-farm, compared to the more controlled 
environment of the station. 

(c). 	 In working with livestock, laboratory facilities may be more important than in 
working with plants. This is because there are fewer animals involved, and the loss 
of an animal is a major event. 

(d). 	 Laboratory facilities, which are used to conduct research on blood samples and in 
diagnoses of diseases, are superior at a station, and there are generally fewer 
problems in transporting specimens to the laboratory from an on-station trial. 

The other side of the coin is that, unless extreme care has been taken in the diagnostic
phase -- especially in areas like animal health, biased 	 data may be used to determine 
priorities. What is actually a big problem at the village level may never be reported to 
central research stations because the farmers don't know its a problem, don't recognize it as 
a problem, or think it is something else all together. For example, farmers understand that 
heartwater kills stock, but don't know it by that name or recognize that ticks transmit it. 
Thus, it is important, where possible, that professionals in the disease business, have some 
involvement in the diagnostic phase. 

5.3.3.3 Risk Of Livestock Loss 

Farmer managed livestock experiments should take place in the farmer managed setting, with 
farmer-provided livestock. However, when farmers have very limited livestock resources,
and each animal is valuable, it may be necessary to reduce the amount of farmer risk in 
order to encourage participation. If there is any risk to the animals' health, even if it is 
only minimal, it may be necessary to provide a guarantee of replacement if the animal is 
incapacitated or dies [Shaner et al., 1982: p. 1211. 

Additionally, if the researchers are going to conduct research either by providing animals to 
armers (a new breed), or through researcher implemented animal trials, it is important to be 

certain that the farmer or research field staff are capable of handling the animals. They
must also be willing to take on the day-to-day responsibility of animal care, particularly in a 
confined or semi-confined trial situation. In the case of research staff, they must be made 
aware that animal care is a daily responsibility (particularly with confined animals), and that 
someone must perform the daily chores whether it is a public holiday or not. This may
necessitate special administrative arrangements to pay overtime or otherwise compensate staff 
for the extra time. 
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5.4 EVALUATION 6 

5.4.1 THE FIVE TYPES OF EVALUATIONS 

There are three types of evaluation which cal be 	made on a new technology. These are: 

(a). 	 Technological evaluation which is performed by the agronomist or animal scientists
from the farming systems ream and determines if the new technology is practical in abiological evaluation, i.e., does the farmer receive a greater yield or more animal 
product when using the technology. 

(b). 	 Economic evaluation determines if the farmer will receive 	 a greater economic return
from the technology? In a sense, part of the economic evaluation is a financial 
assessment as to whether the farmer has enough funds available, or can acquire thefunds by borrowing them or receiving a government subsidy, to implement the new 
technology. 

(c). 	 Social evaluation is used to determine if the 	 technology is acceptable within the
household (intra-household) and overall village (inter-household) situation. Social
evaluation answers questions about which members of the household benefit from atechnology and whether there are village taboos which would keep farmers fromusing the technology. Another consideration in the social evaluation is an
environmental impact assessment, i.e., are there likely to be long-term beneficial or 
harmful effects to using a new technology. 

Farming systems teams make all of these evaluations. Some are made formally -- usually

the technological and economic evaluations. The 
 others may be made formally or informally
by the 	researchers in deciding if a new technology is useful and acceptable to farmers. 

5.4.2 	 KEYS TO EVALUATION 

The ultimate success of a new farming technology depends on farmer evaluation, acceptance,adoption, and sustained use. Thus., the farming systems team must evaluate newtechnologies, using the five types of evaluation listed above, for their acceptability tofarmers, and farming households. Because the technologies must be acceptable to fanncrs, itis important to understand the farming household members' goals, and incentives, farmingand non-farming activities, anid available resources and constraints. Much of the evaluationhinges on selecting appropriate socio-economic evaluation criteria. A poor 	choice of' criteria can lead to incorrect conciusions about the viability of the technologies being considered. 

To help evaluate a technology from the farmer's point 	 needof view, seven basic questions 
to be asked [Caldwell and Walecka, 1987: pp. 21-231: 

(a). 	 Is the problem to be solved important to the farmer? A problem may appear to be
important from the research-r's perspective, but not 	from the farmer's. 

(b). Do farmers understand the trials? Technologies building on small changes in the 
existing system, are prohably most easily understood. 

(c). 	 Do farmers have the time, inputs, 	 and labor required for the improved technology? 

Material in this section has been excerpted from ICaldwell and Walecka, 1987]. 
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Farmers evaluate the resource requiremenis of a new technology not only in terms of 
whether they have or can secure the necessary resources, but also in terms of the 
competing demands for the resources. In addition, different family members control 
different resources, and so may view the technology differently. 

(d). 	 Does the proposed technology make sense within the present farming system? A 
change in one part of the farming system generally causes changes in other parts of 
the system. How will these secondary changes impact the system as a whole? 

(e). 	 Is the mood in the region favorable for investing in new technologies or crops? This 
may depend on how farmers view the economic and social situation in general. 

(f). 	 Is the proposed change compatible with local preferences, beliefs, or community 
sanctions? Tastes and color in foods, superstitions, the relation of the farming 
system to larger community values and activities, all can effect the acceptance of a 
new technology. 

(g). 	 Do farmer- believe the technology will hold up over the long-term? 

A number of key factors must be considered when determining the evaluation criteria. Some 
of these include [Caldwell and Walecka, 1987: p. 25]: 

(a). 	 Goals of the household and of individual household members. 
(b). 	 Scarce resources (time, labor, cash, land, animals, etc.). 
(c). 	 Probability of returns being less than a minimum acceptable level (risk). 
(d). 	 Control and distribution of inputs and benefits. 
(e). 	 Possible effects on other enterprises and on overall household production, 

consumption, and welfare. 
(f). 	 Wage employment opportunities. 
(g). 	 Access to credit, supplies, information. 
(h). 	 Community goals. 
(i). 	 Cultural and social factors. 
(j). 	 Government policy. 

Clearly more than one evaluation criterion will be needed to address all of these factors. 
What are some of the economic and social criteria which may be considered? 

5.4.3 	 ECONOMIC CRITERIA AND METHODS OF EX ANTE ECONOMIC 
ANALYSIS 

In Botswana, most farming households produce a mix of products for household use, and 
sometimes for selling. Livestock (cattle or small stock) may be sold while basic grain 
production is, if not subsistence production, at least substitution production.7 Some of the 
economic criteria used by a farming household in evaluating a new technology include: 

(a). 	 Labor needs for traditional food crops which may conflict with labor needs for the 

Subsistence production is when a family must produce a certain quantity of basic food 
or go hungry. Substitution production is when a family has outside resources 
(remittances, drought relief, etc.) and will substitute family produced food for food 
which would have been bought in the absence of family production. Many Botswana 
families fall into this latter category. 
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proposed technology.
(b). Cash needs for food or for inputs for food crop production at the same time as the 

proposed technology.
(c). Effects of the proposed technology on allocation of land area for food crops or 

animals. 
(d). Effects of the proposed technology on wild crops, animals or fish used for food.
(e). Effects of increased yield from the proposed technology on supply and prices in the 

community as a whole. 

Some 	 of the methods of economic analysis which we can use before a trial 	 (ex ante
analysis) to identify possible positive and negative effects of a new technology include: 

(a). Partial budget analysis to compare anticipated increased costs with increased benefits.
(b). Projected benefit/cost ratios. Does any one technology show a substantially higher

ratio than others? 
(c). Sensitivity analysis to examine possible changes in the 	 impact of technologies

depending on changes in costs of inputs and/or prices of products.

(d). Analysis of input constraints and policy situation.

(e). Studies of market opportunities 
 and markcing systems. Increased production may

increase marketing problems or force down local prices.
(f). Review of consumption characteristics of different technologies ,nay identify

economic or technical trade-offs. 

Generally, an economic analysis must be carried out on traditional technologies, as well as on new technologies, in order to compare the technologies and to identify changes in the

whole farm system caused by changing one part of the system.
 

5.4.4 	 SOCIAL CRITERIA 

Because household mLmbers are also members of the community and various groups within

the community, social criteria 
 include both effects within the household (intra-household)

and across househ,,lds in the village as a whole (inter-household). Some intra-household
 
social criteria include:
 

(a). 	 Effects of the proposed technology on other household activities. For example.
would more frequent weeding reduce time available for child care?

(b). 	 Differences in impact of the new technology on various household members. Does a 
technology which decreases work for the male household members increase work for 
the female members? 

(c). 	 Effects of changes in the trial crop or animal production on other crop and animal 
production sub-systems. 

Other social criteria involve inter-household relations. These may involve changes within the
community if nev, technologies are adopted. Some of these criteria include: 

(a). 	 Effects of proposed technologies on labor-sharing or food-sharing networks. For
example, does the increased olowing time required for double plowing mean that the
family traction will not be available to other members of the extended family?

(b). Effects of proposed technologies on differences in power and status among different 
people in the community. 

Some of the community-based social criteria involve preferences and taboos. For example: 
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(a). 	 Cultural or religious preferences for a specific crop or animal management practices.(The practice of keeping animals as a store of wealth to be used in a time of need,
rather than being sold on a rcgu~ar basis.)

(b). Cultural or religious taboos against specific cron management practices. 

Social 	criteria can also effect economic and agronomic criteria. The use of c:ittle as a store
of wealth means that farmers may not want to reduce their value asby using them traction 
animals. 

As is emphasized elsewhere in the handbook (see Section 5.5.2), another part of the 	 societal
evaluation is to determine whether the proposed technologies contribute positively -- or least
do not have a negative impact on -- the sustainability of the land in the long-run. 

5.4.5 	 CONSUMPTION CRITERIA 

Closely related to both economic and social criteria (and probably a sub-set of both) are
consumption criteria. Two consumption criteria are: 

(a). 	 Acceptability Of Products. Where a new technology changes consumption
characteristics from traditional technologies, there may be questions of acceptability.
For example, is yellow maize as acceptable as white maize for porridge? 

(b). 	 Effect On Household Food Availability And Accessibility. The overall availability
and accessibility of food to households as well as intra-household distribution may bealtered by a new technology. For example, a shift from food crops to non-food 
crops may lower the amount of food available to the farm family. This happens
when cash from the non-food crops is not used to replace the food not grown
because the land shifted from a food 	 crop to a non-food crop. 

5.5 FORMULATING RECOMMENDATIONS 

In this 	 section the following are briefly discussed: 

(a). 	 Evaluation criteria that need to he considered in drawing up a recommendation -
both from the viewpoint of the farmer (private individual) and society as a whole. 

(b). 	 A,1ditional information that should be included in official recommendations
(Agrifacts) that will help make the technologies more usel ul by indicating when the
technology is likely to be most appropriate (targeting information), and acceptable to 
more farmers through the inclusion of conditional clauses. 

(3). 	 A discussion on the type of information thai is likely !o be acceptable in approving
recommendations. 

5.5.1 SUITABLE EVALUATION CRITERIA -- FARMER VIEWPOINT 

The primary issue is to ensure that effective evaluation takes place before technologies arerecommended for dissemination by the extension service. Obviously the best test of the
value of a technology is the degree of farmer adoption that occurs. Unfortunately such ex 
post (after the event) monitoring is too 	 late to prevent wasted investment in extension 

File: A105.2/5 - 102 - June 4, 1990 



--

training, and in support and infrastructure services developed to handle anticipated increasesin production. Therefore farming systems teams 
ante 	

try to evaluate the value of the technologyex or before it is widely disseminated to the mass of small farmers. FSR attempts toassess the value of the technology as a part 	 of its development. A favorable assessmentessential if an official recommendation 	 is or Agrifact is to be developed. There are threeimportant points in determining the success of this ex ante evaluation. These are:
 
(a). The criteria used should be those which 
 will be used by farmers in the target group.

These are often difficult to identify.(b). 
(c). 	

Farmer assessment is potentially an important substitute for formal economic analysis.The balance between an evaluation based on thGt criteria used by local farmers and asocietal evaluation is a difficult one to strike. 

Farmers will use criteria of two types: 

(a). 	 Whether they are able to adopt. Three factors important in determining this are: 
i. 	 Is it technically feasible for the farmers to adopt the technology, that is, are 

the necessary inputs readily available? 
ii. 	 Is the technology likely to be economically viable (profitable and dependable)for the farmers to adopt at the levels that will be beneficial to them? In thisconnection it important beis to sure that the proposed technology is moreprofitable, and hopefully more dependable, than the one it is designedreplace. In comparing technologies it is important to determine that the

to 
proposed improvement increases the return to the most limiting factor. Formost farmers in Botswana, labor or draft power is probably more limitingthan land. Therefore, in assessing economic viability, it is more important tolook at the relative returns, and dependability of those returns, in terms of thereturn per hour of labor or draft used during the most constraining period
the plowing/planting bottleneck period. 

iii. 	 Is the technology 
For 	

likely to be socially acceptable to the farming families?some fanning families who, for example share draft power, any proposedimproved technologies that require more intensive use of draft power maybe acceptable 	 notbecause the potential for sharing may be decreased.
 
(b). Whether they are willing 
 to adopt. Broadly speaking, will farmers be better able toachieve their goals by using the improved technology? The criteria whichon theywill decide ,heir willingness 

as 	
to adopt are often difficult to determine. Factors suchthe balance between preferred foodstuffs and returns toperiod 	 labor durng one particularof the 	 season can be important criteria in determining this. Such factors areparticularly difficult for those of us who are 'conditioned' to an experimental methodwhich 	 deals basically in weight per unit area of land to relate to. Indeed, severalsuch criteria may have to be brought to bear on a single 	 proposed change. Forexample, staggered planting as a practice may indicate water, labor or draft powerscarcity; risk management; and a preference for a prolonged supply of a certain typeof fresh food -- all at the 	 same time. There is little chance of weighing thesecorrectly in an 	 economic analysis under the condition in which most Botswana

farmers operate. 

This difficulty in second 
prompted 	

guessing the balance in farmer evaluation criteria has oftenFSR practitioners to argue for farmer assessment as a practical approach totechnology evaluation. The FSR phase of technology development is in farmers' fields, with 
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farmers on the spot. Yet, to date, the devices developed and used for farmer assessment are
rudimentary. Harrington [19801 noted that farmer assessment is likely to be useful when: 

(a). 	 Farmers have had little previous experience with the components of the new
technology, and therefore cannot be expected to provide useful information in an ex 
ante survey.

(b). A knowledge of a recommended technology is needed to focus the questions
regarding farmers' experience because there are many solutions to farmers' problems.

(c). The farming system is difficult to simulate in a formal model. 
(d). Ex ante survey work was not well conducted. 

We would go further than this; we are convinced that this is a vital area for FSR. We need 
to develop improved methods for routine farmer assessment of technologies. As we have
 
already discussed, we try and ensure this in two ways:
 

(a). By using different types of trials reflecting varying degrees of commitment on the
 
part of farmers.
 

(b). By using farmer groups in assessing the values of the different types of
 
techno!ogies -- including work done at the RMRI level.'
 

This emphasis on individual farmer's criteria for technology evaluation ignores the possible

impact on 
other farmers, and on broader societal issues. Problems with reference to this are
 
briefly discussed in the next section.
 

5.5.2 	 INCORPORATING SOCIETAL GOALS 9 

As has 	 been repeatedly emphasized, the primary objective of farming systems research is to
improve the well-being of individual farming families by increasing the overall productivity
of tile farming system. This is done in the context of both private and societal goals, given
the constraints and potentials imposed by the determinants of the existing farming system.
However, including societal goals in FSR has been difficult to achieve. Four reasons for 
this are:
 

(a). 	 The primary effort of farming systems research has been to respond to the "felt" 
needs articulated by farmers. The closer farmers are to the survival level, the more 
likely these needs will demand fulfillment in the short-term (e.g., producing enough
food to survive until next year). As a result, farmers will be less concerned about 
environmental degradation in the long-term. 

(b). 	 Because of responding to the "felt" needs of farmers, there is generally a short-run 

For example, this has been done in the Rainfall Runoff Management (RRM) work at
Mahalapye. In order to obtain farmer assessment in this RMRI trial, a group of farmers 
were brought together at the trial site and the treatments explained to them by a team of
sociologists and agronomists. Following this a series of questions was asked by the 
team to obtain farmers' opinions. Some of the questions asked were formulated by the 
team before the meeting. 

Discussion in this section is confined to the issue of sustainability. There are of course
other social criteria that are also important in the evaluation process, such as the
potential effect of the proposed technologies on intra- and inter-household relationships
(see Section 5.4.4). 
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focus to much of the farming systems research. This is in contrastorientation in which societal impacts become more 
to a long-run

crucial. The short-term focus,combined with the methodological complexity
criteria, and the time required in deriving such 

of incorporating societal evaluation 
societal impact evaluations has meantthat FSR has played

has largely 
a limited role in this area. Emphasis on long-term evaluationbeen confined to subjective ex ante evaluations.influence choices of problems Such evaluationsto work with and the solutions to be advocated. 

(c). Most farming systems research, due to its institutional affiliation, tends to concentrateon the development of relevant improved technology. possible developtechnologies It is tothat do not have a negative impact
agro-ecological environment such 

on the environment -- particularly the as soils and to a much lesser extent, the socioeconomic environment in the equitable distribution of benefits.implementation of relevant policy/support systems that play 
However, it is the 

an even more importantrole in making sure societal goals are fulfilled.
 

(d). Much 
 farming systems work has been done with an externally funded project format.Projects tend to be of limited duration, and so there is tendency to choosetechnologies athat will show immediate results, and leave the long-terin questions forthose who are not limited to a few years of research. Many agencies whichprojects are wanting fundto see inmedlate results and so encourage research aimed atshort-term improvements.
 

While recognizing the dilemmas iniplied by the above 
 discussion, it is important hear intomind that what is done now by the current generation of farmers has a bearingpossible in the future. on what isA prime exanple of this is the issuerecognizing negative of environinental stabilitythe impact of environmental degradation 
-

on the livelihood of futurefamling families and possib!y on the whole of society. 

Current adoption of technologies and inplementation of support progranlsnegative or positive can have ei!herinfluences on environmental stability. Hopefully, as above,technologies discusseddeveloped by researchers are being screened ex ante for their possibleenvironmental impact. In most countries there is an explicit concern forproductivity of the soil. conserving theAs suggested above, 
more 

the closer farmers are to the subsistence leveltile concerned they are about survival until nextabout maintaining environmental stability for 
year, and the less concerned they arefuture generations. Consequently, as wasemphasized earlier (see Section 3.4.2.2) conservation measures themselvesby arebe very attractive to most limited-resource unlikely to

farmers. Productionundertaken does not have to beat the expense of conservation, as long as the people responsible for developingtechnologies and policy support programs take conservation into consideration. 
The objective of this discussion is to simply emphasize the need to be awareconflict between farmers' and societal needs, 

of the possible 
supporting each in 

and the impoaance of technology and policiesother developing a system of agriculture that willsatisfactory levels of living help providenot only for the current generation of farmers,generations. Unfortunately, at present we lack the 
but also for future

appropriate methodologies for handling
these types of the issues.
 

5.5.3 INCORPORATION OF CONDITIONAL CLAUSES AND TARGETING 
INFORMATION 

As has already been indicated several times, there is a great deal(technical) environment that farmers face, and in 
of variation in the natural 

the socio-economic characteristics or 
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resources they possess. In spite of this variation, standardized technological packages are 
often recommended. It is not altogether surprising that, where technological packages have 
been disseminated, many farmers have adopted components rather than the complete package.
In such cases, there is often little advice available on what farmers should do. For example,
should they put a top dressing of fertilizer on when they don't weed? The return from the 
limited research resources1" can be improved by: 

(a). Incorporating conditional clauses which state what to do under circumstances 
different from those originally envisioned in the recommendation. These deviations 
could be attributable to the farmer, weather conditions, lack of availability of some of 
the technological components, etc. Included in the conditional clauses are possible
variations such as: a recommended step-wise approach to the adoption of the different 
components of the package, and suggesting a number of options for the farmer to 
pursue. 

(b). Including targeting information showing under what technical and socio-economic 
conditions the technology being recommended would be most applicable. For 
example, a particular technology may be most suitable for one soil type, or for 
farmers with a specific resource base. For instance, double plowing is most 
appropriate on soils that are reasonably (lee) and have a fairly high clay fraction 
while the rotary injection planter is most suitable for farmers who do not have good 
control over draft power. 

Thus in recognizing the diversity of farmers, on-farm research can help in developing 
targeted and conditional clauses for proposed improved technologies. In doing so. it can 
potentially improve the return from the limited research resources by providing a technology 
which is aplropri ate to more farners through viden ing intervcntion possibilities. It is 
particularly important to i1t'yel1 tp a range of options when (lea!ing with a difficult farming 
environment such as exists in lBotswana. In a scnse, these guidelines indicate how greater 
numbers of farmers can more closely approach the optimal situation. 

5.5.4 ACCEPTABLE INFORMATION FOR FORMULATI;NG RECOMMNIENIDATIONS 

Often information required for approving recommendations has consisted of hard objective 
date collected in an RMRI experimental environment. However, as was indicated earlier, 
thcre is an increasing acceptance of the need to conduct a socio-economic evaluation, as well 
as the more common technical analysis. We have foutd that, in order to more closely
approach the farmers' operational environment, much of the data required are best collected 
in an RMFI experimental environment. lHowever, as was discussed earlier (Section 2.4.2), 
there is likely to be a corresponding increase in the softness of the data -- therefore 
potentially reducing its acceptability in the technology evaluation process. Increasing 
amounts of qualitative attitudinal data, collected at the FMFI level, are likely to be even 
more suspect in such an evaluation exercise. As has been emphasized earlier, it is 
unfortunate that a move towards greater incorporation of the farmer -- the ultimate customer 
of trial work -- in the evaluation process, has a tendency to result in a more 
qualitative/softer type of data, that is generally less acceptable in approving official 
recommendations. There is obviously no easy solution to this problem, but we believe that 
a judicious mix of hard/quantitative and soft/qualitative data may be useful in the evaluation 
process. 

". See also discussion by Bycrlec [19861 on prescriptive and auxiliary information. 
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Scientific objectivity, requiring many years of painstaking experimentalsomewhat artificial environment -- should not, we believe, 
work -- often in a 

researcher judgement. be completely substituted forFor example, we 1-elieve that some of the information needed fordrawing up the conditional clauses and targeting information whichpreceding section, does were discussed in thenot require exhaustive experimentation, but can be derived from theknowledge and expcriences of trained scientists working atresearch are limited, and ways need 
the farm i,-vel. Resources forto be sought to maximize the return from them so as tofacilitate the agricultural development process. 

On-station researchers are understandably careful about making recommendations,"extension whilestaff are, also justifiably, anxious that recommendationsregular are forthcoming on abasis. Since farming systems researchers work with relatively few farmer,, it isimportant that the recommendations they make are formulated and passedthe earliest possible on to extension atopportunity, in toorder maximizepopulation. their impact on the fa-ming 
some 

Although it is desirable to defer making recommendations until thereadoption, for discussed has beenreasons 
need 

earlier, this often results in unacceptable time delays.Rather, recommendations based exto be largely on ante evaluation.limited research resources Because of 
to see 

and diverse interests of groups using research results, wouldlike a wemove toward devising interim best-bet recommendations, based theknowledge currently available on bestto the research scientists. ' These should have the proviso thatthey can be modified in the light of further research. There is, of course,in doing this especially an inherent dangerif an interim reconImendation has any, possibility of adverse! yaffecting the enwironment or farmers' we!fare. tlow,:\ver, if the relevant interested pariCs arebrought together, it should be possible to avoid drawing up inal)propriate recommendations.This is one of the reasons why there is a role for a Recommendations Committee at theheadquarter level. 
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Optimum recommendations, 
station in 

drawn up after many years of work on the experimentwill, fact, given the heterogeneity within the farmers' environment, not beoptimal for most farmers.
 
12 In a sense, this idea is included 
 in the leaflets entitled Guidelines to Promising

Technologies, mentioned earlier, which are being produced to stimulate more widespread
testing of proposed technologies. 
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CHAPTER 6: GENERAL MANAGEMENT ISSUES 

6.1 SELECTING VILLAGES AND FARMERS 

This section discusses the approach taken by ATIP in selecting villages and farmers to 
participate in various surveys and field trials. The approach taken by both the Mahalapye 
and Francistown teams was basically the same.' 

6.1.1 SELECTING TARGET AND RESEARCH AREAS 

The target area for the ATIP project was defined by the Government of Botswana as the 
eastern part of the country, particularly the central and northern portions. Within that 
general area, the Ministry of Agriculture specifiec' that one ATIP team should be located in 
the Central District at Serowe, Palapye, or Mahalapye, and one team should operate in the 
Tutume Agricultural District. Mahalapye was chosen by tile ATIP staff, in consultation with 
the Director of Agricultural Research and USAID, because of the existence of an experiment
station at that location, and for logistical rea -.ns. In terms o sub-research areas, the 
Francistown team was assigned the Tutu e Agricultural District for its responsibility. The 
Mahalapye team chose to begin work in tile Mhalapye West and Mahalapye East Districts,
with plans to add an additional village in the l'alapye District at a later date. After the 
extension areas were chosen within which rese-,.-h was to take place, villages had to be 
selected.
 

6.1.2 SELECTING RESEARCH VILLAGI,S 

We took two basic steps in selecting research villages. The first step was to identify
agricultural practices, the environmental setting and resource endowments of households 
within the research areas. This information was collected from secondary sources, from 
discussions with knowledgeable people -- including regional and district agricultural officers,
village leaders and fktrmers -- and f:om personal observation by team members. In one case,
the ATIP team used an exploratory survey form (see, for example, Form AI.I in Annex 
Volume [Worman, Norman and Ware-Snyder, 19901) as a guideline in conducting informal 
interviews in a number of villages which were likely research villages (based on criteria such 
as having a resident AD). In the case of the other team, the villages were selected on the 
basis of representing predominant traction patterns (cattle and tractor in one case, and donkey
in the other). In this instance, a similar exploratory survey was conducted, after the villages 
were chosen, in order to establish a research focus and to define research domains [Baker,
1987: p. 251. In both cases, villages were selected to represent a diversity of conditions 
within the respective agricultural districts. In addition to predominant traction type, other 
factors considered were the social organization of the community (i.e., whether it had traders, 
an active community organization in terms of building schools and other community
infrastructure, etc.), and its location relative to major commercial centers. Logistical
considerations (e.g., accessibility during the rainy season) were also important in determining
the location of villages, while the availability of staff determined the number of villages 
where research could be carried out. 

Material for this section was taken from ATIP [1983: pp. V13-V171, Baker [1987; pp. 

24-271, and Miller [19831. 
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6.1.3 SELECTING REPRESENTATIVE HOUSEHOLDS
 

Based on a 
 literature review, discussions with knowledgeable individuals, and exploratorysurveys, recommendaion domains were defined. In one case, the major criterion used wasthe ability to implement timely planting and multiple tillage operations. The factor used todefine recommendation domains was thein this case control of draft. Two domains wereidentified, those who owned, managed or borrowed draft, and those who or sharedhireddraft. In the other case, resource endowments were consideredrecommendation domains, and the number of cattle 
the major factor in defining

owned was used as a proxy for resource 
endowments.
 

Secondary factors, used to 
define sub-domains included:
 

(a). Sex of head of household,

(b). Different types of draft power: tractor, cattle and donkeys, and
(c). Use of broadcast or row planting.
 

Other factors were also considered, such as smallstock ownership, presence of wage camers
in the family, etc.
 

In order to select a group of representative farmers to participate in on-farm or
trials varioustypes of studies, we had to create a list of all (or most) households containing informationabout the households. To devise this type of list, we conducted a Census(Form Frame SurveyA1.2 in the Annex Volume [Worman, Norman and Ware-Snyder, 19901). Whenconducting a Census Frame Survey, in addition to asking technical questions about householdresources and agricultural practices, it is important to determine if the household membersare willing to cooperate with the research program.
 

The number of households in each stratum of 
 the recommendation domains generallydepends on the relative proportion of households in the overall population (as determinedthe Census Frame Survey) which possess the desired 
by

characteristics. We created a matrix ofcells composed of major and minor characteristics of importance.included in each cell was based 
The number of households 

on the percentage of the total population in that cellcategory. Households were then chosen according to theAdditional interviews were conducted assure 
cell to which they belonged. 

other factors involving logistics 
to willingness to cooperate. In some situations,
were considered. For example, households
in one case, wereclustered to reduce enumerator travel time. In another case, households were chosen within10 kilometers of the village to reduce travel problems. 

A Census Frame Survey can serve as a list for selecting farmers for a number of differentsurveys or activities. After a number of years -- most likely fivebetween to ten years -depending on the amount of change in the population, such a list will no longer be validand a new census must be undertaken, or some other method sought to update the list ofhouseholds. 

6.2 TRAINING FIELD STAFF 

6.2.1 INTRODUCTION 

If a farming systems team is to function effectively, all field staff (technical officers, 
enumerators, and field assistants who live and work in a specific village) will require some 
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type of formal training throughout a given research season. Although their roles theinresearch effort may not be as technical as the research officers, the field staffs' impact 	 on
the quality of work researchers are capable of performing cannot be discounted. Field staff are responsible for the accuracy of data collected through trials, studies, and surveys. They
also are an important link between the researchers and the farmers. In a sense, the level of
field staff skills in collecting data and liaising with farmers define the boundaries within 
which a research effort will succeed or fail. 

The primary purpose of training staff, indeed of having fieldfield and 	 staff, is to collect
good quality research data. The better the quality of data, the better is the quality of the
research which the team produces. This section discusses field staff training and ways of 
collecting good quality data. 

6.2.2 IN WHAT AREAS DO FIELD STAFF NEED TRAININ'."? 

Field staff need continuous training in conducting trials, studies, and surveys. They may
also need occasional training in other areas, such as time-management. personal organization.
how to conduct individual farmer visitations, and how to lead farmer group meetings. Animportant component of this training consists frequent visits byprocess of 	 research
supervisors to check on field staff andactivities, to review data collection forms for 
problems. 

6.2.2.1 Trials Work 

Generally, field staff need training in seven areas of trials work. They need to know: 

(a). 	 Objectives of and justifications for proposed trials, including a brief summary of the
 
previous season's results which have a bearing on the current season's trials.
 

(b). 	 Experimental designs of each trial (i.e., layout of trial plots; number of locations.
farmers, and replications: types numbers of treatments andand and factors). In the 
case of trial factors, such as fertilizer levels, the various factor levels should also be 
discussed. 

(c). 	 Equipment and materials needed for trials' implementation (i.e., quantities of seed and
fertilizer per site; number and type of implements per trial; and nun'ber and types of 
plot pegs per site). 

(d). 	 Rationale for trial formats (RMRI. RMFI, and FMFI). See Section 2.4 for further 
information on trial classification. 

(e). 	 Layout of data collection forms -- why, how, and when to record data. 

(f). 	 Other materials needed to collect data (i.e., scales, quadrats. tape measures, knives. 
etc.). 

(g). 	 Time-frame for trials' implementation (i.e., when trials beand how should introduced 
to farmers, and how equipment and materials will be distributed). 
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6.2.2.2 Studies And Surveys 

Training requirements for 

include four general areas: 

studies and surveys are similar to those for trials' work. They 

(a). Objectives of and justification for proposed studies/surveys, including a brief 
summary of the previous season's findings. 

(b). Layout of study and/or survey forms -- how and when to record study requirements 
and/or farmer responses. 

(c). Data collection equipment and materials needed. 

(d). Time-frame for studies/surveys implementation (i.e., which farmers shouldsurveyed; what will be bestudied; when the studies/surveys should be conducted; andwhen the surveys should be completed). 

6.2.2.3 Other Areas Where Training May be Required 

Depending on research time constraints. field staff skill leve!s, and field staff desires, otherareas where training might make a positive impact on the research effort include: 

(a). Time management 
(b). Personal organization
(c). Conducting individual farmer visitations 
(d). Leading farmer group mCCt inS 

This is not an exhaustive list. As research progresses, researchers identifymightadditional areas where sevcralfield staff, and conse(luently the entire research effort, will hene fitfrom fornal training. In some instances 
be enlisted from experts 

outside support -- either directly or indirectlv -- canin a given area. For exampie, a sociologist/anthropologist can ,,iv.,
a workshop to field staff on interview methods. 

6.2.3 WHY TRAIN FIELI) STAFF? 

There are six primary reasons why field staff need training: 

(a). Training helps in informing field staff what the data will be used for and emphasizesthe significant role they play in collecting that data. 

(b). Training encourages more open communications between researchers and field staff.which in turn leads to enhanced cooperation. 

(c). Training provides an additional opportunity for research officers to assess the qualityof proposed trials, studies, and/or surveys. 

(ci). Training helps ensure good quality data by minimizing measurement errors associatedwith trials, studies. and surveys. 

(e). Training enhances fieldthe staffs" career potentials (both academicallv and nonacademicall). Perhaps most importantly. a fornial training session demonstrates the 
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research efficer's commitment to enhancing the field staffs' career potentials. 

(f). 	 Training provides an opportunity for field staff input into the experimental-design 
process, rather than restricting the field staff to simply asking questions and 
collecting data for the researcher. During the course of training, field staff might 
identify infeasible components of a trial, study or survey. 

6.2.4 METHODS FOR TRAINING FIELD STAFF 

There are two common methods of training field staff -- group training sessions at the main 
team office and individual consultations in the field. The most effective training strategy is 
to combine both methods, using each as needed during the research season. 

6.2.4.1 	 Group Trainting Sessions 

Group training sessions can be held when appropriate. For example, one is usually held at 
the beginning of the cropping season to provide instruction on the season's activities. 
Training sessions are enhanced through the use of visual aids, such as slides, posters, and 
overhead projections, but only when appropriate. The sessions should be scheduled as 
conveniently as possible for field staff -- in terms of dates, venue, and accommodations. 

Group 	training sessions at the team's main office have the following advantages: 

(a). Assuming logistical constraints are not numerous, training sessions can save 
researcher time and resources. 

(b). Training sessions allow for group interaction -- a process which usually encourages 
brain storming and leads io more effective results. 

(c). 'Training sessions are more "official". Field staff are likely to view such formal 
group training favorably. 

On the other hand, group training at the FSR teams' main office may have the following 
disadvantages: 

(a). Assuming logistical constraints are numerous, training sessions can waste researcher 
time and resources. 

(b). By having to travel away from their research villages, group training sessions can 
waste field staff time and resources. 

(c). Field staff, who are inhibited by group discussion, may not contribute during the 
training session. 

(d). Training sessions can become a "crutch" for researchers when they replace necessary 
field follow-tip and individual training sessions. 

6.2.4.2 IndividualConsultations In The Field 

Individual consultations with the field staff in the field are always necessary throughout the 
year. These sessions only require mobility on the part of the researcher, and are useful in 
discussing problems about trials, studies. and/or surveys. 

Individt!al consultations in the field offer the follow inL advalitages: 
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(a). 	 They provide an opportunity to review data collection forms (field record forms and 
survey forms) and to give additional specific training, as necessary, to resolve 
problems. 

(b). 	 Individual consultations enable the researcher to concentrate on each individual in the
field team, thereby highlighting potential problems an individual basison 	 before they
adversely affect the research effort. 

(c). 	 Individual consultLotions allow those inhibited by 'he group process a chance to 
express their opinions. 

The disadvantage of such consultations is that if done excessively, they are considered less"official", and field staff may not be interested nor inspired during the training process.as 

A combination of group training sessions and individual consultations is necessary during

most seasons. By using both methods, researchers attain the best of both forms of training.

Group training cross-checks individual consultations aild vice-versa.
 

6.2.5 WHAT IS "GOOD QUALITY DATA"? 

Good quality data are data that meets the particular needs of the trial, survey or study being

undertaken. How accurate the data need 
 to be is related to what use will be made of thedata. 	 Not all data must be collected with a high degree of precision. If the data will be

used in a way which requires only a low degree of precision (i.e., a rough estimate), then
the data should not be collected in great detail. Generally speaking the greater the accuracy
of the data needed, the higher the cost in terms of personnel time and other resourcesneeded to collect it. Thus it is important for researchers to decide the degree of accuracy
required and collect accordingly. This will then produce good quality data for that particular
activity. 

Good 	 quality data accurately reflects past and/or current activities, enterprises and
environments. When predictions are to be made, it is particularly important that the dataaccurately reflect the actual situation. By "accurate" we mean unbiased. Biased data oftenresults from improper sampling and/or poorly-trained field staff. Therefore, good quality (or
accurate) data are contingent on the sampling procedure and the competence level of the 
field staff. 

It is important that data be unbiased so that subsequent statistical analyses can be used to
accurately document a given situation or provide a base on which to make predictions. The
following suggestions will aid in collecting unbiased data. 

6.2.6 WAYS TO IMPROVE ACCURACY OF DATA 

In order to ensure the collection of good quality data, the following guidelines are 
recommended: 

(a). Measurement error should be lowered to an acceptable level commensurate with the
design of the trial, study, or survey and the resources available to collect the data. Itis important to remember that measurement error can never be completely eliminated.
No matter who gathers data, there will always be room for error. Yet, measurement 
error can be minimized by using proper measuring instruments, and by training data 
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gatherers in the proper measurement procedures. 

(b). Sampling error should also be reduced to an acceptable level. Sampling error can bereduced if the sampling frame adequately reflects the whole population, and if 
appropriate sampling procedures are used to draw the sample. 

(c). The experimental design for each trial, study, and survey will depend on the purpose
of the trial. Each type of trial has particular types of data which are relevant andrealistically obtainable. Experimental design concerns the types of variables being
measured, such as yield, rainfall, labor times, etc., and the fa.::rs which are included 
in the trial or study in order to influence the variables (e.g., fertilizer levels). Theresearcher must always bear in mind constraints which might make collection of 
some data impractical. 

(d). Field staff biases can be reduced through a good training program. 

(e). Relevant secondary data may be used to augment primary data (i.e., data collected in
the field by the researcher). Secondary data are typically compared with primary
data in order to widen the interpretation of on-farm research results. For instance, 
mean yields from a trial might be compared with mean regional tr district yields
reported in Agricultural Statistics for that season. Such comparisons enhance the
usefulness of the more localized data obtained from a trial implemented in a few 
villages. 

(g). In the case of studies and surveys, survey forms should be pre-tested. Pre-testing
often demonstrates the inappropriateness of certain questions, and pinpoints where
modifications to the survey form can be made, thus enhancing the study's or survey's
overall effectiveness. 

(h). In the case of trials, farmers working in a group format are often encouraged to
implement trials more accurately and completely because of the peer pressure exerted 
during group meetings. 

(i). Good logistical support should be institutionalized -- see Section 6.4 for more 
information on arranging logistical support. 

6.3 INTERACTING WITH FARMERS 

6.3.1 INTRODUCTION 

Interactions between research and extension personnel and farmers can sometimes be poor
because of shyness, a lack of respect for, not theor knowing how to communicate with 
farmers. 

In order to improve the quality of such interaction it is important for research and extension 
staff to accent the following:

(a). They should respect the farmers, for their knowledge they have and the hard work 
they do.
 

See also Section 3.1.2 for an analogous discussion on approaching the farmer. 
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(b). 	 They should realize that the, are there to serve the farmers, not the other way
around. 

(c). 	 They must understand that the farmers are not there only to do trials and 
demonstrations. They have other important objectives, like working to feed their 
families. Th,'refore farmers cannot always put give high priority to trials and/or
demonstrations. 

(d). 	 Sometimes research and extension staff feel they must give answers to all questions,
whether they are sure of their facts or not. Instead, they should realize that giving 
wrong information to farmers is much worse than saying "I don't know" because 
eventually they will lo;e the fanner's confidence. In this case it is best to answer: "I 
don't know, but I will find out". They can also check with other farmers to see if 
they have any good solutions. 

(e). 	 The concept of the trial and procedures must be explained fully and carefully, several
 
times, especially where farmers are conducting experiments for the first time, since
 
they often have difficulty understanding the concept of "comparisons".
 

(f). 	 Since no technology works in all places, at all times, it is dangerous to tell farmers

"this works", "this doesn't work". 
 Instead it is better to say, "in our experience, this
works more often than that", then suggest the farmers try it, and form their own 
opinions. 

(g). 	 It is also important to be well prepared. Farmers lose confidence when they come to 
a demonstration and the equipment doesn't work, or they are promised seed and it is 
not delivered. Officers should prepare thoroughly, in advance, before meeting
farmers, and work hard to fulfill their promises. 

(h). 	 It is important to listen to and, where possible, desirable or relevant, attend to 
farmers' problems quickly. 

Farmers' participation is critically important in FSR. The level and degree of participation
of course varies according to the nature of the trial (Tables 2.1 and 3.1) or survey. In 
RMRI trials, the farmer provides the land and the researcher provides all the inputs and 
controls the trial. The farmers' contribution is in a sense minimal. On the other hand :ri 
RMFI trials the farmers' participation is much greater, since they are responsible for
implementing the trial under the management of the researcher. Thus in this type of trial 
the quality of the interaction becomes critically important. Finally, in FMFI trials the farmer
is in complete charge and the researcher is dependent on good interaction in order to reap 
any benefits from the trials. 

Although the intensity of interaction with the farmer will depend on the type of trial, there 
are a number of factors that will influence the nature of the relationship. These are 
discussed below for each type of trial. Researcher-farmer relations, location of trials on the
farm, on-farm trial designs, field data management, and standardization are a few things that 
need to be considered when conducting research in farmers' fields with their active 
participation. 

6.3.2 	 RMRI TRIALS 

Relevant points with reference to RMRI trials are as follows: 
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(a). 	 Selection Of Farmers. In this type of trial, the selection of farmers depends less on 
their resources -- since these are provided by research -- and more on the technical 
environment (e.g., are soils representative for the area?). Nevertheless, having said 
that, a significant secondary criterion in the selection process is the interest and 
potential for cooperation individual farmers have shown. Also of course they need to 
possess a large enough area of suitable land to allocate to a replicated trial. Each 
farmer is approached individually. Researchers meet the farmer before the planting 
season to discuss the proposed trial, and to find out if the farmer is willing to host 
such a trial. The farmer is encouraged to take an interest in the implementation of 
the trial and, to the extent possible, to comment on and evaluate the results.3 The 
more the farmer understands about what is going on, the more capable he/she will be 
in explaining it to visitors and friends, so that more individuals can learn from the 
trial. 

(b). 	 Site Selection. The site should be representative of the target environment and
 
should include the type of soil and topography suitable for research work. It is
 
important to make clear to the farmer that such conditions are needed to prevent bias
 
in the results. A trial site should not be located where there are paths, ditches, large 
trees and other conditions which are not normally part of the environment. To 
ensure good researcher-farnier relations, it is very important that the site be 
satisfactory for both the farmer and the researcher. 

(c). 	 Implementation. Farmers must understand the importance of the trial to the
 
researchers. The risk of not completa1g on-farm trials is higher than with
 
experimental station trials. All the arrangements and the implementation is carried 
out by the researcher, but the farmer, as a partner, should be informed of the whole 
procedure so that he/she will not destroy it through independent action, or by
accident. Although all the work is cai ied out by the researcher or under the 
researcher's supervision, members of the host family can participate when invited, or 
when they have time, and are interested ,olearn more about the technology. The 
farmer can also be hired to do some of the work, for example, weeding, bird scaring,
threshing, and may prc,,idc th!e draft power. The farmer is paid for this work, and in 
most cases, the grain yields are given to the farmer in lieu of rent. 

(d). 	 Data Collection. Information recorded in on-farm trials is usually less than in trials 
conducted on experiment stations. Rcsearhers should not collect data beyond what 
is appropriate for the area and the trial. Farmers develop high expectations when 
something is done on their farns, and their curiosity should be satisfied as quickly as 
possible if their support and assistance are to continue. Consequently it is important 
to ensure that as little time as possible lapses between the completion of trials 
(recording data) and informing the farmer of the results. 

(e). 	 Yield Estimation And Result Assessment. For most trials this is the final stage of 
assessing and evaluating a given technology, with yields from the different plots
representing the differences between treatments. A suggested procedure is as follows: 

i. It is important to inform the farners that production obtained from the trial 
will eventually be theirs to keep. One approach is to leave all the grain at 
the farmer's house for drying, thrsching and weighing. lowever, sometimes 

. An informal grouping of farmers has also been, used to provide such inputs in the 

Mahalapyc area (see footnote "a"in Table 3.1). 
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this is not possible if detailed information is required on seed weight, seed 
number, etc. 

ii. 	 Farmers should be given the opportunity to see the yield differences that 
occurred between the plots before the grain is combined for storage. This
providci them with an opportunity to appreciate the treatment differences 
attained. 

iii. 	 After harvest estimation is completed, farmers should be thanked for their 
assistance, and plans for the coming year discussed with them. For example,
whether the same trial will be repeated, what modifications will be made,
whether the same or a different location should be used, etc. 

6.3.3 RMFI TRIALS 

Relevant points with reference to RMFI trials are as follows: 

(a). 	 Selection Of Farmers. Farmers for these trials are selected in the same way as in
RMRI trials. They are contacted individually before the beginning of the; planting 
season. Since in RMFI trials farmers carry out the work under the guidance of the
researcher, it extremely that farmer theis important the understands differences
between the treatments, what is being compared, what is required for the different 
treatments, and appreciates the importance of proper experimental procedures. It is
also essential that the farmer has a genuine interest in the trial so that he/she is
serious 	about properly implementing the procedures. The farmer must also have the 
necessary resources to conduct the trial. Proper selection of farmers in this case 
requires a good deal of researcher-farmer discussion. Proper selection of participating
farmers can make all the difference between successful and unsuccessful RMFI trials. 

(b). 	 Site Selection. As with RMRI trials, a representative location should be chosen for 
the trial so that the results can be generalized. Portions of the field with big trees or
stumps, paths, ant hills and ditches should be avoided. Again, the location must be
mutually agreed upon by both parties. 

(c). 	 Implementation. When conducting RMFI trials, the researcher appreciate thatmust 
the farmer is not simply someone to be given instructions on what to do. Rather,
the farmer is someone who is responsible for many different activities. What the
researcher wants creates additional responsibilities for the farmer. Therefore the work 
that the farmer is to do must be discussed and mutually agreed upon. Researchers 
must accommodate the other priorities of the farmer within the experimental design.
Thus, although the farmer does all the implementation under the guidance of the
researcher, there is a sharing of responsibilities and the farmer plays a significant
role so that he/she can be in a position to assess the potential value of the 
technology under practical farming conditions. 

(d). 	 Data Collection. The farmer should be informed during 	 the planning of the trial
what data will be collected. Before the trial work begins, it is important to decide 
on how to record the data collected. It is advisable to develop some standard
procedures on how to collect the data. These procedures will help to protect the
reliability of the information and will help to speed up the data processing and 
analysis. 
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(e). 	 Yield Estimation And Result Assessment. It is important that the farmer understands 
the harvest procedures and that he/she is to compare the yields of the different plots.
It is usually necessary, every year, to remind the farmers about this before harvest 
time, and to check the procedures during and after harvest. Generally the farmer will 
assess the value of the different treatments, not only in terms of yields, but also in 
terms of the inputs required to obtain those yields.- In this type of trial, both farmer 
assessment and researcher judgement -- based on documented figures -- are used in 
the fi ial assessment of the different treatments. 

6.3.4 FMFI TRIALS 

Most of the FMFI trials are undertaken through farmer groups (see Section 13.1). The
object is to test a broad range of technologies under a wide range of conditions. As well as
helping to determine what types of innovations are most appealing to farmers with a wide 
range of resource conditions, they provide a good way of estimating the robustness of
different technologies under real farm conditions Additionally FMFI trials provide an
opportunity for involving farmers directly in the technology generation and assessment 
process. Points to note are as follows: 

(a). 	 Selection Of Farmers. Prior to the onset of the rains at the 	 beginning of the 
cropping season, research staff attend a village kgotla meeting at which they make a 
formal report describing the results of the previous year's ,esearch. They also 
describe the plans for farmer group activities for the coming year, and invite anyone
wishing to participate in the farmer group to attend the first group meeting. 

At the first group meeting, a wide range of technology options are discussed. 
Farmers are then asked to select any innovation or package of innovations they wish 
to test. They are also invited to add any items, which have not been mentioned, to 
the list. Those farmers wanting to undertake a trial form the faner group that meets 
on a regular basis.4 AD's are also invited to attend these meetings, where progress
and problems are discussed. 

Examples of the types of technologies that have been tested by farmers in these 
groups 	are: 

i. 	 Tillage/water conservation techniques 
ii. 	 Planting methods options 
iii. 	 Crop varieties 
iv. 	 Manure and fertilizer options 
v. 	 Forage and fodder production options 
vi. 	 Evaluation of implements 
vii. 	 Seed protection options 

(b). 	 Site Selection. Farmers themselves choose the sites for their trials. However, they 
are asked to site them where the test and control plots are as similar as possible. 

(c) 	 Implementation. After the first group meetings, discussions about the trial 
procedures are repeated in later meetings. Additionally, where necessary, village staff 
visit farmers to assist in the implementation. Items that are to be tested are supplied 
to the 	 individuals in the groups. Any equipment being tested is given out on a loan 

. They meet monthly in the Francistown area and less frequently in the Mahalapye area. 
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basis. After selecting the technologies they would like to test, farmers cut pegs for 
marking the plots. ATIP field staff visit each farmer to help in pegging each trial 
and to make sure that the farmers understand what they are supposed to do in terms 
of implementing each trial. Staff may help supervise implementation, particularly in 
the case of unfamiliar equipment. 

Field days are often held in each village. At these field days, a selection of the 
participating farmers are given the opportunity to explain and show their trials to the 
rest of the group, as well as to farmers from outside the group, and to research and 
extension staff. 

(d). 	 Data Collection. Because of the FMFI format of the trials, particular emphasis is

given to obtaining farmer opinions rather than on gathering much quantitative data.
 
The farmers assess the tcchnoloi-s and diszcus them during the regular meetings.

As a result, the farmers provide feedback on problems raised, and where possible

help find alternatives or solutions to them. 

(e). 	 Yield Estimation And Result Assessment. At the end of the season the farmers 
harvest the plots separately to compare the yields, and are helped by the field staff to 
weigh the produce. As in other types of trials, the farmers are allowed to keep any
production from the testing work they conduct. Implements are assessed only by
conducting an End-of-Season Survey through which farmers express their views on 
the particular item they have tested. Ali other trials are assessed by yield 
comparisons and End-of-Season Surveys. 

6.4 ORGANIZING LOGISTICAL SUPPORT 

Logistical support relate;; to issues of mobility, work circumstances and support staff which 
can either assist greatly or adversely influence the most effective deployment of both 
physical and human resources during agricultural research. It should be noted that logistical
needs can be determined and influenced by the characteristics of a particular location, the 
types of surveys, studies or trials, and the personalities of the individual researchers. 

6.4.1 GENERAL ORGANIZATIONAL ISSUES 

For smooth implementation of trials and surveys at the farm level, some of the major points
that need to be attended to are the following: 

(a). 	 Careful Planning. It is important to ensure that the number of research topics
pursued does not exceed the resources available to successfully conduct the research. 
Over commitment may lead to mismanagement or neglect of some trials, studies or 
surveys. The work plan should be drawn up by the FSR team as a whole, and 
implemented after being discussed with senior extension staff in the region, and 
going through the approval system operating at DAR headquarters (see Section 1.3.3). 

(b). 	 Adequate Manpower Deployment. To ensure the proper implementation and 
monitoring of trials, it is important that the personnel are competent and skilled at 
their jobs. Generally, at least one person at certificate level is needed to live in each 
study village. Other field staff who are employed to record data should have at least 
a Junior Certificate level of education. 
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(c). 	 Clear Understanding By All Parties. It is thatessential the participating farmers,FSR field staff, and local extension staff, all have a clear understanding of the trial,study or survey objectives, how to implement them, and how to collect and recordthe necessary data. With respect to this, 	 in-service training programs are particularlyimportant for field level staff. Also all parties need to agree and know well inadvance what they are expected to contribute to the overall effon in implementation
of the trial, study or survey. 

(d). Ensuring Efficient Day-to-Day Communication. Two-way radios, though expensive,are a very important and efficient way of clarifying and solving logistical issueswhich do not need the physical presence of the researcher. Also these radios enableresearchers to be promptly notified of any 	 rainfall which, in turn, can influence the
timing 	of operations in the researcher managed trials. 

(e). 	 Day-To-Day Supervision. To ensure that planning, implementation, and datarecording of trials, andstudies surveys are undertaken satisfactorily, research staffshould 	 make regular visits to the field and check implementation progress and datacollection fonns for inaccuracies and inconsistencies. Some of this supervisory workcan, on occasion, be done by one or two 	 senior level field staff who generally have a certificate level qualification, and who operate out of the 	regional FSR office. 
(f). 	 GuaranteedMobility. is essential ,iIt that efficient means of transport is providedfor personnel monitoring the trials and collecting the data. Providing bicycles to allfield staff has been found to be the most effective and cheapest way of ensuringmobility at the village level. At the regional FSR office a viable vehicle policy alsoneeds to be established and agreement reached among FSR staff on the efficient useof the vehicles in trips to villages. Having someone to coordinate the use and theservicing of vehicles at the regional FSR office has proved to be helpful.
 

(g). Adequate Supplies And 
Equipment. Such items 	 as spare parts for the bicycles,measuring tapes, scales, quadrats, notebooks, pens and pencils, etc., are necessary forday-to-day operations. By virtue of their importance, these items should always bein store, or money must be readily available for their purchase, as needed.
 
(h). Data Collection, Processing, Analysis Link. 
 In order to ensure rapid turnaroundfrom collecting data to producing tabulated results, the following actions must be 

undertaken: 

i. 	 The data collection forms need to be set up so that the data can be 	directly
transferred to the niicrocomputer (see Section 7.3.4(k)). 

ii. 	 Microcomputers plus secretarial staff trained in their use are needed at the 
regional FSR office. 

iii. 	 Secretarial staff at the regional FSR office should take primary responsibility
for entering data on the microcomputers. A discussion on suitable software is
given later in the handbook (see Section 10.6). 

iv. 	 Research staff at the regional FSR office should be responsible for ensuringthat the data have been entered correctly, and for analyzing and writing-up theresults. Once again Section 10.6 should be consulted for a discussion on 
suitable software. 
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6.4.2 SPECIAL LOGISTICAL SUPPORT ISSUES FOR DIFFERENT TYPES OF 
TRIALS 

In addition to the g neral logistical issues raised above, there are a number of issues thatapply to the different trial formats. Some of the major ones are discussed below:' 

6.4.2.1 RMRI Trials 

Points to bear in mind are the following: 

(a). 	 Selection of farmers to participate in the trial is based on the requirements of the 
trial (e.g., whether draft power is necessary, soil type required, etc.). 

(b). 	 It is important to establish a "contract" with the farmer before the rains start.Because some of these trials may be long-term, requiring more than one season'sinvestigation on the same plot location, both the farner and the researcher must have a clear understanding of the probable duration of the trial. 

(c). The materials to be used in the trials (e.g., seed, fertilizer, etc.) must be accurately
measured by FSR staff, and be applied by the researchers and not the farmer. 

(d). All management and implementation activities are undertaken under the direct 
supervision of research personnel. 

(e). For monitoring purposes, it is necessary for the researcher to visit the trial on a 
weekly basis. 

6.4.2.2 RMFI Trials 

Specific points are the following: 

(a). 	 The FSR staff must select participating farmers 	according to the trial requirements. 

(b). 	 Before the onset of rains, an agreement -- regarding trial location within t.le farm,
duration and plot 

I 

size -- must be reached with the farmer. 

(c). The materials to be used in the 	 trial (e.g., seed, fertilizer, etc.) must be accurately
measured by FSR staff and given to the farmer for use at the appropriate time. 

(d). Trial implementation (e.g., planting) should be conducted according to trial design,
and should normally be undertaken with FSR staff being present. FSR staff provide
the managerial input and the farmer does the work. 

(e). 	 Samples of the harvest should be weighed and used by FSR staff for estimating
yields. 

S Because of the k¢:-ues involved there is a certain amount of repetition, since some of thepoints are discussed elsewhere in the handbook (see especially Section 6.3). 
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6.4.2.3 FMFI Trials 

As has been previously discussed in the handbook (see Section 13.1), farmer groups arefrequently used by ATIP in testing technologies at the FMFI level. One of the major
reasons for using this approach is that it is an efficient way of using researcher time and 
providing logistical support. 

Anyone is allowed to join the group as the result of an invitation given at the kgotlameeting. Arrangements are made for the groups to meet at the beginning of the rainy
season and at regular times during the year. At the initial meetings, field and research staff 
should: 

(a). Discuss the previous year's trial results.
 
(b). Fully explain what technology options are available for the current year.

(c). Permit farmers to freely decide on which options they would like to test.

(d). Distribute available material -- for each chosen technology option -- to the farmers.
 

Once the technology to be tested has been selected, and before 	 planting has begun, the fieldstaff should help farmers mark/peg the plots, and record the necessary information on the
 
data forms.
 

During 	 the trial, all management practices should 	 be left to the farmer (i.e., weeding, bird
scaring, harvesting and threshing). However, tile field staff should make sure that

farmer understands the required harvesting procedure, 

the
 
and they should weigh the produce

after threshing. Additionally, FSR personnel should make periodic visits to the farm/trial to
 
monitor progress.
 

6.4.3 LOGISTICAL ISSUES AT THE REGIONAL FSR OFFICE 
Before 	 commencing any research, the trial objectives, experimental design, plot layout, and 
data collecting forms, for each trial, must be well defined and understood. 

Logistical support issues include the following: 

(a). 	 It is important to ensure that the materials to be utilized in each trial are in adequate 
supply and properly measured. 

(b). 	 A joint workplan should be devised with the cooperation of all team members and/or 
researchers. 

(c). 	 A viable vehicle policy should be formulated. Project and/or Government vehicles
should be made available to station-based researchers at all times to allow for 
periodic/frequent field visits. 

(d). 	 Data obtained from the trials should be conveyed, as quickly as possible, to all
parties involved so that they stay well informed of any new developments. 

(e). 	 The regional FSR team should include one or two members with certificate level 
education who are responsible for coordinating research activities within the villages. 
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CHAPTER 7: SURVEYS 

7.1 TYPES OF SURVEYS 
In Section 2.5 we discussed the different methods used for collecting data. We indicatednumber of factors that influence the method a

of data collection to be used. When these wereevaluated in terms of operational constraints (Table 2.2), we showed that surveysuseful and efficient means of collecting data. We also 
are a very

outlined the different types ofsurveys that can be undertaken (Figure 2.3). A major breakdown was in terms of:
 

(a). Informal or unstructured surveys.

(b). Formal structured surveys.
 

In Sections 7.2 and 7.3 these two 
 types of surveys are examined in more detail, noting theirrespective value and issues concerned with their implementation. However, Table 7.1presents, in general terms, some of thu distinguishing characteristics of these surveys. Thesecharacteristics highlight the different uses and means of implementing these surveys. 

TABLE 7.1: COMPARING GENERAL. CIARACTIERISTICS OF FORMAL AND INFORMAL SURVEYS 
Cl IARACTERISTIC-

INFORMAl. FORMAl. 
Background information required Minimal Substantial 

Time allocation by researchers: 
Preparation 

Less Morelmplementation 
LessAnalysis/writing up 

More 
Less MoreTotal time Less Morellypotheses: Required beforehand Not essential Essential 

Created during Yes No
 
Likely discipline interaction 
 More likely Less likely
 

Implementation:

Questionnaire used? No Yes 
Interviewers 

Researcher(s)Potential Mainly enumeratorsfor creaivity/iteration Maximum MinimalPotenial fo~r earning/veificaionPotential for representative sample Mainly learning Mainly verificationLess likely More likely
 

Potential quality of information:
 
Attitudinal 

BetterQualitative Poorer 
BetterQuantitative Poorer 
Poorer Better
 

Probability of high: Sampling 
 errors Iligher LowerMeasurement errors No difference No difference 
Value of statistical techniques in analysis Little Great 

7.2 INFORMAL SURVEYS 

7.2.1 FEATURES OF INFORMAL SURVEYS 

Other names for informal surveys that are found in the literature sondeos,are rapid 
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reconnaissance surveys, and exploratory surveys. in recent years the evolving methodologyfor these types of surveys has become more generally recognized and known as rapid ruralappraisal'. All informal surveys have five distinguishing characteristics which are illustrated 
in Table 7.1: 

(a). 	 There is direct researcher-farmer interaction since the interviews are conducted by theresearchers themselves. Existing information and direct observation are also
important sources of infornation in an informal survey. 

(b). 	 Interviews are basically unstructured and semi-directed. Questionnaires are not used,although often researchers use topic guidelines to make sure all relevant topics, on agiven subject are covered. Sometimes written notes takenare during the interviews,
the emphasis being on dialogue and questioning to provide information.
 

(c). The data collection process is dynamic and iterative 
 because researchers evaluate thedata collected, and reformulate data needs on a daily basis. Interviews often first cover 	 the broad characteristics of the 	 fanning system, and later focus on priorityproblems, potential solutions, and the interactions of these with aspects of the system. 
(d). 	 The interviews are conducted by an interdisciplinary team, with each discipline

contributing collectively to the identification of problems, and identifying andevaluating potential solutions, taking into account factors influencing both tlhe natural
and human environment within which farmers operate. 

(e). 	 Informal surveys dont permit statistical analysis because they are undertaken without a formal sampling procedure, do not involve obtaining responses to a standard set of
questions, etc. 

7.2.2 USES OF INFORMAL SURVEYS 

In FSR, informal surveys are developed in response to felt needs [CIMMYT, 19851, such as: 

(a). The need to help scientists to become acquainted with, and learn from, farmers.(b). The need to find a method for rapidly obtaining technical and socio-economic
information to help researchers in developing relevant improved technologies.

(c). The need to identify a cost effective survey procedure. 

Over the years informal surveys have proved to be, 	 when properly executed, a low cost wayof obtaining information and opinions from the farmers, of tapping the indigenous knowledgeand wisdom that exists on agricultural matters, and of developing a rapid understanding of
farmers' circumstances, practices and problems. 

Consequently, informal surveys often fulfill four main uses 	 workin FSR-type IRhoades,
1982; Khon Kaen University, 19871. These are as follows: 

(a). The Feasibility Survey. Informal surveys can be useful in planning a project in a 

Two particularly comprehensive books on techniques used in rapid rural appraisal areKhon Kaen University 119871, and Chambers, Pacey and Thrupp [1989). isAlso useful a regularly published series called RRA Notes, which is produced by InternationalInstitute for Environment and Development, 3 Endsleigh Street, London, WCIII 	 ODD,
UK. 
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region, 	 particularly in cases where relatively little is known. At the beginning ofATIP there was concern about the potentially high logistical costs of interviewing
farmers spread ovcr large areas. Therefore, informal surveys were undertaken in theFrancistown and Mahalapye areas to ascertain whether the needs of different types of
farmers in each region could be captured by confining the bulk of ATIP activities toworking with a cross-section of farmers in three villages in each region. We
concluded that the variation in the farming withinsystems the selected villages -which had different characteristics, such as size, settlement patterns, accessibility tothe urban area, etc. -- was as great as the variation throughout the region as a whole. 

(b). 	 ReconnaissanceSurveys To PrepareFormal Surveys. The objective of these surveys
is to quickly obtain basic information for designing and executing formal surveys or more in-depth investigations which may lead to on-farm experimentation. Suchinformal surveys help in developing an understanding of the area, and can help
ensure that the formal questionnaire is designed in a manner understandable (e.g., in 
terms, standards of measurement used, etc.) and relevant to farmers' circumstances,
and sensitive to local issues, etc. The initial informal surveys undertaken by ATIP,which unfortunately were never well documented, did provide a useful input into the
design 	of the formal village census surveys and detailed formal multiple visit sample
surveys undertaken in the early years of the ATIP work2. An example of aninformal survey from ATIP work, designed to provide some understanding, but which was not intended to provide an input into a formal survey, was undertaken on the
interaction between lands areas and cattle posts [Gray, 19861. 

(c). Informal Surveys For The Direct Planning Of On-Farn Agronomic Trials. The
formal survey stage is skipped and on-farm experiments are undertaken on the basis
of an informal survey which identifies .problems that need to be addressed. In fact,much of the ATIP work in the plowing/planting area evolved initially out of theinformal surveys supplemented later with data derived from studies and formal 
surveys. 

(d). 	 Informal Group Interviews On Selecting, Monitoring And Evaluating On-Farm
Trials. The literature usually emphasizes the use of informal surveys in the planning
stages of FSP work. However, in ATIP work, we also use informal survey
techniques in the iiionitoring and evaluation of on-farm trials, particularly those at theFMFI 	 level. The researzher-oriented farmer groups, provide a particularly good
forum for such interaction. 

7.2.3 PRECONDITIONS FOR INFORMAL SURVEYS 

Although we are convinced of the value of informal surveys, we have not documented its use to the extent that perhaps would be desirable. Overtime we would like to seeprogressively greater use and acceptance of this approach in Botswana. There are perhaps
three critical factors that will be important in determining whether this approach can be used 
successfully [Khon Kaen University, 19871: 

(a). 	 Human Resources. Rural rapid appraisal techniques will only give reliable findings
if the multi-disciplinary team of researchers are familiar with the techniques, possessinterviewing, observational and analytical skills, and can work well together in the 
field. 

2 See 	ATIP [1986A and 1986BI for sonic of the results from these. 
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(b). 	 Flexibility In Decision Making. Rapid rural appraisal techniques can provide timelyinformation for improved understanding throughout the research process. However,
benefits from these inputs will only be achieved if the research program can
structured in a flexible enough manner to permit, 	

be 
and react to, the input of newinformation :,s specific research activities proceed. FSR certainly should be able torespond in this manner, but on-station research is likely to be less flexible. 

(c). 	 Intended Use Of Injormation. Rapid rural appraisal techniques are particularly
appropriate whenever open-ended learning is needtd or desired, but will not beappropriate when data are required over a long perid of time, or when data areneeded from a large number of units which are more precise 	 and statistically reliable.
However, as implied :arlier, rapid rural appraisal techniques can be used to better
design and complement/supplement other research methods. 

7.2.4 IMPLEMENTING INFORMAL SURVEYS 

There 	 are a number of decisions and actions that have to be undertaken in implementing
informal surveys. Important points to consider are [Caldwell, Frankenberger, Taylor and 
Walecka, 1987: pp. 169-1741: 

(a). 	 Dctermine what the major objectives of the survey are to be. These should befinalized after taking into account the needs and inputs of the relevant authorities and
interested parries, e.g., FSR, experiment-station based, and extension personnel. 

(b). 	 It is necessary to decide on the size and composition of the survey team. Usually
the size of the team should be determined by the objectives or focus of the survey,i.e., the more complex the objectives and the more complex the natural and human
environment is, the mnore likely a larger team would be desirable. In general, both
technical and social scientists should be included in teams. It is also desirable tohave women included on the teams to ensure gender issues are taken into account.
Inclusion of extension and experiment station-based personnel can sometimes be
useful both in terms of the potential contribution they can make and the professionalbenefits they can receive as a resu't of interaction between disciplines and with 
farmers. 

(c). 	 Background information relating to the objectives and area to be surveyed, need to beassembled and digested. Such information can be obtained from: reviewing
secondary data -- both published and unpublished -- acquiring maps, and interviewing
key informants. These are knowledgeable personnel such as local government
officials, leaders, extension and development staff who have good background
information relating to the objectives and area to bethe studied. Obviously the 
amount of time required for obtaining and digesting background information will be
minimal if the FSR team is already working in the area. 

(d). 	 If it is the first time the team is to be working in the area then approval to
undertake the survey must be obtained from the appropriate authorities. For FSRwork, in Botswana, this usua!y means obtaining the support of regional and district
agricultural officials, and leaders 	 in the villages. 

(e). 	 It is desirable to produce interviewing guidelines. These can be divided into two 
groups: content and process. 
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i. 	 Content. These are topical lists to help researchers address topics and aspects
of a topic which they might otherwise omit3. The list should arise out of a 
consensus among team members, and consideration of the objectives,
background information and prior knowledge of the 	 area. This provides anideal opportunity for promoting team building as it allows each team member 
to contribute to the list, emphasizing topics relevant to his/her own
interests/discipline. As a result, survey priorities are established before going
to the field, and the team begins to operate as a single unit. If possible the
topical 	outline should be tested prior to going to the field. This list should,
however, not be considered binding. Sometimes team members may not want 
to pursue all the topics on the list in order to obtain more detailed 
information on a particular aspect. 

ii. 	 Process. In addition to deciding on the topics to be addressed in the survey,
it is also important to agree on the appropriate interviewing procedures before
starting the survey. Topics which might be useful to agree on before going
to the field include how to approach the farmer in terms of introduction,
interaction, encouraging single or group intcrviews, length of interview, etc.,
how to handle translation and sensitive topics, and how to avoid asking 
biased questions. 

(f). 	 Interviewing procedures will, of course, to some extent, be location-specific. Somepoints 	 that are important to take 	 into account include [Rhoades, 1982: pp. 15-201: 

i. 	 When working in the village for the first time, the objectives of the survey
and the proposed approach should be explained to, and approval for
undertaking the survey should be obtained from, the village leadership, and if 
so desired by the leadership, at a village kgotla meeting. Such meetings
provide an opportunity to obtain general information about the village,
institutions, etc. 

ii. 	 If the team is large, it is a good idea to break it u. im groups of two -
consisting ideally of a technical and social scientist -- to conduct interviews
with a 	 range of farmers. These farmers are usually selected in an informal 
manner; for example, every fifth farmer who is met, a certain number of
farmers whc have particular characteristics such as being female and head of 
a hiousehold, or who hire draft :mimals, etc. 

iii. 	 There are a number of tips on executing interviews in a way that will
maximize the interaction between the farmers and team members and the
value of information that is obtained. Rhoades [1982] has identified four 
stages in the interviewing process4: 

-- Approach: keep a low profile; interview when it is convenient for the 

3.Some researchers feel that such lists tend to be used like questionnaires and may restrict
the interview to subjects selected by the researchers themselves. However, we believethat, in the Botswana situation, such lists are justified because many informal surveysare likely to be undertaken by teams that arc relatively inexperienced in the
implementation of informal surveys. 

" Many of the points listed in the following paragraphs have been mentioned in Sections 

3.1.2 and 6.3.1. 
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farming family; whenever possible conduct the interview at the farm. 

-- Warm-Up: respect local customs; use a polite foi-m of address; establish
collegiate relationships; if necessary make appointments to discuss the 
survey; take time to approach the survey topics; if desirable indicate 
you are there to learn and he/she is the expert. 

-- Dialogue: be natural and relaxed; let the discussion flow and be flexiblewith the ordering of the questions; use plain unders:andable languageand terms they can relate to; make sure the questions are culturally
sensitive, avoid sensitive questions at first, and if possible obtain suchinformation through indirect questioning; if the farmer can't answer aquestion, try rephrasing it; don't ask questions that are too abstract;
observe the farmer's reactions to questions these may revealas a greatdeal about his/her concerns or reservations; remember that what people
say and do may be two different things; record the information inwriting during the interview only if the farmer does not appear to beinhibited or suspicious; don't let the interview last more than 30-45 
minutes unless the farmer is talkative, etc. 

-- Departure: bring the conversation to an end when the topics have beendiscussed or the farmer can spare no more time, thank the farmer for
his/her time and depart respectfully. 

iv. Rotating team members on a daily basis gives each person a chance to workwith and learn from other team members, thereby facilitating the exchange ofideas and helping to establish better communication among team members. Itis also a good idea for the team to get together as a whole, on a frequentbasis, e.g., daily, to ruview tentative hypotheses and compare and discussobservations and conclusions that have arisen. Also, at this point, some notesshould be made, if not done earlier, to avoid points being forgotten at a laterdate. Such discussions can help stimulate team members' thinking an.! resultin a modification of the topical outline for further interviews. 

v. At the end of the survey, which usually will not last more than a week, awritten report should be prepared by team members reflecting a consensus onthe hypotheses, findings -- which will usually include information on farmers'attitudes, constraints and indigenous knowledge -- and recommendations for
future action. 

A good example of where this approach has been used in ATIP work, is the cattle postlands interaction study referred to earlier [Gray, 1986]. 

7.2.5 USE OF INFORMAL SURVEY TECHNIQUES IN ON-GOING ATIP WORK 

A great deal of ATIP's day-to-day work involves using informal survey methods whichinclude one moreor of the elemcnts discussed above. Obviously once familiarity with thearea and individual farmers has been established, many short cuts can be made in theimplementation procedure, although it is always important to bear in mind some basicprinciples, e.g., terms farmers to,use can relate develop a collegiate or partnership typerelationship, etc. We use informal survey techniques in many situations, for example: 
(a). Consultations with individual farmers on their farms concerning the practices they are 
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using, 	the trials they are participating in, etc. 

(b). 	 Farmer field days in which farmers play prominent roles. 

(c). 	 Farmer groups (i.e., both researcher and extension-oriented) where farmers out
 
number the outsiders (i.e., researchers and extension staff), and as a result farmers
 
often express their views quite vigorously.
 

These forums provide important opportunities for learning from the farmer in order to help

in planning, implementing, monitoring and evaluating formal surveys, studies and trials.
 
Because a good deal of this information is not formally documented, we tend to forget the
 
significance of this informal interaction in shaping our thoughts and actions. Indeed, it is
 
probably true to say that several of the strategies that have been developed in the trials over
 
the years were stimulated in such discussions. Two examples are:
 

(a). 	 In the Mahalapye program, it was observed that many farmers recognized high
 
potential sites on their fields where soils were deeper, had a relatively high clay

fraction, and tended to be at the bottom of slopes. These characteristics create 
conditions conducive to high water retention, important in the drought prone
environment of Botswana. Consequently, some farmers use strategies to take 
advantage of these high potential sites. As a result, ATIP researchers have also 
accepted the potential payoff from targeting strategies towards these high potential 
sites by implementing trials on manure and phosphate application. 

(b). 	 ATIP has done a lot of trial work on double plowing. Since, at times, the traditional
 
plowing/planting 
 system 	can be effective if soil moisture conditions are satisfactory, 
farmers in Matobo village indicated that they could reduce the cost of the first 
plowing in a double plowing system by doing it when the soil moisture conditions 
were not suitable for planting, therefore not sacrificing potential production. This 
observation encouraged us to rethink our position on double plowing strategy as a 
substitute for the traditional system. Instead it should be viewed as an option for the 
farmers to pursue for increasing the potential number of days planting can be done 
on subsequent rains. 

Before 	 finishing this section the idea of group interviews or interaction is briefly discussed. 
This strategy is an important part of ATIP's program because of the emphasis on researcher 
and extension-oriented groups. Discussion on the organization and operation of these groups
is presented elsewhere in this handbook (see Section 13.1). We have found that these 
groups are an effective forum for obtaining general information on the relevance and value 
of technologies being offered to farmers, on producer prices for products in an environment 
where there are no physical markets or market days, on aspects that affect all farmers (e.g., 
comments on ARAP, ALDEP, etc.), on controversial issues (e.g., availability of inputs), on 
trends (e.g., fertility, draft type, etc.), general opinions on issues, information on variability
(e.g., types of farms, farming systems, planting patterns), etc. In Botswana, obtaining 
information from farmer groups has been particularly useful because: 

(a). 	 The members of the group have been together for sometime, therefore interaction 
between the farmers themselves, and between the farmers and the "outsiders", is more 
relaxed, creating the potential for more productive discussions. 

(b). 	 The cultural setting is such that discussion is not inhibited :'),,-tween farmers in 
different recommendation domains, thus creating potential for greater variability in the 
views expressed. Also the majority of the individuals attending the meetings are 
women, some of whom come from male-headed households. 
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The one concern that has been raised about the group interaction that ATIP is involved withis that there is a danger of some of the groups becoming too big for productive interaction[Ntseane, 1988]. We not yet sureare at what size of group a breakdown in communicationis likely to occur, but once this is known the solution is easy -- break the group into two. 

7.3 FORMAL SURVEYS 

7.3.1 INTRODUCTION
 

In the introduction to this chapter (Section 7.1) we noted 
 some of the characwristics offormal and informal surveys. It is obvious that both types of surveys have important rolesto play in FSR. Informal surveys can, amongst other roles, make an important contributionto the design of the more expensive, time consuming formal surveys. lowever, these formalsurveys are still cheaper and less time consuming than direct measurement. Formal surveysinvolving the use of questionnaires provide a systematic, ordered way of obtaininginformation from respondents, and enable precise and statistically analyzable data to be
obtained. 

Some of the strengths and weaknesses of formal surveys are presented in a table inFrankenberger and Walecka 11987: pp. 190-1911. Earlier in the handbook, we indicatedformal surveys can be divided into single (one-shot) and multiple (frequent) visit surveys
(Section 2.5.1). 

Two major concerns have preoccupied us in the use of formal surveys in ATIP work. These 
are to ensure that: 

(a). The benefits from such surv,' s justify the costs involved.
(b). That there is a reasonably quick turnaround in terms of incurring the costs 
 and
reaping the benefits.
 

At the beginning of ATIP, Multiple 
 Visit Resource Unit were(MVRU) Surveys undertakento obtain information on the inputs and returns from the farming systems practiced by asmall sample of representative farmers (i.e., see Form A2.2 in the Annex Volume [Worman,Norman and Ware-Snyder, 19901). These surveys did yield useful information, but theresearch resources required -- termsin of level and time -- and the slow turnaround time interms of the results not being available unt',l much later, convinced us of the limitedrelevance of multi-purpose surveys feeding, in a timely manner, into new research initiatives. 

Consequently in most of ATIP's existence we have tried to address the mentionedconcerns 

above in the following ways:
 

(a). Emphasizing special subject surveys with limited objectives rather than more general
multi-purpose surveys. 

(b). Implementing single visit rather than multiple visit surveys. 

(c). Carefully considering how accurately individual variables toneed be estimated inorder to answer the objectives of the survey (see Section 2.5.1). Relative rankingsmay be sufficient, or if accurate measurements are required, a direct measurementrather than using a survey format may be more appropriate. Yet another alternativemay be to use "standard coefficients" obtained from other work for variables that arenot critically important or are fairly predictable. See Section 8.4.3.4(b) for further 
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discussion on this 5. 

(d). Making sure the links between data collection and checking, folhowed by
microcomputer data entry, processing, analysis and writing are made asup efficient 
as possible. 

If the need arises, it should now be possible, with the system we have developed over the 
years, to design, implement, process, analyze and write up the results of a reasonably long,
single visit, special subject survey of 100 households in a period of three months, half of
which could be devoted to the design and implementation stages. 

However, a key pre-condition to make this possible will be the ease of selecting samples.
Generating the sample frames, selecting samples, detennining the required sample sizes and

designing questionnaires are all important ingredients in determining the value of formal
 
surveys. These are discussed in the following sections.
 

7.3.2 SAMPLING6 

7.3.2.1 Why Is Sampling Necessary? 

There would be no need to worry about a sampling procedure if the characteristics of all
members of a population were exactly the same. it would only be necessary to select one
individual to identify the population characteristics. However, because of diversity in the
technical and human environment it is necessary to sample several members of the 
population before any conclusions can be drawn. 

Therefore the purpose of sampling is to select a su.bset of the population which has the same.
characteristics as the whole group or is representative of the population. The term
population refers to all of the elements -- such as farms, households, etc. -- from which the
sample is actually selected, while a sample is a representative portion of the population
under study. 

7.3.2.2 Activities Required In The Sampling Process 

The sampling process requires six activities: 

(a). Specification of the sampling unit. 
(b). Preparation of an adequate sample frame (list) of these units.
 
(c). Selection of the sampling method.
 
(d). Determination of the sample size.
 

5. In certain situations, an alternative, which we have not used to date, would be to
have two levels of a sample. For example, a single-visit survey would be
administered to a large sample, would concentrate on single point registered data, and
would -- because of its size -- result in relatively low sampling errors. The other 
sample, being much smaller, would be a subset of the larger, would involve more
than one visit to collect the data, and would concentrate on minimizing measurement 
errors of continuous, non-registered types of data (see Section 2.5.1). 

6 Notes for this section draw heavily on material in CIMMYT 11985: pp. 70-781 and 
Shaner et al., 11982: pp. 303-3061. 
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(e). Selection of the sample.
 
These activities 
 are briefly discussed in the following sections.the issue of stratification which However, before doing so,underlies many theof sampling techniques, is brieflyexamined. 

7.3.2.3 Stratification And Recommendation Domains 
Stratification of the population is the process of dividing the population into subgroups calledstrata, and then taking separate samples for each group or stratum.stratum should have same The sample within eachthe characteristics (i.e., be homogeneous),between samples in different strata while differenceswill be maximized and therefore reflectin the population. the heterogeneityWhenever possible,
different types 

it is good to choose strata that correspond to theof farmers that are to be helped.recommendation CIMMYT calls these differentdomains [Byerlee et al., 1980: type,,,p. 71]. A recommendationgroup of roughly homogeneous farmers with domain is thus a 
more similar circumstances for whon we canor less the same recommendation. Recommendation domains may 

make 
of natural factors (e.g., be defined in termsrainfall) and/or human factorsetc.).7 For example, in early ATIP 

(e.g., area cultivated, traction type,work, we recognized thatconstraint in growing crops (i.e., limited 
.II farmers had one major 

strata have been 
water). Therefore, recommendation domainsbased on the notion or 

encouraging crop growth will 
that the degree to which limited water can be used independ on the resourceswealth, traction type, etc). farmers have at their disposal (e.g.,Thus, there are different types of solutionsfarmers, classified according for different types ofto an economic criterion.different recommendation domains based 

This resulted in the definition of 
some of our work we have 

on type of, and accessibility to, draft. Thus inused as 
own 

many as six strata. For example, those whodonkeys, use theiroxen or tractors, and those who hire/borrow donkeys, oxen or tractors. 

7.3.2.4 Sampling Unit 

As we indicated above, whenever we want to know morefocus on units such as villages, farming families, fields, 
about the population, we have to
 

units etc. These are called the sampling
or sometimes the unit of direct data collection. We have to sayunit we want to study. The choice what type of samplingof the sampling unit depends onstudy or survey. the purpose of theThis choice is an important step becausemethods it determines whata researcher uses, samplingand helps identify lists from whichATIP work, and in fact researchers sample. In most 
household/farming 

in most FSR work, sampling units have usuallyfamilies. However, beenfor certain types of surveys orunit may be a field of a trials, the samplingparticular soil type, a field located in a certain positionsequence, in a topoa family owning a Sebele row planter, etc. 

7.3.2.5 Preparing A Sample Frame 
A sample frame is a complete list theof all populationsampling unit determines what 

which is to be sampled. Thesample frame is required. As hasfarming systems work, just been indicated, inthe most commonly used samplingfamilies. frameIt could, however, depending on the objective of the 
is a list of all the farming

fields, research, lista list of farming families be a of allwho own Sebele row planters, etc. A sampling frame is 

A more detailed discussion on recommendation domains is given in Section 2.3. 
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needed in order to select a sample from which data are collected. Data could be collected 
from the population as a whole, but the reason why a sample is usually selected is to reduce 
costs (time, money and personnel) of the research. If the sample is selected correctly then 
valid generalizations can be made about the population as a whole. 

Developing a proper sampling frame and drawing a reliable sample are probably two of the 
most difficult parts of data collection in FSR work. In Botswana we have never found a 
ready made, perfectly complete sampling frame to use in our work. 

Some examples of possible sample frames that could be used in Botswana are as follows: 

(a). Lists of farmers kept by ADs. 
(b). A list of people receiving food at schools/clinics during a Drought Relief Programme. 
(c). Lists of farmers participating in government production campaigns such as ALDEP, 

ARAP, etc. 
(d). A list of households associated with a community development project. 
(e). A list derived from sources outside the village, for example, a census listing. 

The problem with these types of lists or proposed sampling frames is that they are drawn up 
for p,ticular purposes and may not be a complete list of the population as a whole, and 
thus may be biased. Not all biases need to be avoided, but it is important to be aware of 
the ones which do, or may, exist. Some of the more common biases identified by 
Sutherland [1988: pp. 2-31 are: 

(a). 	 Middlemen Bias. When a middleman, such as the extension agent or a local leader, 
provides a list or recommends a group of farmers there is often a bias in favor of 
more progressive farmers, male-headed households, and friends or family of the 
middleman. 

(b). 	 FSR Team Characteristics. Farming systems teams may have internal biases 
resulting in a gender bias (favoring either male or female participants), a language 
bias, or an innovator bias. Also, there may be a bias because teams have a 
preconception, inappropriate definition or a lack of understanding about what 
constitutes a farmer and/or a household. 

(c). 	 Logistic Factors. These may be some of the most difficult biases to avoid, and 
involve a bias towards farms with lands areas near roads, and a bias towards working 
with progressive farmers in order to show results. 

(d). 	 Local Circumstances. Other biases can arise from local circumstances depending on 
the ecology, geography and social structure of the village. There may be a bias to 
"home centered farmers" when farming is a seasonal activity, and away from farmers 
who leave the area for certain periods of the year in order to find wage employment. 

When selecting samples from lists, these possible problems should be remembered and, if 
necessary, adjustments should be made to the list. This has been possible in some of the 
more recent surveys, as our in-depth knowledge of the ATIP villages has grown over the 
years. 

If drawn up carefully, the most comprehensive sampling frame is to do a complete census of 
the population (e.g., farming families). However, doing this can be very time consuming 
and expensive and, if not clone carefully, can miss some of the population. Also, if not 
done carefully, it can still contain biases -- for example, see point (b) above. At the 
beginning of the ATIP project, we did in fact do a complete census in five of the six 

File: A105.2/7 - 136 -	 June 4, 1990 



villages where we have concentrated our work. In some of the villages, the census wasdone 	 with the help of enumerators employed in the Agricultural Statistics Surveysimplemented by the Division of Planning and Statistics in MOA. Physical residences wereidentified with the help of maps drawn 	 Ip for the nationwide census that had just beencarried out9. Demographic and a 	 small amount of agricultural information, to help instratification exercise. (e.g., type and degree of control of draft), were collected in ourcensus 	 of each household. We have continued using this sampling frame over the years,although obviously it has become somewhat dated, and on occasion has been supplementedby lists of households derived from other sources. Perhaps, ideally, such a census should becarried out once every five years, but preoccupation with other tasks, and the time andresearch resources required for doing it, have precluded us from repeating the exercise. 
An approach, that to date has not been used in Botswana, but has proved to haveconsiderable potential in other countries, is the use of mapping techniques. A group ofknowledgeable villagers are brought together and are asked to construct on paper, or inmodel form on the ground, a map of the main features in the village, including compounds.It is quite possible that, between them, they are able to attach names of the household headsin each compound 
type 	

and also provide some information on critical characteristics, e.g., whatof draft does the household use, do they or hireown the draft, do they own rowplanters, etc. Therefore, there appears to be considerable unexplored potential for drawing
Ip sample frames using this approach". 

With the possible exception of mapping techniques, there appears to be no easy solution tocoming up with a complete sample frame. Unfortunately, if the sampling frame that is usedis incomplete, then the purpose of sampling is defeated. The reason is that the researchercannot 	 then make accurate generalizations about the population as a whole -- for example,for farming families that are not present in the sampling frame. The important thing toremember is that the sampling list should therefore be as complete as possible. 

7.3.2.6 Selecting The Sampling Method 

There 	 are two types of samples: 

(a). 	 Probability (Random) Samples. This is the term used to describe the various waysof drawing a sample such that the probability of, for example, a particular familybeing included in the :urvey, is known or becan established with reasonableprecision. For this type of sampling, an appropriate sampling frame must beavailable. The advantages of probability sampling are: 

i. 	 The risk of bias in selecting the sample is minimized.
ii. 	 It is possible to draw inferences for the population (e.g., of families) with

levels of confidence that can be estimated statistically. 

It was 	never done in Makoro where we started work later. 

Ideally, 	 it would have been good haveto used the list of households drawn up in thenational survey. Unfortunately, because of rea:sons of conlidentiality, it was not possiblefor us to obtain any disaggrcgated information on the 	villages, apart from the maps. 

Further information on these techniques can be found in Chambers, Pacey and Thrupp119891. Also useful is a regularly published series called RRA Notes, referred to earlier
in this 	chapter -- sec Section 7.2.1. 
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Sampling error can thus be estimated. The sampling error is a measure of how close 
the sample represents the larger population. It consist.; of two elements: the
confidence interval and the confidence level. For example, researchers might report
that they are 95% confident that between 40 and 50% of the farmers in the area use
fertilizer. This means that 95% of the time the interval, so calculated, will actually
contain the true value for the whole population. In this example 95 percent is the
confidence level and 40% to 50% o: the farmers using fertilizer is the confidence 
interval, i.e., 45% plus or minus 5%. 

(b). 	 Non-Probability (Nonrandom) Samples. This type of sampling usedis when
probability sampling is not possible (practical). This is because no sample frame is
available or if it is, it- does not contain the information necessary for stratification. 
Nonrandom sampling cannot produce data from which researchers can generalize to
larger populations. The reason is that the researchers have no way of knowing
whether the individuals interviewed represent the population being studied. However,
such interviewing does provide researchers with a feeling about a population which 
sometimes justifies the use of the method. 

Four major methods of probabilistic (random) sampling used in farming systems work, are as 
follows: 

(a). Simple 	Random Sampling. In this case, each unit in the population has the same
chance of being selected. A predetermined number of units are selected at random
from the population list or sampling frame. Advantages of this method are that it is 
easy to implement, and it is appropriate if the population is concentrated in a single 
area. However, it is not appropriate if: 

i. 	 The selected units are geographically dispersed and therefore will be 
expensive to reach. 

ii. 	 When the population characteristics are variable, it will provide imprecise 
estimates. 

iii. 	 If the population is not truly homogeneous, it will affect representativeness. 

(b). 	 Systematic Sampling. In this case, the researcher starts with a random number on 
'
the list and takes every k unit on the list, for example, every fifth on the list after 

starting at 181. Usually this method is preferred over simple random sampling
because it is quicker and easier to use. However, one must be sure that the units are 
listed randomly on the sampling frame list, otherwise it can lead to biases. 

(c). 	 Stratified Random Sampling. Here researchers separate the units into strata with the
desired characteristics, and then randomly select samples of units from each stratum. 
For example, we may have different strata defined according to type of traction used
and ownership of traction used. The strata chosen should be relevant for the research 
objectives and population, be easy to use, and contain enough units thatso
statistically reliable comparisons can be made. The main 	 of stratifieddisadvantage
random sampling is that the researcher must know about the population being studied 
so as to place the units into the proper strata. In farming systems work this 
stratified random sampling system is used whenever possible. This is because: 

I. The sampling interval 'k' is determined as follows: k = N/n where N is the total
number 	in the population being sampled and n is the required sample size. 
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i. It is easy to carry out. 

ii. It is more efficient than simple random or systematic sampling because theselected sample is more likely to be representative of the population fromwhich it is drawn. It therefore increases the precision of statistical estimatesby mioiimizing the variability within strata, and maximizing the differences orvariability between strata. 

iii. It is useful in getting more information from the entire population.
 
(d). Cluster Sampling. 
Cluster sampling, which is sometimes called Two-Stage Sampling,involves obtaining a list of geographically grouped units and then selecting units fromthe sub-lists. Such an approach reduces the costthey tend of interviewing farmers becauseto be close together. It also does not require a full sampling frame.However, sampling biases 

be more 
may be introduced because geographically close units maysimilar to each 

systems research 
other than are dispersed units. For example, in farmingwe often select a few villages to workfrom within each village. Over the years we have 

in, and then select farmers 
decided that, in fact, there is agreat deal of variation within villages, and selecting villages that have differentcharacteristics does provide a reasonable representationA more complicated of the population as a whole.type of cluster sampling is Multi-Stage Sampling, while anothervariation is called Section Sampling.
 

Unfortunately practical 
 problems, such as lack of a sampling frame, lackof substituting farms due of funds, problemsto non-response, and problems of accessibility, often meansnonrandom sampling more than usingoften would be desirable. There are majornonrandom sampling used in farming systems 
two types of 

work. These are as follows:
 
(a). Purposive Sampling. 
 In this case a decision is made about a series of characteristicsthat are wanted in the sampling units. Then, without using a population list orindicating selection procedures, sampling units are selected and interviewed that meetthe desired characteristics of the population. For example, we may wish to interviewfarmers who have to hire donkeys. In such a case we would then try and findfarmers who fall into this class, and interview them thebeen until number that we wanthave interviewed. Another example, we have used recently,designed to assess is in a surveythe condition of row planters. In this case we identified andinterviewed farmers who owned row planters.
 

(b). Quota Sampling. This can 
 be used where we want to stratify samples andsampling frame (list) for the whole 
we havea population, but it is not broken down intostrata. In this type of sampling we select random(sampling frame) and 

at from the overall population listthen start the interviews with the farmers by asking a numberof questions that indicate which stratum they fall into (e.g., hire donkey traction, useown oxen, etc.). If these questions place the farmer into a particular stratum and thequota has been thenot filled, enumerator completes the interview.continued until the quota for this 
The process isstratum is filled. Quota sampling cannotgeneralize be used toabout the stratum characteristics becauseinterviewed, in each stratum, was specified 

the number of persons to be
by the research design, and isnecessarily representative not

of the whole population. 

Obviously there are a number of sampling methods that can be used in selecting samples.Which should be used? Ideally, stratified
However, of course, 

random sampling probably would be best.FSR work is not undertaken in an ideal setting.compromises necessary. Practical realities makeThus, a number of factors have to be considered before selecting 
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the sampling method for a particular survey/study. These need to be considered in the 
following order: 

(a). 	 At the start, it is necessary to consider what data are needed, and the generalizations 
that the FSR team wants to make about the target population. 

(b). 	 This in turn will influence the research design for the study. 

(c). 	 With the desired research design in mind, the availability of sample lists (sample
frames) must be considered. Factors in deciding the amount of effort to be devoted 
to drawing up a sample frame are available funding, the time required and needed for 
the research design, and the expertise or the experience of the key research staff. 

(d). 	 After weighing up these factors, it will be necessary to select the sampling method 
that best fits the needs. Usually in farming systems research random sampling 
techniques are used as much as possible, and. if feasible, stratified random, cluster or 
systematic sampling techniques -- since these can reduce the cost and/or sample size 
required. For initial information about the population, or if the relevant sampling 
frame is too expensive or impossible to obtain, then it is often necessary to use 
nonrandom techniques such as quota and, as a last resort, purposive sampling. 

In actual fact, in a good deal of our current work, no formal sampling procedure is used. 
This is true with respect to the farmer groups operating in the ATIP villages which anyone 
can join. The members select the technologies they wish to test, and as members of the 
groups are automatically selected for certain surveys (e.g., End-Of-Season Survey). 

At times an entire population may be surveyed and not just a sample of the population. For 
example, in the case of End-of-Season Surveys of farmer group members we usually try to 
sample all of the members who participated during the ,urrent year. Also in a study such 
as the Adoption Study we try to interview all members of the farner groups. In this case 
we are interviewing all members of a given population rather than taking a sample of the 
population. If we are interviewing all members of the population we can describe our 
results in terms of the population since we are not estimating population parameters (means, 
standard deviations, etc.) based on a sample, but are in fact able to give the actual 
population means etc. This has certain consequences for the statistical analysis of this data 
because it is not appropriate to talk about sample characteristics such as confidence intervals 
for the means, etc. There are cases where the study populations may be a sub-population of 
a larger population, such as all of the farmers in a village, but whether the sub-population is 
a valid sample of the larger population must be determined on a case-by-case basis as the 
sub-population may not be a statistically valid sample .,f the larger population 2 . 

7.3.2.7 	 DeterminingSample Size 

There are a number of factors that influence the sample sizes used in farming systems work. 
These include: 

(a). 	 Variability of local farm conditions. 

12. 	 This is particularly a problem with a self-selected group, such as the farmer groups, as 
there is no sampling procedure involved and it is only possible to compare population 
characteristics of the sub-population and the larger population to see if the sub
population appears to be reasonably representative of the larger population. 
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(b). Degree of precision required.
(c). Available time and research resources.
 
(d). Type of data handling facility.

(e). Details and complexity of the questionnaire.
 

There are many fon. ilae in statistical text books for determining the optimum sample size,based on the degree of accuracy with which the researcher wants to measure a particularparameter. It is important to understand that the appropriate sample size depends on thevariability in the population and not on the size of the population. Therefore, the percentageof farming families which must be included may vary substantially between recommendation 
domains. 

Unfortunately, in farming systems research many different parameters are often estimated andthus each would require a different sample size to obtain a particular level of accuracy.Also as indicated above, there are practical considerations that influence what sample size is 
feasible. 

Researchers generally increase the sample size to reduce the standard error -- a measure ofsampling error. But as the sample size increases so do sampling costs and often a highlevel of precision is not worth the additional cost. For many types of farming systemswork, budget restrictions have more of an influence on s;ample sizes than do researchers' 
desire for precision. 

As a result, a number of people have recommended that researchers sample enough unitsfrom the population to have a minimum of 20 cases for each sampling category IYang,1965, p. 9; Shaner et al., 1982, p. 3061. CIMMYT IByerlee et al., 1980: p. 471 has foundthat 30 to recommendation50 farmers for each domain will usually rtflect reasonably Well
the circumstances of farmers in that recommendation domain. One point to bear in mind
when selecting the sample at the beginning, is that it is a good idea to select more units
than will be needed in case some of the sampling units are later found to be unavailable or
 
unsuitable.
 

7.3.2.8 Concluding Remarks 0,t Sampling 

Hopefully, once have through theyou gone above steps, you are now ready to select thesample! However, making decisions about the sampling procedure and sample size hecanquite complex. If you have doubts about the best way to select a sample and/or the size ofsample that is necessary, then either look some of theat voluminous literature which is
available, or obtain the help of the biometric staff in DAR. 

In conclusion, bear the following points in mind when making decisions about sampling:
 

(a). Be pragmatic.

(b). Sample design and logistics of field work are often complementary.

(c). Statistical desirability and practical feasibility often conflict.

(d). Knowledge of the area and the 
 subjective judgement of researchers are crucial in 

selecting villages and samples.
(e). Use the simplest procedure -- that is, in terms of costs and resources -- that will

permit the achievement of the research goal.(f). Remember biased selection of farmers will give rise to biased answers and
conclusions. Both researchers and extension staff can be guilty of selection biases.(g). Use probability sampling whenever possible, but in any case, always be aware of the
limitations of the method that is used. 
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7.3.3 	 DESIGNING QUESTIONNAIRES 

There is a logical sequence to producing a good questionnaire. Shaner et al., 11982] divide 
this process into six steps: determining data needs, determining question content, determining
question format, determining the question wording, deciding on question sequence, deciding 
on physical length and layout, and undertaking pretesting and revision. Each of these steps 
are now looked at in a little more detail.13 

7.3.3.1 Determining Data Needs 

A good approach to ascertaining the specific information needs is first to determine why the 
survey 	 is required (i.e., justification) and therefore the objectives of the survey. The need 
for the survey and the objectives that are developed, initially come from a review of 
secondary data, results from informal surveys, and expressed needs of interested parties (e.g.,
FSR researchers, statiot:-based researchers, extension/development staff, planners, etc.).
These 	 sources can help in formulating tentative hypotheses which help to focus the survey
designers' attention on specific topics, and on what additional data are required. Where 
infonnation on both the natural and human environment are to be collected, determination of 
the data required and the design of the questionnaire itself should be a collaborative effort of 
technical and social scientists. 

There is more than one dimension to determining data needs. Such needs should not only
be viewed in terms of variables op which information is required, but also in terms of the 
degree of precision with which they need to be measured. Making a decision at this 
planning stage on the type of analysis proposed can help in determining the answer to this 
and the cost of collecting the data (see Section 2.5). 

7.3.3.2 Determining Question Content 

There are three important issues to address with respect to question content: 

(a). 	 Appropriate identification infornmtion and variables should be placed at the beginning 
of the questionnaire, such as the title of the survey, the name of the organization
undertaking the survey, identification of the interviewer and the person being
interviewed, the date and place of the interview, etc. A unique identification number 
of some type provides a sense of order to the data. This number facilitates data 
entry, checking and analysis of the data on the microcomputer. 

(b). 	 Variablc- need to be included that enable the sample to be appropriately classified or 
stratified. In FSR work, as has been discussed elsewhere in the handbook (see
Section 2.3), households at,- usually stratified in some way into recommendation 
domains. In ATIP's work, important classification variables that have been used 
include draft type and degree of control, wealth of household as indicated by the 
number of cattle owned, gender and age of household head, size of household, etc. 
Even if a sample selected were stratified according to one of these variables, it is 
still important to collect the information oi the stratification variable to make sure 

. Most of the material for the following discussion came from Shaner et al., [1982: pp. 
299-3021, Frankcnbergcr and Walecka [1987: pp. 194-1961, and Yang 11965: pp. 11-141. 
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that the household is in the correct 	 stratum. Inclusion of possible classificationvariables in the questionnaire is important to enable meaningful comparative analysis
to be carried out later. 

(c). 	 Obviously questions must be developed for each of the variables in the hypothesesand a determinmtion must be made of the farmers' ability -;id likelihood of answeringthe questions. Three points that are relevantparticularly with respect to farmers
answering questions are as follows: 

i. 	 Questions must use terms and units of measure (e.g., for weight, area,distance, etc.) that the farmers in the area are familiar with. Conversion tomore generally used units and measures (e.g., kgs, hectares, etc.), should bedone later by the researcher using conversion ratios that have first been 
established (see Section 8.4.3.5). 

ii. 	 Questions should not he used that require calculations (e.g., average bags ofsorghum per hectare) by the farmers. Any calculations required should bedone during the analysis stage. The information needed for the calculation can be collected during the interview (e.g., number of bags of sorghum
harvested, and the number of hectares on which sorghum was grown). 

iii. 	 Special care should be taken over questions that are sensitive. Sometimessensitivity can be avoided by approaching the issue in a less direct manner.In ATIP's work, we have rarely asked how many cattle households own, butrather, 	ask if the number of cattle they own fall into particular ranges, e.g., 0,1-20, 21-40, etc. If a sensitive question cannot easily be avoided, then thereis merit in asking the question near the end of the interview so that theinterviewer-interviewee (respondent) relationship is not ruined earlier when
less sensitive information is being collected. 

7.3.3.3 	 Determining Question Format 

There 	 are four categories or classes of questions generally Theseused. are: 

(a). 	 Open-ended questions -- where the interviewer writes down the response in full.
 

(b). Close-ended 
 (multiple choice) questions -- where the enumerator checks theappropriate response category (e.g., marking the Sebele 	 plow-planter box in response
to the 	question "What type of row planter do you own?"). 

(c). 	 Dichotomous questions where only-- two responses are allowed (e.g., yes/no,
sell/consume, etc.). 

(d). 	 Tabular questions -- where a question is asked after which 	 iows and columns in atable are completed (e.g., information on the type, amount and source of different 
types of seed that were used, are recorded). 

There are advantages and disadvantages attached to using each of these classes of questions.Shaner 	 et al., 11982: p. 3011 present a table indicating these. In ATIP's work we have,whenever possible, tried to do the following: 

(a). 	 Used dichotomous questions as lead-in questions, to determine whether or not thefollowing questions should be completed. For example: 
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(5). Do 	you own a row planter? Yes No 

If the answer is 'No' go to Question (7).
 
If the answer is 'Yes' answer Question (6).
 

(b). 	 Used a small modification of the close-ended questions by giving a choice of 
responses, but also leaving space for a response that cannot be classified in any of 
those listed. For example: 

(6). What type of row planter do you own? 

1. Sebele Row Planter 
2. Sebele Plow Planter 
3. Safim 
4. Other (Specify) 

On occasion we have also used: 

(a). 	 Open-ended questions to obtain opinions (e.g., advantages of row planting) or when 
we have had difficulty coming up with categories before the survey. Later these 
responses are post-coded by the researcher, prior to the information being entered on 
the microcomputer. 

(b). 	 Tabular questions when there is a lot of quantitative informati.;n to be collected that 
has a comparable general format (e.g., time spent by male, female and children labor 
on different field operations). These types of questions were extensively used in the 
multiple visit (MVRU) surveys, undertaken in the early days of ATIP. 

7.3.3.4 	 Determining The Wording Of Questions 

There are a number of guidelines to take into account in the wording of questions. Some of 
those suggested initially by Bernsten 11979] and discussed with examples in Shaner et al., 
[1982: p. 3011 include: 

(a). 	 Every question should focus on one point and have only one answer. 

(b). 	 Questions should not contain vague words such as many, often, and frequently. 
Questions should also be specific. Broader general questions are better asked in 
informal surveys. 

(c). 	 Every question should use terms the farmers commonly use rather than technical 
terms of the researchers -- see also discussion under Section 7.3.3.2 above. 

(d). 	 Every question should be neutrally phrased to avoid biasing the respondent. This 
includes words or phrases that are emotionally charged or those that suggest approval 
or disapproval. 

(e). 	 Questions should be phrased so that the respondent cannot feel which answer is 
preferred. 

(f). 	 Questions should specify the relevant time period for consideration. 
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(g). 	 Some questions (e.g., on management practices) can often be clarified by increasingthe similarity in the way a number of related questions are asked. 
(h). 	 Frequently a pre-qualifying question may be necessary to verify that the question ofinterest applies to the respondent -- see also discussion under Section 7.3.3.2 above.Such 	 pre-qua;:fying questions can reduce the chances of collecting misleading,

confusing or incorrect information.
 

(i). Questions on management practices should be asked to
with respect individual plots.A tabular question often works well in such cases.
 

(j). Questions accurate
that require answers for aggregate values will be more reliable ifthe amounts are 
parcel 

first collected on an individual basis (e.g., weekly, monthly, or perbasis), 	 and then summed by the --researchers see also discussion under
Section 7.3.3.2 above.
 

(k). Each question should be numbered 
 to aid 	 in the processing of data. With respectfacilitating the collection-entry-analysis linkage, we try and 	
to 

enter the data into themicrocomputer straight the form.from survey This cuts down the possibility oferrors in the collection-entry stage. To facilitate entry, we record the name of thevariable -- as it will appear on the microcomputer -- on the survey forn itself duringthe design stage, and provide a space for entering the figure that will appear in the 
computer. For example: 

(6). What type of row planter do you own? 

1. Sebele Row Planter
2. Sebele Plow Planter _ TYRP 
3. Safim 
4. Other (Specify) 

7.3.3.5 	 Deciding On Question Sequence 

Questions should be presented in a way that is logical from the farmer's standpoint, startingmorewith the simple, general questions and proceeding to the more specific, difficult andsensitive areas. On occasion, it may be desirable to break the logic or sequence
questioning to prevent leading farmers to they 
of
 

some data 	 what believe are the expected answers. Forit may 	be advisable to check the validity of the 	 farmers' responses by asking thequestion in more onethan way. 

7.3.3.6 	 PhysicalLayout And Length 

The beginning of the survey 	 form should, in addition, to including identification andclassification type information and data (see discussion under Section 7.3.3.2 above), shouldalso have, where desirable, information that the interviewer can give the farmer theonpurpose of the survey, who is being interviewed, etc. instructions onAny 	 completing andcoding 	 the form for entry into the microcomputer should also be given at the 	 beginning ofthe survey form, or at relevant points on later pages. Sufficient space for recordingresponses and any remarks should be provided on the survey form itself. To easily read theremarks and responses, it is a good idea to provide lines for the interviewer to write on. 

In general, the length of interview should not exceed one hour. If it takes longer, the 
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questionnaire should be divided and administered on separate days. 

7.3.3.7 	 PretestingAnd Revision 

After the initial design of the survey, i. is worthwhile to ask interested and knowledgeable 
individuals for comments and suggestions for improvements. After making any changes that 
appear desirable, it is a good idea to pretest it with a limited number of farmers, after which 
changes can be made prior to its reproduction and implementation. These types of checks 
can help in: 

(a). 

(b). 

(c). 

Determining whether questions are properly worded, understand
irrelevant, etc. 
Checking questions for adequacy of format and sequencing, adequacy 
close-ended questions, etc. 
Identifying missing infornr,ation, estimating time requirements for 
testing the training and understanding of interviewers, etc. 

able, 

of categories 

the 

sensitive, 

in 

interview, 

7.3.3.8 	 Cotcluding Points 

The above discussion on questionnaire design is very brief. Fortunately there are many 
references available which can provide detailed information on designing surveys. Some of 
the more useful ones are given in Section 7.5. Also samples of many of the survey forms 
used in ATIP work are available in the Annex Volume IWorman, Norman and Ware-Snyder, 
19901. It should be noted that many of them do contain flaws -- we have leamt through 
experience. Remember that a well prepared and laid out survey form can save substantial 
interviewing time. 

In conclusion, although strictly not part of this section, it is important to emphasize that 
whenever feasible, the survey designers should train the enumerators in completing the 
forms, should supervise implementation in the field, and should check the forms in the 
field -- if necessary returning them to the enumerators for correction -- before bringing them 
back to the office for entering on the microcomputer. 

7.4 THE SPECIAL CASE OF SOCIO-ECONOMIC DATA 

This chapter discusses surveys. Surveys are most commonly used in FSR to collect social 
and economic data and farmer evaluations of trials. Because surveys are the primary means 
of collecting socio-cconomic data, this section presents some ideas on the use of such data. 

7.4.1 WHY COLLECT SOCIO-ECONOMIC DATA? 

Socio-economic data are collected for a number of reasons. Some of the most common 
reasons are: 

(a). 	 Problems in an area must be identified. 

(b). 	 The FSR team needs to identify villages in which to work. 

(c). 	 There is a reason to establish a baseline description of a village or an area that can 
be used to measure changes at a later date. 
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(d). 	 The team has specific questions that need answering, for example, how many farmers 
have adopted a particular practice. 

(e). 	 An integrated research approach requires the collection of socio-economic data onagronomic and animal science trials so that economic interpretations of the results 
can be made. 

(f). 	 The team wishes to monitor a set of activities in an area to find out if change is
occurring over time. 

Basically economic data are collect.ed to answer questions. The questions may be simple or
complex. The amount of data needed to answer each question will vary as will the bestway to collect such data. Perhaps the most important starting point is to have a good idea
of what questions need to be answered, before starting to collect the data. 

7.4.2 HOW ARE SOCIO-ECONOMIC DATA COLLECTED? 

Socio-economic data can be collected in a number of ways. A few of the most common
listed here, and discussed in more detail in other sections of the handbook.	 

are 

(a). 	 Use of secondary data such as etc.other studies, maps, aerial photographs, 

(b). 	 Informal surveys including:
i. 	 Informal interviews with elected leaders, government officials, and other key

members of the community.
ii. 	 A visit to the area to observe (windscreen survey).
iii. 	 A Rapid Rural Appraisal or "Sondeo" type of study. 

(c). 	 Formal surveys including:
i. 	 Formal interviews with elected leaders, government officials, and other key

members of the community.
ii. 	 General one time surveys to collect baseline information. 
iii. 	 Multiple visit surveys to collect data over a period of time.
iv. 	 Special one time surveys to collect data on a single subject. 

(d). 	 Data collected (by direct measurement) during an agronomy or animal science trial. 

An additional important source of data on an area, trial, survey or study is direct observation
by the researchers of what is happening, and discussions researchers withhave farmers.These 	observations and discussions are important in gaining an understanding of why farmersmake certain decisions, and for placing the data collected in otFer ways in context. 

7.5 USEFUL REFERENCES 

Section 7.2: 

Chambers, Pacey and Thrupp, 1989. 
Frankenberger and Walecka, 1987: pp. 167-175.
 
Gray, 1986.
 
Khon Kaen University, 1987.
 
Ntseane, 1988.
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Caldwell and Walecka, 1987: pp. 287-292.
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Fink and Kosecoff, 1985.
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8.1.2 

CHAPTER 8: CROP PRODUCTION TRIALS 

8.1 PLANNING TMIALS 
This section is a brief overview of the general procedures involved in implementing on-farmtrials for crops research. Most of the procedures referred to are discussed in detail in other
sections of this chapter. 

8.1.1 GETTING STARTED 

Once research priorities have been identified within the research program,
hypotheses have been developed and suitable
for testing, the trials work can begin. The first requirementis for researchers (and participating farmers, if appropriate) to define the trial objectives asspecifically as possible. This is vital because the trial objectives will determinedesigns and formats what trialare used, and what types of data need towho be collected. For researchersare not entirely confident of their understanding of statistics, it is always goodinvolve a biometrician from toDAR at this stage to ensure that trials are properly designed,can be properly analyzed, and will answer the pertinent questions. A brief discussion ofsome of the common trial designs and appropriate formats is presented in Sections 5.2.1 and
5.2.2 of this handbook. 

SELECTING TRIAL SITES AND COLLECTING INPUTS AND EQUIPMENT
 

Almost all trials, whether FMFI tests of new 
equipment or complex RMRIsome trials, will requireinput from researchers. Once trials have been designed, and formats chosen,researchers the following decisions have to be made:
 

(a). What should be the plot size, if plots 
 are required? (See Section 8.2.4).
 

(b). 
 What crops and varieties are to be used, and also what equipment will be needed? 

(c). What number of locations will be involved, and what should be the nature of the
trial sites? (See Section 8.2.1). 

(d). What will be the exact inputs and equipment that will be used, and who will be thesource of those inputs -- whether provided by farmers or researchers? If they are tobe supplied by researchers, they need to be calculated' and, ordered if necessary.Supplies should t-- ordered as early as possible so that they are available toresearchers well before the planting period. 

(e). What farmers should be involved and how they should be identified? In theselection process, it is also important that researchers explain clearly to farmers theexact nature of the trial, and what will be required of them should they decideparticipate. Researchers toshould listen to farmers' comments on the design, and beprepared to accommodate farmers' problems or interests into the final design. This 

' For example, see Sections 8.3.1 and 8.3.2 on determining seed and fertilizer rates. 
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discussion will help farmers decide whether to participate or not. 

8.1.3 MARKING PLOTS AND MAKING FINAL PREPARATIONS 

Except in the case of superimposed plots, all trial plots should be marked under the
supervision of research and/or field staff, and all the required inputs (e.g., seeds, equipment,
etc.) must be readily available before the onset of the rains. This will be help to ensure thattrials are implemented as planned in timely manner. FMFIand a For trials, researchers
should also check that farmers have all the required inputs on hand before the rains. These
inputs might include certain pieces of equipment, or measured amounts of seed or fertilizer. 

Just before the planting season begins, researchers should review their preparations again tomake sure that all the necessary inputs are in place, and that all trial plots have been
marked. It is also a good idea to review trial objectives and treatments since these will
have been made several months before planting. Reviewing the treatments again will help to 
ensure proper implementation of trials. 

8.1.4 IMPLEMENTATION, DATA COLLECTION AND RECORD KEEPING 
Regarding the actual implementation of the trial, and the types and methods of data 
collection, these will depend to a large extent on the trial objectives, design and format. 

However, in all trials, it is important to keep a basic record of such items as:
 

(a). Names of farmer participants.
 
(b). Trial location.
 
(c). Crops and varieties involved.
 
(d). Dates of all operations.

(e). Relevant notes on trial observations and implementation.
 

Generally there 
 is at least one book or set of data collection forms fr each trial, that
includes the above information, plus a map of the trial layout. 

In research managed trials, in particular, it i- also common to collect data on: 

(a). Soil type and soil profile (see Section 8.3.3).
(b). Daily rainfall data (see Section 8.4.1).
(c). Plant population densities (see Section 8.3.4).
(d). Economic data and labor inputs (see Section 8.4.3).
(e). Grain yields (see Section 8.3.5). 

There are many other types of data that researchers may wish to collect. Where researchers 
are not familiar with specific data collection techniques, or where the necessary equipment is 
not available on-farm, it is a good idea for on-farm researchers to work closely with station
based scientists. This collaboration will strengthen the on-farm research and help the station
based scientists to better understand the conditions that exist in the farm environment. 

At the end of the year, when trials have been harvested and plot yields have been weighed,
it is important 
should include: 

for researchers to write-up the results as soon as possible. Such write-ups 

(a). Trial objectives. 
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(b). Justification -- that is, why the objectives were important and why the trial was 
necessary. 

(c). Approach that was used -- that is, a description of the crops and varieties involved,plot sizes, dates of all field operations, a description of all the data collectionmethods used, and a list of all the data collected by plot. It is impossible toremember all of these details from year to year, so recording them immediately after
completing the trial is important.
 

(d). Results of the data 
 analysis, and some discussion of the researchers' interpretation of 
the analysis. 

(e). Recommendations on future work. 

8.1.5 FARMER PARTICIPATION
 

Where farmers are involved in trials' implementation, they should 
 always be consultedduring the design phase of the trial so as to ensure that the trials are meaningful andpractical for both farmers and researchers. Researchers should also be sure to discussfarmers' observations on the trials throughout the season. In some FSR programs, it hasbeen standard procedure to conduct formal End-of-Season Surveys to quantify and recordfarmers' opinions and observations on the technologies they have been involved in testing.This is a useful exercise. In most on-farm trials in Botswana, it has been a commonpractice to return grain yields from trials to the farmers, once the grain has been weighed.To some extent this has been done to compensate the farmers for the extra work and risksthey have undertaken in implementing the trial or, in the case of RMRI trials, to compensatefor the use of the land. Similarly, it is common courtesy to return the results of the trial tothe participating farmers. Having observed and assisted with the trial through the year,farmers are naturally curious to know what has been discovered. It is best for farmerresearcher relation,: if researchers present the results of their analysis to the farmers before
the next season begins. 

8.2 IMPLEMENTING TRIALS 

8.2.1 SELECTION OF TRIAL SITES 

8.2.1.1 CriteriaFor Site Selection 

When selecting a trial site, it is important to keep in mind that it should be: 

(a). Representative of the environment that is being investigated. This representativeness
is usually with reference to a specific soil type, weed complex, etc. However, onoccasion, something in the human element may be taken into account, such aschoosing a site that is representative of a particular soil type and is farmed by afamily that has to borrow draft animals. Representativeness of a site is important sothat the results obtained can be applied to other areas with similar characteristics. 

(b). Relatively accessible to field staff. Sites that are not reasonably accessible aredifficult to implement and monitor. Therefore such sites should be within reasonablecycling distance for field staff. This is particularly important in the case of RMRIand RMFI trials that need to be visited frequently. Inaccessible sites also make it 
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difficult for farmer field days to be efficiently organized.2 

8.2.1.2 Location Of The Trial Plots Within Fields 

Obviously location of a trial within a farmer's field will be determined to a great extent by
the position of the physical characteristics needed (e.g., location of a particular soil type,
weed complex, position on slope, high potential sites, etc.). 

If the above is not a determinant of where the trial should be located within the field, then
all other things being equal, it is recommended that the trial plot be located in the center of
the farmer's field. The advantages of doing this, are: 

(a). Farmers are more likely to apply, or have applied, their normal agricultural practices
in the experimental area. 

(b). Being centrally located, the trial is also potentially better protected from damage
inflicted by domestic and wild animals. 

Socio-cultural considerations may also influence the location of a trial. For example, it maybe necessary to site the trial near the edge of the farmer's field. This can occur where there
exists a strong tradition against people, other than family members, walking in the field. 

All other things being equal, trials should not be located in the following spots: 

(a). In comers of the fields. 
(b). 
(c). 

Under overhanging trees. 
On paths caused by people or livestock. 

(d). 
(e). 

On drainage channels. 
On slopes where run-off from activities from 
itself, unless such relationships are the reason 

uphill can confound 
for the trial itself. 

results on the trial 

8.2.2 LAYING OUT FIELD PLOTS 

Once the FSR team and the farmer have decided where to locate the trial in the field,

decisions have to be made how to lay it out.
 
In RMRI and RMFI trials replications often occur in the same field. In such cases it is

important to layout the 
 trial in such a way that underlying conditions of the plots within
each replication are as similar as possible. However, there can be substantial differences in
these characteristics between blocks. Two obvious examples that commonly occur are: 

(a). Lay blocks or replications across slopes not up and down the slope.
(b). Lay blocks or replications within a soil type, not across different soil types. 

On occasion there may not be enough suitable land to locate all the plots in the same part
of the field, for example, because of an overhanging tree, part of the field being prone
flooding, etc. In such a case, there is nothing 

to 
wrong in physically separating the plots aslong as the plots in the same block or replication are similar with reference to the

underlying conditions. The key thing to bear in mind is uniformity between plots within a 

Of course, if relatively inaccessible fields have different characteristics from more 
accessible fields, then it is important to select some such fields if the outcome of the
tdal results are likely to be influenced by such differences. 
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block or replication, not 
In sense 

physical proximity, that is, being all altogether in the same place.a each block is like a little experiment in itself. Going from pne block to anotheris like going from one farm to another: one doesn't expect the next far'I to be the same as
the first. 

In FMFI trials there is no replication within fields. In these trials it is important to get thefarmer to locate both the test and control plots on similar land. In other words, the twoplots should be considered as being in one block, along the lines discussed above.
 

In order to layout the plots, some equipment is needed to undertake 
 the exercise. Stakes orpegs and a hammer are required to mark out the plots. Also required is equipmentnecessary to measure the plots. Measurement of plots is the subject of the next section.
 
When the layout of th', trial has been completed, a sketch 
 map of tile plots should be made.The overall location of the trial in the field should also be noted, particularly in the case ofRMRI trials. If necessary, reference points should be indicated, e.g., huts that may exist,shade trees and any other physical features. It is also idea toof north on the map. 

a good indicate the directionEach plot should be numbered and have some indication as to whattreatment has been assigned. 

8.2.3 MEASURING FIELD AND PLOT SIZES 

There are two components to measuring areas: 

(a). Length of each side of the field or plot.
 
(b). Angle of each comer of the field or plot.
 

8.2.3.1 Measuring Distances 

In terms of measuring di:;tances, three of the most common methods used are as follows:
 

(a). Pacing. Pacin 
 is the most inaccurate method of measurement. However, it is aquick and easy method whereby only one person is required, and no equipment isnecessary. The problem with pacing is that it is difficult to standardize pace lengthswhich vary from individual to individual, and according to differences in ground
conditions.
 

(b). Tapes And Chains. Each 
 particular type of tape and chain has its disadvantages inthe field. Cloth tapes are unsatisfactory in wet conditions and are liable to break atthe ends. Steel tapes are prone to twisting. Chains are somewhat cumbersome tohandle. Finally, at least two and usually three persons are required to measure
distances using tapes or chains. 

(c). Measuring Wheel. ATIP makes most use of the measuring wheel method. Only oneperson is required to operate the implement. However, like pacing, the accuracy ofthe measurement is influenced to some extent by the ground conditions. 

8.2.3.2 Measuring Angles 

Methods of measuring angles depend on whether notor the angle is 90 degrees. Thecompass is the most frequent method for measuring angles in comers of fields, where angles 
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can vary enormously. However, if in setting out trial plots, the aim is to have rectangular
plots, then there are two other methods for measuring 90 degree angles. These are: 

(a). 	 The 345 Method. For laying out right angles without the use of a compass, the tapeproves most effective. With this method, it is necessary to lay out a triangle whose
sides are a proportion of 3, 4 and 5, e.g., lengths of 6 meters, 8 meters, and 10 
meters. 

To measure a right angle, begin from some baseline AB and a starting point labeledD on it. Measure the distance DC (e.g., 6 meters) and swing an arc on the ground
called C. Next measure the distance DE (e.g., 8 meters) along baseline AB, andthen from E swing another arc of an appropriate radius (e.g., 10 meters) near C,which will intersect the previous arc at that point and locate the point C. It isalways 	desirable to check the distances to be sure that no mistakes have been made. 

(b). 	 The Optical Square. ATIP has made extensive use of an optical square for
measuring right angles. This implement is very easy to use and is small enough to
be put in a pocket. It is less cumbersome to use than the 345 method. 

8.2.3.3 	Estimating Accuracy 

For rectangular plots checking the accuracy is simple enough: opposite sides should be the 
same length 	 and each of the four comers should be 90 degrees. 

For irregular shaped fields checking is a little more difficult. Two possible steps are as 
follows: 

(a). 	 In The Field. The following simple formula can be used to check whether the sum 
of the estimated angles approximates the total it should: 

100 x sum of estimated angles 
180 x (number of sides in field - 2) 

If the 	 result is less than 90 percent or more than 110 percent, then the field should 
be remeasured. 

(b). 	 In The Office. There are two methods that be used in officecan the to further 
check 	 the accuracy: 

i. 	 Draw the field to scale. If the distance between the two points that should 
be together is more than 10 percent of the total length of the sides, then the 
area of the field needs to be estimated again. 

ii. 	 Estimate the area and closing error with a specially designed program from
CIMMYT which is currently only available on the Apple lie microcomputer.
If the closing error is more than 10 percent, then the field should be 
measured again. 

3 This program is available from the biometric staff in DAR. See also Low and Norman 
[1990]. 
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8.2.4 DECIDING ON THE PLOT SIZE 

In any 	experimental work the size of plot required depends greatly on the objectives of theresearch. Generally speaking, in crops research, plots should be large enough to meetresearch objectives, but should not be larger than necessary. Plots which are larger thannecessary will toadd 	 the time and expense of doing the experiment, but will not add any
more information. 

There are many factors which influence the ideal number and size of plots in an experiment.Where 	 a researcher is not sure of the appropriate plot size it may be advisable to contact
biometric staff at DAR during the trial design activities. 

In the case of ATIP, the tendency has been to use fairly large plots. This has been for two 
main reasons: 

(a). 	 Most of the RMRI trials have been concerned with tillage systems for soil moisture
conservation, or with water harvesting technologies. For these of technologies, largeplots are necessary to ensure that treatment effects are separated within the
experiment'. 

(b). 	 In most RMFI and FMFI trials, part of the purpose is to examine the effect offarmer implementation- of the technology. To be able to evaluate the effects offarmer implemi ftation, farmers must have sufficient space to simulate a realoperation. In other words, they must have a sufficiently large plot so that theimplementation is not very much different from the way it would be done ifimplemented on the 	whole field. Where animal draft is being used, plots need to belong enough so that the animals are not constantly turning around. Also there mustbe sufficient space at the end of each plot for the animals to turn without entering
other experimental plots. 

A plot length of 40 to 50 meters and width of 10 	 to 15 meters has proved reasonablypractical in the 	 ATIP work. Larger plots -- up to 0.5 hectare plots -- have been usedsome "systems" trials where tractors were employed. However, where larger plots 
in 

are used,the total number of plots must be severely restricted, so that all plots can be planted withina reasonably short period (e.g., a day). Smaller plots have also been successfully employed
for special purposes. 

8.3 IMPLEMENTATION PROCEDURES 

8.3.1 DETERMINING SEEDING RATES 

8.3.1.1 Selecting A DesiredPlant Stand 

Between 1980 and 1985 the Dryland Farming Research Scheme (DLFRS) conducted a largenumber of trials to determine optimum plant population densities for sorghum and maizeacross all areas of Botswana (DLFRS, 1985]. They found that the optimum plant densityfor maximum grain yield was dependent upon the amount of rainfall in a given season.They also noted that most farmers preferred to reduce their risk of crop failure rather thanmaximize grain yields, 	 and estimated optimum crop stand densities that would provide 

" 
For other types of RMRI trials, sizes of plots can be similar to those usually used in 

trials on experiment stations. 
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maximum grain yields, while reducing the risk of crop failure to one year in ten or less.
They presented these estimates, but with some quilifying statements. These qualifications
included the opinions that: 

(a). 	 Acceptable stand densities could be in the range of plus or minus 50 percent of the 
estimated optimum. That is, if tf&e estimated optimum for sorghum in an area was 
50,000 plants per hectare, then acceptable stands would be in the range of 25,000 to 
75,000 plants per hectare. 

(b). 	 That the estimates they provided were based on good crop husbandry (i.e., moderate 
fertility, and two weedings.) They suggested that under conditions of poor crop
husbandry, stand densities in the lower part of the acceptable range might be 
preferable. For example, if 50,000 sorghum plants per hectare were recommended,
then under conditions of poor husbandry 30,000 plants per hectare might be 
preferable. 

(c). 	 They noted that totai plant population generally made a difference in grain yields, but 
the row width did no' seem to ha,,' much of an effect. Thus the yields of plots
planted with 2 meters between rows would be approximately the same as plots
planted with 0.75 centimeters between rows, so long as both plots contained 
approximately the same total number of plants. 

The optimum plant densities for maize and sorghum, detemlined by DLFRS, are presented
for different regions of Botswana in Table 8.1. 

Millet plant stand densities should probably approximate those of sorghum. However,
because millet can produce many more tillers than sorghum, it can compensate for lower
plant stands to a much greater degree. Thus millet stand densities at the lower end of the 
acceptable range for sorghum should be quite appropriate, particularly under poor crop
husbandry conditions. 

TABLE 8.1: RECOMMENDE) SORGHUM AND MAIZE STANDS BY REGION 

AREA SORGIIUM POPULATION MAIZE POPULATION 
(1000 PI.ANTS/fIhA) (1000 PLANTSI [A) 

Central: Bobonong Eastward 	 25 10 
Mahalapye Southward 50 15 
Mmadinare 40 10 
Serowe 40 15 
Tutume 60 20
 

Chobe: Whole 65
 
Norhern 30 
Southern 20

Ghani: North 	 50 15 
South 25 10

Kgalagadi 25 10
 
Kgatleng: Whole 
 50 

North 15 
South 20 

Kweneng: East 	 60 20 
West 25 40 15
 

Ngarniland 
 60 	 20 
North Eastcrn: Whole 60 

Northern 20 
Southern 15 

South Eastern 60 
Southern: East 6(0 20 

West 25 - 40 15 

Source: DL:RS 11985: pp. 65 and 671. 
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8.3.1.2 Determining Seed Application Rates 

Once target plant stand densities have been selected, it is necessary to calculate the numberof seeds to plant. During this calculation one must remember that not all of the seedswhich Pre planted will emerge from the soil. First, it is likely that not all of the seeds inthe batch are viable or alive. Even in the best seed packets, perhaps only 95 out of 100seeds will germinate. Then, once the seeds have germinated they may be attacked bydisease or insects in the soil before the plants reach the soil surface. As they emerge fromthe soil surface some of the plants may be killed by lack of soil moisture, by very high soiltemperatures, or by pests such as grasshoppers, birds or rats. Thus the number of plants thateventually become established will be lower than the number of seeds which are planted
 

The percentage of planted seeds which 
 become established can be greatly affected bymanagement. For example, if the seeds are from the previous season, and are known tohave a high percent viability (e.g., 95 percent or better), the seed has been treated withfungicide and insecticide, it is row planted near the surface in very good soil moisture, coolcloudy conditions prevail after planting, and there are very few pests around during seedlingemergence, then the number of seeds which fail is likely to be quite low. However, if old,untreated seed is used, it is broadcast planted in poor soil moisture conditions, and hot sunnyconditions occur after planting, then the percentage of seeds which eventually develop into crop plants may be quite low. In Botswana, it is not uncommon for the percentage of seedswhich develop into crop plants to range from zero, that is, no stand, to 90 percent,
depending on seed quality, management, planting method and post-planting weather 
conditions. 

In ATIP work we have generally assumed, in farmer implemented trials, that only 30 percentof the seeds planted under broadcast conditions will survive to become seedlings, and only50 percent under row planting conditions. Other researchers will have to use their own
experience to estimate the proper percentages for their conditions. 

(a). Broadcast Planting. theUsing above percentage for broadcast planted plots, and
assuming a final target stand density of 40,000 to 50,000 sorghum plants per hectare,
the number of seeds required per hectare would be calculated as follows: 

Required number of seeds/hectare = 

Required number of plants per hectare x 100 
% expected to emerge 

= 50,000 x 100 
30 

= 166,667 seeds/hectare 

Obviously it would take too long to count out the number of seeds to be applied perhectare. It is much more efficient to work on a weight basis, for example, to knowthat 3 kilograms of seed is required per hectare. It is therefore necessary to convertthe number of seeds required into the weight of seeds required. This can be easilydone by determining the average seed weight -- or more commonly -- the 100 seed 
weight. 

The 100 seed weight for a seed batch can be estimated by counting out several 
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groups of 100 seeds each from the bulk seed that is going to be used, and getting anaverage weight per 100 seeds. These 100 seed weights are likely to be fairlyconsistent for a given crop ail variety within a year, but will vary somewhatbetween varieties and across years. As an example, aveiage 100 seed weights inFrancistown in 1983, were 2.09 grams for sorghum (Segaolane) and 0.825 grams for 
millet (Serere 6A). 

Once the average 100 seed weight has been determined for a seed batch, then theappropriate seed application rate for broadcast plots can be determined by the
following formula: 

Weight of seed/hectare (grams) = number of seeds required x 100 seed weight 
100 

Using the above example for sorghum, we get: 

Weight of seed/hectare (grams) = 166,667 seeds/hectare x 2.09 grams 

100 

= 3,483 grams/hectare 

Weight of seed in kg/ha = 3.5 kg/hectare (approximately) 

In practice, in the Francistown area, we have used a seeding rate of 4kilograms/hectre for Segaolane sorghum on broadcast planted plots. This has provedreasonably satisfactory for obtai:-. stand densities of 20,000 to 50,000 plants per
hectare. 

Once a seeding rate per hectare has been determined, the amount of seed to be
appied on a plot -- usually less than one hectare -- can be easily calculated using
the following formula. 

Amount of seed der plot (kg) = seeding rate (kg/ha) x area of plot (sq. meters) 
10,0.30 

Therefore, to apply a seeding rate of 4 kg/ha on a plot area of 10m x 40m: 

Amount of seed/plot = 4 kg/ha x (10 x 40)
 
10,000
 

= 4 kg/ha x 400 
10,000 

= 0.16 kg/plot (or 160 grams/plot) 

In summary, to determine the weight of seed to apply on broadcast planted plots, itis first necessary to determine target number perthe of plants hectare, and thepercentage of seeds planted that are expected to survive. From this, the number ofseeds required per hectare can be calculated. The number of seeds required perhectare is then converted to the weight of seed required per hectare. After that, the 
weight of seed required per plot is calculated. 

(b). Row Planting. When using a row planter, it is generally easier and more accurate to 
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work in terms of seeds per meter of row and then in kilograms of seed per hectare.
This is because most row planting machines have seed metering devices that drop
seeds in the row at a fairly consistent rate. It is easier to check how many seeds the'
machine is dropping per meter than it is to estimate the weight of seeds the machine 
is dropping per hectare. 

To set 	the planter correctly the following is necessary: 

i. 	 The desired number of seeds per meter of row is first calculated -- see below.
ii. 	 Then the planter is set to the approximate rate and tested, usually by running

it over hard ground when using animal or hand drawn planters.
iii. 	 The number of seeds per meter coming out of the planter are counted. 
iv. 	 If the number of seeds coming out is not correct, the planter metering unit is 

adjusted and tested again, until the correct rateseeding is achieved. 

If necessary, the weight of seed applied can be measured at planting time. To do
this, the amount of seed put into the planter is first weighed. Once the relevant area
has been planted, the remaining seed is removed from the planter and weighed again.
The diffeience is the weight of seed planted. 

To calculate the desired number of seeds to be planted per meter of row, complete 
the following steps: 

i. 	 It is first necessary to decide on the number of seeds required per hectare, for 
example, 100,000 seeds per hectare. 

ii. 	 From there, one of the simplest ways to proceed is to assume a hectare is 
100 x 100 meters square. Then the number of rows in a hectare is: 

= 100 
the distance between rows 

The distance between rows is decided by the researcher. 

iii. 	 The number of seeds per row = the total number of seeds per hectare 
the number of rows per hectare 

Each row is lOim long, so the number of seeds per meter of row 

= the number of seeds per row 
100 

Another simple method for determining the number of seeds per meter of row 
required to plant a given number of seeds per hectare is to use the information 
presented in Table 8.2. 

8.3.2 DETERMINING FERTILIZER APPLICATION RATES 

A useful Agrifact on fertilizer application for eastem Botswana is available from the
Ministry of Agriculture (DAR, No Date). For most areas of Botswana where specific soil 
tests have not been clone to develop fertilizer recommendations for specific fields, the above
Agrifact suggests an application rate of about 20 kilograms/hectarc of phosphate and 20 to
40 kilograms/hectare of nitrate (or ammonium) per hectare in years of good rainfall. It is 
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advisable to read the Agrifact before choosing to apply fertilizer. 

TABLE 8.2: lI LA'T'IONSIIIP BETWEEN SPACING AND PLANTS PER IIECTARE' 

SPACING PLAN'IS 

(CMS) (N(CM) 


25 x 2 2,000,000 

25 x 5 800,000 

25 x 10 400,000 

25 x 15 266,666 

25 x 20 200,000 

25 x 25 160,000 


50 x 2 1,000,000 
50 x 5 400,000
50 x 10 200,000 
50 x I5 133,333 
50 x 20 100,000 
50 x 25 80,000 
50 x 30 66,666 
50 x 35 57,142 
50 x 40 50,000 
50 x 45 44,444 
50 x 50 40,000 

a. 100 x 5 means rows 

SPACING PLANTS 
(NOS) 

75 x 2 666,666 
75 x 5 266,666 
75 x 10 133,333 
75 x 15 88,888 
75 x 20 66.666 
75 x 25 53,333 
75 x 30 44,444 
75 x 40 33,330 
75 x 50 26,666
75 x 60 22,222 
75 x 75 17,777 

100 x 2 500,000 
100 x 5 200,000 
100 x 10 100,000 
100 x 15 66,666 
100 x 20 50,000 
100 x 25 40,000 
100 x 30 33,333 

SPACING PLANTS SPACING PLANTS 
(CMS) (NOS) (CMS} NOS} 

100 x 40 25,000 150 x 5 133,333
100 x 50 20,000 150 x 10 66,666
100 x 60 16,666 150 x 25 26.666 
100 x 75 13,333 150 x 50 13,333
100 x 80 12,500 150 x 75 8,888
100 x 90 11,111 150 x 100 6,666 
100 x 100 10,000 150 x 125 5,200

150 x 150 4,444 
125 x 2 400,000
125 x 5 160,000 150 x 5 114,280
125 x 10 80,000 150 x 10 57,140
125 x 20 40,000 150 x 25 22,856
125 x 25 32,000 150 x 50 11,428
125 x 30 26,666 150 x 75 7,618
125 x 40 20,000 150 x 100 5,714
125 x 50 16,000 150 x 125 4,571
125 x 60 13,333 150 x 150 3,809
125 x 75 10,400 150 x 175 3,265 
125 x 80 10,000 
125 x 90 8,888 
125 x 100 8,000 
125 x 125 6,400 

100ocms apart with plants within rows 5ems apart. 

8.3.2.1 Composition Of Fertilizers 

To calculate the amount of fertilizer to apply, it is first necessary to determine thepercentage of various plant nutrients in the fertilizer. This i., because only part of thefertilizer in a bag is plant nutrient. The rest is made up of other materials. For example, a50 kilogram bag of single super-phosphate contains only 5.25 kilograms of phosphate. Allfertilizer bags should be clearly marked with the percentage of various plant nutrients theycontain. For example, a bag of single super-phosphate should say that it contains 10.5percent phosphate. The percentage of plant nutrients in various common fertilizers as shown 
in Table 8.3. 
TABI.F 8.3: PIERCFNTAGF 01: PLANT NUTRII'NS IN COMMON IFERTII.IZFRS 

TYPE 01: IERTII.IZF.R IPE-RCF.NT NITROGFIN PFRCNT PIIOSPIlA1. PFRCENT POTASSIUM 

Super-Phosphate 
LAN 28 

10.5 

Ammonium Chloride 21 
Urea 
232 (22) 
321 (25) 

46 
6 

12 
9 
8 

6 
4 

Source: DAR INo Date]. 

8.3.2.2 CalculatingAmount Of FertilizerRequired Per Hectare 

Once the amount of plant nutrient required per hectare is known, and the percentage of plantnutrient in a particular fertilizer is known, then the amount of fertilizer to be applied per
hectare can be calculated as follows: 

Amount of fertilizer = amount of plant nutrient required per hectare
required per hectare percent of plant nutrient in the fertilizer 
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For example, suppose a researcher wishes to apply 20 kilograms of phosphate per hectare
using 232 (22) fertilizer. From Table 8.3 we know that 232 (22) fertilizer contains 9 
percent phosphate. Therefore: 

Amount of fertilizer = 20 kg/ha = 222.2 kgs of fertilizer per hectare. 
required per hectare 0.09 

8.3.2.3 CalculatingAmount Of FertilizerTo Apply Per Plot With BroadcastApplication 

Once the amount of fertilizer required per hectare has been calculated, it is fairly easy to
determine how much is required for an experimental plot. Note that this calculation is only
useful where fertilizer is to be applied by broadcasting on the plot. This can be calculated 
as follows: 

Amount of fertilizer = amount of fertilizer x area of the plot
required per plot required per hectare (in hectares) 

For 	 example, if a researcher wishes to apply fertilizer at the rate of 222.2 kilograms per
hectare on a plot which is 10 meters x 50 meters in size, then: 

Amount of fertilizer = 222.2 kgs/hectare x (10 x 50) m2/plot

required per plot 
 10,000 m2/hectare 

= 11.11 kgs per plot 

Once the amount of fertilizer required per plot has been calculated, that amount must beapplied to the plot. In cases where the fertilizer is being broadcast on the plot by hand,
care must be taken to spread the fertilizer evenly over the plot. This is necessary to ensure 
even plant growth within the plot. The normal procedure is to weigh out the correct amount
of fertilizer in a bucket being careful to account for the weight of the bucket. Then the 
person applying the fertilizer walks over the plot spreading the fertilizer. It is best to spreadtoo 	 little rather than 	 too much at first, so that all parts of the plot receive some fertilizer,
and a little fertilizer is left in the bucket. The remaining fertilizer should again be spread
evenly over the plot and not just dumped oneon comer. 

8.3.2.4 CalibratingMachines ForApplying FertilizerIn Rows 

To calibrate a machine so that it applies a certain amount of fertilizer per hectare in rows, it
is first necessary to calculate the amount of fertilizer the machine must apply per meter of 
row. This is done in several steps: 

(a). The amount 	 asof fertilizer to be applied per hectare is calculated described above.
(b). The number of meters of rows in a hectare is calculated as described in Section 

8.3.1.2(b) for seeding rates. 
(c). Then: 

The 	amount of fertilizer = amount of fertilizer required per hectare 
per meter of row number of meters of rows per hectare 

For example, if a researcher wishes to apply 222.2 kilograms of super-phosphate per hectare,
in rows 1 meter apart, then: 
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Amount of fertilizer required/hectare = 222.2 kgs 

The number of meters of rows/hectare 

= 100 rows x 100 meters = 10,000 meters of row 

Therefore:
 

The amount of fertilizer = 222.2 = 0.0222 or 22.2 grams/meter 
required per meter (kgs) 10,000 

Having calculated the amount required per meter of row, the next task is to set the machine. 
To do this it is first necessary to measure the circumference of the drive wheel of the 
machine, that is, measure the distance around the largest part of the drive wheel. This 
distance is the distance the machine will travel with one revolution of the wheel. For 
example, if the wheel measures 1.2 meters around the outside edge, then the wheel will 
make one complete revolution every time the machine travels 1.2 meters. 

The next step is to calculate how many revolutions the wheel will make when travelling 10 
meters in the row. For example, if the circumference of the wheel is 1.2 meters then in 
travelling 10 meters, the wheel will turn (10 + 1.2) = 8.33 times. 

To set the fertilizer rate, the machine is raised off the ground and a bag -- or anything to 
catch the fertilizer -- is placed under the area where the fertilizer comes out. The drive 
wheel is turned the required number of times -- in this case 8.33 turns -- and the amount of 
fertilizer that comes out is weighed. The metering device is adjusted and tested in this way
until the machine is dispensing the required amount of fertilizer per 10 meters of row. In 
the above example, the machine would be adjusted until it was putting out 22.2 grams/meter
times 10 meters which equals 222 grams per 8.33 turns of the wheel, that is, 10 meters of 
row. 

This method of calibrating the machine can be used for calibrating both single and multiple 
row machines. 

8.3.3 TAKING SOIL SAMPLES AND EXAMINING SOIL PROFILES 

8.3.3.1 Soil Characterization 

All farmers desire tc know about the soils on their farms so that they can decide how to 
manage them. At present, most farmers in Botswana base these decisions on their collective,
 
semi-empirical knowledge about the soils on their farms. For example, Botswana farmers
 
recognize the following three major groups of soils, based on their observations of
 
differences in the te'mure and color of the soils:
 

(a). Seloko -- heavy textured, dark soils (vertisols)

(b). Mokata -- medium textured, brownish soils often underlain by rocks (luvisols)

(c). Motlhaba -- light textured, reddish or pale-colored soils (arenosols)
 

However, a scientific and systematic collection of soils information could provide Botswana's
 
farmers with better, more quantitative knowledge and understanding about the soils they

cultivate. Such soils information can be obtained by:
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(a). Taking soil samples from farmers' fields and later analyzing these samples for
chemical and physical properties.(b). Examining the soil profile in farmers' fields and recording these observations. 

When a farmer obtains this information it can be used as the basis to:
 
(a). 
 Tell how naturally productive or suitable the soil is for what he/she would like to

cultivate on it. 

(b). Decide what would need to be added to or to be done to the soil to make it more
suitable and productive. 

(c). Make sound judgments and quantitative assessments about how the soil will behaveand respond to the cultivation practices or to seasonal changes. For dryland farmingin Botswana, it is very important farmer tofor a make quantitative assessments aboutthe soil's moisture characteristics and availability -- specifically what will happen to
the rain that falls on the soil. 

8.3.3.2 Soil Sampling 

The basis of a proper soil sampling technique is to ensurethe that the sample represents the soilin field. Before sampling, the farmer's field should
Observations should be made of any 
be examined for its uniformity.


differences in crop growth or vegetation in variousportions of the field, or of differences 
With practice, one can 

in texture, drainage, color, or crop condition, etc.rapidly judge if the entire field is uniform and, if not,delineate the uniform portions in the field. 
to identify and

In any uniform portion, two to three locations inevery hectare should be sampled. The soil taken from all locations in ,he portionthoroughly ismixed and a sample taken from the mix for later analysis andcomposite samples should testing. Separatebe taken in each 10 to 15 hectaresSamples from different portions should not be mixed, as 
of any given uniform portion.

the resulting composite sample willnot be representative of any portion. 

If only the surface 0-15 or 0-30 centimeters of the profile is sampled, orshovel can a spade smallbe used to take the sample. When sampling with a spade, the soil is firstexcavated to the desired depth. twoA to three centimeter sample slice is then cut from oneside of the excavation with the spade. 

If samples are needed for several depth intervals, an auger is more convenient. InBotswana, bucket-type augers are most suitable for light and medium-textured loamy sands
and sandy loams. The "Dutch" or "Edelman" auger is more 
suitable for sampling in heavierclay soils, such as those found at Pandamatenga. Augering through stonyspecially designed stone auger made out 
layers requires a

of spring steel. A special auger -- a "mud" auger - is also necessary when sampling soils below the water table. 
The date of sampling and other information to be supplied with the soil sample are usuallyspecified by those responsible for the testing and analysis of the samples. 

8..'.3.3 Examining Soil Profiles 

The examination (if soil profiles is usually carried out by qualified soil survey technicians. 
Soil profiles can be examined by augering or by digging a soil pit. When augering, the soil 
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from eich 20 centimeter depth interval of the profile is placed in a separate heap on the 
surface so that changes in the soil associated with the varying depths, can be observed. 

Digging a soil pit is the preferred method for describing soil profiles. The pit is prepared in 
such a manner that someone can easily enter and exit, and have enough space inside to work 
comfortably. A pit I to 1.5 meters long and 0.8 to 1 meters wide is usually adequate. 
Generally, pits are oriented so that the sunlight simultaneousiy and indirectly illuminates the 
lc,ng sides of the pit; this implies that the long axis should be aligned approximately 
north/south. Pits are dug to a depth so that the parent material is exposed, but usually does 
not exceed 1.5 meters in depth. In deep pits, the soil is cut away to form a step or steps to 
assist in climbing in and out of the pit. 

Once the pit is completed, the profile can be examined. Equipment needed for this task 
include: a knife, geologic hammer, spade, felt pen, 3 meter tape, 100 micron plastic bags, 
rubber bands, plastic bottle with tap water, plastic bottle with tenth normal HCI solution, a 
medicine dropper, clipboard, the Botswana soil profile description sheets, and a Munsell 
color chart. 

The soil surveyor then canies out the following activities: 

(a). Divides the soil profile into different layers or "horizons" 
characteristics, and assigns names to these different horizons. 

based on visible soil 

(b). Describes, in detail, a set of characteristics for each horizon as set out 
description sheets. These characteristics are entered as codes on the 
reference card with a summary of these codes is kept on had. 

on the 
sheet. 

profile 
A field 

(c). Takes soil samples from each horizon for later testing and analysis. 

(d). Observes and records the information regarding the landscape 
the soil pit as specified in the soil profile description sheet. 

features surrounding 

Based on the recorded observations and analyses, the soil surveyor assigns a classification 
name to the soil profile. This name identifies which soil group the sample belongs to. The 
surveyor can then draw on past experience and knowledge about this group of soils to make 
recommendations to the farmer. 

A complete methodology for soil profile examination for Botswana is detailed in a handbook 
produced for Botswana [Remmeizwaal and Waveren, 19881. 

8.3.3.4 Assessing Soil Moisture CharacteristicsAnd Availability 

As was noted above, it is important in dryland farming, in Botswana, that quantitative 
information about soil moisture characteristics and availability is accessible to the farmer. 
These data are derived from assessments made by qualified soil surveyors in consultation 
with the farmer. 

The pathway of rainfall in dryland farming is as follows: 

Infiltration Uptake Transpiration 
Rainfall -------------------------- >Ooil ----------------------- >Plant -------------------- >Atmosphere 

Run-off 
----------------------- >Evaporation ------------------------
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According to this diagram, crop growth and yield is directly proportional to thL. amountwater made available for transpiration in the last step 
of 

with of this pathway. This implies thatmore infiltration and less runoff, deeper rooting systems, a greater capacityto retain moisture in the rooting depth, etc., there will 
of the soil 

be better crop growththus important that the and yield. it isfarmer understands what occurs on his/her fields after rain so as tobe able to make informed decisions about how to manage the soil and crops.
 
The current methodology 
 for making such assessments, based fromon information o'tainedthe soil profile examination for Botswana, is given by Rhebergen 11988: pp. 24-29].
 
There are 
 two main methods to measure to measure the amount of soil moisture stored in afield at any given point in time: 

(a). GravimetricMethod. In this mehod 
in 

a 200 to 300 gram sample of the soil is drieda forced air oven at 105'C for at least 48 hours to remove all the water. Heavyclay soils require at least 72 hours for complete drying. These soiltaken samples areat several depth intervals in the field. After the first augering,upper third of each subsequent augering should be discarded because 
the soi! in tile 

sides from theof the auger hole always falls to 
soil 

the bottom between augerings. The soiibrought up from the augerings
to 

for each depth interval is thoroughly mixed and a 200300 gram sample taken and placed in a soil moisture can. These cansdesigned areso that no moisture can be lost from the sample after it is placed in thecan. Augerings should be made at several locations in the field. The following
weighins are made: 

i. Weight of wet sample + can (WI)
ii. Weight of dry sample + can (W2)
iii. Weight of empty (W3)can 

The gravimetric moisture content expressed = (W2 - WI)as gram water per gram dry soil (W2 - W3) 

The volumetric moisture content expressed in milliliter water per milliliterobtained by multiplying the gravinetric moisture 
soil is 

content by the dry bulk density ofthe soil expressed as grams of dry soil per milliliter dryof sandveld and hardveld 
soil. The dry bulk densitysoils is about 1.55. The storage in millimeters in a givendepth interval is obtained by multiplying the volumetric moisture content by thedepth of the interval in millimeters. The total storage in millimeters is obtained bysumming the storage for each depth interval. 

(b). Neutron Probe Method. The gravimetric method is destructive becauseaugering is done once theit is not possible to sample the same locationsprobe allows again. The neutronthe repeated measurement of soil moisture at the same locations. Th.ismethod requires special knowledge in the principles and use of the probe. A usefulreference or. this is Gardner 11986: pp. 493-5411. 

The same publication also gives methods for measuring the soil dry bulk density[Blake and Hartge, 1988: pp. 363 - 3751. 

File:A105.2/8 - 165 - Date: June 4, 1990 

File:A105.2/8


8.3.4 MEASURING POPULATION DENSITIES IN CROP STANDS 

8.3.4.1 Purpose Of Measuring Population Density 

After grain yield, plant density is the most important direct measurement in on-farm crop 
trials. Plant populations vary greatly among planted areas in Botswana. Different 
technology and other causes can influence how many of the seeds that are sown emerge and 
become useful plants. 

The measurement needs to be made when most of the plants of the eventual crop stand are 
emerged and established. Establishment is a relative term, but with sorghum it is usually 
four to six weeks after first emergence. Established plants generally have sent roots into the 
sub-soil below the plowing layer. 

Plant density (crop density), that is, crop stand data are used to measure a response to 
treatments or other effects in data analyses. Two ways to calculate stand density are: 

(a). 	 When seeding rates differ between treatments, the response should be the percentage 
of seed sown that emerged -- percent field emergence. 

Percent field emergence = 100 x crop stand (plants/ha)
 
number seeds (seeds/ha)
 

(b). 	 When a seed viability test is conducted. that is, testing the percent of seed that can 
germinate: 

Percent field emergence = 100 x 	 crop stand (plants/ha) x % seed viable 
number seed (seeds/ha) 

Population density is usually measured by researchers, not by farmers. 

When it is not possible or desirable to conduct a stand count for a whole plot, it is 
necessary to use some sampling procedure. The systematic quadrat sampling technique is 
frequently used by ATIP. This method plus variants are discussed in the following sub
sections. 

8.3.4.2 	 Systematic Quadrat Sampling For Broadcast Planting 

The procedure consists of the following steps: 

(a). 	 Sub-Sampling. Sub-sample the plot with a 2 meter x 2 meter quadrat. Take 20 
quadrat sub-samples in a systematic pattern. Usually, this pattern consists of two 
passes through the plot each with 10 equally spaced sub-samples. 

Preferably, two people carry the quadrat, count plants and record data. The front 
carrier follows a sampling line and the rear carrier counts paces. The quadrat is 
placed on ground, without bias, at the toe of the rear carrier. 

(b). 	 Data Collection. In each sub-sample, count and record the number of plants of the 
crop. 
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(c). Calculate Crop Stand. This is done as follows:
 

Crop stand (plants/ha)  average number plants per quadrat x 10,000
quadrat length (meters) x quadrat width (meters)

For example, if there are an of 8.3average sorghum plants per sub-sample and aquadrat sub-sample of 2 meters x 2 meters, the: 

Crop stand (plants/ha) = x(8.3 10,000)/(2 x 2) 

= 20,750 plants/ha
 
A microcomputer 
 program for calculating crop stands is given elsewhere [Normanand Siebert, 1990,
 

When the shape of the 
 plot is long and narrow orsampling pattern some other irregular shape, theshould be such subthat quadrat sub-samples are as equally spaced throughoutthe plot as is possible. 

8.3.4.3 Methods For Row Planting 
There are two methods for estimating crop or plant stands per hectare in row planted plots.These are discussed below. 

(a). Systematic QuadratSampling. The procedure is as follows: 
i. Sub-Sampling. Sub-sampling for plantedrow

broadcast planting (see Section 8.3.4.2). 
plots is similar to that for

The pattern for rows consists of twopasses, each with 10 equally spaced sub-samples.near, but not on, Each pass follows rowsthe border. Therefore select rows that are one-fourth of theplot width from the border. 
ii. Data Collection. The procedure is similar to that for broadcast plots (seeSection 8.3.4.2). The main difference 

rows in the sub-sample is recorded. 
is that for each plot, the number of 

remain the same 
The number of rows sampled shouldfor all sub-samples in a plot. Whea row spacing is 0.75meters, two rows should be included in each sub-sample. 

iii. CalculateCrop Stand. This is done as follows: 

Crop stand (plants/ha) = 

average number plants per quadrat x 10,000
number rows in quadrat x quadrat length (meters) x row spacing (meters)

For example, with average of 7.4 sorghum plantsan per sub-sample,each quadrat sub-sample whenis 2 meters x 2 meters, with an average row spacingof 0.75 meters, and two rows in the sub-sample, then the: 

Crop stand (plants/ha) = (7.4 x 10,000)/(2 x 2 x 0.75) 

= 24,667 plants/ha 
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Researchers should avoid sampling on rows where the plant stand is unusual due to a 
cause other than the treatment. The most common example is blockage of a planter 
during one pass through the plot. When this is observed, select a neighboring but 
not adjacent row to be sampled. 

(b). 	 Row Segment Measurement. The procedure is as follows: 

i. 	 Sub-Sampling. Sub-sampling is on segments of rows. 'ibis method is similar 
to the systematic quadrat method for row planting (see Section 8.3.4.3(a) 
above). The main difference is the use of a measuring stick, or measuring 
string, to mark the row segment instead of a square quadrat. 

ii. 	 Data Collection. Data collection is also similar to that of the systematic 
quadrat method for row planting (see Section 8.3.4.3(a) above). The segment 
is recorded as the length of the stick or other measuring device used. 

iii. 	 Calculate Crop Stand. This is done as follows: 

Crop stand (plants/ha) = average number plants per segment x 10,000 
segment length (meters) x row spacing (meters) 

For example, with an average of 21.4 sorghum plants per segment sample, 
each segment having a length of 10 meters, ard average row spacing of 0.75 
meters, then the: 

Crop stand (plants/ha) = (21.4 x 10,000)/(10 x 0.75) 

= 28,633 plants/ha 

If more than one row is included in the segment sub-sample then: 

Crop stand (plants/ha) = 

average number plants per segment x 10,000 
segment length (meters) x row spacing (meters) x number of rows 

Researchers who use this method must check that the measuring stick does not slide out of 
position when the counts are being made. 

8.3.4.4 	 Methods ForMixc. Cropping 

Two methods can be used. They are: 

(a). 	 For Broadcast Mixtures. Use the method described for systematic quadrat sub
sampling for broadcast planting (see Section 8.3.4.2). When crops are mixed, the 
researcher must record the number of plants separately for each crop that is identified 
in a sub-sample. Crop stand is cdculated for each crop in the mixture and for the 
combined mixture. 

(b). 	 For Row Planted Intercropping. Use the method described for row segment 
measurement for row planting (see Section 8.3.4.3(b)). Each crop in the intercrop is 
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sub-sampled and counts are recorded separately. Usually, the segment samples
paired with segment samples for the other crop. 

forone crop are Record the proportion
of intercrop rows occupied by each crop. 

Stand for each crop (plants/ha) = 

average number plants per segment x proportion of rows x 10,0N0 
segment length (meters) x row spacing (meters) 

Stand for the intercrop (plants/ha) = 

((average number plants of first crop per segment x proportion of rows) + (averagenumber plants of second crop per segment x proportion of rows) 10,000))x
/(segment length (meters) x row spacing (meters))
 

For example, in a two row sorghum to 
 one row cowpea intercrop, research staffcount an average of 18.4 sorghum plants per segment sample and an average of 12.6cowpea plants per segment sample. Each segment has a length of 8 meters. The average row spacing is 0.82 meters. 

The sorghum stand (plants/ha) = 18.4 x 0.67 x 10,000)/(8 x 0.87) 

= 18,699 plants/ha 

The cowpea stand (plants/ha) = 0.33 x 10,000)/(8(12.6 x x 0.82) 

= 6,402 plants/ha. 

The intercrop stand (plants/ha) = ((18.4 x 0.67) + (12.6 x 0.33) x 10,000)) 
(0.8 x 0.82) 

= 25,101 plants/ha.
 

Note that the inter-crop stand = the sorghum stand + the cowpea stand.
 

Mixed cropping situations happen in many on-farm trials. Volunteer water melons,cowpeas and so on, commonly establish in sorghum trials. In experiments controlledby the farmer, these volunteers should be left and counted. In other experiments,where agronomic data are more important, the researcher.may wish to remove theseplants. The removed plants are not counted. 

8.3.4.5 Percent Ground Cover As An Alternative Measurement 

Percent ground cover is used as an alternative to counts in someplant situations.growth is often estimated by ground cover rather than 
Weed 

by plant counts. This is becauseweed plants differ enormously in size per plant. Spreading crops such as water melon,pumpkin and indeterminate cowpea might also be measured on the basis of ground cover
rather than plant number.
 

In on-farm research, percent ground cover 
 measureis used to weed growth before plowing.weed growth at weeding time, weed growth late in the season, and water melon growth in a
sorghum-melon mix. 
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There 	are two methods used. These are: 

(a). 	 Whole Plot Method. A visual estimate is made of the percent of ground covered by
vegetation. The estimate is from 0 percent (no ground cover) to 100 percent (ground
is completely covered). The researcher stands at one end of the plot to make the 
estimate. If the plot is long, the researcher divides the length into equal parts and 
estimates percent cover for each division of the plot. The plot estimate is the 
average of all 	division estimates. 

(b). 	 Quadrat Sub-Sampling Method. Two quadrat sub-sampling methods are used to 
estimate ground cover in on-farm research. For each method, 2 meter x 2 meter 
quadrats are used: 

Method 1: 	 The quadrats remain at fixed positions in the plot. The positions 
represent different parts of the plot. This method is used when 
repeated measures of co,.,er are needed. Due to the time and material 
costs of maintenance, few fixed quadrats aic used (e.g., two to four 
per plot). Again, a visual estimate (i.e., 0 to 100 percent) is made of 
the percent of ground covered by vegetation. 

Method 2: 	 The quadrats are placed for one measurement. Sub-sampling is similar 
to that for systematic quadrat sub-sampling for broadcast planting (see
Section 8.3.4.2). The same visual estimate is made of the percent of 
ground cover. 

Contrary to conventional wisdom, estimates of a percent cover are better than a simpler
rating of cover, even if precision of the percentage seems suspect. Compare a 0 to 10 rating
system with a 0 to 100 percent system. Some researchers may never differentiate better than 
between ratings of six or seven. But even then nothing would be lost in using percent
estimates because true differentiation is still between 60 and 70 percent. Other researchers 
are able to differentiate better than between a six or seven rating. Particularly near the zero 
or ten extremes. For these researchers, the 0 to 100 percent estimate is more precise. 

Accuracy, precision, and consistency between researchers will be improved with simple
training on estimating percent ground cover. Even after training, ask different staff to cross 
check estimates on some of the same plots. Experience shows that a core of staff can be 
identified to give repea:able percent ground cover estimates. 

8.3.5 	 MEASURING CROP YIELDS 

Yield is the most important dirct measurement in crop experiments. In this section,
methods that are used to measure crop yield in on-farm research are discussed. Over the 
years, these methods have been used and modified to suit the needs of work in Botswana. 
The methods vary because requirements of experiments differ. Researchers should 
thoughtfully select the appropriate method for each experiment in their program. 

Once a method is selected, the method should be used throughout the trial or experiment.
This can ensure that differences in the data are a result of treatments and not of a change in
research methods. If circumstances require a change, the change should take place between 
replications and not between treatments. Treatments in replication must to be handleda in a 
unifor-i manner.

1 
Not only methods, but personnel and equipment cause bias in a yield measurement if one 
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treatment is favored. Farmers or staff sometimes favorhappens, a preferred treatment. When thisthe data become biased and possibly invalid.farmers, helps avoid bias due to uneven 
We find that training, for staff and use of measuring methods. 

The researcher will choose a method for several reasons: speed, ease,needed, precision cost, informationneeded, nature of crop or crop mixture, andresearcher must also remember that yield 
design of the trial. Themeasurement by researcher or farmer -- shouldbe handled in a way that does not greatly inconvenience the farmcr. 

8.3.5.1 Methods For Cereal Plots 

The method us.dJ must be appropriate
experiments on legumes, most 

for cereal trials or experiments. In contrast to
cereal experiments focus on
variety wih a relatively uniform maturity, is planted. 
production practices. A single
 

measured with a single cutting. Plots for trials 
This means that yield can usually be
 

on tillage-planting andtend to water conservation,
be large which increases the size of the harvest. The method also needs to
because cereal plots tend to be 
be quick


numerous in on-farm research.
 
All cereal trials are not the same. Some 
 consistwhereas others include only two or three 

of a large number of plots in a field,plo:s. The participation of farmers is generallymore in simple experiments than in those with a larger number of plots in the field. 

Three methods that are used are the following:
 
(a). 
 Systematic Quadrat Sub-Sampling. The procedure, which can be forused both

broadcast and row planted plots, is as follows: 
i. Sub-Sampling. Sub-sample the plot with a 2 meter x 2 meter quadrat. Take20 quadrat sub-samples in a systematic pattern. Usually, this pattern consistsof two pisses through the plot with 10 equally spaced sub-samples.plot is row planted, each pass follows rows near, but not on, 

If the 
the border. Insuch a case, select rows that are one-fourth of plot width from the border onboth sides of the plot. 

Preferably, three people work; two the andcarry quadrat onc carries thesample bags and records data. The
the 

front carrier follows a sampling line andrear carrier counts paces. The quadrat is placed onbias, at rear 
the ground, withouttoe of the carrier. For row planting, record the number of rowsin each sub-sample and average row spacing in each plot. 

ii. Data And Sample Collection. In sub-sample,each counts are made onnumber of plants and number of grain heads. 
the 

Heads are recorded as: 

HR - Heads already harvested before measurement. 
MT - Heads ready for harvest.
GR - Heads which are green. These can reach maturity.GZ - Heads which are completely missing due to livestock feeding. 

At this point there are two. options: 
Option 1: Harvest the MT heads and put in large biown paper kraft bags.Labeling includes field, plot and quadrat number. Close andstaple bag.. Pack sample bags from plot in a large burlap 
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bag. 

Option 2: 	 Harvest the MT heads and bulk all sub-samples from the plot 
in a large burlap bag. This is the option now recommended. 

iii. 	 Drying, Threshing And Weighing Samples. The approach used is determined 
by the options used above: 

Option 1: 	 Oven dry or sun dry the sub-samples. When sun drying, the 
heads should be removed from the bag. A protected space is 
required to spread and dry the samples in the sun. 
Alternatively, heads may be left in the bags to dry but the 
bags must be fully opened. By leaving samples in the bags,
drying will take a little longer but the danger of samples 
getting mixed up or lost is reduced. 

When samples reach a uniform threshing moisture, the heads 
are counted, threshed, grain weighed, and data recorded on the 
harvest data sheet. The labeled bag is used to hold sample 
through the final weighing. 

Option 2: 	 If the grain is wet, dry, thresh and then weigh bulked sub
samples at the farm 

iv. 	 Calculate Yield. Grain yield estimates, tiller number and head weights are 
most easily calculated by entering the data in dBase 3 Plus database package
and using the program which is described in Norman and Siebert (1990). 

Two additional points to note are as follows: 

i. 	 If a plot has already been harvested, collect a sample of 30 heads that were 
harvested in the plct. Check with the farmer with reference to this. Even if 
the 	 plot is harvested, a rough estimate of yield can be made using this head 
'mple and HR counts in the field. 

ii. 	 Other measurements can be combined with quadrat sampling, such as, plant
height, visual gauging of average height of productive plants to the base of 
the main panicle, etc. 

Systematic sub-sampling appears complicated, but experience has shown that research 
technicians and casual laborers can routinely and correctly handled the method. We 
find that a training session for technicians improves the quality of sub-sampling.
When farmers harvest trials sub-sampling should not be used. 

Sub-sampling 	 is appropri te "or RMRI or RMFI trials where the number of plots per
field is greatest. With thi, method, the researcher can gather indepth agronomic
information when it is needed, such as sorghum tiller numbers and head size in a 
RMFI Manure Trial. 

Sub-sampling can more precisely estimate the effect uf treatments than whole plot 
harvest. This is because

i. 	 Plot size and shape are not regular. Inaccurate estimates of plot size affect 
whole plot measurements, but not quadrat measurements. 
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ii. Non-treatment causes often mask treatment effects in portions of plots. Suchvisible conditions as plowing dead furrows, plot borders, water washouts, anthills, and trees can be avoided by sub-sampling.
 

Harvesting by research 
 staff can have a negative effect on the farmer's viewtrials. To of thehelp with implementation and assessment of experimentalresearchers should strive technology,to pass ownership of farmer implemented trials to farmers.The sense of ownership is increased if farmers harvest their own trials.
 

(b). 
 Whole Plot Harvest. The procedure is as follows: 

L Measure Size And Shape Of Plot. Re-measure at the end of the season forRMRI and RMFI trials. For FMFI trials, the researcher may decide thatpegging from the beginning of the season is accurate enough. 
ii. Row Planting. Measure average row spacing if the plot is row planted.Average row spacing equals the width of the plot in meters divided by thenumber of rows in the plot. 

iii. Plot Boundaries. Where they are not clear, plot boundaries need to bemarked. In large plots, we find that tall sighting poles help greatly.arking boundaries. In small and intermediate size plots, string lines 
in 

can beused to mark boundaries. Because the need for precise marking is less,decisions about boundaries in FMFI trials can usually be left to the host
farmer. 

iv. FarmerHarvesting. Discuss the needs of the trial with the farmer who willbe harvesting alone. When research staff are helping with the harvest, discussthe schedule with the farmer. Arrange logistics, such as, where the harvestfrom the plots will be stacked for drying. If possible, researcher or field staffshould visit the field on the day the farmer starts harvesting. At that time,they should label the harvest bags and agree whichon bags will be used for
each plot. 

v. Harvest Criteria. Instruct harvesters on criteriathe for harvesting, sucl- as,whether to harvest green millet heads, heads with smut, and so on. 
vi. Single Cutting. Usually plan to harvest a plot in a single cutting. If morethan one cutting is planned, adjust the harvest criteria appropriately. 
vii. Threshing And Weighing. After drying, thresh and weigh grain from eachplot. The farmer is usually asked to transport the harvest of each plot to thethreshing floor, thresh the grain and put it in a labeled bag. Bags areprovided by the researchers. Identification on the bag must be simple andclear. Research staff will schedule a visit to wigh the threshed harvest from 

each plot. 

viii. Calculate Yield. This is done as follows:
 

Grain yield (kg/ha) = (plot yield (kg) 
x 10,O00)/plot size in square meters 
For example, if 18 kilograms are harvested and the plot size is 10 meters x 
25 meters, then: 
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Grain yield (kg/ha) = (18 kg x 10,000)/(10 meters x 25 meters) 

- 720 	kg/ha 

Whole 	plot harvesting is easy, inexpensive, and appropriate for FMFI trials. That is 
why this method is recommended when farmers harvest trials alone or together with 
research staff. Because farmers are helping with harvesting, a much larger number of 
research sites can be managed. If farmers work with the harvest, they are also more 
likely to feel they own the trial. 

The additional work required to make the whole plot method precise enough for 
some studies can be tedious. Plot size and shape must be accurately measured. In 
some instances, portions of the plot affected by causes from outside the trial' need to 
be subtracted from the plot area before calculating yield. 

This method is most suitable with small and intermediate size plots. Keeping a 
number of large plot harvests separate is difficult and the chance of a mix-up 
increases. 

Using this method, the researcher cannot easily collect the data to make indepth
agronomic analyses. Information on tiller number and harvest plant stands would 
need separate sampling and measurement. 

(c). Row Segment Measurement. The procedure is: 

i. 	 Sub-Sampling. Sub-sampling and data collection are similar to those of the 
systematic quadrat sub-sampling method (see Section 8.3.5.1(a)). The main 
difference is the use of a measuring stick instead of a square quadrat. 

ii. 	 Sample Collection. Cutting, drying, threshing, and weighing samples are tic 
same as for Option 2 of systematic quadrat sub-sampling (Section 8.3.5.1(a)). 

iii. 	 Calculate Yield. Grain yield estimates, plant number, tiller number, and head 
weights can be calculated by entering the data into dBase 3 Plus and using a 
specially designed program (Norman and Siebert, 1990) or through using the 
following equation: 

Grain yield (kg/ha) = 

(sample yield per plot (kg) x 10,000) 
(number sub-samples x segment length (meters) x row spacing (meters) 

For example, if 2 kilograms are harvested from a plot, 20 segments are 
measured, each segment is 2 meters long, and average row spacing is 0.75 
meters then: 

Grain.yield (kg/ha) = (2 x 10,000)/(20 x 2 x 0.75) 

s. 	For example, see the comments for systematic quadrat sub-sampling Section 
8.3.5.1(a). 
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= 1000 kg/ha
 

Because this method is 
 similar to the systematic quadrat sub-sampling method(Section 8 .3.5.1(a)), most comments given in that section pertain here as well. 
The use of a measuring stick, instead of a quadrat, has three effects: 

The stick is more manageable can by twoso work be done technicians 
instead of three. 

ii. The stick is easily transported -- a big plus for staff travelling on bicycle or 
foot. 

iii. The quadrat, however, is more decisive than the stick about defining theboundary of the sub-sample. 
withWe believe that harvest data collectedquadrats are generally more reliable than data collected with measuring sticks. 

8.3.5.2 Methods ForLegume Plots 

Several reasons can be given why whole plot harvest is used to measure grain yield in onfarm legume trials. Three of them are:
 

(a). A major part of on-farm work with cowpea, 
 mung bean and groundnut has beentesting varieties and other crop comparisons. In these trials, plots can be readilydistinguished by plant or seed type.
 

(b). Legume plots are not big, trials 
 only include a few plots per farm, and tend to beFMFI. Farmers can readily manage the whole plot harvest of this type of trial.
 
(c). Most importantly, cowpea, mung bean 
 and tepary bean have an indeterminate growthhabit -- at least partially -- so that more than one harvest cutting is needed. Forresearch staff to sub-sample a plot on a repeated basis is not practical.
Groundnut plots do not require repeated sampling. But plots are small and grain yield is 
more easily measured if farmers harvest whole trial plots. 

Two methods that are often used for harvesting legumes are as follows: 
(a). Systematic Quadrat Sub-Sampling. Systematic quadrat sub-sampling is used for 

measuring leaf spinach yield for crops such as cowpea. The procedure is as follows: 
i. Sub-Sampling. The sub-sampling pattern is similar to that for cereals (see

Section 8 .3.5.1 (a)). 
ii. Data And Sample Collection. In each sub-sample, the number of plants arecounted and areleaves harvested. Take all the leaves to measure thepotential harvest. Alternatively, consult with the farmer to decide on theintensity of defoliation that is typical. Bulk or combine the sub-samples from

each plot. 

iii. PrepareSpinach And Weigh. Ask the farmer to prepare dried spinach and 
weigh. 
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Option 1: 	 Weigh the plot s-amples while they are still fresh. Take a 
small sample (0.5 kilograms) from the bulked sample. Give 
the rest of the bulked material to the hosts to use as they
please. Ask the farmer to prepare the dried spinach from the
small sample. Weigh the small samples again when ready as 
spinach. 

Option 2: 	 Ask the farmer to prepare dried spinach from the bulked 
sample 	for each plot. 'Weigh it when it is ready. 

iv. 	 Calculate Yield. Depending on the option, the procedure is: 

Option 1: Spinach weight per 100 square meters = 

bulked fresh sample (kg) x (small sample fresh (kg)/small sample dried (kg)) x 100 
plot size (square meters) 

For example, if 7.4 kilograms are harvested from a 20 meters 
x 10 meters plot. The 0.5 kilogram small sample, when 
prepared as spinach, weighs 0.15 kilograms, then: 

Spinach weight per 100 square meters = 

(7.4 x 	100 x (0.15/0.5))/(20 x 10) 

= 0.28 kg 

Option 2: Spinach weight per 100 square meters = 

(prepared spinach weight (kg) x 100) 
plot size (square meters) 

For example, if 0.95 kilograms spinach are prepared from leaf 
harvested from a 15 meters x 12 meters plot, then: 

Spinach weight per 100 square meters = 

(0.95 x 100)1(15 x 12) = 0.53 kg 

Because leaf sampling might affect grain yield, the researcher should either harvest
leaf samples on parts of the 	 plot where grain yield will not be measured, or harvestleaf samples equally on all treatments of the legume trial. If leaf sampling is only
on some treatments, the others will be favored and this can bias and invalidate the 
yield comparison of the trial. 

(b). Whole Plot Harvest. Points to note are: 

i. Whole 	Plot Harvest. Whole plot harvest for legumes is simila to that for
cereals (see Section 8.3.5.1(b)) where farmers harv.,st the grain. 

ii. 	 Cuttings. Because of indeterminacy in growth, more than one cutting is
required to measure grain yield for cowpea, mung 	 bean, and tepary bean.
There are two approaches to dealing with cuttings: 
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Different cuttings are kept separate. If the researcher wants to 
compare legume treatments for each cutting, the schedule of harvesting
by the farmer and weighing by research staff must be well organized.
To compare correctly, farmers should harvest each treatment at each 
cutting, even if the yield is still small. 

Cuttings not kept separate. For most trials, researchers can bulk the
different cuttings to get one yield per plot. Even here, farmers often
would 	 like to use some of the harvest before the final harvest is
completed. To help the farmers, research staff can organize a 
schedule of visits to check the harvesting procedure and weigh grain
harvests to that date. 

iii. 	 Groundnut Harvest. Groundnut whole plot harvest is similar to that for
cereals (see Section 8.3.5.1(b)), where farmers harvest the grain in one
cutting. For groundnuts, grain yield is reported for the shelled -- shells
removed -- harvest. Shelling percentage estimates are one of the yield quality 
measures for groundnut. 

To obtain the groundnut shelling percentage, weigh a small sample (0.5kilograms.) of unshelled nuts which have been dried for shelling. Then shell 
and weigh the shelled sample. 

Shelling percentage = (100 x weight shelled (kg)) 
weight unshelled (kg) 

Shelling percentage can be used to convert unshelled harvest weights to
estimates of shelled weights. To get an estimate of yield when a farmer has 
not yet shelled his harvest: weigh the unshelled harvest, weigh a small
shelling percentage sample (0.5 kilograms), shell and then re-weigh the 
sampho. 

Shelled harvest (kg) = unshelled harvest (kg) x shelling percentage 
100

For example, a farmer has 22 kilograms of unshelled nuts. A 0.5 kilogram 

sample 	of unshelled nuts weighs 0.24 kilograms after shelling. 

Shelling percentage = (100 x 0.24)/0.50) = 48.00 

Shelled 	harvest (kg) = (22 x 48.00)/100 = 10.56 kg 

iv. 	 Calculate Yield. Grain yield for all legumes is calculated in the same way as 
for cereals (see Section 8.3.5.1(b)). 

Because riots in legume trials are small and the whole plot harvest method is used,
estimates of yield become sensitive to errors such as overlapping treatments.
Consequently it is important to discuss the requirements of a plot trial with farmers,to inspect plots, and to accurately measure piot size and grain harvest when yield
estimates are important. 

For groundnut, when shelled harvest wcight 	 is needed, it is best to leave the bulk of 
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the harvest in the shell and use the approach described under (iii) above. This is 
because groundnuts teni to store better in the shell. 

8.3.5.3 	 Method ForFodderCrop Plots 

Fodder yield is generally measured by systematic sub-sampling. Most fodder trials are FMFI 
with only a few plots on each farm. With farmers doing the work, a whole plot 
measurement would be preferred. But larger plots are needed to produce enough fodder so 
that its use pattern can be monitored. However, because fodder is bulky, weighing the entire 
harvest is not practical. Therefore the systematic sub-sampling method is used. Points to 
note about this method are the following: 

i. 	 Procedures for fodder are similar to the leaf harvest method in legumes (see 
Section 8.3.5.2(b)). 

ii. 	 Set the schedule for harvest measurement with the farmer. Sub-sampling 
must be done before the farmer harvests the remainder of the plots. 

iii. 	 Time the harvest for each fodder crop to coincide with the stage of growth 
when the nutriti,. value is optimal [ALDEP, No Date]. 

iv. 	 Cut the sub-sampies and immediately carry them to a safe point outside the 
plot. Sub-samples from one plot can be bu.ked together and weighed. This 
is a fresh weight. Fodder yield should be reported as dry weight. Spread out 
the bulked harvest samples for drying. Note that the recommendation for 
standard fodder production is to allow cut hay to dry to some extent in place.
This reduces the weight and burthen in transporting. Sub-samples are not 
heavy and removing them to a safe drying point lowers the risk of accidental 
loss. 

v. 	 For precise estimates of fodder yield, research staff need to weigh a sample at 
one week intervals beginning about two weeks after harvest. The exact 
beginning time is dependenz on the weather conditions being conducive for 
drying. To manage this work, separate and weigh only a representative 
portion of each bulked sample that was harvested from the field. This new 
drying sub-sample can be put in a large burlap bag and hung to dry. A label 
on the bag can be used to record dates and weights. Reweigh the drying 
sub-sample a week later. If the weight is less than the previous weight, the 
sub-sample is still drying. Repeat the weighing until each drying sub-sample 
weight is constant. Use the constant weight as the dry weight of fodder in 
the sub-sample. 

vi. 	 Calculate dry ma\tter (DM) yield as follows: 

Proportion dry matver = sample dry weight (kg)/sample fresh weight (kg) 

Fodder 	(kg DM)/harvest sample = 

bulked sample (kg fresh) x proportion dry matter 

Plot fodder yield (kg DM/plot) = (fodder (kg DM) x plot,ize (sq. meters)) 
sample size. (square meters) 
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Fodder yield per hectare (kg DM/ha) = 

(plot fodder yield (kg DM/plot) x 10,000) 
plot size (square meters) 

For example, 10 quadrat sub-samples (2 meters x 2 meters) are harvested
from a plot measuring 30 meters x 30 meters The bulked fresh weight of the
samples is 42 kilograms. A drying sub-sample, weighing 5 kilograms, is
dried to a steady weight of 1.2 kilograms. 

Proportion dry matter = 1.2/5 = 0.24. 

Fodder (kg DM)/harvest sample 42 x 0.24= 

= 10.08 kg DM/harvest sample 

Plot fodder yield (kg DM/plot) = (10.08 x (30 x 30))/(10 x 2 x 
2) 

= 226.8 kg DM/plot 

Fodder yield per hectare (kg DM/ha) = (226.8 x 10,000)/(30 x 30) 

= 2494.8 kg DM/ha 

vii. A less precise measure of fodder yield is obtained by following the procedure
above with a small difference. Instead of repeatedly weighing a dryingsample, allow the bulked sample to dry for set period of sixa weeks or more. After this period, assume the hay is dry, return and weigh the entire
bulked sample. The weight is for ihe harvest sample, that is, kikigrams of 
dry matter/harvest sai iple. 

According to research experience, fodder plots are seldom harvested at the optimaltime. Researchers should be warned, if harvest is delayed much past the optimalstage, senescence and leaf drop will dramatically reduce harvest yield and harvest 
quality. 

8.3.5.4 Method For Mixed Cropping 

Mixed cropping research covers a range of trials. Trials differ in the type of growth habitand type of yield that is measured. For example, in a Sorghum-Melon Mix Study, yieldmeasurement is for grain in sorghum and for vegetative growth in water melon. In aSorghum-Cowpea lntercropping Trial, measurement is for grain in both crops. 

Mixed cropping trials are designed to collect relatively precise agronomic data under farmconditions. Therefore, yield is measured by research staff. In the Sorghum-Melon MixTrial, researchers use a systematic quadrat sub-sampling to measure sorghum yield (seeSection 8 .3.5.1(a)) together with an estimate of percent ground cover (see Section 8.3.4.5) to measure melo1 g"'wth. In the row planted Sorghum-Legume intercropping Study, 
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measurement is made on selected rows6 Yield in the. Sorghum-Legume Mixed Cropping
Trial is measured using the whole plot harvest method for each crop separately in the mix.
These mixtures are broadcast seeded. 

8.3.5.5 Method ForEstimating Whole Farm ProductionAnd Average Grain Yield 

Information on crop production for the whole farm can be used in descriptive and diagnostic
studies of needs of farming households, inter-season variation in production, and farmer
goals. Average grain yield for the farm gives a baseline value to compare with results of 
trials. 

We use the Single Interview Visit Method. The procedure used is: 

(a). 	 Select farmers to be interviewed following completion of threshing. 

(b). 	 At an interview with the farmer -- usually about 30 minutes -- record in kilograms, 
or volume measures, the amount of each crop harvested in shelled/threshed terms. 

(c). 	 Ask the farmer to point out the land that was cultivated this season. 

(d). 	 Prepare a sketch of the cultivated part of the field. 

(e). 	 Measure all sides of the cultivated land with a measuring wheel. If the cultivated 
block has an irregular shape, divide the sketch into rectangular blocks, as large as 
possible. Measure the sides of these blocks7 . 

(f). Calculate the land area cultivated as follows: 

Area cultivated (square meters) = 

average length (meters) x average width (meters) for block of land that is cultivated 

If the block is irregular in shape, use the average of opposite sides as the 
approximate average length and width. 

Cultivated land (ha) = 10,0(0/area cultivated (square meters) 

(g). Calculate production as follows: 

Farm grain production (kg threshed/shelled) = 

sum of weights (kg threshed/shelled) for grain crops harvested by the farmer 

The above formula implie:; adding together production of cereal and legume crops.
Although this is not strictly correct to do, it is probably not so serious an error since 
the bulk of the pi'oduction tends to be sorghum. 

6 This is similar to %row segments with one iow equal to the segment (see Section 
8.3.5.1 (c)). 

. e also Section 8.2.3 for alternative ways of measuring fields. 
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Because farmers express production in volume units, the following conversion may behelpful (see also Section 8.4.3.5): 
i. Standard grain bag holds 70 kilograms of grain 
ii. Standard 20 liter bucket holds 14.2 kilograms of grain 

(h). Calculate the yield as follows: 

Grain yield (kg threshed/shelled per hectare) = 

fa±g.rain production (kg threshed/shelled) 
land cultivated (ia) 

(i). Calculate the yield for one crop (crop A) as follows:
 
Use the production (kg threshed/shelled of crop 
 A) of crop A from interview with 
farmer, and also identify and measure the area planted to crop A. 

Yield of crop A (kg threshed/shelled crop A per hectare) = 

farm production of crop A (kg threshed/shelled) 
land cultivated with crop A (ha) 

We find this type of interview to be quick and surprisingly accurate. Measuringtakes more time the fieldthan the interview, but does not require theinterview is useful to 
farmer to be present. Theestimate whole farm production, not individual plot yield. The methodworks well in estimating grain production of cereals, legumes, and so forth, but is lessaccurate for melon and spinach crop yield. Researchers would not need to notify a farmerin advance of the interview, but advanced notification is preferred. The interview obviouslymust follow completion of threshing and shelling. 

8.4 DATA COLLECTION 

8.4.1 METEOROLOGICAL IDATA 

Agro-meteorology is tile study of weather and climate, and their relationship to all aspects ofagriculture. For example, how weather and climate affects 
 the growth, development and
production of plants and animals, insect pests, and plant and animal disease pathogens.underlying objective is Theto ensure that farming operations are in harmony with nature and not
out of step with it IPisani, 19811.
 

The daily climaic rec ,' provides continuous documentation of the Weather conditions underwhich crops are grown. For trial station purposes,
records are usually 

the minimum requirements for weatherdaily measurements of rainfall, solar radiation, minimum and maximumtemperatures and open pan evaporation. Some of this information and more elaborateweather data can be obtained at a regional weather station. 

For FSR in Botswana the daily weather records have generally included rainfallmeasurements and minimum and maximum temperatures as these are easily obtained.daily weather record can he Theap ';ed to all plots that are grouped close to a rain gauge, whiletemperatures can be recorded one location per village. Rainfall measurementspreferably be taken sc that the ,efer to an area no 
should 

more than 3 kilometcrs in diameter. In 
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so far 	as possible, rainfall records should be measured at 8 o'clock in the morning [Zandstra 
et aL, 1981 ]. 

8.4.1.1 The Rain Gauge 

This instrument is used to measure rainfall. There many simple and cheapare 	 rain gauges
which, 	 when maintained cared for, can accurate and reliablewell and give 	 measurements. 
The rain gauge used by ATIP for most field work is a simple "V" collection shape which
feeds rain into a holding container with graduations on the side so that the amount of rain in 
the gauge is .-asily read. 

When 	 deciding where to locate rain gauges, one has to make a judicious decision as to
where to place the gauges in fields that are close together, so that one rain gauge may serve
several fields. When setting rain gauges, the nearest object to the rain gauge, e.g., trees or
buildings, should be at least twice as far from the gauge the taoge is high.as The gauge
must be located 1.2 meters above the ground (standard), however- in some cases, the gauge
can be placed as high as 1.5 meters to avoid being disturbed by children and animals. The
difference in the readings at the two heights is not significant. The gauges must always be
kept upright and clean. Frequent checks are needed to ensure that the gauges ae not
leaking. Units of rainfall are recorded in millimeters. 

8.4.1.2 The Thermometer 

There are various types of air temperature thermometers. 

(a). Maximum thermometers for measuring the highest temperature that occurs in a 
particular 24 hour period.

(b). Minimum thernmometers for measuring the lowest temperature for a panticular 24 hour 
period.

(c). 	 Dry bulb thermometers used for measuring continuous temperature. When used in 
conjunction with a %k't bulb thermometer, a dry bulb thernometer can be used to 
determine relative humidity. 

For accurate readings, the above thermometers must be housed in a special box called the
Stevenson Screen to allow in a gentle flow of air, and to prevent exposure to direct sunlight.
The box must be located 1.2 meters above the ground. For most field work, locating the
thermometers Linder a shady tree so that they are not exposed to direct sunlight will be 
sufficient. Locating thermometers in a house will give inaccurate readings. 

'8.4 1.3 Data Collection And Analysis 

Si nple 	data collection forms can be designed for recording rainfall amounts, by rain gauge,
(in a monthly basis. This type of forn has an identification block for the rain gauge
location (including a number if numbers are used), 1h1village, the month and the year.
There is then a standard calendar with space to fill in the date (done at the beginning of the 
month), and any rainfall that is recorded. 

The rainfall data from these form-: can then be entered on the Lotus 123 spreadsheet. For
each rain gauge is a daily entry -hich 	 andthere can be summed for the month averaged for
all rain gauges ina village. Surnmar)Jsheets can then be prenarod by rain gauge location,
by village, and by research area for each month, for the cropping season, or for the year. 

File:A105.2/8 - 182 -	 Date: June 4, 1990 

File:A105.2/8


Temperature data can also be recorded on a simple form listing maximum ard minimum
temperatures by date. 	 If relative humidity or other data are collected, the form can beexpanded to include these data. The form also has an identification block for location, year
and r-iaonth. A spreadsheet can be used to summarize temperature data by location and 
season, 	etc. 

8.4.2 DATA COLLECTION PROCEDURES 

8.4.2.1 What Data Should Be Collected? 

When 	 conducting research there are numerous pieces which needof data to be collected. 
These data can be divided into four general types: 

(a). 	 Physical And Biological Environment Data. These type of data include many
physical and biological factors which effect the trial site including weather data, soil 
characteristics, cropping history for the trial site, drainage patterns, etc. 

(b). 	 Primary Experimental Data. These include all measured varizibles from the trial
such as yield data, stand counts, days to flowering, days to maturity, etc. 

(c). 	 Secondary Experimental Data. Included in this category is information which will
help in interpreting the trial data such as the date of planting, the seeding rate, pest
incidence, moisture stress periods, etc. 

(d). 	 Social, Economic And Consumption Data. The data set provides information
essential to evaluating the potential for farmer adoption of the technology under test.
The information mostly the household and localis taken from markets, and includes 
costs of inputs, prices which can be received for outputs, farmer reaction to theproduct, etc. Some data comes from the trial itself -- primaiily labor data for most 
of our trials. Alternatively, this could be included under primary experimental data. 

The data required can be collected in number of ways, i.e., by direct trial measurements.
interviews with farmers, surveys conducted in the community, and/or secondary data.Perhaps one of the most important sources of data about the trial is researcher observation of
the whole trial situation. These observations identify factors influencing the trial for which
data have not been collected, and assist the researcher in making interpretations of the data 
which have been collected. 

8.4.2.2 Designing Minimum Data Sets 

The process of collecting data starts long before any seed is planted or any question, areasked of farmers. In order to collect data which are useful, it is necessary to decide what
questions need answers. Once questions have been identified for which answers are required
-- and it is best if these are stated as hypothescs -- it is possible to decide what criteria to use in 	evaluating the answers. Then the decision can as to what to bebe made data needs 
collected to assess the criteria. 
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The choice of critefia to be used for a particular study is generally made by the research 
team who will be working on the study'. It is best if all team members participate in the 
decision on evaluation criteria so that all important questions are identified and the 
evaluation criteria which will be used in answering the questions are mutually agreed to. 
Even if the study is primarily agronomic in nature, it is a good idea to have ideas and 
agreement from team members in other disciplines. 

The type and amount of data to be collected will depend on whether the trial is researcher 
or farmer managed, and whether it is researcher or farmer implemented. Generally the 
maximum amount of technical data are obtained from researcher managed and implement 
trials, and the maximum amount of subjective farmer assessment data are collected when the 
trial is farmer managed and implemented. For each type of trial, the researchers must decide 
how much data they cpn reaeonably expect to collect, and how valuable the data are likely 
to be. There is always a question of whether too much data are being collected, or too 
little. We have found that, if the cost of collecting an additional piece of datum is not 
great, it is often worth collecting as it may add to our understanding of the results of a trial. 
We prefer tu err on the side of collecting too much data, as it is easier to discard unneeded 
data than it is to go back and collect data which has been omitted. 

A listing of the variables for which data should be collected is called the minimum data set, 
and serves as a check list of data which need to be collected for a specific trial or study. 
D,-.pending on the trial objectives, this may be general data (i.e., for reporting to an 
international conference) or it may be very specific (i.e., for use in deciding which of two 
tillage systems is more profitable). It is important to decide which data must be collected to 
assess the criteria that have been chosen for the study. We generally integrate the minimum 
data sets for both the agronomic and economic parts of a trial into a single data set. For 
the economic studies of an agronomy trial, the data collected will generally include 
information on off-farm factors, such as prices of inputs and prices the farmer will receive 
for his/her products, the local off-farm wage rate, etc. 

Once the minimum data set is determined, decisions need to be made on the types of 
measurements to be taken. Does data on a particular variable need to be collected by 
physical measurement (i.e., stop watch timing of labor activities, amount of fertilizer 
applied), can it be collected by farmer recall (i.e., planting date for a certain plot) or can it 
be obtained from a secondary source (i.e., price of grain at BAMB). The degree of 
accuracy of the data needed for a planned type of analysis will influence the collection 
method. Not all data have to be collected with the highest poss;ble degree of accuracy. 
Due to the cost of collecting data, it is important to determine the degree of accuracy needed 
for particular types of data, and then collect the data at that level of accuracy, and not at a 
higher level. 

Who will collect the data and when it will be collected are important questions to answer 
after the team has decided on the data to be collected. It must be decided if the researchers 
will collect the data, if field staff will collect the data, or if a special survey team will do 
the collecting. Also for each type of data, it must be decided if the data are to be collected: 

(a). When the activity is going on, i.e.. timing of planting operation. 
(b). At a specific point in the study or trial, i.e., make stand counts when the plants are a 

certain size. 
(c). Before or after field activities. i.e., soil samples taken prior to planting or prices of 

See Section 5.i.1 for a discussion of designing trials and Section 5.4 for a discussion of 

evaluation criteria for secio-cconomic reseacih. 
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products determined after harvest. 

8.4.2.3 Sampling Relevant Variables 

After the decision has been made on which variables will be used in the study, the teammust reach agreement on the size of the sample. Generally, the more variability in thevariable being measured, the larger the sample size needs to be. For example, less plantsmust be sampled to obtain an estimate of plant height, a hereditary characteristic, than todetermine something like damage from insects. Some agronomic variables which are oftensampled in crop trials include; germination percentage of seeds, crop emergence, crop lossdue to pests, incidence of diseases, measures of crop weediness, and harvest measures. 

Table 8.4 provides some guidelines to follow when sampling particular variables. The tableconsists of three columns. The first column lists the general variable to be sampled, thesecond gives information on what and how to sample the variable, and the third provided arough estimate of how large a given sample should be [Caldwell and Walecka, 1987: p.
2881. 

8.4.2.4 Design Of Data Collection Systems 

When data needs are decided, the team has determined sample size, what kind ofmeasurements are necessary, and when and by whom the data will be collected, then a datacollection system consisting of forms or field book can be designed. The purpose of thedata collection form or field book is to provide a convenient place to record informationrelevant variables, be they activities on or results, during the course of a trial. The practice ofrecording data directly on the data form or in the field book is a good idea. Recording datain a notebook or on pieces of paper for later transcribing to the permanent records is notrecommended because there can itemsbe overlooked if the data record is not faithfullyfollowed, there can be errors made when the data are transcribed, and there is a temptationto add to the observations when recopying the data. There is no substitute for carefullyfilling in data forms at the time the data are collected in the field.
 

Examples of data collection forms can be found 
 in many published studies. Also see Formsto A4.3 in the Annex VolumeA4.1 IWorman, Norman and Ware-Snyder, 19901. 

Most of the ATIP field book forms are pre-coded, so that transferring data from the fieldbook to the computer is facilitated. This type of pre-coded form is a time saving featurewhen the data to be recorded are standard and will be similar for all forms. In some casesthe forms are not pre-coded. Generally forms that are not pre-coded are used to record datafor many different types of trials and often slightly different data are collected on each trial.The sheets are not normally used to directly enter data into the computer, hence the data tobe entered are taken from the forms in a post-coding scheme. 

Farmer evaluations of cropping trials are obtained by researcher discussion with farmers andthrough the use of End-of-Season Surveys. For a discussion of surveys Chapter 7.see 

8.4.2.5 Recording Data 

The nature of the variable usually determines when the data will be collected, i.e., before,during or after the trial. For some variables a decision needs to be made if all data for thevariable will be collected or if only a sample of the data will be needed, i.e., does the entire 
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plot need to be harvested or can a sample be taken from the plot? Each measurement taken,
whether in the field or in an interview, costs money in terms of time spent and alternative 
work that could be done. If there are village level staff on a project and if there has been a 
commitment of resources to have that staff available, then the team must decide on a set of 
priorities for the use of staff time among various trials and studies. The researchers will 
need to decide if they personally wish to collect data or if it can be collected by village
staff. If it is to be collected by field staff, appropriate training must be provided. In some 
cases farmers may be trained to collect certain types of data. 

TABLF 8.4 GUIDELINES FOR SAMPLING VARIABIES FOR AGRONOMIC STUDIES 

VARIABLE TO SAMPLE 	 WHAT AND noW [O SAMPLE 	 FST. NOS. TO SAMPLIE 

Viabiity/Germination 	 Remaining seed, cuttings, roots, tubers or stems 100 seeds/variety (include 
farmers) 

Soil Sample 	 See Section 8.3.3 Threc samples per trial site; 6 

for 2 major soil types 

Crop Emergence Count emerged seedlings 1-2 weeks after emergence. Take See Section 8.3.4 
care if replanting is a common practice 

Lodging 	 Count both lodged/non-lodged plants for each trealment. All plants in the trial; or all 

plants in the harvestable plot 

Flowering Time 	 A sub-sample per variety and replicate 20 plants per variety 

Plant Ileight 	 A sub-sample per variety and replicate 10 plants per variety 

Foliar Insect Damage 	 Determine rating scale if any, to be used. Apply it at 25 plants r'cr plot for grains 
critical times during season 

Foliar Diseases Damage 	 Determine rating scale if any, to be used. Apply it at 10 plhnts per plot for grains 
critical times during season 

Ear Insects 	 At harvest, decide on incidence, severity/or both in the Entire harvested sample is to
 
harvested sample 
 he graded for disease damage 

incidence, severity or both 

Ear Diseases 	 At harvest, decide on incidence, severity/or both in the Entire harvested sample is :o 
harvested sample be graded for disease damage 

incidence, severity or both 

Variable Inputs 	 Inputs whose use is changed by the treatments. Measure All treatments and farmers' 
quantity used in treatment and farmers' practices current practice, if any 

Labor 	 Should be broken down by gender and age classes. Record AI treatments and farmers' 
time and type of task performed. Only worthwhile if the current practice, if any 
plot is large enough to simulate realistic field working 
conditions. See Section 8.4.3.4 

Wage Rate 	 Ask farmers, check for government regulations, examine All households involved in 
wage in alternative occupalions (opportunity cost). See trials 
Section 11.3.2 

Field Price of Inputs 	 Ask farmers, check government regulations, stores or All households involved in 
merchants; when necessary be sure to add transponation trials 
costs from the purchase point to the farms (if not already 
done). See Section 11.3.2 

Field Price of the Ask farmers, check govemment regulations, stores or All households involved in
Product (crop, livestock, merchants; when necessary be sure to add Iransportalion Iri:ds 
etc.) costs from the farm to the market (if not already done) St'e 

Section 11.3.2 

Reference. Caldwell and Walecka 11987: pp. 296-2991. 

Once data collection has begun. it is important that tne researchers regularly review the field 
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books to ensure that the required iniformation is being properly collected and recorded. It isalso important to make photocopies of the record oncebooks or twice during the season toensure 	 that data are not 	lost if the record book is destroyed. 

8.4.2.6 Problems With Data Collection 

We have encountered a number of problems with data collection. Several of these are:
 

(a). There is often 
 a problem with missing observations. If an observation is missingbecause someone neglected to collect the data, it may be possible to collect the dataat a later time. This is more often true of 	single point data, such as a weeding date,than it is of data collected over several days, such as weeding labor time. It is veryimportant that field staff be reminded of the need to collect data at the designatedtime, and that they should contact the researcher if they 	 will not be able to collectthe data as planned. The number of missing observations can be reduced through aregular 	system of review for field books and data sheets.
 

(b). A system of review will also help to 
 reduce the number of recording errors which isanother problem we have encountered. Recording errors can be reduced usethroughof a good training program for village staff. In some cases recording errorsrectified by remeasurement, such as remeasuring field size, but in others they 
can be 

result
in lost 	data. 

(c). 	 We often have problems with incomplete or ambiguous data. In all cases ofrecording information, we stress to village staff that they should add comments ifthey have any questions about the data they collect. If there is some irregularity it isbetter 	 to have as much informaion recorded as possible, so that researchers candecide on how to handle the situation.
 

(d). Recording labor data presents a number problems.
of See Section 8.4.3.4 for a
discussion of some of these problems. 

8.4.3 ECONOMIC DATA 

8.4.3.1 Determining Minimum Data Set' 

When 	 the interdisciplinary team members have decided on a study or trial and haveidentified objectives, they can determine what questions need to be answered. The questionsthat need to be answered wiil determine the minimum data set. For economic studies onagronomy trials, the data set may include infomation on off-farm factors, such as prices ofinputs and prices the farmer will receive for his/her products, the local off-farm wage rate, 
etc.
 

8.4.3.2 Collecting Data 

Designing survey forms is discussed in Chapter 7. Examples of survey forms and fieldbooks containing economic components can be found in the Annex Volume. 

. See also Section 8.4.2. 
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We have found that pre-coded forms save time in entering data into computers for analysis.
It is also very important for researches to check data forms that have been completed by
enumerators by either doing the coding or checking enumerator coding for accuracy and 
inconsistencies. During data collection, supervision of enumerators is important to ensure 
that they do in fact understand the questions they are asking, and are recording the desired
information. We have found that many enumerators lack the skills to identify and ask
appropriate follow-up questions, thus researcher observation becomes most important in 
providing background for interpreting the data collected. 

8.4.3.3 Economic Data For Agronomic Trials 

What data will need to be collected depends on the trial being conducted. The types of data 
we collect include: 

(a). Physical Inputs: 
i. Amount of fertilizer used 
ii. Amount of seed used 
iii. Amount of insecticides, herbicides, etc. used 

(b). Labor And Equipment Inputs: 
i. Labor times by operation 
ii. Machinery time by operation 
iii. Traction tine by type and operation 
iv. Transport time by type and operation 

(c). Price Data (see Section 11.3.2): 
i. Wage rates 
ii. Input prices 
iii. Output prices 

Not all data are collected for all trials. For example, if a variety trial is being conducted,
then labor data and wage rates are probably not important -- unless, for some reason, there 
is expected to be a difference in labor between varieties. 

The economic data needed to make an economic interpretation of an on-farm trial generally
includes many factors from off-farm. The price the fanner pays for inputs and the price to 
be received for the output determined many market and policy factors, overare by which the 
farmer has no control. Thus the economic analysis usually requires collection of both o;
farm and off-farmi data, compared to the agronomic biological data which is collected mostly 
on-site. 

Because price data may be common for several trials, it is useful to collect it on a regular
basis. We have developed a price form (see Form A5.1 in the Annex Volume IWorman,
Norman and Ware-Snyder, 19901) which can be used to collect prices of both inputs and 
outputs. Some items, such as fertilizer are not included because there are generally no local 
village supplies, and so the price must be determined on a case-by-case basis depending on 
the source of supply, cost of transport, etc. 

8.4.3.4 Recording Labor Data 

In Botswana, labor is one of the major inputs provided by the farmer and is often an 
important consideration in agronomy trials. 
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(a). 	 Reasons For Collecting Labor Data. Most farm families with limited resources havelimited 	 animal power, 	capital, etc. to invest in agriculture. Often where land is notlimited 	the major resouice farmers can invest in agriculture is labor, particularly laborthat is not being used in off-farm employment. Much of the small scale arableagriculture practiced by limited 	 resource farmers requires relatively small amounts ofresources other labor. laborthan Thus availability at certain times of year, i.e.,during plowing or weeding, may be the major constraint a family faces in its ambleagricultural activities. Hence the family's of its labor resourcesuse is an importantcharacteristic of the farm family, and the changes in resource allocation required bynew technologies must be acceptable to the 	 farm family if the technology is to be
adopted. 

There are a number of ways we have used labor data. Two of the r.aost important
are: 

i. 	 To create baseline information on how families use their labor. This involvesall uses of labor including crop and livestock agriculture, off-farmemployment, family 	 maintenance activities, on-farm commercial activities 
(such as beer brewing), etc. 

ii. 	 As input data in evaluating 
this 	

the economic returns to different technologies. In case only labor requirements which differ between the technologies need 
to be considered. 

An important issue in both of these cases is to determi,,ie if there are laborbottlenecks which affect the farm families. The use of labor data in trial evaluationsmay not always indicate whether the new technology will increase or reducebottlenecks. We can use baseline data on family labor allocations, along with labordata from trials, in an attempt to determine if the proposed technology will affect the
labor constraints faced by the family. 

(b). 	 Labor Data Collection. When designing studies, trials or surveys it is importantidentify what labor data are needed. Because labor data tends 
to 

to be costly to collect,in terms of researcher time and effort, it is particularly important to consider whatlevel of accuracy is needed in the 	 labor data to be used. For example, if generalindications of labor use are adequate, then it mav be possible to use previouslyderived standard values for at least some of the operations. On the other hand, iflabor differences will be critical in differentiating between two treatments, then more 
accurate direct measurement will be required. 

There are three general approaches to labor measurement. These are: 

i. 	 The single survey approach (i.e., one short interview).
ii. 	 The multiple interview approach.
iii. 	 Direct measurement. 

The least amount of measurement error can be expected from direct measurement,while the one-time farmer recall survey can have large measurement errors. Themultiple visit approach is particularly useful in obtaining baseline information as itrequires much shorter periods of recall by the farner. This particLar technique canbe enhanced if farmers are provided with watches and asked to time specificactivities -- assuming the farmer or a menibc," of the family can tell the time. Insome cases the multiple visit technique can be combined with a farm record keeping 
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system 	 to provide better data. 

Labor 	 data collected during single interviews may include information on who is
responsible for performing a task and how much time is usually spent on the task. 
The respondents will probably think in terms of what is routine or normally happens.
In this case the labor data are collected with other data on a single data form. For 
multiple visit surveys, particularly ones attempting to identify major uses of labor,
there may be separate sheets for agricultural labor use, for household labor use, and 
for other labor use, such as off-farm employment. These will be completed as often 
as twice a week for each participating family. 

When 	 we collect labor data in connection with a trial, the labor collection form is
included in the field book for the trial and is normally completed -- often by direct 
measurement -- each time a trial activity takes place. 

In designing labor collection forms we generally identify whether the person
performing the activity is an adult or a child, and whether they are male or female.
The type of operation is recorded and we record the use of any implements, such as 
a hoe or cultivator for weeding. An example of a trial labor data collection form is 
given in the Annex Volume i.e., Form A4.1 [Worman, Norman and Ware-Snyder, 
1990]. 

(c). 	 Problems With Labor Data Collection. We have encountered numerous problems in 
collecting labor data. Some of these, are: 

When deciding if labor time should be collected on an agronomy trial, and 
how i! is to be collected, it is important to consider whether the activity takes 
place over a large enough field area to be considered a "normal" activity, i.e.,
is the time spent in the activity representative of what farmers would spend 
on tile same activity in a non-experimental field? Very small plot sizes will 
not give representative labor data. We have often collected labor data in 
cases where the trial plots are relatively small (5 meters x 25 meters) for use
in comparing treatments implemented on the same There issize plots. labor 
comparability between treatments in this 	 case, but the labor data collected 
does not necessarily give an accurate estimate of the labor that would be 
required on a normal size plot using the technology. When the experimental
plot size is relatively large (10 meters x 50 meters) one could introduce an 
adjustment factor to try and estimate the whole field labor requirement. 

ii. 	 Time is only an indicator of labor inputs. It indicates the allocation and 
duration of labor activities, but does not indicate the intensity of the effort
required nor the economic value of the effort. Thus we can say that so many
hours are spent plowing or weeding, but this does not tell us which activity
re(! "res more effort, nor which contributes more to the economic value of the 
crop. Also the recording of time spent in activities does not necessarily
indicate their relative importance to the family. 

iii. 	 Many activities may be joint activities, such as child care and bird scaring, or 
bird scaring and harvesting. How the labor time spent in joint activities is
divided between the activities, and how it is valued, will have a major impact
in the economic value of the activity. We have generally not collected data 
on bird scaring because it is usually a joint activity and is difficult to value. 

iv. 	 Some researchers convert labor data to standard man-days by considering 
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work done by a male during a day of eight hours as a standard man-day.They then weight the time spent by females and children of different ages to 
convert them to man-day equivalents. Probably the most common weighing
scheme 	 in Botswana is to consider both male and female adult labor as equalto 1.0 and children above 7 and under 15 as equal to 0.5 of a man-day.
Because young people can perform many tasks as well 	 as adults (boys often
do plowing and girls can bird scare as well as adults) we have used man-day
conversions only for special studies. 

v. 	 One problem when collecting labor time for an activity is when to start and 
stop. Our general rule is to start at the beginning of the task and stop at the 
end, including all rest time and equipment adjustment time, unless the activity
is stopped for an extended period of time due to equipment failure. If thereis a great deal of time invested in equipment adjustment, as might be 
encountered on the first plot plowed, then this should be noted. 

vi. 	 There is a question of how much non-field time should be attributed to field
operations. For example, is time going to and from the field to be counted 
on a particular operation' Should 	 time spent in collecting animals be counted 
as. part of the plowing time for a particular day? We have handled this
question differently for different studies. Generally, for trials work, we havenot included time traveling to or from tie field, but have inicluded normal
resting time during the operation. 

(d). 	 Estimating Labor Coefficients. Because labor data are expensive to collect, it Ls
sometimes possible to use standardized iabor coefficients instead of direct
measurements. Coefficients can be 	 used for budget analysis and for other types ofanalysis when there is not expected to be a critical differeikce between labor inputs
for a particular operation among treatments. Thus if all piowing for the treatments tobe considered is done the same way, a coefficient can be used instead of an actualmeasurement. If however, there is a difference expected, i.e., comparing doubleplowing and single plowing, then direct measurements provide geater accuracy In the 
analysis. 

Standardized labor coefficients can be estimated using labor data collected over a
period 	 of time and under different situations. These data can then be analyzed toprovide coefficients for various type of labor and machine .se. For example,
coefficients can be derived for plowing with donkeys, cat:le and tractor, for
harvesting and threshing, etc. Table 8.5 suggests sonic standardized coefficients. 

TABLE 8.5: SUGGESTED STANDARD LABOR COEFFICINI'TS 

P1RATON - D-71AW.__ 
Plowing: First tlours/bect're Tr-ior: 2.95 	 O,.cn: 16.16 Donk=ys: 26.67Second lHours/eciare Traccr: 3.10 Oxen: 15.74 Dinkeys: 24.47 
Planting: Broadc.t Ilfoursn11eCue 0.90 

Row Planting I tourstetare 8.15 

1larvesting: Kgs. thrhed gnxn/hour Sorghum: 1043 Miiet: 5.2 

Threshing: 	 Kgs. grain tUq.hq'edhour Sorghum: 9U3 Milel: 10.0 
-SoU-- - Norman, Worman and Capli [1990]. 
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Standardized coefficients for plowing can be based on area plowed with a fairly highdegree of confidence. Likewise, har,'sting and threshing are highly correlated withgrain yield. The major problem we have encountered in developing standardized
coefficients is in predicting weeding labor time. This is very difficult because
weeding labor time depends not only on the area to be weedei but on the weed 
burden -- number and kind of weeds present. 

8.4.3.5 Standard Units 

In addition to the problems of measuring or estimating labor time, there are two other 
measurement problems which have to be considered: 

(a). 	 O.e of the areas which has been a prob!em for us is determining the unit of grain
inputs and harvest. Man), farmers do not measure their inputs or barvest in standard
sized (25 or 70 kilogram bags) containers. When seed sown or harvest is mcasured
in baskets, buckets, etc. or when items are sold by cups or baskets, it is difficult tostandardize the units to be used. Thus ;f there is a common unit for a particular
commodity, it is necessary to try and calculate an accurate standard for that unit of measure. The standard needs to be for d specific container and crop. Table 8.6 
suggests some possible standard units. 

TAB.E 8.6: SUGG-S'IID CONVERSION RATIOS FOR VOLUME MEASURES 

MEASURE oEKII.I 
. .~__ R§I____SUM Ml IET MAIZE 

WI'G IT I IRE'I lit)LKGS)OR SI 
_ COWPEAS 

0.30 0.31 0.29Mug 	 0.45 0.46 0.44Basin 5.31 4.35 5.00 8.(1)',w: kct: 	 Small 9.56 9.79 9.569.00 
Iarge 17.00 17.40 16.00 17.00Basket: 	 Small 8.50 h.70 8.00 8.50 
Large 31.87 32.62 30.00 31.87b.ck 85.00 87.00 80.00 84.17 

,,irce: Norman, Worman and Caplan 119901. 

(b). 	 A similar problem exists with measuring fields. In some areas there is a unit of 
measure called an "acre" which contains no standard amount of land but
convenient area for plowing with oxen in a given time 

is a 
period, 	 usually a day. As

with the crop inputs and harvests, it is possible to measure "acres" in a village and
find an average size "acre". In some parts of the country there may not be any
common unit of measurement. The problem of unit of measure for land has been
somewhat reduced with the extensive use of 	ARAP under which many fields have
been measured. 'Ihu the farmers can often give a good estimate of how big a field
is as it was measured for the ARAP program. We have found that measuring field areas using a measuring wheel and compass has provided estimates of field sizes
slightly lower than those used by ARAP for the same fi,. lds. This is partially due tothe more accurate measurement of irregular fields possible by the wheel and compass
method. Depending on how much accuracy is required, a decision on measurement 
technique will have to be made on a study-by-study basis. See also Section 8.2.3. 
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8.4.4 INTEGRATING ECONOMIC AND AGRONOMIC DATA COLLECTION 
To reduce work and assure that all data ielevant to a particular trial or study are maintainedin the same place, we have found it important to use an integrated data collection systembased on forms and/or field books for collecting all data on a trial or study, i.e., agronomic,economic, and where ippropriate animal science data. By using an integrated data collectionform and standard pr,.,cdures, it is possible to have enumeratois or other field staff collectboth biological and economic data at the same time. 

8.5 USEFUL REFERENCES 

Section 8.2: 

Section 8.2.1: Caldwell and Walecka, 1987: pp. 250-254.
Section 8.2.2: Caldwell and Walecka, 1987: pp. 254-256. 
Section 8.2.3: Low and Norman, 1990. 

Section 8.3: 

Section 8.3.1: DLFRS, 1985: pp. 65,67.
Section 8.3.3: Blake and Hartge, 1986: pp. 363-375. 

Gardner, 1986: pp. 493-541. 
Remmelzwaal and Waveren, 1988. 
Rhebergen, 1988: pp. 24-29. 

Section 8.3.4: Caidwell and Walecka, 1987: pp. 135-137.

Section 8.3.5: Norman and Siebert, 1990.
 

Siebert, 1985.
 

Section 8.4: 

Section 8.4.1: Shaner, Philipp and Schmehl, 1982: pp.321-323.
Section 8.4.2: Caldwell and Walecka, 1987: pp. Z66-203. 

Caldwell, Taylor and Walecka, 1987: pp. 31-37.
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CHAPTER 9: LIVESTOCK MONITORING AND TRIALS
 

This chapter contains sections on collecting livestock trial data, specific sectjons ,.,on
identification, weighing and measuring milk off-Lake,'and a discussion of economic analysis
in livestock trials. This material is oriented towards ATIP's experience which has been 
primarily with small ruminants and cropilivestock interactions. A more general description
of on-farm animal research involving all types of livestock can be found in Amir and 
Knipscheer [19891. 

9.1 DATA COLLECTION 

9.1.1 	 WHAT DATA SHOULD BE COLLECTED 

The data needs for a particular trial or study are determined in a large part by the objectives
of the study. There are four general objectives for on-farm animal research trials [Amir and 
Knipscheer, 1989, p. 1041: 

(a). To verify the performance of a technology or practice that is new to local farmers. 
(b). To demonstrate techniques that have been successful elsewhere where there are 

comparable animals production systems.
(c). To investigate results as part of a broader system, such as in a crop-livestock trial. 
(d). To provide a field test for farmer acceptance of station tested technologies. 

Data for animal science trials fall into four general categories [Caldwell and Walecka, 1987: 
p.263-2641: 

(a). 	 Physical And Biological Environment Data. Included here are physical or biological 
factors which affect the trial site and may include size of area available for the 
animals (confined or unconfined), general characteristics of the terrain, type of 
vegetation, etc. 

(b). 	 Primary Experimental Data. Including all measured variables such weight,as 
number of offspring, amount of milk offtake, weight of slaughtered animal. etc. 

(c). 	 Secondary Experimental Data. This type of information is to help interpret the 
primary experimental data and may include feeding frequency, disease in animals, etc. 

(d). 	 Social, Economic And Consumption data. This data provides information for 
evaluating the potential for farmer adoption of the system under test. It includes 
price data for inputs and outputs (i.e., the cost of animals for breeding, the price of
milk in 	 the market), labor data for milking, herding etc., and possibly data on taboos 
such as a taboo against ear tagging. 

9.1.2 DETERMINING MINIMUM DATA SETS 

The minimum amount of data which must be collected depends on the design of the trial 
and the questions for which answers are required. Once it has been decided what questions
need answers, it is possible to identify the variables which will provide the necessary data to 
use in formulating the answers. Not only must the variables be chosen so that they will 
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provide the information necessary for the study, but it must be decided how the variables
will be measured:
 

(a). 
 Directly by physical measurement,,
(b). Indirectly by farmer evaluation, or 

-(c). Through some type of a proxy, i.e., using the number of cattle owned by a farmer as 

an indication of wealth. 

Many variables affecting livestock are difficult to measurereason it is often best to perform -more complex 
in an on-farm situation. For this

trials on-station, and leave the verificationtype of trial, which involves a few measurements and subjective evaluations by farmers, forthe on-farm trials. Some of the variables that might be measured on-farm include [Amir andKnipscheer, 1989: p. 108]:
 

(a). Health. 
 Incidence of diseases, causes of sickness and death.(b). Reproduction. Number of animals per birth, interval between deliveries, and number 
(c). 

of times an animal gives birth during a life cycle.Size Aia Growth. Weight at birth, maturity, and slaughter and pre-weaning andpost. weaning growth rates.(d). Lactation. Daily milk production and duration of lactation.(e). Production Variables. Number and weight andof eggs, type and cluantity of animal
traction used.


(f). Grazing. Types of vegetation, nutrition, duration of grazing cycle.
(g). Economic. 
 Prices of inputs and products, costs of transportation, etc.
 
The minimum data 
 set consists of all variables to be measured.be collected if the data readily available 

Additional information canare and the cost of collecting it is minimal.additional data may not be Thisused directly in the study, but maysubsequent analysis and/or may 
provide opporttnities forprovide answers to questions which should have been asked,but were omitted. 

It is useful to integrate the biological animal science data set with the socio-economicset, which will be used in interpreting biological data 
approach 

the results. By using a interdisciplinaryto the study from the beginning there is less likelihood of lost opportunity becausesome significant factor was left out.
 

Table 9.1 provides some suggestions on the appropriate sample size for certain 
 variables. 

9.1.3 DESIGN OF DATA COLLECTION FORMS 
Data must be recorded in an orderly manner. We have found 'at data collection formshave served well in animal science trials. If the trial involves periodic measurementvariables (i.e., timing milking activities and recording milked every 

of some 
amountwe have found a two weeks) thenform covering cach event for every participatingsatisfactory. An example of this type 

farmer is most
of form,

is presented in the Annex Volume 
for collecting milk records from cooperators,

(i.e., Form A6.119901). [Worman, Norman a Ware-Snyder,When the study involves collecting daily records on some variables,form which covers we have used aa one or two week period. By using this time period it. facilitatesperiodic checking of records and early identification of any data collection problem. 
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TABLE 9.1: GUIDELINES FOR SAMPLING VARIABLES FOR ANIMAL SCIENCE STUDIES 

VARIABLE TO SAMPLE 	 WHAT AND IHOW TO SAMPLE 

Milk Yield 	 Weigh production of each animal. For 
nursing dams estimate yield by weighing 
offspring before and after sucking 

or 

Estimate yield by weighing production from 
one or two quarters and extrapolate.
Weighing should be done at weekly intervals 

Weight Gain 	 Weigh animals individually at same time 
daily for two consecutive days and average 

or 

Use heart-girth measurement. Section 9.22 

Weighing should be done at weekly intervals 

Food Intake 	 Weigh feed offered and subtract feed refused; 
conduct test for 14 consecutive days 

Meat Yield 	 Use local grading and pricing systcm or some 
system of standard weight a.,,d quality 
measures 

Morbidity and Use survey techniques to determine incidence 
Mortality of disease and death loss 

llealth Status 	 Assess severity, duration and incidence of 
diseases over time 

Calving/Kidding Rate 	 Percent calf or kid crop born each year 

Variable Inputs 	 Inputs whose use is changed by the 
treatments. Measure quantity used in 
treatment and farmers' prictices (if any) 

Labor 	 Should be broken djwn by gender and age 
classes. Record time and type of task 
performed. 

Wage Rate 	 Ask farmers, check for government 
regulations, examine wage in alternative 
occupations (opportunity cost) 

Field Price of Ask farmers, check government regulations, 
Inputs and stores or merchants; when necessary be 

sure to add transportation costs from the 
purchase point to the farm (if not already 
done) 

Field Price of Ask farmers, check government regulations, 
the Product (milk, meat, eggs, and stores or merchants; when necessary be 
etc.) sure to add transportation costs from the farm 

to the market (if not already done) 

Source: Caldwell and Walecka 11987: pp. 296-299] 

9.1.4 RECORDING DATA 

ESTIMATED NUMBER 10 SAMPLF 

All animals in herd 

Will depend upon facilities and degree 
of variation in milk yields 

Weigh all animals if numbers are small. 
Otherwise, select a representative sub
sample. Numbers will depend on 
degree of variations in body weights 

Entire trial sample 

Use whole carcass of all in test 

All animals in herd 

All animals where number is small 

All animals in test or as many as 
possible 

All treatments and farmers' current 
practice, if any 

All treatments and farmers' current 
practice, if any 

All households involved in trials 

All households involved in trials 

All households involved in trials 

In an animal science trial, the question of who is responsible for collecting data may be 
difficult, particularly if the data must be collected on a daily basis. Village staff are 
generally responsible for collecting data in a single visit study (i.e., survey data) and for 
periodically collecting farmer recorded data for on-going studies. Farmers may be asked t.o 
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record milking amounts, provide infornation on feeding,often useful to have the village staff collect stop watch 
etc. If labor time is needed, it is 

rely data on a periodic basis, rather thanon farmer records recall.or It is important that all participants inwho is responsible for data collection and when. 
a study understand
 

Data collection for animal science trials has a high
Thus it is important that research 
likelihood of encountering problems.
staff make regular checkscollecting procedures. The need on records and on the datafor this periodic monitoring reasonused single data sheets for animal science trials, rather than 

is one why we have 
a field book type of data record. 

9.1.5 PROBLEMS WITH DATA COLLECTION 
One of the major problems we have facedthe timeliness with data collection in animal trials is assuringof data collection. Data colJectiondaily basis, including holidays and weekends. 

for many variables must be done on a 
the reasons This has created staff problems and is one ofwhy animal science trials, involving a high degreeon-station of accuracy, can best be donerather than on-farn. It is important for researcherscollected in a timely manner, and which data 

to know which data must be 
and communicate are collectable over a period of severalthis to the individuals responsible for data collection. 

days, 
Very often datamissed through lack of timeliness in collection are data which cannot be replaced. 

Other reasons for missing data which are commonobservation because an animal 
in animal science work are the missedhas strayed,dies during a study. Well 

or the loss of data when an animal isdesigned trials, sold orstaff training, and close supervision can all helpto reduce missing data problems. 

9.2 PROCEDURES 

9.2.1 IDENTIFICATION 

Many animal science studies follow a relatively few number of animalstime lasting from several weeks over a period ofto several years. Generally theseindividual animals, studies require records onso it is important to be able to identify specific animals each time dataare collected. 

There are numerous methods for identifying animals. The most common methods foridentifying small stock and large animals are: 
(a). Ear marking which includes ear notching, ear tattooing and ear tagging
(b). Branding

(c). Paint branding

(d). Paint stick marking
 
(e). Neck tags
(f). Visual identification (name) - usually used when only 
a few animals are involved.
 
Below arc 
 listed several suggestions, based on ATIIP experience, for facilitating the processof identifying small stock, particularly goats: 
(a). Before going out to the village to do the actual identification, be toappointments with the sure makefarmers so that they keep their animals pennedarrive. Altematively, can ,.ntil youone leave very early in the morning to arrive before theanimals are turned out. 
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(b). 	 If identification is by ear tag, have the following equipment on hand: 

i. 	 Tagging Pliers -- a device used to make a permanent hole in the animal's ear 
and place the tag in one operation. 

ii. 	 Tags -- come in two parts, the male part of the tag with a peg and the 
female part with a hole. 

iii. 	 Information Forms -- to keep a record of the herd. 

(c). 	 When tagging the goat, hold the goat tightly by the homs or by the head so that it 
doesn't move. Pay attention that you don't punch in the veins, but in between them. 
The goats ear doesn't usually need to be washed. The tag should be placed high up 
into the ear to reduce the possibility of its ripping out. 

(d). 	 Each farmer's herd should have a different color tag. 

(e). 	 After giving the goat a number, record it's sex, age, and whatever farmer 
identification is necessary. The age is determined by looking at the teeth. A kid 
will have small teeth. A one year old goat will have one set of two teeth in the 
bottom front. A two year old goat will have two sets of two teeth. A three year old 
goat will have three sets of two teeth. A four year old goat will have eight 
relatively large lower incisor teeth. That is because the teeth have begun wearing 
down. The age of that goat is listed as four. Any goat older than four years is 
given the age of four plus. Goats' teeth will go through various stages after the 
wear stage. There is the spreader stage, where the teeth because they have worn 
down so much, now appear to be separated. Broken mouth is the last stage, where 
the teeth are broken, worn down, and separated. All of these stages are considered 
four plus. 

9.2.2 	 ESTIMATING WEIGHTS 

There 	 are two basic ways of determining animal weights. These are: 

(a). 	 Physically measure the weight using a scale. This is relatively easy with small 
animals, such as chickens. is more difficult with small stock such as goats or sheep, 
and without special equipment, is impossible for large animals such as cattle 
Special types of scales are available for weighing large animals, but they are difficult 
to move and so are not practical for on-farmi neasuremunts. 

(b). 	 Estimate the weight by using a tape measure to measure the heart-girth and then a 
table to find the corresponding weight for that heart-girth. There are measuing tapes 
for some breeds of cattle which are directly calibrated to weight, so that a table is 
not needed. If a table has been developed for the particular species of livestock you 
wish to weigh, the use of the heart-girth measurement is the easiest method of 
estimating weight, particularly for such activities as dosing animals where exact 
weight measurements are not critical. 

The fo!!owing are some suggestions for weighing goats derived from ATIP's experience. 

(a). 	 Take the following pieces of equipment with you when you go to weigh: 

i. 	 A 100kg scale with 1kg increments. 
ii. 	 A bag with fonr holes punched in it, and a rope or cord through the holes so 
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that bag can be hung up.
iii. A tripod with a hook hanging from the middle.
iv. A book or a record form to record the weights. 

(b). Make sure the goats are kept in the kraal until you weigh them. After you weighthem you let them out of the kraal. That way you know which goats you haveweighed. M,.rking the goats with marking chalk as they are handled will alsoidentify animals which have been weighed. In order to find the goats still in theirkraal, you must go to the field very early, around 6 to 6.30am. One of the majorsources of variation in animal weights is determined by "gut fill" or how much theanimal has eaten or drunk. By weighing animals e"rly in th., morning, before theyhave gone for water or started to forage, the problem of differences due to different 
amounts of eating and drinking can be reduced. 

(c). Set up the tripod. Hook the scale from the top of the tripod. Lay tile bag flat onthe ground. Turn the goat upside down, so that it is lying on its back in the bag.Two people are needed to lift the bag with the goat inside. Hang the bag on thescale. Read the weight and record in your notebook or on the form. Be sure torecord the tag number or other identification. 

(d). Some goats may have lost their tags since the last tagging. This is a problem withtags and, theunless animals have been tattooed or otherwise marked, it will beimpossible to correlate the old tag number with a new tag nadrber even if the goatsare re-tagged during the weighing. Thus data will be lost for those animals. 

(e). If weights are to be estimated using a heart-girth measurement, the animals must becaught and measured just behind the shoulders. The measurement, in centimeters, isrecorded on the appropriate data form and is later converted to a weight measureusing a conversion table. The animal is then marked as having been measured andreleased. From experimental data in the Tutume Agricultural District, ATIP hascreated a heart-girth weight conversion table for g,ats. This is given in Table 9.2. 

9.2.3 MEASURING MILK OFFTAKE 

Because of its economic importance and social value to the small farmer, milk production isoften one of the variables to be measured in a trial. Milk yield is relatively simple tomeasure unless there are nursing calves or kids. If there are nur'ing calves or kids it ispossible to estimate milk production by milking the animal after it has been separated from
the offspring for at least eight hours. 

FMFI and RMFI animal trials run by ATIP which involve milk offtake. have generally hadthe farmer responsible for milking and recording the amount of milk taken. For RMRI trialsthe village staff have been responsible for milking and recording the data. Below are someobservations on recording milk offtake. 

(a). When the farmer is responsible for milking goats and for recording the offtake, theresearcher has the responsibility to train the farmer how to read the measuring
container and how to record the milk offtake. 

(b). The milk is measured with a one-liter measuring cup (with 50 ml increments). Eachfarmer is given one measuring cup and a data form -- see Annex Volume
example -- for recording the milk offtake. 

for 
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(c). 	 The milking goats are tagged. Each goat's milk is recorded separately on the form.
 
The farmers are to record the milk offtake whenever they milk. Some farmers may

milk twice a day and some only once a day. If the goats have gone astray, it is
 
difficult to keep an accurate record. 

(d). 	 For most milking studies, goats are milked for at least one lactation period. 

(e). 	 Village staff should collect the milk record forms periodically -- once a week for 
daily records or immediately after recording for milkings recorded only occasionally. 

TABLE 9.2: ESTIMATED WEIGHTS FOR TSWANA GOATS BASED ON HEART-GIRTH! 
MEASUREMENTS, TUTUME AGRICULTURAL DISTRICT, 1989 

HEART 0 TO 3 GOATS OVER 3 MONTHS HEART 0 TO 3 GOATS OVER 3 MONTHS

GIRTII MONTIIS FTMALE 
 MALE 	 MALECAST GIRTH MONTHS FEMALE MALE MALE/CAST

WEIG1 rl WEIGI IT WEIGI rI WEIGI IT WEIGI IT WEIGHT WEIGHT WEIGH IT 
CM 	 KG KG 	 KG KG CM KG KG KG KG 

25 	 1.8 57 17.1 16.7 15.4
26 	 1.9 58 17.9 17.4 16.1
27 	 2.1 59 18.7 18.1 16.828 	 2.2 60 19.6 18.8 17.5 
29 	 2.4 61 20.4 19.6 18.2
30 	 2.6 62 21.3 21.4 19.0
31 	 2.9 63 22.3 21.2 19.8
32 	 3.2 64 23.0 22.0 20.7 
33 	 3.6 65 23.9 22.8 21.5 
34 	 3.9 66 24.9 23.7 22.4
35 	 4.2 67 25.8 24.6 23.3
36 	 4.5 68 26.7 25.6 24.3 
37 	 4.8 69 27.7 26.5 25.2
38 	 5.1 70 28.7 27.5 26.2
39 	 5.4 71 -.9.7 28.5 27.540 	 5.7 72 30.7 29.6 28.3
41 	 6.0 73 31.7 30.6 29.4
42 	 6.3 6.7 9.7 8.8 74 32.7 31.7 30.5 
43 	 6.6 7.3 10.0 9.1 75 33.7 32.8 	 31.6
44 	 7.4 7.9 10.3 9.4 76 34.8 34.0 32.8
45 	 7.9 8.5 10.7 9.7 	 77 35.9 35.1 34.046 	 8.3 9.2 11.0 10.0 78 37.0 36.3 35.2
47 	 8.7 9.8 	 11.4 10.3 79 38.1 37.6 36.5 
48 	 9.1 10.5 11.8 10.7 80 39.2 38.8 37.8 
49 	 9.5 11.2 12.3 11.1 81 40.3 40.1 	 39.1
50 10.0 11.9 12.7 11.6 12 41.4 41.4 40.4

51 10.4 12.6 13.2 12.0 83 42.6 42.7 41.8

52 13.3 13.7 12.5 43.8
84 	 44.0 43.2 
53 14.0 14.3 13.1 85 44.9 45.4 44.6
54 14.8 14.9 13.6 	 86 46.846.1 46.0
55 15.5 15.5 14.2 	 87 47.4 	 48.3 47.556 16.3 16.1 14.8 	 88 48.6 49.7 49.0
 
57 17.1 16.7 15.4
 

Source: Thedford, Worman, Kelcmogile and Baathodi [19901. 

9.3 ECONOMIC COMPONENTS OF ANIMAL SCIENCE TRIALS 

There are two general types of economic studies associated with animal science trials. These 
are: 

(a). 	 The economic evaluation of a particular on-farm animal trial to ascertain if the 
technology is economically feasible, and to give some general indication of the 
economic value of the technology to farmers. 

(b). 	 The second type of evaluation is more descriptive in nature and is aimed at 
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identifying and monitoring the livestock component of a farming system. This typeof study usually involves tracing changes in the farm's livestock component over
time, based in part on periodic inventories. 

There are a number of types of data which may need to be collected in order to evaluate
livestock trials. These include:
 

(a). Feed information: quantity and type.

(b). Labor data: time, activity, and information on person doing the labor, i.e., age,
sex,

household or non-household member.
 
(c). Inputs other than feed: medicines, etc.

(d). Outputs: meat, milk, eggs, manure, traction, etc.
 
(e). Price information on inputs and outputs.
(f). Inventory data: type and number of animals owned.
(g). Management practices: etc.feeding, watering, marketing, 

9.3.1 ECONOMIC EVALUATION OF ON-FARM ANIMAL TRIALS 

What economic data will need to be collected for evaluating the economic potential of anon-farm animal trial will depend on the trial. Part or most of the data listed above may beneeded. For example, if different management practices are involved, labor data willprobably be needed. Prices, and sometimes other factors, are determined by the market forthe inputs or outputs and are often influenced by government policies, all of which areoutside the individual farmer's control. Thus much of the data needed for economic analysisis collected off-farm, while the data for the biological analysis is collected on-farm. 

We have used a general price survey form for collecting information on the selling price oflivestock. In addition we have used a form for collecting data on livestock sales torestaurants in a village. Both of these forms may be found Annexin the Volume (i.e.,
Forms A5.1 and A5.3 [Worman, Norman and Ware-Snyder, 199011.
 

9.3.2 BASELINE AND MONITORING STUDIES 

Information collected for baseline and monitoring studies can include data on labor used in
the livestock enterprises, what types of inputs are used, management practices, One of'
etc.the major components of type of is usuallythis study an inventory of livestock ownedwithin the farming system. Invcntories may be a one-time survey, as in a baseline study, ormay be done periodically, i.e.. on a quarterly or yearly basis (e.g., Forms A6.3 and A6.4
[Worman, Norman and Ware-Snyder, 19901). The data collected usually consists of numberof animals owned type, sex, Exampleby age, etc. inventory fornms are included in the
Annex Volume. If more precise information 
 is needed on the changc in farm livestock, aregular (weekly to monthly) inventory change form can be used to record births, deaths,
sales, purchases, etc. 

We have found that livestock inventory data are sometimes of questionable accuracy. Thismay be because individuals 
they may 

do not wish to disclose the actual number of animals they own.or not know -- particularly in the case of large herds kept at distant cattle postsand visited infrequently by the owners. In addition, when compiling records of livestockchanges, the usual method is to use farmer recall data. Farmers tend to recall sone events,(i.e., cattle births), but not remember other less significant events (i.e., the loss of a chick toa hawk). Thus data on larger animals and animals that are few in number are probablymore accurate than data on small animals and large herds or flocks. 
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CHAPTER 10: DATA MANAGEMENT
 

Data management is an increasingly important part of any research program. This chapter
discusses various aspects of data management using microcomputers. The chapter is
primarily written for researchers who will be using IBM compatible computers and programs.
The basic concepts are applicable to all computer systems, i.e., Apple systems, but some of 
the specifics on programs will be different. The final section identifies some of the 
computer programs commonly used in farming systems research. 

10.1 WHAT IS DATA MANAGEMENT? 

Data management is the activity of rapidly organizing, recording, and storing collected

research data 
 in a form that is suitable for analysis, while minimizing the chance of data 
errors. Many farming systems teams collect large amounts of data. The collection of data 
may become an end in itself, but to be effective, data must be analyzed and reported in a
form which is useful to a decision maker, whether that person is a farmer, a policy maker, 
an extension agent, or another researcher. 

Data processing techniques and equipment, as well as analysis procedures, have developed

rapidly in the last five years. Today microcomputers are available in many locations and 
are
locally 	available to farming systems teams who in the past had to rely on facilities in major
cities for any computer services. This means that more members of fanning systems teams 
can be 	 involved in data management and analysis than ever before. 

The fact that data management and analysis can be done by FS researchers working in
relatively remote locations is a major advance, as these researchers are responsible for
collecting data and so are in the best position to evaluate the implications of the data. 

Data management begins before data collection, when the team decides what type of
analyses will be performed on the data. The amount and type of data, and the proposed

analysis will affect the way data are collected and stored for further analysis. Data
 
management generally includes the following steps:
 

(a). 	 Dcsign of data collection forms which allow all relevant data to be collected in a 
single document or set of documents. 

(b). 	 Data collection forms are most useful when designed to allow for rapid coding of 
information and direct entry from the forms to a computer. 

(c). 	 Data must be coded using a system that retains the integrity and value of the data,
and is 	 compatible with the form of storage and processing to be used (i.e., electronic 
data processing by computer). 

(d). 	 It is a good idea to keep related data together on the forms, and in the database
created. This will allow more rapid data entry and facilitates hand tabulations for 
nreliminary aaalyses. 

(e). 	 Once data forms are coded and data checked for inconsistencies and errors, the data 
are entered into a database (i.e., some type of computer program). 
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(f0. Data which have been entered into a database should be checked to make sure that 

data entry errors are eliminated or reduced as much as possible. 

(g). At this point the data are ready for analysis. 

(h). A final very important step is the documentation of the data. The data should be 
documented i. such a way that future researchers can decide if the data are relevant 
to their needs, and if so, they must have sufficient documentation to allow them to
retrieve the data from the database and use it effectively for their research purposes. 

Good data management is a vital part of any good research program. It is the building
block for accurate analysis and high quality publications. It is important to remember that a 
computer is a very accurate but a very dumb machine. It will do exactly what it is toldwith the data that have been entered. The computer cannot think, so it can not identify and 
correct data errors. Whether a computer is a superior research tool or makes a complete 
mess of a research program depends on the researcher. A computer is a "gigo" system, that

is, "garbage in - garbage out". Results will only be as good as 
 the data that are put into the
 
system.
 

10.2 STRUCTURING DATABASES 

10.2.1 WHAT IS A DATABASE? 

A database is an organized collection of related information. Databases are used every day,
such as an address book, the phone book, or a savings book. Each of these databases 
organizes the information (or data) in such a way that it is easy to retrieve. 

A simple database may be a listing of information on individual farmers for a village. This
information could be listed on a sheet of paper, be listed a group of cards with oneon card 
per farmer, or be entred into a computer database. The same information can be entered in 
all of these data storage systems. An example of such data could be: 

Farmer Name Farmer Number Number of Cattle Uses Cattle to Plow 
Tibone 62.01 125 Yes
Masikara 62.02 35 Yes
Worman 62.03 2 No 

In a database file, each particular entry is called a record, (i.e., all the information on farmer
Tibone). Each item of information within a record (i.e., Farmer Name) is called a field and
contains information on one variable (i.e., the farmer's name). In an address book, a
friend's name is a field, their post office box number would be a field, their villageand 
would be a field. All of these fields together make a record. There maybe from one or 
two to more than 100 fields or variables in a database. In the same way a databc,.se may
contain only five or ten records, or it may contain several thousand. 

The above information is a database whether it is written on a sheet of paper, written on
cards (with one farmer per card), or stored in a computer with a file name (e.g., Farmer.dat).
The type of database storage chosen will depend on the use to be made of the infemation. 
If there are few records and few variables, a listing on a sheet of paper may be sufficient.
If there is only a need to count the numlb:r of farmers doing something, the data collection 
form -- a sheet of paper with all farmers listed, or one forn per farmlr -- may be sufficient 
for storage of the data. lowever, for most situations in farming systems research where 
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there are a number of variables and/or cases irvolved, and when analysis will include the 
use of 	statistical or other mathematical procedures, it is usually worth the time to create a 
computer database. In some situations the data are best entered into a database using a 
database program such as dBase III Plus. This type of program is particularly advantageous
when there are a large number of cases and/or variables to be entered. In other situations, 
such as 	when there are few cases and variables, it may be faster and easier to enter the data 
directly into the program to be used for analysis (i.e., direct data entry into a spread sheet 
such as 	Lotus 123). 

10.2.2 	 CREATING A DATABASE 

Creating a database on a computer is a simple task when you follow the guidelines. Note 
that all computer programs require some type of structure for entering data; in some cases 
the user defines the structure, in others the structure is pre-defined and the user can modify 
it. 

Before data can be put into a database file, its structure must be defined. This structure is 
really an empty grid consisting of rows (records or cases) and columns (fields or variables).
Once the computer has been given information on the structure of a database, data can be 
entered to create the complete database. The basis for defining the structure is providing 
information on the fields. 

(a). 	 Every field must be assigned the following: 

i. 	 Field Name. This should be appropriate (help to identify the variable in the 
field) and unique. Most database software will have restrictions on the size 
of the name. One to eight letters are the most common. 

ii. 	 Field Type. The most common types are character and numeric. It is 
sometimes difficult deciding if a field type should be character or numeric. 
Here are sc;me tips: 

A character type should be given to any field that will contain letters,
 
numbers, and punctuation.
 
A numeric type should be given to any field that contains only
 
numeric data and will be used in doing calculations.
 

iii. 	 Field Width. The width can be any appropriate length. If you are having 
trouble deciding on the width, think of the longest entries that you could 
possibly have for this field and give it that width. Having just said that,
keep in mind that the larger a field, the more space the database will take up
in the computer. 

(b). 	 Keep a copy of your structure definition list while you are creating other parts of 
your database. It is also good to keep this handy for others who use your database. 

(c). 	 Enter the structure definition list into the computer. Each database software has a 
different name for this step. In dBase III Plus it is called the Database File 
Structure. If the field names are entered in the same order that the variables are 
encountered on the data form it will make data entry easier. 

(d). 	 For more information concerning structuring databases, see the manuals for the 
database software you are using. 
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(e). If more than one database file is to be created from a data set, and if you will wantto combine the databases during analysis, it is very important to have a commonidentification variable, i.e., "DVDU" (district, village, dwelling unit number), in eachdatabase file so that it can be used as a reference for combining the records from
different database files'. 

10.3 CODING DATA 

10.3.1 WHAT IS CODING? 

Coding is the process of taking information collected in surveys or through trials andcategorizing it so that it may be used in computations. Generally data can be divided intotwo classes, quantitative and qualitative. Quantitative data are the type which canrepresented numerically, i.e., number of head 
be

of cattle, age, kilograms of yield, etc. Thistype of data are easily coded, by use of the number. Qualitative data (da*:2 presented inwords), on the other hand, tends to be based on individual opinion or observation, and aregenerally not numeric in nature. Examples would be: whether one variety appears to bemore vigorous than another, the reason for crop failure, whether a fanner intends to sell 
some of his crop, etc. 

Data that are numerical in nature are easily coded by using the number. In some cases it isdesirable to aggregate the data into categories, i.e., categorize farmers by the number ofcattle they own, where ownership categories involve a range of cattle: no cattle, 1-15 head,etc. In this case each category is assigned a number. 

Qualitative data are usually coded by assigning a number to a particular answer (e.g., yes=],no=2), or to ai -roup of answers (e.g., answers where any kind of insect pest is identified asa problem are coded as "I"). While qualitative data can be entered as character data, it ishighly desirable to have them coded and entered as numeric data, as numeric data are mucheasier to handle during computations than are character data. 

Researchers must decide when coding will be done, and by whom. We have tended to usea questionnaire format which has pre-coded answers to questions, where the answers areidentified with specific coding numbers. For example: 

grouped intocategories and given 

Yes (1) _ No (2) PLNT 

There is a coding strip on the right hand side of the page where the variable name to be 
used in the database is given and a space is left for the appropriate code. 
In cases where there is an open-ended question,
post-coded in the sense that after the survey is 

or an "other" category, 
administered the respon

the 
ses 

answers 
are 

must be 

an individual code number, which is entered in the coding strip on the
right side of the page. 

This type of field recording form is not a true pre-coded form, which is one where allpossible answers are included and the enumerator only has to blacken the square (i.e.,answer forms used for standardized testing), nor is it a completely non-coded form thatrequires a separate data coding sheet which is filled in from the original field notes or 

See also discussion on designing questionnaires in Section 7.3.3. Much of the material 

in that section also relates to material presented in Section 10.3. 
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forms, 	coded, and then used for data entry. The intermediate type of form we use generallyallows direct coding on the form and data entry from this form. Thus we have only one
record (be it one sheet or a field book) for each case. 

10.3.2 	 EXAMPLES OF CODING 

The following are some examples of coding approaches taken from surveys done by ATIP 
staff. 

(a). A chart or grid form can be coded by giving each square a unique variable name.For example; IBORN, 2BORN, 3BORN where 1, 2, and 3 indicate the month. It is
also possible to enter the data into the computer in this grid form. It depends onhow the data are going to be analyzed. If the data are all quantitative numeric data
it can be entered without specific coding. Data are entered directly and does not 
need further coding. 

(b). 	 Another type of coding scheme is where data are recorded and then entered in a
coding column on the right hand side of the page. The coding in this case can be
done by the enumerator in the field, or later by the researcher. 

There are a 	 number of ways that coding information can be included in thequestionnaire itself. For items which are to be post coded, a coding sheet or bookmust be produced which indicates the codes for particular questions. It is usually agood idea to include codes for all of the questions on the sheet or book, so that later
the data may be used without having to refer to the original data collection sheet. Inother words, the researcher should note what each response category means for each 
variable. 

(c). 	 For some data collection we use forms that do not contain any coding information.
These forms are usually for recording field activities and other data which will notbe transferred to a database. The few items that may be used from this type of form 
are identified through post-recording by the researcher and either transferred to aare
data sheet or directly entered. In some cases a survey, such as an End-of-Season
Survey, may be used to collect data on the same activity, and which is then cross
checked with the field data form. 

10.3.3 	 SOME PRACTICAL SUGGESTIONS ON CODING 

When coding data there are several things that are useful to remember: 

(a). 	 Coding should always be checked. If coding is done by field workers, the codingshould be checked by the researcher. If the researcher does the coding, then 
someone else should review that coding. This will help reduce coding errors. Whenthe researcher is doing the coding, checking someone elses coding, it is a goodor 

time to look for inconsistent data (i.e., data outside expected values).
 

(b). 	 How missing data are to be coded should be decided before 	coding begins and mustbe consistent for all variables. It must be decided how to code cases where no answer is expected, i.e., in the case where a crop was not planted we do not expect
to have a yield reported. In the context of the data, does this toneed be coded
differently from a yield which is "0" or one which is missing? It is tempting to
leave missing data as a blank. This can be a problem when data are transferred 
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between programs as some programs will read a blank as zeroa rather than as ablank. It is generally a good strategy to code missing datacan as "99 or "999", whichthen be changed to a missing data identifier for the particular statistics programto be used to analyze the data. 

(c). When creating field names for the variables it is best to limit the name to four or sixletters/numbers as some programs do not recognize field (variable) names sixovercharacters long. Thus, if names used thatare are eight or more characters in length,as can be done with programs like dBase III Plus, and then the data are transferredto a program which allows only six characters, like Abstat, there can be confusionwhen two variables have the first six characters in common. In this case only thefirst field will be read and we end up wondering what happened to our other
variable. 

(d). Variable or field names are most useful if they reflect what the data are about. Forexample, "PLWDT" may remind us of plowing date. Programs will not allow theuse of the same name for more than one variable.
 
(e). As mentioned earlier, when 
 coding qualitative or non-numeric information it is veryimportant to use codes that are numbers and not characters or mixtures of charactersand numbers. Some statistical packages (e.g., Abstat) and routines do not handlecharacter data for some applications, and 

some 
it may be necessary to go back and recodedata to be able to complete a wanted statistical test.all character in nature (i.e., a farmer's name), 

Thus, unless a variable is
it is best to enter it as a numericalrather than a character variable. 

(f). It is better to code a true-false question a numeric (i.e.,as I or 2) rather than as abinomial (i.e., true or not true). This is because some statistical programs do nothandle data presented in this fashion, even though the database program allowsThe general rule is to use it.numeric fields and numeric codes when at all practical. 

10.4 DATA ENTRY AND CHECKING 

10.4.1 METHODS OF DATA ENTRY 

While data can be entered into the computer in several ways, the easiest way for mostpeople to do it is by direct entry from the data forms into a computerdatabase program program, either aor some other type of program (i.e., Lotus 123). Data befrom may entereda coded data form directly into the previously defined data structure of a programlong as the data are in the same asformat for each record, and the variables in each record arein the same order as the fields in the program. If this is not the casecreate a screen format or 
it may be easier toentry format mimicking the data collection form. Such a formatallows the data entry toperson record the data in the same order as it was collected.either case it is most efficient to Inhave the data entered starting at the beginning of the dataentry form and entering the data in the order it appears on the form.way necessitates Doing it any otherthe data entry person turning pages all the time. It takes much longer toenter the data and increases the risk of making data entry errors. 

10.4.2 THE WHO AND WHEN OF DATA ENTRY 

With a well designed and coded form, and using a microcomputer with a standard type ofdatabase program, almost with typing andanyone minimal computer skills entercan data. 
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On the other hand, if the data have been poorly coded, are in a confusing format, or have 
not been edited to correct errors; then it will take the researcher considerable time to enter 
the data as she/he must "clean" the data before entering it. This points out the importance
of using forms that are clear and not cluttered, the need for thorough coding and checking of 
the coding, and the need to review the data to reduce the number of unreadable entries, 
obtain missing data, etc. 

We try to enter data into a computer file as soon as practical after they have been collected.
 
In a trial or survey where there is a single document or field book containing the data, we
 
perform the coding and checking and then enter the data either at the team level, if it is not
 
a great deal of data, or at the central office level where there is a data entry clerk. The

data documents and files are kept together so that there is no loss of data. 
 As soon as data
 
are entered in the computer the disk containing the file or files is duplicated, again to avoid
 
loss of data. If the study requires periodic on-going data collection, the data forms are. best
 
coded and checked, as received and then entered when sufficient forms have been
 
accumulated. It is important to code and check this type of form to identify potential data
 
collection and coding problems.
 

Obviously it is desirable to enter data into a database using a computer program that will
allow for data transfer to other programs. All of the programs discussed here do permit
transfer. Completing part of the anticipated data analysis and discovering that further 
analysis is to be done in a program which will not take our data as it is entered, is a
 
disaster. No one likes to re-enter data.
 

10.4.3 CHECKING DATA 

Once the data have been entered it is important to make a listing of the data so they can be 
verified against the original data entry forms. Programs have a "LIST" function which
allows the data that have been entered to be printed. In cases where there are a large
number of fields it may be helpful to create a reportform at. For dBase III Plus this can be 
done using Quickreport. This will provide a way to organize data, and allow more 
information on the fields than is 'usually offered by the "LIST" function. Whether the data 
are listed with or without a report format, the variables and coding should be easily
understood by the user of the ata. In a report format, field names can be expanded so that 
there is no doubt as to the variable's identity. The data should be organized along some 
pattern so that related variables are together. This will usually be the case when the original
data collection form was organized with similar data recorded together. 

The final steps in data entry are to check the data in the computer file against the original
data, and make any corrections. In addition to direct comparisons done by staff, it is also 
useful if the researcher does a frequency distribution of those variables (easily done with 
Abstat) that are not unique to each record. There is of course no point in doing a frequency
distribution on farmer identification numbers, as it will list each number just once. The
frequency distribution will often identify misplaced or miss-coded entries (i.e., numbers not 
part of the coding scheme). When the data entry is complete we recommend that the 
database he documented. 

10.5 DOCUMENTING DATABASES 

10.5.1 REASONS FOR DOCUMENTATION 

When one wants to find a book in a library, one doesn't just start looking through each 
book one by one. One goes to a catalog or a listing. The catalog is usually organized in 
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some manner, by subject, author, or title. All of this helpssomething in particular. Even if one 
save time when looking forisn't looking for a specific book, one can get a betterpicture of what is available by looking at the listing. 

Any research project, within the government structure, will generate data. We think that thisdata should be availh!ble to anyone else in the government,
has a use for it. 

or outside the government, whoData, whether computerized
catalog if they 

or not, needs to be organized into a listing orto be used by others.are Ti,is makes it easier when someone wants to useour data. There are numerous reasons for others to use our data including: 

(a). Continue research that we have started.
 
(b). Comparing our results with 
 theirs.(c). Using our data to do a different kind of, or a more indepth analysis (i.e., a graduate

students working on a thesis). 

For a project such as ATIP or other agricultural research projects funded by outsidethe data generated can be sources,a significant contribution which remains afte. the projectterminates, but only if the data are available to others in a useful fon. This meansthey must thatbe cataloged, and !hat each cataloged database must have sufficient infornation sothat a user unfamiliar with the initial data collection can understand the data and their
limitations. 

10.5.2 FORMAT FOR DOCUAMENTATION 

ATIP has developed a system for documenting databases. Particulars canelsewhere be foundfATIP, 1988f31. This is a complete system whichstatistical files. includes databases andIf' you are organizing your own system, here is some information thatshould be included: 

(a). The title of the data and a description.
(b). The year the data were collected.
(c). The atthor of the data and thc: data collection form.(d). A copy of the data collection forni which was used.
(e). Information on the methlod of data collection.
(f). The location of the data collection forms now, if they still exist.(g). The type of software used for the data and the dhta collection forms.(h). The specific location of the database and the data collection forms, both the disk
 

copies and a print-out.

(i). An explanation of the variables used.
 

10.5.3 FILE IDENTIFICATION 

Finding a particular data file or rep irt

frustrating 

which has been entered into a computer can be
if there is no system for identifying files on a computer disk. In order toadequately identify where the data files are located, it is necessary to havenumbering convention for the some type ofcomputer disks.2 In ATIP we have used the convention of aletter followed by three numbers, i.e., Al00. The letter identifies the type of material as
follows: 

2 A computer disk is referred to as a volume, while the individual data sets in a volume 
are called files. 
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(a). A = Administration 
(b). R = Work plans, annual reports and other reporting documents 
(c). D = Databases 
(d). W = Working papers 
(e). M = Miscellaneous papers 
(f). P = Progress reports
(g). S = Statistical files (including Lotus 123 files)
(h). F = Documentation forms (including data collection forms, variable definition lists 

and status report forms). 

The first digit indicates the location of the disk (i.e., I = Sebele, 2 = Mahalapye, and 3 = 
Francistown). The last two digits are the number of the disk within that series, from 1 to 
99. 

When we prepare a document we include a footer which contains the disk number, file
 
name, page number and 
 the date. Tils makes it easier to find the original computer
document if we wish to. An example of this footer is: 

File: M302/MP89.3 - 1 - Date: March 29, 1990 

10.5.4 PHYSICAL DATA FILES 

We continually face the question of what to with the physical recordsdo pertaining to a
particular trial or survey. Physical records include data collection forms (i.e., field books,
 
survey forms, etc.), instructions to enumerators, variable definition fomis, coding sheets,

results from statistical analysis, and materials used in preparing reports, 
 as well as the reports
themselves. While it may not be critical to retain all of these physical records, it is
important to keep sonic of them permanently. specifically the items identified in the database 
doctimentation. Other items, sUch as the data collection tomIs should be kept as long as
there is a reasonable expectation that someone may need to refer to them to cross-check a
data item. Generally. we try to keep all of the physical itens related to a particular trial, 
survey or study in a common location. In a major survey, the data collection forms will
probably be stored in boxes. and not in the filing cabinets where other documents are stored. 

It is desirable to have database documentation on a particular database stored in more than 
one location. This material is best stored at the team headquarters and in a central data
depository. In addition to offering wider availability of the data, storage in two places offers 
protection from chance destruction. 

10.6 TRANSFERRING DATA BETWEEN SOFTWARE PACKAGES 

When working with data, doing analysis, and writing the results, ATIP uses five or six 
major software packages. Table 10.1 provides information on the packages we normally use. 

At times more sophisticated statistical packages may be needed by farming systems
researchers, or they may wish to create complicated graphics. When the packages described
in Table 10.1 are inadequate for a p:rticular situation, the researchers may obtain help and 
additional computer packages from the biometric staff at )AR. 

Some information on using many of these packages is included in other sections of this 
manual. Specific informaton is available from the reference material provided with each 
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program, from the DAR biometric staff, and from other researchers who may be familiarwith the individual programs. 

TABLE 10.1: SOME CIIARACIERISTICS OF COMMON SOVIWARE PACKAGIS 
pACKAGE PRIMAR =USF SECONDARY USE EASY TRANSI*TR WIT! 

dBase IIIPlus Database entry, editing Sorting, data manipulation To: iatus 123, Abstat 
and storage through programming 

Quickreport Create listings and 
From: dBase Ill Plus

other reports for dBase IiI 
Plus 

Lotus 123 Spread sheet, simple Graphics, direct transfer to From: dBase 111Plus, Abstatstatistics, tables for Wordperfect To: Wordperfct. AbstatWordperfect 
Abstat Statistical package for Graphics, transfer to Wordperfect From: dllase III Plus, IL)tus 123 

data anmlysis using Grab moinine To: Lotus 123 
MSTAT Agronomy analysis Economic analysis From: dBase IIlPlus, Lotus 123 
Wordpcrfect Word processing 

From: Lotus 123 (tables and 

graphics), Abstat (graphics) 
Formtool Designing forms 

Quicken Financial records program 
for maintaining votes 

I)iskmanager Cataloging contents of 
disks 

10.7 USEFUL REFERENCES 

Section 10.4: 

Caldwell and Walecka, 1987: pp. 294-295. 
Shaner, Philipp and Schrnehl, 1987: pp. 316-318. 
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CHAPTER 11: DATA ANALYSIS 

11.1 FRAMEWORK FOR ANALYSIS' 

11.1.1 ANALYSIS IN FARMING SYSTEMS RESEARCH 

Analysis of trials is the process by which team members evaluate and interpret trial results 
to determine the acceptability of a technology to farmers. Through the use of biological
(technical), economic, and social/cultural analysis, trial results are systematically examined
and are used to predict whether farmers will find the technology acceptable. In the long-run
only farmers, not plants or animals, adapt and adopt new technologies. Thus FSR workers 
must learn to plan, view and evaluate their work from the farmers' perspective -- to see the 
world through the farmer's eyes. 

Analysis and interpretation takes place after a trial is completed, but the planning foranalysis must occur before the trial is implemented if maximum use is to be made ofinformation obtained in 'he trial. The type of analysis planned is determined by the type of
trial, but the implementation of the trial is also dependent on the type of analysis to be 
conducted. 

The objective of analysis is to provide information for an integrated interpretation of trialswhich can be used in planning further fanning systems research, identifying relevant on
station research, and/or formulating recommended technologies for extension. 

Analysis in farming systems research is performed on the data which are the results
generated by on-farm trials, surveys and studies. Once the data are collected and organized
the team can apply tools from different disciplines to generate a set of disciplinary analyses
which can be considered together in an interdisciplinary framework for final analysis and 
interpretation. 

This chapter discusses many of the disciplinary analysis tools that have been used in 
Botswana. 

11.1.2 TYPES OF ANALYSIS 

As a starting point for analysis, FSR workers seek to understand the household and farming.
environment. An understanding of the household and farming situation is important as it 
serves as a basis for judging whether a technical change represents an improvement. Thatis, FSR workers wish to know if a new technology produces more from a given set of 
resources, meets farmers' requirements with less resources, or helps stabilize inputs and 
outputs. They also went to know whether the experimental results represent a real 
improvement for farmers. 

Biological (technicai) analysis of trials is usually the first step in analyzing the actual trial
data. At this step the team c..',-imines if the new technology represents a significant
biological improvement over the traditional system. The team must decide whether the
results were obtained in a "typical" environmental setting, and so are generally applicable, or 

The material in this section is based primarily on Shaner et al., [19821, and Caldwell 

and Walecka 119871. 
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whether they were produced under "extreme" conditions and must be interpreted with 
caution. 

Once the biological feasibility has been assessed, the data can be subjected economicanalysis to decide whether 
to

the farmers will be interested, and have the resourcescapabilities to implemint the new technology. This analysis can look 
and 

at profit, risk andother factors such as whether the fanner has canor acquire sufficient capital to implementthe technology. Although biological interpretation may be made the basis of aon statisticaltest using a 0.01 or 0.05 significance level, the economic analysis should also considertechnologies that do not meet this level of biological significance. There are two reasons for
this: 

(a). Farmers may be willing to use a new technology even when research results are notstatistically significant. This particularly whenis true the fanner's investment issmall and the potential results are relatively large. 

(b). Even though the level of biological return (yield) may not be significantly greater fora new technology there may be other benefits, such as reduced labor demand atcertain times, which make the technology attractive to farmers. 

Socio/cultural analysis looks technology aat the in whole farm context and analysesacceptability for the various members of the household whotechnology, deternines if there cultural which 
are involved with the are factors influence acceptability, examinesconsumption/nutrition implications, etc. 

All of these analyses should include and be tempered by farmers' reactions to the trial andresearcher observations. The greater the degree of farmer management in a trial the lessquantitative scientific analysis is likely to be possible and the more qualitative farmer andresearch analysis will be invol ,ed. There is a continuum starting with RMRI trials, whichhave a large amount of quantitative data for scientific analysis, andstudy ending with an adoptionto determine farmer acceptance after the farmers have had a chance to adopt thetechnology on their own. 

Most project oriented farming systems research does not explicitly make an analysis of theenvironmental impacts of a technology. Researchers may do this subjectivcly, but it isimportant to do it explicitly. The whole area of long term impacts of a technology on theenvironment is of interest to society, and also possibly theto individual farmer. Forexample, the effect of a cropping system on the long-term fertility of the farmer's land, itsimpact in increasing or decreasing soil erosion, etc., are areas that deserve more
consideration than they are usually given. 

The final step is to bring all of the individual analyses together into an integratedinterpretation of the trial results. The integrated interpretation of trial results should probablyinvolve farmers and farm family members, researchers, extension staff, on-station researchers,and policy makers. While it may not be possible to get all together in one group to discussthe interpretation of results, all have an interest in this interpretation and should be includedat some point. Because different participants have a different view of the benefits and costsfrom adopting a technology, there may not be a single all inclusive interpretation of theresults. An attempt to make an integrated interpretation, however limited, is of value to thefarming systems team in designing its future work plans, as well as giving the teammembers guidance in the question of likely adoption of the technology. 
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11.1.3 CHOICE OF ANALYTICAL TOOLS 

There are numerous tools which can be used in the biological, economic, and social analysis
of trial results. The choice of tools depends on the purpose of the trial, the type of trial(RMRI, RMFI or FMFI), the data which have been collected, and the level of training of the
researcher carrying out the analysis. While there are many sophisticated analysis procedures
available to the researcher, they often have limitations concerning data or implementation of
the procedure which cannot be met under farming systems research conditions, so the
procedures are inavplicable. We have chosen to use less complicated procedures which are 
more adapted to field conditions, and which provide the basic information needed for 
interpreting trial results. 

Table 11.1 provides a listing of the primary tools which we have used in biological,
economic and social analysis. Most of these tools are discussed in more detail in this 
chapter. 

TAILE 11.1: T(X)LS CURRIENTI.Y USED IN FARMING SYSITMS ANALYSIS IN B(OTSWANA 

CATEGORY OF MEASURi: OR PRIMARY "1OO _ _ANALYSIS INTERPRE.TATION O- QUANTITATIVE .QI.AUTATIrIVE 
_ 

Biologica] Effects of treatments, I)esciptive' and 1-tests Farmer evaluation and
 
locations, 
 Analysis of variance observation years, and Least significant differences Researcher evaluation and
interactions Correlations and regression observation 

Modified stability analysis 

Economic Assessment of profitability (costs and Descriptive ' aid t-tests Farmer evaluation and
 
benefits), and 
 Cross tabulation and chi-square observations
risk Returns to factors of production Researcher evaluation and 

Budgets  partial and enterprise observations 
Sensitivity analysis 
Risk analysis 
Marginal analysis 

Environmental Long-term impacts Researcher evalhation 

Social Inter-household and inlim houiseltld Index of acceptability, Farmer evaluation and
equity effect,, and Modified parial budget analysis observations

consumption/nutritinm effccts, Net nutritional benefit analysis Researcher evaluation and 
F(oodl sy,,iem calendar observations 

General Adoption study Index of acceptability Researcher evalualion andAcceptability 
observations 

a. Descriptive statistics are common to several types of analysis foi use in summariu'ing and describing data. 
T7he tools include: frequency distributions, measures of central tendency (mean, median & mode), measuresof dispersion (standard deviation, variance, range, coefficient of variation), and graphics (histogrants, bar 
charts, pie charts). 

11.2 STATISTICAL ANALYSIS 

11.2.1 T-TESTS AND MEANS 

11.2.1.1 Purpose Of T-tests And Sample Means 

The t-test is a statistical procedure for testing hypotheses about means from single samples
of continuous data and about the difference between means from two samples. The t-test is 
most appropriate for tests on small samples sample size less than 30. 
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11.2.1.2 Description Of T-Tests And Sample Means 

When testing hypotheses about the mean from one sample2, the researcher must have aproposed or hypothetical mean. The difference between the hypothetical mean and thesample mean is evaluated against the standard
11. 2 .3.3(e)) [Snedecoi and Cochran, 1967: 

error of the sample mean (see Section 
pp. 59-611. Sulpose a survey was conductedestimate toincome in L3 participating farming households. Is the average income in thissample the same as the national average? The national averagehypothesis proposed is part of the researcher'sbefore collecting the sample data. The t-test is a testbetween the sample mean and test mean 

of the difference
using tl:e standard error obtained from the sample. 

If two samples have been collected, the test hypothesis can be that they are the same, i.e.,have the same mean. For example, if income were measured in seven households in onevillage and seven households in a second, the test can be whether the two samples fromdifferent villages theare same. The t-test uses the standard error of the difference of themean between the two samples ISnedecor and Cochran, 1967: pp. 93-94]. 
In the two village example, households cannot be matched; the two samples are independent.If the observations of one sample are paired with observations of the second sample, the ttest becomes much stronger. Take, for example, the comparison of a sample on pl in0-20 centimeter soil horizon with thepl1 in the 20-40 centimeter horizon. Paired samples areobtained by taking a to-, soil and sub-soil sample from each augered hole. Pairing is on the
basis of hole.
 

When pairing, researchers 
 must avoid collecting all pairs from a single replication of thecomparison. The pairs must represent independent situations or replications for the contrast.Suppose a researcher wants to compare grain yield samples from fertilized and non-ferilizedsoil. If all pairs are collected along the length of two adjacent plots at one trial site, eachpair will be nearly the same as the rest. Only one independent replication of the pairedplots is sampled3. Tile researcher should look for a range of independent sites wherefertilized and non-fertilized plots can be sampled.
 

T-tests 
 are can be one tailed or two tailed. F-tests that are one tailed test whether onesample mean is larger than the other. Two tailed tests look at whether one sample mean isdifferent (larger or smaller) than the other [Snedecor and Cochran, 1967: pp. 97-1001. 

T-tests can allow for problems in the data. A pooled error variance estimate can be madeeven when variances of the two samples are unequal [Snedccor and Cochran, 1967: pp. 102111, 114-1161. When pairing, the two samples are, by design, of eclual size;independent samples need not butbe of the same size ISnedecor and Cochran, 1967: pp. 104
1061. 

11.2.1.3 Advantages And DisadvantagesOf T-tests 

(a). Compared With Analysis Of Variance (ANOVA). T-tests are comparable to ANOVAF-tests with only two classes. The t-statistic for the t-test is equivalent to the F
statistic where F = t . 

2 See Section 7.3.2 for more about samples.
 

. See Section 11.2.3.4(1) 
 for problems associated with dependent replications. 
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The non-paired t-test and ANOVA for a completely randomized design (two
treatments), work with two independent samples. When two samples are paired, the 
t-test is more similar to a Randomized Complete Block Design (RCBD) ANOVA;
pairs of the t-test corresponding to blocks of the RCBD. 

T-tests are slightly preferred over F-tests for two sample comparisons because the t
test shows both the size of a mean difference and its direction. T-test:; can also be 
easily calculated with a calct lator once an estimate of standard error of the samples 
is available. 

(b). 	 Compared With Chi-Square Test. T-tests are used on continuous measurement data
whereas chi-square is used to test hypotheses about frequency data. If, however,
frequency data with two classes can be assigned values, then t-tests can also be used 
for the analysis (treated as two samples) ISnedecor and Cochran, 1967: pp. 243-2461.
Suppose men and women of farming households were asked to rate from I (light) to
5 (heavy), their workload during the month of October. Chi-square evaluates the
frequency of responses for men and womem in each of the 	 five workload categories.
A paired t-test on the effect of sex on porceived workload can be constructed with 
the multiplication of number of responding light by the ratingmen I paired with the 
number of women in this category times 1, and so forth. 

T-tests, in this situation, are more likely to detect significant differences than chi
square. Caution is in order because the discrete scale of the data can often cause 
problems with heterogeneity of variances. 

11.2.1.4 Software For T-tests 

Abstat: 	 Abstat is an exceedingly easy to use statistical package, with the capability to
 
handle calculations of sample means and t-tests.
 

MSTAT: 	 MSTAT is the statistical package most used by agronomists for on-fami 
research analysis of variance (ANOVA). MSTAT is able to do t-tests. 

11.2.2 	 FREQUENCY DISTRIBUTIONS, CROSS TABULATIONS AND CIII-SQUARE 
STATISTICS 

Data, particularly survey and other socio-economic data, can be analyzed using a wide range
of statistical procedures. Many of these procedures are complex and require good quality
data. The quality of data necessary to support many procedures is difficult to obtain under
the conditions 	 in which most faning systems teams must operate. For thi:; reason, simple
analysis techniques are often more appropriate for farming systems teams. In addition,
limiting analysis to simple procedures such as frequency counts and cross tabulations will
widen the audience that will be able to appreciate the results [Kearl, 1976: p. 1801. 

11.2.2.1 Frequency Distributions 

A frequency distribution is a way to describe the data. The frequency distribution in
discrete data (i.e., I = male, 2 = female) is a listing of how many observations there are for 
each of the different data categories. For example: 
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Sex of Ilead oLfousehold Frequency 
Males 120 
Females 94
 

In continuous data, 
 the data must be divided into a number of ranges. and then the numberof observations in each range is given. For example: 

Cost of Cattle Frequency
P 100-200 8 
P 201-300 36 
P 301-400 25
 

When dividing data into ranges it is 
a good idea to start with narrow ranges, which can thenbe combined into wider ranges as necessary.
 

Frequency distributions are useful 
 in describing the pattern of distributions of sampledvariables, for example, sex of head of household, farm size,
indicate how the sample 	

etc. The frequency distributioncan is divided amongst categories. A frequency distribution is alsoa good way of looking for data entry errors, as the occurrence of values which arethe expected range will generally indicate a data problem. For example, 
outside 

if we code villages1, 2 and 3 but the frequency distribution indicates that there is one: observation for village 4,we know there is a data error. 

The frequency distribution can also provide a quick summary of each variable. It isdescriptive in nature, and does not have any statistical test directly associated with thedistribution, so one cannot make statistical inferences from frequency distributions.
 

Frequency distributions can be presented in table form, or the data may 
 be presented visuallyin a histogram. A visual presentation of material is sometimes very helpful in identifyingsalient features in a data set. A histogram is a bar chart with each bar representing one ofthe frequency categories with the height of the bar determined
observations in that category. The height can either be 	

by the iuber (frequency) of 
1hC absolute frequencyproportion 	 or aof the obsei vat ions in each :ategory. 

as produced by 	
Firure 1I. 1 is an example of a histogramthe Abstat programi. "I, ,i1'2 .. and (horizontalaxis) with the numl cr of farmer". in cUcf!; \iIe ifli::. i IiL .i a] axis.
 

Frequency distributions 
 are a basic statistic available in all computer statistical packages.Abstat car, produce frequency distributions and the related histograms. It is possiblea histogram from Abstat 	 to takeand include it in a Wordperfect document, although the Abstatpackage does not provide the best labels for the histogram. 

11.2.2.2 Cross Tabulation 

Cross tabulation is a technique for studying the relationship between two variables. It ismost often used in examining hypotheses about farmers' behavior. Cross tabulationsusually performed on data collected in surveys. 	
are 

determining 	
The procedure looks for a relationship byif there is some meaningful pattern between two methods of classifying theobservations in the data set. 

The cross tabulation is related to a frequency distribution in that it involves counting theobservations which fall into each cell of a matrix. The matrix is made by assigningthe variables to the columns 	 one ofand the other varia"-e to the rows. Each column represents onepossible response, or range of responses, for that variable, and each row represents the 
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Variable UILLAGE has mean = 61.86i8B and std8v = 1.761062 
Cases = 158 with May Frequency of 64 

IIlSTOGRII OF VILLAGES, ADOPTIOH STUDY 

FIGURE 11.1: 
 EXAMPLE OF ABSTAT HISTOGRAM
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responses for the other variable. Observations are then classified by row and column, andassigned to the appropriate cell, i.e., head of household = 2, village = 1, so there is oneobservation in cell (2,1). Computer programs provide not only cell counts but totals by row,column and observations. The programs will also provide percentages in each cell for therow, the column, and the total. Table 11.2 is a typical cross tabulation report from Abstat. 

TABLE 11.2: TYPiCAL CROSS TABULATION RPpORT I:ROM ABSTAT 

COMMANI): XTAII 

CROSS TABULATION *
 
Villagea Newrechb
 

1 2 Total
 

61 
 13 45 58% lot 8.2% 28.5% 36.7%% Row 22.4% 77.6% 130.0%% Col 31.7% 38.5% 36.7% 

62 11 53 64%Tot 7.0% 33.5% .10.5%%Row 17.2% 82.8% 100.0%
%Col 26.8% 45.3% 40.5% 

63 17 19 36
% lot 10.8% 12.0% 22.8%% Row 47.2% 52.8% 100.0%%Col 41.5% 16.2% 22.8%
 

Total 
 41 117 158 
% Row 25.9% 74.1% 1110.0% 

Chi Square - 11.4123 1)f 2 Prob =0.0033 

a. Village 61 Matobo, 62 = Mathangwane, 63 Marapong
b. NcwTech I = Adoptcd, 2 = Not Adopted 

The cross tabulation table provides information about the interaction of the two variables. Inthis case it tells us that the 13 adopters in village 61 represent 8.2 percent of all the farmerssurveyed. In addition, these 13 adopte rs were 22.4 percent of all farmers interviewed in thevillage, and were 31.7 percent of all adopters interviewed. By examining the data we cangain some understanding of the differences in adoption by villages. 

Cross tabulations can be used to examine hypotheses about farmers' behavior. Thehypotheses to be examined can be developed during the exploratory survey, or may be basedon other information available to the researchers. In this particular case we originally choseto work in village 63 because it was a "progressive" village. Thus we hypothesized thatvillage 63 would have more adopters than the other more traditional villages. Anexamination of the cross tabulation supports this hypothesis. The evidence is in column 1,where the column percentage for village 63 is ten percent higher than the next highestvillage. Additional evidence is provided by comparing the percent of row adopters in village
63 with the percent of row adopters in the total (last row). For all respondents, the percentof adopters is 25.9, while the percent of adopters in village 63 is almost twice that at 47.2 
percent. 

Obviously the number of cross tabulations that can be performed for a set of date is quitelarge. We have found that performing all or even half of the possible cross tabulations in aset of data with 25 or so variables will generate so many cross tabulations that it is difficultto interpret them. The important point is to perform cross tabulations which reflecthypotheses we have developed about certain rcl:,!innships in the data. In practice we havechosen a number of variables that reflect farmers' resources, and which l1n3v influence their 
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decision making. These variables can help to distinguish recommendation domains and
include: village, sex of head of household, age of head of household, number of cattle, type

of draft, and control of draft. We use these six variables in making cross tabulations with
 
farmer responses in order to attempt to identify differences in recommendation domains for
 
particular activities.
 

As with frequency distributions, cross tabulation information is relatively easy to report and,

particularly when reported in percentage form, be readily understood
can 	 by most audiences. 

11.2.2.3 Chi-Square Statistic 

Cross 	 tabulations provide one way of studying relationships between variables. If the
relationship between two variables reflected in a cross tabulation is stated in the form of a

hypothesis, the Chi-square goodness of fit statistical test may be used to test whether the
 
hypothesis should be rejected or maintained. While the Chi-square test may be used in 
 a

number of different contexts, we use it most frequently in testing for an association between
 
two methods of classification (i.e., two variables).
 

If A and B are two methods of classifying an observation (i.e., village = 61, 62, 63; and 
new_tech = 1,2); then the hypothesis to be tested is: 

Ho: 	 The null-hypothesis is that there is no association between methods A and B 
(i.e., between village and newtech).

HA: 	 The alternative hypothesis is that there is an association between methods A 
and B. 

For the Chi-square test to be valid, it is assumed that the sample of "n" observations (cases)
is random. That is, each observation has the same probability as every other observation of
being classified in any cell formed by the intersection of any row and column, independent
of other observations. 

A detailed discussion of the calculation of the Chi-square statistic and its limitations can be 
found in most elementary statistical texts -- for example, see Steel and Torrie 119801. 

In order to analyze the relationship reported in Table 11.2 we must formulate a set of 
hypotheses: 

Ho What village a farmer comes from is independent of his/her adopting a new 
technology. 

HA ' An association exists between a farmer's village and his/her adopting a new 
technology. 

The Chi-square test statistic is 11.4123 with two degrees of freedom. Abstat indicates that 
the probability of this test statistic happening by chance is 0.0033. Thus we can conclude
with a 99 percent certainty (P = 0.01) that there is a statistical association between a 
farmer's village and his/her likelihood of adopting. 

It must be remembered that the Chi-square goodness of fit test only works well with a large
sample, and requires a minimum of five observations in each cell. Often when we have a 
small sample of observations, and a large number of categories for each variable, we do not
have five observations per cell. If there are several categories in each variable, they may ke 
combined to make a smaller number of categories, and thus increase the possibility of 
having at least five observations per cell. For example. if wc have cattle categories of 0, 1-
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15, 16-35, and >35, it may be possible to combine the four categories into two categories, 0
15 and >15.
 

If the Chi-square test indicates 
 that an association exists between two variables,looking at the cross tabulations to identify the most probable form of the 
it is worth 

this case relationship. Inwe can conclude that for all farmers interviewed, those from the more "progressive"village of Marapong (i.e., village 63) are most likely to adopt new technologies. 

11.2.3 ANALYSIS OF VARIANCE 

11.2.3.1 Purpose Of Analysis Of Variance (ANOVA) 

Analysis of variance, referred to as ANOVA, is a statistical procedure used to test whetherthe differences observed between the means of ireatments and interactions in experiments aresignificant and not due to chance.
 

ANOVA is only 
 used with data from designed experiments in which the sources of variationare classified into separate effects, for example, phosphate fertilizer applications of 0, 20, and40 kg P/ha. to improve sorghum grain yield. In this example, applied fertilizer levels are asource of variation for sorghum grain yield in ANOVA. ANOVA requires a minimum oftwo replications of each classified effect.
 

ANOVA is used
not with unclassified survey data. As an example; the effect of existing Plevels in the soil on sorghum grain yield is not analyzed with ANOVA because P levels,measured in soils, asare not classified treatments. Instead, soil sample P levels illustrate acontinuous variable effect. Regression or correlation is used for this analysis (see Section
11.2.5). 

Several different procedures
procedures 

can be used to construct the ANOVA. Generally, simplecan be used for clean data sets and more sophisticated procedures are needed formessy data. data are withMessy sets those missing values, unequal ofwith numbersobservations, or for which the assumptions of ANOVA satisfied.are notdifferent procedures, simple or sophisticated, is similar. With 
The output of the 

widespread accesscomputers toand with back stopping by the biometrics unit, even the most messy ANOVAdata can be analyzed, but should be avoided if possible.
 

In FSR, ANOVA 
 is used in the analysis of most agronomic experiments. However,value itsis generally less than in on-station trials because the emphasis in FSR is on farmerassessment and researcher evaluation of non-treatment factors in addition to the ANOVA. 
Another fact affecting the role of ANOVA in FSR is the order of magnitude for differencesbetween treatments needed when working with farmers. Substantial differences betweentreatments -- for example, 50 percent to 100 percent improvement in yield, or aimprovement in labor saving similar -- are sometimes needed before farmers would quicklyappreciate and adopt new technologies. Thus, there is less need to have precise tests thatwould detect small differences. In these situations, ANOVA simply verifies what is already
obvious to researcher and farmer. 

Nonetheless, ANOVA continues be of the primaryto one tools in evaluating on-farm
research experiments. 
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11.2.3.2 Description Of ANOVA 

The ANOVA offers information about treatment elements and design elements of an 
experiment. 

Different types of treatment structures are discussed earlier in the handbook (see Sections5.2.1 and 5.2.2). Experiments with a single treatment factor [Snedecor and Cochran, 1967: pp. 258-298] commonare most in on-farm research. Such experiments contain two or moreclasses or levels of the one factor or treatment variable (e.g., variety, tillage system). Othertreatment structure types are two factor ISnedecor and Cochran, 1967: pp. 299-338], nestedfactors [Milliken and Johnson, 1984: pp. 87-911, two more factors withor 	 split-plots[Snedecor and Cochran, 1967: pp. 369-375; and Johnson,Milliken 	 pp. 69-791 andexperiments with two or more factors in combination to test 	the interaction between factors
[Snedecor and Cochran, 1967: pp. 339-3801. When interactions between treatment factorscan be 	 tested in the ANOVA, the experiment is a factorial. In some instances, factorstwo 
are stripped across each other rather than randomized in sub-plots. ANOVA can analyzeItrip-plots [Gomez and Gomez, 1984: pp. 109-1161 but with less strength for the treatment 
interaction test. 

The design structure refers to the manner in which a replication of the treatments is laid out.Nearly all on-farm trials can be analyzed as randomized complete block designs (RCBD)
[Snedecor and Cochran. 1967: pp. 299-338; Milliken and Johnson, 1984: pp. 47-541.Because superimposed trials and "paired comparisons without replication" (see Section5.2 .2.2(a)) usually consist of one complete block of treatments per farm, the ANOVA ishandled as a RCBD with farm as the block or replicate. Because farm is the same thing asreplication, the interaction of farm by treatment can not be tested. When there are two or 
more replications por farm -- with replicates in blocks -- the ANOVA is for RCBD withreplications nested in location (farms). ANOVA design canfor this test the interaction of 
treatments by farms (see Section 11. 2 .3.4(g)). 

Split-plot designs are often treated as a special treatment structure within a RCBD eventhough, technically, the assignment of treatments notare completely random within the
block. In the split-plot, treatments of two 	factors, in effect, occupy plots of different sizes.The ANOVA has one level of analysis for thc large or main plot factor and another level of
analysis for the sub-plot factor. 

11.2.3.3 Output Of ANOVA 

The steps in an ANOVA are to correctly estimate the error variance, calculate F-statistics,and conduct F-tests that test hypotheses about the treatments of anl experiment. The results 
are presented in an ANOVA table4. 

(a). 	 Error Variance. ANOVA begins by estimating error variances for treatment means
from the data. This is the most important step in ANOVA. There is an error
variance for each level of analysis but, because most on-farm experiment ANOVAs
have only one level, there is often a single experiment-wide error variance. 

(b). 	 F-Statlstic And F-Test. The error variance used tois then calculate F-statistics forthe comparison of means in each factor or in each interaction. The F-test compares
each F-statistic with predicted F values to test if the F is significant and that 

Check in any standard statistics Iext for examples. 
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therefore, differences between means are significant. Most ANOVA software outputincludes a probability that the difference means is not significant. For example, 0.01indicates a more significant F-statistic than does a probability of 0.25.
 
(c). Hypothesis Testing Using Multiple Range Tests. 
 The standard ANOVAreally testing whether every F-test ismean. in a comparison is the same. Significant Fstatistics signify that meanssome are different without specifying which ones. It isof greatest importance for researchers to identify which differences are significant. 

Multiple range tests are way ofone measuring which mean differences aresignificant5. multipleEach range test generates a measurement criterion. If thedifference between any two means is larger than this value, that differenceconsidered significant. The calculation of multiple range 
is 

test criteria uses the errorvariance. Least Significant Difference (LSD) and Duncans are theconventional multiple range tests in use, but other tests 
most 

protect better against makingfalse claims about significant differences IMilliken and Johnson, 1984: op. 29-45.Generally speaking, use LSD or Duncans tests only if the comparison-wide F-test iss;ignificant (LSD is then known as a Fisher-LSD). And, most importantly, ,)nly claimstatistical proof of a significant difference if sound technical, economicreasons justify making the comparison in the first place. 
or other 

Note that when snooping indata sets with enough comparisons, a researcher is likely to find siLnificantdifferences even when there are none. The greatest danger of obt-iining false claimsoccurs when comparing a large number of treatments and when some of thetreatments have been indiscriminately selected. Fortunatcly, most on-famexperiments involve small comparisons with treatments that are each carefullyselected because of an. a priori justification.
 

(d). Testing Specific Hypothesis. ANOVA 
 is best used in testi.-g specific comparisons orcontrasts in the data. Two types of contrasts are tested using ANOVA. First are thepartitions of the initial treatment comparison. Compare three tillage-planting systems;early single plow-planting (TI), double plowing (DP), and late single plow-planting(T2). The researcher can ask if TI yields more than T2. Or, is the average T value(average of TI and T2) yielding more than DP? The ANOVA is on the sub-set ofdata that just includes the plots in the contrast. A new error variance and F-test iscalculated for this sub-set of data. 

A different type of contrast requires restncturing the datanot to allow new questions,in the initial ANOVA, to bc answered. Take the example of the three tillageplanting systems. To answer ihe question of whether a farmer profits from DP asopposed to using the plowing to do one part TI and one part T2, each TI must beadded to T2 in the data set and the contrast then made between the combined valuewith DP. The researcher may also ask ANOVA to test whether a given profit levelis attained by farmers shifting from the use of the combined TI and T2 to DP. AnANOVA contrast of TI + T2 + profit is tested against DP.
 
When ANOVA 
 is used to test hypotheses in the data, the importance of a strong apriori justification should not be underestimated. 

(e). Other Uses For ANOVA Output. With this, the ANOVA is complete. However, 

Many biometricians wan against the overuse and abuse of multipleResearchers range testing.need to he aware of the conditions and limitations for these tests and usethem appropriately. 

File: A105.3/11 -225 - June 5, 1990 



output 	from ANOVA software can often be used in other ways as well. 

Means. Most ANOVA software conveniently prints treatment and interaction 
means along with the ANOVA table. Only a few older software versions 
require that means be calculated separately. When the data set is unbalanced,
adjusted means are given and should be used by researchers. 

ii. 	 Standard Error Of The Mean. A standard error of a mean in the experiment
is calculated using the error variance from the ANOVA [Snedecor and 
Cochran, 196-?: p. 50]. Standard enors describe how much variation is 
expected between samples from new experiments with the same treatments 
tested under similar circumstances. Researchers often present standard errors 
of means when reporting important means from an experiment at a scientific 
forum. Standard errors are simple and easy to present. When combined with 
information about the size of the experiment, they contain more information 
for interested scientific audiences than do LSDs or F-test significance levels. 
Standard errors of means can also be used to construct confidence intervals 
and t-statistics. 

iii. 	 Confidence Intervals. Confidence intervals for individual means are 
constructed using standard error estimates (see Section 7.3.2.6(a)) [Sredecor
and Cochran, 1967: pp. 56-571 often produced in ANOVA. Confidence 
intervals are usually under utilized by on-farm researchers. They are suitable 
for the presentation of findings to farmers, extension staff and other less 
research oriented audiences. 

Take the example of an economic partial budget analysis of double plow
planting versus single plow-planting. ANOVA is used to analyze the shift to 
double plow-planting where the panial budget (i.e., profit or loss) was
measured on each farm in an experiment. The mean result of + 
P80.45/hectare in favor of the shift is significant at a 0.001 level of 
probability. Using a 95 percent confidence interval, profit from the shift to 
double 	plowing is P80.45/hectaw + P43.20/hectare. 

iv. 	 Coefficient Of Variation. The error variance of an experiment is used to 
calculate the coefficient of variation (CV) iSnedecor and Cochran, 1967: pp.
62-64]. The CV indicates the amount of variation for a variable expressed as 
a percentage of the variable mean. 

When related to the output of ANOVA, CVs are mostly used to evaluate the 
precision of the experiment generating the data. With a high CV, only large
differences between means will test significant. CVs of less than 20 percent 
are considered necessary in most station-based research. In on-farm research,
less importance is placed on obtaining low CVs. With farmer management of 
trials, higher CVs can be expected; particularly for experiments with only a
single replication per farm. In order to correctly assess the robustness of 
technology, it is useful to have the CV in the single rep/farm situation match 
the CV commonly found between farms. In this way, the researcher knows 
that the range of experimental environments compares favorably with the 
target range of environments for the technology. 

CVs are also used as descriptive statistics showing the relative amount of 
variation for a mean. Examples could include: 
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Monthly rainfall totals, January rainfall at Mahalapye is 89 ram. with 
a CV of 75 percent. 

Total i-atn sorghum production, sorghum production per farm inCentral Agricultural Region was 254 kg/farm in 1987 with a CV of120 percent. 

11.2.3.4 ANOVA And Special Situations 

Even when working with a biometrician, the chances of a useful ANOVA will improve ifthe on-farm researcher understands some of the situations and problems encountered inresearch data. Eight data situations that pertain to ANOVA are discussed. 

(a). Missing Data. When data are missing, researchers need to check the cause and
handle as appropriate. 

i. If there has been inappropriate implementation of a treatment, treat these
observations as missing data.ii. If non-treatment related factors cause plot failure, treat the observation as
missing data.iii. If there is failure of a treatment, treat the observation as a failed response.This means that the zero or ioU'l value is used in the ANOVA.iv. If a single treatment fails while other treatments give some results in areplication, include replication in the ANOVA.v. With total failure of all treatments for an entire replication or entire farm. donot include replication or farm in the ANOVA. 

(b). Gross Deviations In The Data. When gross deviations are observed in the data,researchers should check the cause. Extreme observations can be tested [Snedecorand Cochran, 1967: pp. 321-3231. The procedure gives the likelihood that the outlieris a mistake and could be thrown out of a data set before tire ANOVA. For mostquestionable data points, a little research can reveal the problem making the outlier 
test unnecessary. 

i. If the datum is inlCOrTectly recorded, correct if possible. If the mistake cannot be corrected indicate the data point as missing. 

ii. If the datum is an honest result (even though extreme) for that treatment,
include it in the analysis. 

iii. If the extreme datum is caused by factors other than the treatment (a plotmay have crop failure because of a bad patch of soil), the first choice is tostill include the point in the ANOVA. Because of the bad data point, theanalysis becomes less accurate and less precise. If the trial is small and theresearchers are very confident that the extreme result is due to non-treatmentfactors and not treatment failtre, they should check the analysis again withthe failed plot datum missing. Most importantly, if possible design plotlayouts to avoid areas causing extreme results. 

(c). Assumption Of Randomness. ANOVA assumes that treatments are randomlyassigned to plots within each randomized block of the design. Bias will take place if 
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one treatment is regularly located in a more favorable location than another. 

In on-farm experiments, trade-offs are sometimes required that are not usually 
necessary in station-based work. In tillage work implemented by farmers, a common
trade-off dilemma arises when a particular treatment arrangement facilitates
implementation but violates the assumption that treatments are randomly assigned to
plots. This is justified if the researcher can determine there is no bias caused by the 
pattern and if, in fact, the treatments are better implemented because of the fixed 
assignments. 

A comparison of TI, DP and T2 is more easily implemented with fewer plowing
pattern 	disturbances if the first plowing is a double plot for TI and first plowing ofDP, and the second plowing is again a double plot with the second plowing of DP in 
an overlap position on the first plowing and T2 along side. In this way, the plot
assignments of the treatments are fixed. The plowing pattern in every treatment is
much smoother and uniform, and there is no reason to believe that one treatment is 
thus favored ,-ver another. 

(d). 	 Assumption Of Normal Distribution. The assumption for ANOVA is that if enough

sample data are collected, these data would be normally distributed around their
 
mean. This assumption seldom holds perfectly, though generally not too badly.
ANOVA is robust with resiect to non-normality [Milliken and Johnson, 1984: p. 171.
Even though non-nomdality can cause ANOVA to produce more significant
differences than it should, studies [Milliken and Johnson, 1984: p. 171 have shown
that usualy the. same test result is achieved in ANOVA with non-normal data as with
transformed data. With a large number of zero values, it is best to eliminate data 
from trial sites or replications with complete failure. 

(e). 	 Assumption Of Equal Error Variances. If some treatment means have a larger error
variance than others in the ANOVA, too many significant F-tests can result. This
problem is a little more serious than non-normality of the data, but ANOVA usually
gives good results even with heterogeneous errors [Milliken and Johnson, 1984: p.
17]. See [Milliken and Johnson, 1984: pp. 18-22; Snedecor and Cochran, 1967: pp.
296-298] for information on how to test for homogeneity of error variances. 

Analytical methods to handle this problem inc'tude variance stabilizing transformations 
of the data before the ANOVA. These trans formations change the data to a new 
scale which can make interpretation following the ANOVA more difficult. 

i. 	 Logarithmic transformations correct problems with correlation of error 
variances and means; the variance is larger with large treatment means and 
smaller with smaller means. 

ii. 	Arcsine transformations are used when problems arise with data expressed as 
proportions. Usually, small variances are associated with either very high or 
very low proportion means. 

iii. 	 Square root transformations help if zeros are frequent in count data. 

If the researcher suspects that results of some are very erratic (hightreatments error
variance) compared with more stable results for other treatments (low error variance),
the homogeneity of variances should be tested or a statistician consulted. 

(f). 	 Independence Between Replications Of A Treatment. It is assumed that the handling 
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of a treatment is not consistently different 
to another. The 

from other treatments from one replicationassumpdion of independent handling of the treatments does notalways hold in on-farm research. Too often, one treatment is consistently favored bythe implementation of the trial or by the handling of data collection. 
If most participating farmers in a tillage-planting trial begin with planting the sametreatment, that treatment might be favored because soil moisture tends to be a little
better early in the day. 

Suppose one researcher of a team measures weed levels on early maturing treatmentsand another uses a slightly different criterionDifferences due to measurement 
on late maturing treatments.

method will appear to be part of the treatment
effect.
 

This problem is particularly worrisome because 
 it cannot be recognized in the data.Researchers who supervise trials and data collection must watch for circumstancesthat create this problem. To avoid the problem, on-farm researchers need tomore use of randomization makein order of trial implementation and data collection, andto make every effort to standardize data collection methods.
 
(g). ANOVA Including Different Environments. A special ANOVA is used when
is conducted over a trialseasons and different places. Contrary to sometimesthought, the purpose what isof testing in a series of environments is not to test the effect ofthese environments but seeto how well the treatment differences hold up. Interest,therefore, is in the treatment by environment interaction.
 

The following steps take place 
 in the ANOVA involving environments. F-tests, usingthe experiment error variance term, are administered for each treatmentenvironment interaction. byIf any of these interaction terms is significant, a new F-testis made for the treatment comparison, this time using the significant interaction termas the error term. In this way, two pieces of informationinteraction means that some 
are obtained. A significanttreatments are more suitable for specific environments.A significant treatment difference in the new F-test means that the best treanment:; aresuitable generally over every environment in the experiment.
 

Several questions about the environments in the experiment be
there is more than one 
must answered. Iffarm, are farms equal to replication?be cannottested as environments. However, if same 

If so, then farms
this trial is repeated severalseasons, then overseasons can be tested a, environments. With more than one replicationper farm, season and farms can each be considered environments. Interaction effectswill include treatment by season, treatment farm, treatmentby and by season byfarm. A particular situation exists when the farms in the experiment change fromseason to season. Then farmthe environments are nested within season. Theinteraction terms treatmentare by season and treatment by farm within season.There can be no treatment by season by farm interaction in this analysis. 

A specific and very useful situation in on-farm research involves using ANOVAtest for treatment by recommendation to
domain interactions. The recommendationdomains can be soil type, traction type, and so forth. In this ANOVA, farms arenested in recommendation domain and recommendation domain is treated as anenvironment. With one replication per farm, interaction effects would includetreatment by season, treatment by domain, and treatment by season by domain. 

Because researchers are interested in making statements (inferences) about how their 
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treatments will perform for other farmers in other seasons, it's necessary that 
environments in the trial be a sample, preferably random, of the target environments. 

(h). 	 ANO VA And Repeated Measures. Another special ANOVA is used for repeated 
measures on the same plots in a trial. For example, in a perennial forage crop
experiment, forage yields are measured in each of four successive seasons. There are 
three options: 

Option 1: 	 Combine yields for four seasons and run ANOVA on the sum or the 
average. 

Option 	2: Run ANOVA separately on yields of each season. 

Option 3: 	 Run repeated measures ANOVA that tests between forage crops within 
seasons, combined over seasons and changes over time [Milliken and 
Johnson, 1984: pp. 80-87; Snedecor and Cochran, 1967: pp. 377-379]. 

11.2.3.5 Examples Of Computer ProgramOutput ForANOVA 

The following 	 examples are derived from using the ANOVA-2 and FACTOR sub-programs 
of MSTAT. 

(a). 	 ANOVA-2 Analysis. The data used are from a hypothetical Cowpea Variety Trial. 
ANOVA-2 is used to analyze grain yield results from a trial of 4 cowpea varieties 
tested on 15 farms (1 replicate per farm). Two of the varieties are early maturing
and two are of medium maturity. ANOVA-2 and ANOVA-I are often used in on
farm data analysis and give output typical of other ANOVA packages. Output
includes an ANOVA table (Ta'le 11.3). 

F-values and probability estimates are given for each effect: "farm" (the replication
effect) and "cowpea variety". The mean square error is the error variance for this 
analysis. ANOVA-2 tests the assumption that variety treatment effects are similar in
all replications (non-additivity test). ANOVA-2 output includes the coefficient of 
variation for the experiment, means for all levels of Farm and Cowpea Variety. 

ANOVA-2 is also 	used to compare early with medium maturity cowpea varieties as 
an orthogonal 	 contrast. Early maturing varieties (1 and 4) are given coefficients of 
+1, and medium maturity varieties (3 and 4) a coefficient of -1. The sum of 
coefficients must equal zero. A separate F-test indicates the significance of this 
comparison. 

(b). 	 FACTOR Analysis. FACTOR is used to analyze grain yield results in a tillage by
phosphate fertilizer Trial. In the example, single plowing and double plowing are 
combined with and without phosphate fertilizer to give four treatment combinations. 
This comparison is r-peated on twelve farms (1 replicate per farm). FACTOR gives'
output typical of other ANOVA packages for factorial experiments. This example is 
for experimental design number 9 with farm treated as replication in FACTOR. The
ANOVA table (Table 11.4) gives the F-test for each treatment effect and interaction 
and the mean square error term. FACTOR output also includes the coefficient of
variation for the experiment and means for each treatment combination (not given in 
this example). The standard error (sr) for each mean is given. 
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TABLE 11.3 ANOVA-2 EXAMPLE 

Two-way analysis of variance: over Variable I 
Farm (= replication)

with values from I to 15 
and over Variable 2 

Cowpea Variety (1 = early maturity, 2 = medium maturity, 3 = medium maturity,
4 = early maturity) 
with values from 1 to 4 

Variable 3: grain yield (kg/ha) 

ANALYSIS OF VARIANCE TABLE 

Deg-ees of Sum of 
IFreedom Squares Mean Square F-value Prob 

Total 59 3286508.73Variable 1 14 1151956.73 82282.624 2.04 .037Variable 2 3 440545.93 146848.644 3.64 .020Error 42 1694006.07 40333.478 
--.-------.------.-----------------.............................----------------------------------------------------------
Non-additivity 1 238623.57 238623.571 6.72 .013Residual 41 1455382.50 35497.134 
....................................................------------------------------------------------

Grand Mean = 408.767 Grand Sum = 24526.000 Total Count = 60 
Coefficient of Variation = 49.13% 

Means for variable 3 for each value of I 

VAR 1 1 2 3 4 5 6 7 
MEAN 449.000 491.000 268.750 370.000 286.250 586.750 204.750 
VAR 
MEAN 

1 8 
651.000 

9 
517.250 

10 
233.(XX 

11 
3,12.5W) 

12 
607.500 

13 
422.250 

14 
445.750 

VAR 1 15 
MEAN 255.750 

Means for variable 3 for each value of 2 

VAR 
MEAN 

2 1 
361.200 

2 
341.867 

3 
376.333 

4 
555.667 

SINGLE DI ORIIOGONAI. COMPARISONS (CONTRASTS) 

FOR CONTRAST # I 
1: 1 2: -1 3: -1 4: 1 
Sum Of Squares = 148(X)6.667 
Effect = 49.667 
Error 
P value 

= 25.927 
= 3.67 

Prob = .062 

11.2.3.6 Software ForANOVA 

Abstat: Abstat is a very easy to use statistical package but with limited application inANOVA. Abstat only handles one-way ANOVA with and without missing
data. This package is more suited for descriptive statistics, regression, chi
square and cross tabulation than for ANOVA. 

MSTAT: MSTAT is the most used statistical package for on-farm research ANOVA.
MSTAT handles one-factor (ANOVA-1), two-factor (ANOVA-2), factorial
data (FACTOR) up to four treatment factors with numerous environment, splitor strip plot, nested and repeated measures options (must be balanced without
missing data), and a two way ANOVA with unbalanced data and missing 
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values (NONORTHO). Planned comparisons can be made (Orthogonal 
Contrasts). This package is moderately user friendly and can process large 
data sets. 

SPSS: SPSS has a full range of ANOVA features including analysis of messy data. 
SPSS is not for persons without a solid background in statistics and most on
farm researchers need to work with the biometrics unit at DAR to analyze 
data that requires SPSS. 

TABLE 11.4: FACTOR EXAMPLE 

Factorial ANOVA for the factors:
 
VariaLle 2 with values from I to 12
 

Farm (= replication)
 
Variable 5 with values from I to 2
 

Tillage System (I= single plowing, 2 = double plowing)
 
Variable 6 with values from I to 2
 

Phosphate Fenrilier (1 = 20 kg.P/ha.. 2 = none)
 
Variable 7
 

Grain Yield (kg/ha)
 

8. RCHD, 	 2 Factor factorial 

Note: 	 Mean results show that double is plowing better than single 
plowing and use of phosphate fertilizer is better than without. 

ANALYSIS OF VARIANCFI TABLE 

Degrees of Sum of 

Code Source Freedom Squares Mean Square Valu:. Prob
 

1 Rep 11 1050064.9 95460.4 5.9 .000
 
2 A 1 453185.3 453185.3 28.0 .0(X)
 
4 B 1 338016.3 338016.3 20.9 .0(X)
 
6 ABl 1 18644.1 18644.1 1.2 .291
 

-7 Error 33 53.1447.3 16195.4 

Coefficient of Variation = 33.99% 

s for means group 1 = 63.63052. Number of observations 4 
y
 

s - for means group 2 = 25.97705. Number of observations = 24
 

y
 
s _ for means group 4 = 25.97705. Number of observations = 24
 

s 	
y 
- for means group 6 = 36.7370 . Number (if observations = 12
 

y
 

11.2.4 	 STABILITY ANALYSIS 

11.2.4.1 Purpose Of Stability Analysis 

In on-farm research, stability analysis is used to predict the agricultural performance of a 
treatment (technology) in different environments. The performance of all treatmernts fall, or 
rise, depending on the harshness of the environment. The performance of stable treatments. 
however, is less susceptible to the effect of environment. 
The prediction of stability is achieved through the use of a statistical procedure. Estimates 
for statistics obtained in this procedure are then used as indicators of stability. In this 
section, the most common procedure. stability analy'is usingi regression, is presented. 
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11.2.4.2 Description Of Stability Analysis Tests 

Stability analysis needs data from a multi-environment test. The same set of treatments istested ii each environment of the test. Treatments could be varieties, tillage systems, and soon. Because the testing required for this procedure is expensive, having treatments withoutproven potential in at least one environment is not cost effective. A range of environmentsis obtained by conducting the test at different locations and seasons within a country ortarget area. A range of environments can also be created within one site by imposinganother performance factor. For example, itseveral irrigation regimes implemente Iareone site, the set of treatments can be tested 
at

in each regime. The test mneeds to cover theentire range of environments envisioned by the researcher as targets for these treatments. 

In on-farm research, multi-environment tests are common. The testing of a technology toimprove grain yield on a range of fanns, in different villages and over several seasons, gives
excellent data for stability analysis. 

11.2.4.3 Use Of Regression For Stability Analysis 

Stability is measured from a simple linear (straight line) regression of the performance forone treatment on the index values of the environments. The environmental index is a valuethat is supposed to define the standard for performance in each environment. To visualizethe analysis, consider a scatter diagram (see Section 11.2.5.3(a)). The indices forenvironments are put on the horizontal axis and the measure of performance on the verticalaxis. The environmental index points are not equally spaced. Two environments might havenearly the same index. The straight line regression shows how much change in performanceof the treatment takes place for each change of the environmental ilcx iunit. 

Performance of crop production treatments is usually measured as grain yield. But,performance could also be other measurements such cropas estab!ishment, plant height.weed levels following tillage treatments, profit. etc. 

11.2.4.4 Environmental Index 

The regession analysis is easy; obtaining good measures of environmental indices is not.Measurements on rainfall, soil depth, soil pi1, are examples of indices that have been used instability analyses. As an example, stability analysis could show of ahow much the yieldtillage system changes with each 25 millimeter increase in season rainfall. More often.indices are calculated from the performance of treatments themselves. Suppose, yields fordouble plow-planting are regressed on yields of single plow-planting in data covering 120farmer implemented comparisons of these systems. The 120 single plowing yields become120 environmental indices. The regression can explain how much change in double plowingyield takes place with each 1(0 kilogram increase in single plowing yield. 

In the plowing example, yield of single plowing is a good measure of environment becausethis system is the standard for our farming areas. In other tests, the standard performance ismeasured as the average of several or all the treatments. Statistically, this is a problembecause Y. the dependent variable, in regression, is part of X. the independent variable.Their values are automatically related. Nonetheless, the average of treatments is sometimesused as a icasure of environmental index. Take a test of four cowpea varieties conductedon three farms in each of three villages with the test repeated for three seasons. For each ofthe 27 environmenits, we can calculate the index as the average yield of the four varieties.Stabilii% i,,assessed separatc!%y for each variety by regressing variety yield on avera_,e yield. 
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For stability analysis to be of use, the range of environments must be adequate. Even
though regression can give a prediction of outcomes for environmental indices beyond those 
in the data (see Section 11.2.5.3(b)), the prediction is not likely to be accurate for
environments that are far outside those of the test. Data drawn only from testing 	in wet 
seasons with high yields cannot be used to assess stability over dry and wet seasons. Data
for stability analysis needs to include a minimum of one environment from each end of a 
typical range of the indices. 

11.2.4.5 Interpretation Of Results From The Analysis 

In stability analysis, three regression statistics are used as indicators of stability: the
coefficient of regression ("b") and the standard deviation of this coefficient (sb), and 
treatment mean. 

Because "b" indicates the slope of the regression, it explains whether the performance of a 
trreatment improves faster, slower, or is 	 the same as the environmental index. If the
environmental index is expressed in the same units as treatments (yield), "b" equals I when
 
treatment and index increase at 
 the same rate. The s, indicates how much the researcher can
rely on 	the regression relationship. A high s, means that the performance of the 	treatment is
erratic in good and poor environments. The mean, combined over environments, indicates
 
the general ability of a treatment to perform well.
 

The stability or adaptation of treatments (technology) is defined as follows: 

(a). 	 With good stability or general adaptation, "b" equals 1, mean performance is high

and the s, are low. Other researchers feel that stability is highest when "b" is less
 
than 1 (i.e., the performance does not change much between poor and high

environments), mean performance is high and the sh are low.
 

(b). 	 With good specific adaptation, "b" is significantly different from I (less for if
 
adapted to poor environents and more for better environments). To be considered
 
good specific adaptation, the performance 
 must be relatively high in the environments 
for whidl, the t.reatment is adapted and the s. lo\. 

(c). 	 Poor adaptation is indicated by low perfornince means regardless of the regression 
coefficient ("b") or s,. 

(d). 	 Erratic performance is indicated by a high sb regardless of performance mean or
regression "b". Note that sometimes the performance of a treatment appears erratic 
because the treatment is interacting with factors not part of the environmental index
(i.e., a new sorghum hybrid does poorly in an otherwise good environment because 
of an adverse reaction to a soil factor). 

11.2.4.6 Use Of Stability Analysis To Identify Recommendation Domains 

One application of stability analysis in on-farm research is for the purpose of dividing farms
into groups or recommendation domains (see Section 2.3). When technology is tested under 
farm conditions, a number of characteristics of the farm combioe to make a unique
environment: soil type, farm management. and so forth. In a modified stability analysis
[Hildebrand, 19841, a treatment result (i.e., grain yield) is regressed on an environmental
index consisting of the mean of several treatments tested in an on-farm trial. Farms on
which a treatment does significantly better than the index are classified into one 
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recommendation domain for the treatment. Farms on which this treatment does worse thanthe index are classified into another recommendation domain. 

This method of sorting farm environments works well if the causes of high or lowperformance are constant from year to year. Unfortunately, in Botswana, variationexerts a large influence on the performance of many treatments. This 
in rainfall 

means that the relativeperformance of the treatment might place the farm in one recommendation domain in oneyear but in another domain the next season. Therefore, the use of modified stability analysiswould need more years data in Botswana than in many other growing environments. 

11.2.4.7 Software ForStability Analysis 

Stability analysis can be run with any software that does simple linear regression (seeSection 11.2.5.5). However, environmental indices need to be calculated separately andentered as the independent variable into the treatment data set. Researchers can use the subprogram REGR in MSTAT to test the significance of differences between stability indicators
of different treatments. 

11.2.5 CORRELATION AND REGRESSION 

11.2.5.1 Purpose Of Correlationand Regression 

Rcgression analysis is used to define a relationship between or moretwo variables in a dataset. One variable, Y, is said to be a function of the variable X or Xs. Y is the dependentvariable and X the independent variable. The analysis is also referred to as the regression ofY on X. If cause and effect is being tested; the test is whether X, or the Xs, cause Y to be 
as it is. 

Correlation analysis is simpler. This procedure estimates the closeness of the relationshipbetween two and only two variables. No cause and effect is assumed in this relationship. 

11.2.5.2 Description Of Correlation 

Coefficients of correlation (r) express the mutual relation:;hip between two variables. Theway in which r is calculated does indicatenot dependence of one variable on the other
[Snedecor and Cochran, 1967: pp. 172-1981.
 

(a). 
 Expression Of Coefficients Of Correlation. Correlation coefficients range from • 1.0to +1.0. A negative sign indicates that one variable increases as the other decreases:a positive sign, the two variables increase together. of +1 signifyValues a perfectrelationship between the variables. Coefficients are expressed in a standard scale; not
the scale or units of the two variables. 

(b). Caution In The Correlation Analysis. Correlation is often used as part aofpreliminary search for relationships between variables. In this type of data snooping,the researcher must about results.be careful interpreting Because of a likelihood ofsome error in tests of significance, a percentage of correlation tests will give falsesignificant results. Therefore, correlations without strong cause and effect justificationare best used to seek hypotheses for future research and not to draw firmconclusions. If cause effecta and relationship is hypothesized, a significant
correlation analysis is more meaningful. 

File: A105.3/11 - 235 - June 5, 1990 



Researchers must also be cautious about basing decisions on correlation coefficients 
of smaller magnitude than +0.50, even if statistically significant. The coefficient of
determination for r is the square of r, or R2 (see Section 11.2.5.3(b)). Thus, when r
equals +0.50, the variation in either variable explained by the relationship is only 25 
percent. This is a weak correlation if the researcher had no cause and effect
justification for making the analysis. When dealing with marginal coefficients, the
researcher runs a risk that another factor is causing most of the significance and that 
the test correlation is spuriously significant (see Section 11.2.5.3(c)). 

When planning to use results of correlation analyses to make inferences or 
statements, researchers should follow a check list of things to look for that is similar 
to the one for regression (see Section 11.2.5.3(c)): 

i. 	 The cause of the relationship must be described by the researcher. 
ii. 	 The correlation must be statistically significant.
iii. 	 The coefficient of determination (R2) must be large enough to indicate that 

the relationship is useful in explaining variation. 

(c). 	 Partial Correlation Coefficients. Partial correlation coefficients show the mutual
 
relationship between two variables after the influence 
 of a third variable has been 
subtracted or held constant. To. construct partial correlation coefficients, standard 
coefficients between all the variables are required. Trake the example of the
correlation between rainfall occurring before planting and sorghum grain yield. The
researcher observes that part of the rainfall variable has a large influence on plant
stand, but the main objective of this analysis is to deternine how stored moisture 
from before planting directly affects grain yield. The partial correlation coefficient
gives the relationship between rainfall and grain yield with the hypothetical
circumstance of plant stand remaining at a constant level. The partial correlation
coefficient is presented as rrainfall. grain yield/plant stand. Partial correlation coefficieits can be
constructed with two other variables heldor more 	 constant. 

11.2.5.3 Description Of Regression 

Regression is used less than would be ideal in on-farm research, particularly for technical 
analyses. Reasons for this include lack of familiarity with its use, and concern that
regression is not appropriate for the types of data collected in on-farm research. Care must
be taken, though, because regression used indiscriminately often leads to meaningless results. 

(a). 	 Steps In Regression Analysis. To help understand regression, visualize a scatter 
diagram with the X variable on the horizontal axis and the Y variable on the vertical
axis. Researchers could begin by constructing this scatter diagram with their data 
before the analysis. 

The distribution of data points on the diagram may immediately point to a particular
type of relationship between X and Y. A line drawn through average points in the 
data probably illustrates the regression relationship in a reasonable manner. The 
objective of regression is to find an equation that approximates such a line. 

The shape of lines can be straight (linear) or a wide selection of curves. Because 
they are most common, the fit of a linear regression line is tested first. Before 
trying to fit non-linear regression lines [Sriedecor and Cochran, 1967: pp. 447-4711,
researchers are advised to consult the biometrics unit at DAR. 
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The method of least squares is used in many software programs to compute thelinear, and non-linear, regression equations. Output of the analysis includes threeparts of the regression equation: coefficient of regression or "b", intercept, and
standard deviation of "b". 

The coefficient of regression, or slope of the linear regression line, is expressed inunits change in Y per unit change in X. The intercept is the valuedependent variable, of Y, thewhen X is at zero. The standard deviation of "b" (sh) describesthe goodness of fit for the regression. Special t-tests are used ;o :-stif the significance"b" and of the intercept [Snetlecor and Cochran, 1967: pp. 153, 155-1571 aredifferent from zero or from "b" and the intercept of another regression. 

Good regression equations allow researchers to report cause and effect relationshipsand to extrapolate results for estimating the outcome in other situations. Takeexample of planting date and thegrain yield, a significant and negative equationregression of yield on date for the can be reported as evidence that early planting is a causalfactor for good yields tinder circumstances similar to those of the sample.example, a sample In anotherof data is used for the regression of travel distance on time spentfetching fir wood. This result is extrapolated to estimate fetching time for manyhousehold, where only travel distance, and not time, is measured.
 
(b). Special Regression Analyses. There are 
 a number of analyses associated withregression analysis. Five are as follows: 

i. Time Series. If the independent variable represents time or events related totime (i.e., stages of plant growth), the regression gives a tread line which canbe used in prediction and forecasting. I-or example, a regression eqUation isdeveloped with data from an annual market survey on the patternpurchases in villages. of oil 

can 
If "b"for the linear equation is significant, a predictionbe made on future oil purchase patterns in the sample area. The standarddeviation of "b" can be toused calculate a confidence interval for theprediction ISnedecor apd Cochran, 1967: pp. 155-1571. 

ii. Aultiple Regression. More than one independent variable can be introducedinto the regression equation. With two Xs, the scatter diagram can no longerbe two dimensional. A person must visualize a three dimensional scatter ofthe data points; horizontal and vertical as before but with a depth axis for thesecond independent variable. With three or more Xs, the geometry of thescatter diagram can not be visualized, but the regression equation can beestimated ISnedecor and Cochran, 1967: pp. 381-4181. 

Often, researchers use multiple regre:sion techniques to compare tile effects ofdifferent Xs IGomez and Gomez, 1984: pp. 397-4231. Regression analysesfor this purpose generally give much less satisfactory results than if the Xsrepresent treatments in a designed experiment and ANOVA is used. Stepwisesub-programs in software use repeated multiple regression estimations toproduce a subset of the Xs that each contribute significantly to a multipleequation. Other Xs that do not contribute significantly are left out of thefinal stepwise equation. Multiple regression equations can also testcoefficients for non-linear terms such as the interaction of Xs IGomez and
Gomez, 1984: pp. 388-3971. 

iii. Tests Of Significance. Even correctly developed regression equations are oflitt!e use if the equation is not statistically significant. In alddition to t-tests 
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for individual 's, ANOVA (see Section 11.2.3) can be used to test 
statistical significancc for the complete regression equation. Most software 
output includes an ANOVA table with an F-statistic for regression. 

iv. 	 Coefficient Of Determination. Because statistical significance describes the 
repeatability of results (i.e., likelihood of obtaining a similar result with a new 
data sample), a better indication of how well regression explains the 
relationship is needed. The coefficient of determination (R2) is for, this 
purpose. R2 equals the proportion of variation in Y that is explained by the 
regression equation. For example, if R2 equals 0.24 for the regression of 
sorghum grain yield on an equation combining season rainfall, soil depth and 
plow-planting date; 24 percent of the variation in yield is explained by the X 
variables; 76 percent is not. 

v. 	 Analysis Of Covariance. Analysis of covariance (ANOCV) is a statistical 
procedure that uses the regression on a continuous variable (X) to adjust
another analysis [Snedecor and Cochran, 1967: pp. 419-4461. In agronomic
research, the other analysis is usually an ANOVA with classified treatments. 
The continuous variable must be independent of the treatments in the 
ANOVA. In the example of a fertilizer trial, the ANOVA for sorghum grain
yield may indicate little significant difference between ferilizer treatments 
because of a large error variance (see Section 11.2.3). The researcher 
believes that the effect of treatments has been masked because the sub-soil is 
patchy with a range of shallow and medium deep soils. Soil depth is 
measured in each treatment plot and used as a covariate in an analysis of 
covariance. Analysis of covariance consists first of the standard ANOVA for 
yield. Second, the ANOVA error for yield in each plot is regressed on the 
soil depth measurement. Third, the new error variance is obtained by
subtracting the effect of regression from the initial error term. The new error 
variance is smaller, and the ANOVA is more precise. The analysis of 
covariance is for two purposes: to improve the precision of the ANOVA in 
detecting differences between treatments (fertilizers), and to test the 
significance of the covariate effect (soil depth) on yield. 

(c). 	 Problems In Regression Analysis. There are a number of problems with regression 
analysis. Four specific ones are as follows: 

Dis,'rete Scale In The Dependent Variable. A regression equation requires a 
normal distribution for the values for Y, the dependent vari-1, at each level 
of X. Suppose a researcher wishes to determine if variation in ratings for 
cowpea leaf blight. 0 (none), I (intermediate) to 2 (all leaves infected), is 
caused by rainfall following planting. The regression of rating on rainfall will 
not work because the Y variable is restricted to a few discrete levels; not a 
normal distribution. Regression could be used if leaf blight were measured as 
a count or percentage that was nonnally distributed. 

ii. 	 Dummy Variables. These specially constructed variables can be tested as Xs. 
independent variables, in a regression analysis [Gomez and Gomez, 1984: p.
403]. Factors that do not have natural numeric values take dummy variables. 
In on-farm research, dummy variables can be constructed for varieties, 
villages, farms, recommendation domains, and so forth. 

iii. 	 Spurious Relationships. A frequent and often undetected problem for 
regression and correlation analyses is the influence an outside factor has on 
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the dependent and one, or more, independent variables at the 	 same time.What can happen is that the regression appears to be one way within a groupof the outside factor, but tests differently when data are combined from
several groups. 

Suppose the outside factor is season. Then consider tie relationship betweenaverage yield per hectare and farm area in production. Households thatextend 	 farm production over a large area often fail to complete weeding andtheir average yield per hectare is lowered. The regression of average yield onarea is negative. The relationship is the same whether the season is wet ordry. However, if samples from different seasons are combined, the effect ofrainfall for the season becomes a factor without being thein analysis.Rainfall causes average yield and area in production to increase or decreasetogether from one year to another. For the combined data set, regression willshow a positive relationship between yield per hectare and area in 	production.This result is spurious. The analysis within seasons is correct. Check withbiometrics staff at DAR about performing regression analysis within groups.Dummy variables representing the effect of groups are sometimes used toperform this regression analysis. 

iv. 	 Drawing Inferences. Researchers who use regression analyses will want tomake statements based the results.on When doing so, this short check list ofthings to look for be used:can 


The regression equation 
 must be founded on a cause and effect
relationship that can be described by the researcher. 

The regression must be statistically significant. 

"[he coefficient of deter-nination (R2) must be large enough to indicate 
that the relationship explains a useful part cr the variation in Y. 

11.2.5.4 Examples Of Computer Program Output For Co,'relationAnd Regression 
Examples from MSTAT for correlation and regression analysis are given in this section.Data are from hypothetical cultivation plots. They are for weed growth prior to(estimated by the percent weedingground cover) and weeding labor (measured as the person-hours
required to clean weed). 

(a). 	 CORR Example. CORR sub-program of MSTAT produces output typical of othercorrelation and regression packages. CORR gives information concuirrently forcorrelation and simple regression. For the regression, weeding labor is the dependent
variable predicted by weed level.
 

Output (see Table 11.5) includes statistics 
 on both variables and the correlationcoefficient. For simple 	 regression, CORR assumes thatindependent variable and gives the intercept, 	
the first variable is the

the slope "b", and the standard error ofthe slope (sb). The standard error of the estimate is thertgression equation (i.e., 	 error term for the simplepredicted weeding labor time). A t-test is used to thetestsignificance of the simple regression equation. 

(b). 	 MULTIREG Example. MULTIREG can be 	 used for simple and multiple regression.Output 	(see Table 11.6) includes statistics about dependent and independent variables. 
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the coefficient of determination, the intercept, the regression coefficient "b" and 
standard error of the slope (sb). Standard partial regression coefficients are 
standardized regression coefficients (range from -1 to +1). They correspond to partial
correlation coefficients. The ANOVA F-test, instead of a ,-test, is used in 
MULTIREG to test the significance of the regression equation. 

TABLE 11.5: CORR EXAMPIF. 

Weed Level (percent ground cover) 
V4riable 1: Average = 13.95 Vailance = 202.36 

Weeding Labor (persoii-hours per hectare) 
Variable 2: Average - 140.0) Variance = 11232.0( 

Numbet = 10 
Covariace = 1443.33 Correlation = 0.957 

Intercept = 40.50 Slope " 7.133 
Standard Error of the Slope = 0.761 
Standard Error of the Estimate= 32.473 

Student's t value = 9.374 Probability = .000 

'ABLE. 11.6: MULTIREG I-EXAMPLE
 

Weed level
 
Weeding labor (person-hours per hectare)
 

UncorrectedMinimum Maximum Sum Mean Sum of Squares 
. . . . . . . . ..-----------------------------------------------------------------------------------------------------------------
I 0.50 45.00 139.50 13.950 3767.25 
2 4(.00 320.00 1400.00 140.(X)O 297088.00 

10 cases read 0 missing cases discarded 

Determinant of matrix is = I 

Variable Regression Standard Sid. Partia! Std. -rror of Student 
Number Cocfficient Error Regr. Coeff. Partial Coeff. t value Prob 
-...-.-- .---.-.---.. 
 ... ... .... .....-------------...... ...--------------------------------------------.........----------------------------------------------
I 7.1326f(0X) 7.60931.-01 0.957,117+00 1.t213E1-1 9.374 .00 

Intercept = 40.50076 

Coefficient of dtennination (R-squart) = 0.917 
Adjusted R-square = 0.906 
Multiple r = 0.957 
Standard error of estimate = 32.473 

ANAI. YSIS OF VARIANCH TABLE. 

Sum of Squares df Mean Square F Significance 
................................................................----------------------------------------------------------
Regression 92651.976563 1 92651.97656 87.86 .(XX) 
Residual 8,136.023,138 8 1054.5(1293 
'rotA 10! 188.0000() 9 

11.2.5.5 Summary 

Points 	 to note are as follows: 

(a). 	 Regression And Correlation. Because it is used to define a relationship, regression
is most appropriate for tests where a hypothesis of cause and effect can be 
established. When a hypothesis for cause and effect cannot be stated, regression
results 	 must be treated wilh caution. Correlation is most appropriate for preliminary 
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assessment of simple relations.
 

(h). Regression And ANOVA. Regression analysis is 
one of the more flexible proceduresfor computing ANOVA (see Section 11.2.3). The biometrics staff at DARprovide software and canback stopping for use of regression in the ANOVA of designed
experiments. 

11.2.5.6 Software For Regression And Correlation 

Abstat: Abstat is an exceedingly easy to statistical package doesuse which basiccorrelation analysis, simple and multiple linear regression. Abstat does not dostepwise analysis or analysis of covariance.
 

MSTAT: MSTAT 
 is the statistical package most commonly used by agronomists in onfarm research ANOVA. MSTAT can handle correlation analysis, simplemultiple linear regression, stepwise analysis. 
and 

MSTAT is also able to testsignificant differences between simple linear regression equation:. MSTAT 
cannot do analysis of covariance. 

SPSS: SPSS has a full range of ANOVA features including analysis of messy data.SPSS is not for persons without a solid background in statistics and onmostfarm researchers need to work with biometrics staff at DAR to analyze data
that requires SPSS. 

11.3 ECONOMIC ANALYSIS OF TECiNOLO(GICAL OPTIONS 

11.3.1 OVERVIEW
 

Economic analysis involves evaluating the 'productivity" of different technologies 
 frompoint of view of the fa ,"er concerned with conserving his/her most 
the 

scarce resources. Thisanalysis may include biologlical (yield) or economic returns to labor at critical times, to land,to or any resourceto seed, c. ;h to other needed to produce the technology. We have usedthe methods discussed in this section to compare experimental cropping and livestockmanagement patterns with existing ones. to judge the acceptability of new technologies tofarmers. The quantitative evaluation techniques permit documentation of results which arean objective base for comparison over different years and sites. Despite needtheanalysis of different technologies based on economic procedures, we do strongly 
to do 

agree withZandstra et al., p. 62111981: who conclude:
 

" The comparisons, however, 
 are no substitute for farmers' carefully recordedcomments about experimental patterns. Researchers should develop, throughfrequent interaction with farmers, a clear understanding attractiveof the andunattractive aspects of the cropping patterns they test." 

There are numerous productivity criteria which can be used in socio-economic analysis. Oneof the traditional criteria is return to land.- In many parts of Botswana, land is not aconstraint. The critical factor may be availability of draft when thereopportunity, or it may be availability of labor during certain 
is a planting

bottleneck periods., such asplanting, weeding or harvesting. For many families, who do not market crops or livestock,the most important objective may be to increase food production per unit of labor investedrather than increasing monetary returns over variable Wecosts. have used returns perhectare (i.e., return to land) in rerfonning partial budget analysis. but have aso tised returns 
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to labor or to plowing labor af criteria. While returns pei hectare may not be of primary
interest to the farmer, they are readily understood by most researchers and allow for 
interpretation of research results in the light of results reported in the literature. Therefore, 
we continue to report these results. 

While there are numerous techniques for economic analysis, including budgeting, marginal
analysis, simulation modeling, optimization techniques such as linear programing, and various 
methods of risk analysis, we have chosen to use a few straight forward and relatively simple
techniques for our analysis of different technologies. We have done this because the

relatively simple techniques are most readily understood by planners and non-econo-nists, and

because we think that field data are often not sufficiently accurate to support cornplex

analytical techniques. This latter reason is particularly true where the price for most of the

inputs and commodities is not determined in a market.
 

The majority of our economic analysis has fallen into the following four categories: 

(a). 	 Average Returns Analysis. This analysis is the basis for most of the other analyses,

and consists of a listing of the average costs of producing a particular product and
 
the average value of the product for each technology being compared. The cost-and
returns analysis requires information on both variable and fixed inputs. We have
 
often used a more limited average variable cost-and-returns analysis to compare

different technologies which use the same fixed inputs. This information can be used 
to compare the average returns above variable costs (RAVC) for different 
technologies and the returns to other production factors such as total labor or plowing
labor. The process of valuing inputs and commodities is of particular importance in 
making realistic cost-and-return analyses, and will be discussed in its own sub
section. 

(b). 	 Budget Analysis. There are several types of budget analysis. The enterprise budget
is a statement of costs-and-returns (both variable and fixed) for a particular enterprise
(or technology). This type of budget can be used as a building block in making
whole farm budgets, and in estimating the impact of a change to the new technology.
The partial budget, on the other hand, is a direct comparison of the elements within
enterprise budgets which change between technologies. This type of budget requires
less data than the enterprise budget and offers the advantage of direct comparison.
Finally, whole farm budgets can be used to look at ailocation of resources between 
enterprises, and at the 	 impact of a n~w technology on the allocation of resources to
other enterprises on a farm. We have most frequently used the partial budget
technique for comparing different technologies which lve been undergoing biological 
testing. 

(c). 	 MarginalAnalysis. Average returns and budget analysis based on average dataare 
values acquired from a number of replications of a trial, all of which use the same 
level of variable inputs. Thus we are making comparisons between technologies
based on a given level of inputs. Marginal analysis allows us to go beyond the
comparison of a given level of inputs and look at profitability as levels of variable 
inputs change. This addition allows us to make some determinations as to the best 
(most efficient and profitable) allocation of resources for a given enterprise.
Unfortunately marginal analysis requires data over a 	 wide range of inputs, something
that has not been available in much of the farming systems work in Botswana, so 
marginal analysis techniques, while valuable, have not been widely used. 

(d). 	 Risk Analysis. When a farmer undertakes a crop or livestock enterprise she/he
always faces the risk of failure and loss of their time, cash or other inputs invested 
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in the enterprise. When 
risk 

farmers consider a new technology they are concerned aboutthe involved in the new technology comparedtechnology. to the risk of their presentMeasuring risk is difficult, and is of somewhat limitedfarmers look risk value as differentat differently. 
as 

Our approach to risk analysis has been kept assimple possible. Some indications of risk have been obtainedsensitivity analysis with from doingpartial budgets. Two additionalstochastic dominance analysis, which 
tools we have used are assumes that farmers prefer more profit to less,and a modified safety-first analysis, which provides information on the likelihoodreturns from a technology falling below of 

a minimum acceptable level.
 
There are a number 

trials. 

of steps involved in performing an economic analysis of technologyThese will vary with the type of trial, the audience who will use the information,computational equipment and experience of the scientist making the analysis, 
the 

etc. Some ofthe basis steps we go through for many trials are: 
(a). Review Objectives Of The Trial. The objectives of the trial will determineanalysis should whatbe included, and what additional analysis we may want to incluf!e. 
(b). Review Experimental Design And Management.

with certain types of trials. 
Some techniques are only valuableFor example, enterprise analysis is of limited valuetrials are performed on un-representatively when 

small plots, since one cannotconclusions about the level of inputs for the enterprise when 
make 

it is operated on a large
scale. 

Choose The Analysis To Be Undertaken.(c). 
design, and 

Based on tie obectives and experimentalto some extent on the availability of data, choose the set of analysis tobe performed. 

(d). Calculate Average Yields. Calculate the average biological ottputs for the varioustechnologies under investigation. In cases,some particularly with animal trials, there may be a number of outputs. 
(c). Identify Inputs And Levels. Identify inputs and the quantities of each.analysis it is only necessary to identify inputs which 

In sonic 
vary between technologies being

tested.
 

(f0. Calculate The Costs And Benefits. Appropriate price datacalculate the costs and benefits. For sonic types of analysis 
will be needed to 

not all inputs or outputs
must be costed. 

,g). Calculate The Average Returns Above Variable Costs (RAVC). If there are onall variable costs, or if coefficients can 
data

be used for missing variables, it is possible tocalculate the average returns above variable costs. 
(h). Do Partial Budget Analysis. Create partial budgets comparingtechnologies, including the traditional technology. 

the different 
Determine if there anis advantageto adopting the new technology. 

(i). Perform Marginal Analysis. Calculate marginal ofrates return and compare tominimum acceptable rate. 
(j). Make Risk Assessment. Based on sensitivity analysis, stochastic dominance,minimum return or(safety first) analysis, draw some conclusions concerning risk. 
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Which of these steps can be undertaken will often be dependent on the type of data 
available. There are many measurement problems in doing farming systems research. At 
times it is not possible to collect all of the data needed for an economic analysis, or the 
data collected as suspect. It may be necessary to make estimations of individual data values 
or to use coefficients for some activities (particularly labor coefficients) in order to perform 
a particular analysis. With integrated trial design involving all team members, and close 
supervision of field activities, the need for making estimates and for using coefficients can 
be reduced. While it may be practical to use coefficients for some labor activities, such as 
broadcast planting or plowing which are common to all technologies being tested, it is 
important to collect actual labor data for activities which may be different between trials, 
such as weeding times where there is an additional tillage operation which may reduce weed 
burden on one of the trial plots. Obviously, it is desirable to have all measurements as 
accurate as possible, but given field conditions it may be desirable to settle for less than 
perfect data. Thus the analysis we perform should be appropriate for the quality of data that 
are collected. 

11.3.2 	 VALUING INPUTS AND OUTPUTS 

One of the major problems in performing an economic analysis is what value to assign to 
the inputs into a trial and the output,; from the trial. The objective of valuing the inputs and 
outputs is so that they are represented in a common unit. It is not possible to directly 
compare hours of labor and kilograms of grain, so if they are to be combined for analysis 
they must be converted to a common unit. While it is possible to use other units, such as 
kilojouls of energy, the standard practice is to convert everything to a monetary unit, i.e., the 
pula. If all inputs were purchased, i.e., seeds, fertilizer, hired labor, rented land and 
equipment, it would be relatively easy to calculate the value of inputs. In the same way if 
all outputs were sold, it would be easy to calculate the value of the benefits from the 
technology. Unfortunately, researchers working with limited resource farmers in Botswana 
do not normally deal with inputs and outputs that are based on cash transactions. 

There are a number of concepts that will help in understanding the valuation of inputs and 
outputs. These are: 

(a). 	 ;nputs And Outputs. An input is any resource (physical good or service) which goes 
into production of an output. Inputs can be divided into two classes: 

Fixed inputs are resources such as land which remain constant for different 
technologies used for producing a particular crop or animal, i.e., one hectare 
of land. 

ii. 	 Variable inputs are resources which change between technologies, such as the 
amount of fertilizer applied or labor used. 

Outputs are the product received from a particular farming activity and include grain 
yields, stover, meat, eggs, manure. etc. Both inputs and outputs can be valued in 
much the same manner. 

(b). 	 PriceAnd Cost. The price of an input is the value which must be given up to bring 
an extra unit of the input into the production process. The cost of an input is the 
price times the number of units used in production. Similarly the price of an output 
is the value of one unit of the output where as the benefit is the price times the 
number of units sold. 
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(c). Costs And Benefits. Costs are the total value of an input or inputs while benefits arethe total value received from the product or products from an activity.
 
(d). 
 Cash Costs (Benefits) And Opportunity Costs (Benefits). If a farmer purchases seedfrom a general dealer to plant, that is a cash cost. The value of the seed for use inanalysis is the actual money the farmer paid. Sale of an animal for cash is likewisea cash benefit. Many inputs are not paid for in cash since they are provided by thefarmer or are acquired without a direct cash cost. The same is true of benefits,many outputs are used by the farm family directly and not sold. In this case, theinput or output can be valued using cost.its opportunity The opportunity cost of aninput or output is its value in its best alternative use. Thus the opportunity cost oflabor is its value in its best alternative use, i.e., if a person can get a job in town,the value of his/her labor in agriculture is the value of an equal amountworked on the job. Likewise the value of an animal product, such as meat, 

of time 
is theamount the would to to thatfamily have pay purchase meat instead of using their 

own product. 

(e). Field Cost And Field Benefits. The field cost of an input is the cost of the inputwhere acquired plus any costs, such as transportation, required to bring it to theproduction site. The field benefit is the total value of a product at its sale pointminus any transportation, storage, and/or marketing costs in delivering it to the sales 
point. 

(f). Field Price. The field price of an input or output is the value of one unit of theinput or output in the field. Field prices are purchase prices or selling pricesadjusted for transportation and marketing. If prices of individual units are hard toobtain it may be easier to calculate field prices from field costs and benefits bydividing the field cost of an input by the number of units of input or the fieldbenefit of an output by the number of units of the output. 
(g). Private Versus Social Costs And Benefits. In valuing inputs and outputs formanagement studies. inputs/outputs are normally valued at their cost/benefit to thefarmer. If the farmer receives an input subsidized by the government, his/her actualcost -- including transportation -- is used as the value. For certain types of studies,i.e., policy studies and project evaluation studies, the actual costs/benefits to societyare used. Thus for this type of study the cost to the government of a subsidized 

item is used as its value. 

In valuing an input or an output, FSR workers generally wis. to determine a field value.For budgeting and other economic analysis the critical job is determining a realistic fieldprice for all inputs and outputs. One must take the actual resources used or outputsproduced and use either actual cash prices or opportunity prices to value these inputs oroutputs. Some specific considerations in valuing inputs and outputs are: 

(a). Valuing Fixed Inputs. A fixed input is one which does not change with levelproduction, e.g., land which the farmer has whether lie uses it or not. Fixed inputs
of 

include land, buildings (kraal), equipment. Land in Botswana is often impossible tovalue as the farmer does not pay for it nor does he/she pay taxes on the land. It ispossible to assign a value to land based on destumping and/or fencing costs. In thiscase it is necessary to decide how long the land can be used and divide the initialcost by the number of useful years to get an annual land charge. This is a problemwhen the farmer uses a mixture of old and new land. Equipment is usually valuedbased on depreciation. A simple formula ior depreciation is the original cost minusany expected salvage value divided by the number of years of useful life. This will 
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give an estimated cost per year. In practice it is very difficult to value most of these 
fixed assets, so if a value is needed it is often easier to make an estimate rather than 
trying 	to calculate the actual costs. 

(b). 	 Valuing Variable Inputs (Non-Labor). A variable input changes with the level of 
production, e.g. if the farmer does not plant she/he uses no seed, if planting is done, 
seed is used. Non-labor variable inputs include seed, fertilizer, stock feed, equipment 
repair, etc. Where these are actually purchased, the cash cost is used. When items 
are received from the government, the actual cost to the farmer plus transportation, is 
used. If the farmer provides the input, e.g., seed from the previous year's harvest, an 
opportunity cost equal to what it would cost to purchase the item, is used 

(c). 	 Valuing Labor. Because labor is the primary input most farmers make into 
agriculture, it is important to make a reasonable valuation of labor value. 
Unfortunately labor is also one of the more difficult items to value. There are 
several specific problems in valuing labor including: 

For most farm household members, off-farm, employment is not really an 
option, so it is not possible to use off-farm wages as an opportunity cost. 

ii. For many household members, particularly women and children, there are no 
paying alternatives to on-farm work. In some cases beer brewing could be 
considered an alternative. 

iii. 	 Likewise, old men and young boys working on a cattle post may well not 
have any alternative wage opportunities. If they are paid in-kind (one beast a 
year) or a wage, this can be used. 

iv. 	 Often work is a joint activity, i.e., child care and bird scaring, so there is a 
problem not only of valuing the labor but of allocating it between what is 
often an agricultural and a non-agricultural activity. 

It does not matter if we are trying to value labor which has been measured directly 
or is based on standardized coefficients, the problem of valuing still remains. The 
only regularly available alternative source of employment for many village members 
is the Labor Based Drought Relief scheme. Thus we have often used the Labor 
Based Drought Relief wage as the value for agricultural labor. in the few cases 
where agricultural labor is hired, the actual wage rate -- including in-kind payments 
such as food and drink -- can be used. 

(d). 	 Valuing Outputs. If the outputs are sold, i.e., sale of an animal, then the value is 
easily determined. If an item is consumed, then the appropriate value is what the 
same item would have cost if purchased. This is not too difficult to determine if 
there is a local trade in the particular item, i.e., sale of madila. However, there are 
many outputs which are not sold, i.e., stover, manure. How can these be valued? 
Sometimes a close substitute can be used to value an output. For example, the 
Livestock Advisory Center (LAC) price for sorghum stover or even hay might be 
used to value stover -- with proper adjustments for transport costs, etc. Or it would 
be possible to use the value of the cost of labor to collect the output, again in the 
case of stover if it is cut and stored for later feeding the value could be the cost of 
the labor to collect it. See Section 4.2.3.3 for some special considerations in valuing 
livestock products. 

No matter how inputs and outputs are valued, it is important to carefully explain what has 
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11.3-3 

been done when reporting the results so that others can evaluate the criteria for relevance totheir situation, and make adjustments accordingly. 

AVERAGE RETURNS ANALYSIS 

The analysis of the average (mean) costs/benefits from different technologies being examinedin a trial is one analysis which is often made. Where all of the relevant data have beencollected, this type of analysis can be used. However, this requires valuation of both fixedand variable inputs, and in many cases, the variable inputs are what need to be examined asthe fixed inputs are constant for all plots in the trial. Thus the most common analysisperformed is -n ,analysis returnsof the average above variable costs (RAVC). This allows acomparison between various technologies being tested based on the inputs the farmer must
provide.
 

The procedure for calculating returns above variable costs is:
 

(a). Calculate an 
 average yield or an average amount of product for each separate
technology.
 

(b). Calculate average inputs 
 (usually emphasizing labor . inputs) for each technology
separately.
 

(c). Calculate the gross returns (gross total 
 value product) which is the yield timesappropriate field price for the product, or products if there are more than 
the 

one.
 
(d). Calculate the variable 
 costs associated with each technology. The variable costs for acrop trial usually include labor, seed, draft hire (if hired draft is used), and a charge

for equipment depreciation.
 

(e). The average return above variable cost (also called 
 net return) is then calculated bysubtracting the variable costs from the gross total value product. 

(). These average net returns can then be compared between technologies. Somescientists believe that the return for a new technology must be at least 30 percenthigher than for the traditional technology before farmers will be willing consideradopting the 
to 

new technology [Zandstra, 1981: p. 631. 

This analysis is generally on a per hectare basis theand return calculated is a return tomanagement, assuming that land is fixed and that labor has been valued at the price of its

best alternative use.
 

In order to maximize profits it is necessary to maximize returns to the most limitingresource. In Botswana land is often not the most limiting resource. The most limitingresource may be traction time or labor for plowing or Whenweeding. the most limitingresource is known, it is possible to calculate an average return to that resource for thedifferent technologies being compared and choose the most favorable technclogy. Thisprocedure will not maximize the returns since it does not examine different levels of inputs,but it will maximize the returns to the most limiting factor for a fixed level of inputs. Forexample, we can calculate a return to weeding labor by omitting weeding labor (allcostsother labor costs are included) from the cost total and then dividing the return by thenumber of hours of weeding labor, giving return per hour of weedinga labor. Table 11.7shows a returns to labor analysis, for preparation labor, weeding labor. and total labor,involved in growing sorghum 
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TABLE 11.7: 	 NET RETURNS TO LAND AND LABOR FROM GROWING SORGHUM IN 
DOUBLE PLOWING TRIALS, FRANCISTOWN, 1985-87' 

YIELD ACT_Tyr TIME (IIRS/IIA) RI'7TUiN (P/IIA) - NI:T RETURN (P/IOUR) 
(KG/IIA) PREP' W.D TOTAL GROSS NF'i PREP WEED TOTAL 

AV SINGLE P.OW 
1985-86 166 33 32 103 71.29 68.59 1.32 3.08 0.63 
1986-87 54 28 36f 75 23.26 20.56 0.07 0.55 0.31 
2 Year Average 110 31 34 89 47.28 44.58 0.70 1.59 0.47 

AV DOUBLE PLOW 
1985-86 347 71 48 185 149.34 143.94 1.85 3.91 0.79 

371986-87 109 58 r 124 46.76 41.36 0.21 0.79 0.35 
2 Year Average 228 64 '13 154 98.05 92.65 1.03 2.17 0.57 

a. 	 Most of the data in this table are derived from results presented in Worman 11987], and involve 
trials for which labor data were recorded. The trials were research managed and farmer 
implemented (RMII) with a sample site of 20. Planting of the single and double plowed plots 
were done on the same day. Figures in the table are the average per plot. 

b. 	 Preparalion time includes plowing and planting. 
c. 	 Consists of weeding time only. 
d. 	 Gross return equals yield X price where the price of sorghum is P0.43/kg. 
c. 	 Net return equals gross return minui costs wher costs equals seed (P0.30/kg for 4kg) plus 

deprecialion on equipment (estimated at P1.50/ha). In this calculation, labor has not been costed. 
f. 	 le difference in these figuves has been the opposite way round for other A'11P trials undertaken 

at both l:rancistown and Mahalapye. Froin a sample size of 59 paired comparisons, the average 
weeding time per hectare for single and double plowing was 3.4and 19 hours respectively. Such 
figures make the return per hour of weeding oi double plowed plots even more attractive. 

11.3.4 	 BUDGETING 

There 	 are several types of budgeting including whole farm budgeting, enterprise (or 
technology) budgeting and partial budgeting. The enterprise budget provides an estimate of 
costs and returns for a specific farm enterprise (i.e., production on a specific area using a 
single technology and a specified production period). The whole fiarm budget combines 
enterprise budgets for all enterprises on the farm to provide an overall picture of the farm 
costs and returns. The partial budget, on the other hand, is a way of analyzing differences 
in costs and benefits of two or more competing enterprises or technologies. While each type 
of budgeting has a role in economic analysis, the partial budgeting procedure is probably the 
most useful in FSR. 

11.3.4.1 Approach To Making Budgets 

A good start for any economic analysis of a technology is to make a statement of the 
farmers' objectives, especially as they relate to the particular farm enterprise/technology. 

The second step is to make a detailed description of the technology or enterprise. This step 
includes: 

(a). 	 Determine the "unit of analysis". The unit of analysis may be for an enterprise or 
technology, such as sorghum production using double plowing on one hectare for one 
crop season, or the meat production from 100 goats for a year. Itmay also be a 
combination of enterprises such as sorghum, millet and minor crops on 10 hectares 
for a year which might be most easily done by doing individual enterprise budgets. 

(b). 	 Identification of all operations Ihat will be performed. For crops, this includes land 
preparation, tillage operations. applications of pesticides, fertilizers, etc., and 
marketing activities. For animals i: will include herding labor, milking or 
slaughtering, marketing, etc. 
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(c). Using experimental data where available, estimate the quantities of inputs for each
operation, i.e., labor, chemicals, etc.
 

(d). Determine the 
 "field price" of purchased inputs, equipment, labor, etc. whether it is acash cost or an opportunity cost. Multiply the price by the number of units to get atotal cost for that input (see discussion in Section 11.3.2).
 

(e). Using experimental 
 data, where available, identify the quantities of all outputs such 
as grain, fodder, meat, hides, etc. 

(f). Determine a "field price" for all outputs, whether sold or used by the household.Multiply the price by the number of units to get a total value for the particular
benefit. 

Using this type of data the various budgets can be constructed. 

11.3.4.2 Enti rprise Buidgets 

The enterprise budget is a projection of costs and returns for a specific farm enterprise,where the farm enterprise uses a single technology and is identified by unit of production:rnd time period of production. For example, one hectare of double plowed sorghumproduction during one crop season, production from four goats
etc. in confinement for a year,The enterprise budget normally includes an estimate of the physical resources (e.g.,seed, labor, fertilizer. etc.) required and products produced (e.g., kilograms of sorghum, litersof milk, etc.), their piices, and the total value of each resource and product per unit of theenterprise for tl," production period [Boehlje and Eidman, 1984: p. 1671. This information iscombined in an enterprise budget format to give an average returns above variable costs(RAVC) figure for the enterprise. The PAVC is the "bottom-line" for an enterprise budget. 

A typical crop enterprise budget which can be constructed from data collected in an on-farmtrial is shown in Table I i.8. Form 11.1 is an outline for collecting data for a livestock
 
enterprise budget.
 

The enterprise budget is an estimate of costs and returns from producing a unit of aparticular crop or livestock enterprise. For the example in 'Fable 11.8, the value placed onthe different items is critical in determining if there 'is a positive net return . In thisexample, labor was valued at the [.abor Based Drought Relief wage. Since the familyusually provides most or all of the labor, this may not be an accurate labor cost.information used in the enterprise budget can 
The same 

be used for estimating returns to labor, whichmay be of more interest than returns to hectare as calculated in the enterprise budget7. Theenterprise budget also serves as a building block for calculating a whole farm budget. 

11.3.4.3 Whole Farn Budgets 

Where the introduction of new technologies will force farmers to reorganize their farmingoperation, either over time or all at once, a whole farm analysis needs to be undertaken. Awhole farm budget includes a listing of all production and income, and all inputs and 

' See Section 11.3.2 for a discussion on valuing inputs and outputs. 

. See Section 11.3.3 for a discussion of returns analysis. 
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expenses for the farm. The whole farm budget consists of a table of resources available for
the farm, primarily land and labor (by month), enterprise budgets for the enterprises to be
undertaken, and complete budget for a specified time period (usually a year) listing the
income and expenses from the combinatici of enterprises chosen. Often a farmer may
choose from severa! enterprises, which compete for land and/or labor. 	 In this case, several
budgets must be prepared indicating different allocations of resources among the enterprises,
and the most profitable is chosen. Generally this is a time consuming process and the use
of linear programming or other types of farm modeling is recommended. Numerous sources 
are available for further information on vhole farm budgets, use of linear programs, etc 8 . 
TABLE 11.8: 	 ENTERPRISE BUDGFT FOR DOUBLE PLOWI.D SORGilUM/MILLET PRODUCTION
 

ON ONE IHECTARE, RANCISTOWN AREA, 1985-87
 

ITEM UNIT QUANTITY PRICE OR VALUE OR 
COSTIUNrr (PUI.A) COST (PUILA) 

1. Gross receipts (benefits)
Sorghum/millet Kg 228 0.43 98.04 

2. 	 Operating costs (variable costs)

Seed 
 Kg 4 0.30 1.20Labor ! r 154 0.38 58.52Total operating costs 	 I Ia 59.72 

3. Income above operating costs (gross margin) 39.52 

4. 	 Ownership costs (fixed costs)

Depreciation on equipment 
 Ila 1 1.50 1.50Total ownership costs 1.50 

5. Total costs shown 61.22 

6. Net returns above costs shown 36.82 

Source: Adapted from Worman 119871. 

11.3.4.4 PartialBudgets 

Partial budgets are a useful tool for analyzing small changes in farming systems. This type
of change is conmon in FSR in harsh environments such as Botswana. Partial budgeting
requires less information than a whole farm budget or an enterprise budget. It measures 
changes in income and returns to limited resources, provides a limited assessment of risk,
and through sensitivity analysis suggests a range of prices or costs at which a technology
becomes profitable IMutsaers, Fisher, Vogel and Palada 1986: p. 1501. 

Partial budgeting is a method of organizing experimental data and information about the 
costs and benefits from some change in the technologies being used on the farm. Partial
budgets are not used to estimate the total income and costs for each of the technologies
being considered. The goal is to estimate the difference in benefits or losses expected from 
the technologies. 

The partial budget technique is often used to compare a n'ew technology with the existing
technology. 	 Thi:s is most useful where the new technology consists of the existing
technology with one or two changes. The following steps are used in creating a partial
budget: 

8 For example, see Boehlje and Eidman [1984: pp. 229-236, 392-4291. 
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FORM 1.1: SAMPLE LIVESTOCK ENTI3.RPRISI" BUDGET FORM 

Kind of Enterpri:e
 
Description of Production (one unit includes)
 

TOTAL VALUE 

I. Description of Enterprise Receipts (from ne unit): 

P 

Value family consumed products P + manure value P 
2. Gross Receipts per Unit ............................................. 


P 
3. Cost of Feed (excluding waste): A-mount Price 

a. Pasture............................. .... 
 =pb. Ilay. etc ................................ x 

c. G rain..................................... x =p 

P_____ __ _
 

d. Concentrates .........................-

- x p= 

.............. 
 x e. . P__
4. Total Feed Variable Costs .........................................
 

5. Other Variable Costs: a. Veterinary and Medicine . x = pb. Feed Preparation ..................
 x 
c.d. Other: . ................ _ x 

P
 
_ x-d. . ............................ x 

p __p
 
_p

6. Total Other Varia!:, Costsp____
6. ota Ot er VaraH. Co ts .............................. 
 ......... 


p 

7. Total Variable Costs Per Unit (1,.3 + L.6) .................................
 
P 

8. Gross Margin Per Unit (I.2 - 1.7) ........................................ 

P 

9. Investm ent Required Per U nit ..................................................
 

10. lahor Required (Ilours Per Unit) ..............................................
 

(hours)
Source: Caldwell, Taylor and Walecka [1987: pp. 2731. 

(a). Identify the elements in the production process that are different (such as purchasedinputs, different labor requirements, etc.).
(b). Quantify inputs which different for the technologies.(c). Calculate a "field value" 

are 
(quantity used times field price) for each input.(d). Outputs where there are differences are also identified, quantified and valued.(e). Organize this information as outlined in Table 11.9, resulting in a presentation ofinfom-,tion such as is given in Table 11.10. 

To interpret this partial budget (Table 11.10), note that the increase in benefits more thanmakes up for the reductions in benefits. Even though there are more costs associated withthe new technology, there is a net gain of almost P20 per hectare from using thetechnology (double newplowing) over the traditional (single plowing) technology. In its mostsimple interpretation it does pay to switch from single plowing to double plowing inconditions similar to those where the tests took place. The change (increase) in benefits waslarger than the change (increase) in costs necessary to p,-oduce that benefit [Caldwell, Taylor
and Walecka, 1987: p. 2641. 

A partial budget is easy to interpret. However, it is rarely presented with a statement of thefarmer's objectives, the farner's resource base. an(d important lnon-cash considerations. A 
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first consideration should be the question: does the criterion of increasing net benefit per 
hectare imply that it is in the farmer's interest to maximLe returns to land? Often, this is 
not the case. The partial budget does not tell us if the draft and labor are available to the 
farmer to do a second plowing, or if the farmer has the capital to hire a second plowing, if 
plowing is done through a hire arrangement. For many farmers the availability of labor or 
capital may be more constraining than the availability of land. The evaluation criterion used 
should maximize returns to the most constraining variable [Caldwell, Taylor and Walecka, 
1987: p. 265]. 

TABLE 11.9: PARTIAL BUDGE'I1NG FORMAT 

1. 	 Additional benefits: List the items of income from the new technology that will not be received from the 
existing technology. 

2. 	 Reduced costs: List the items of expense for the existing technology that will be avoided with the new 
technology. 

3. Subtotal increases: Add lines 	1 and 2. 
4. 	 Reduced benefits: l.ist tile items of income from the existing technology that will not be received from 

the new technology. 
5. 	 Additional costs: List tile items of expense from the new technology that are not required with the 

existing technology. 
6. 	 Subtotal decreases: Add lines 4 and 5. 
7. 	 Difference: A positive (negative) difference indicates that thle net benefits of tile new technology 

exceed (are less than) the net benefits of the existing technology by the 
amount shown. 

Sp'trce: 	 Based on Bochlje and Iidman 11984: p. 237]. 

Wnile a partial budget gives an indication of which of two or more technologies is "better", 
it does not answer the question of what is "the best". There are two problems that partial 
budgets do not directly address: 

(a). 	 The partial budget may indicate that the new technology is "better" than the 
traditional technology, but it will not show that both technologies produce a loss. An 
enterprise budget would show this type of information. 

TABLE 11.10: 	 PARTIAL IUI)GET: DOUBLE PI.OWING INSTEAD OF SINGLE PLOWING A 
SINGI. IIECTARE, MAIIALAPYE AND FRANCISTOWN AREAS, 1983-87 

I'uM 	 PUI.A PULA 
REDUCFD COST (in Pula)
 

Weeding Time Saving (6.2 hrs @ P0.38/ir) 2.36
 
Single plow Ilarvesting Time (25 hirs @ PO.38/hr) 9.50
 

ADDED 	 BENFITS 

Double Plow Yield 	 (197 kgs @ P0.43/kg) 84.71 

SUB TOTAL INCREASES 	 96.57 

ADDED COST
 
Double Plow Second Plowing (29.7 hrs @ P0.38/hr) 11.29
 
Depreciation on Equipment 1.50
 
Double Plow Ilarvesting Time (43.8 hrs @ P0.38/hr) 16.64
 

REDUCFE D BENEITS 

Single Plow Yield (111 kgs @ P0.43/kg) 	 47.73 

SUB, TOTAl° DECREASES 77.16 

NET GAIN 	 19.41 

Source: 	 Adapted from Worman 119871. 

(b). 	 The partial budget may indicate that a new technology is "better" than an existing 
technology, but not the "best" level at which to use the new technology. For 
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example, feeding a supplement to dairy cattle is better than feeding no supplement,but partial budgeting will not tell how much supplement it is most profitable to feed.[Caldwell, Taylor and Walecka, 1987: p. 267]. 

11.3.5 MARGINAL RETURNS ANALYSIS 

Marginal returns analysis (MRA), like budgeting and average returns analysis, deals with thepreparation of cost and returns estimates (or projections) for individual enterprises on a givenfarm. The preceding two sections interpreted average returns typesfrom three of budgetswhich -- when based on accurate information about production relationships, costs, and prices- can assist the farmer in estimating the profitability of an enterprise (enterprise budget), achange in the enterprise (partial budget), and the entire farming operation (whole-farmbudget), given levels of variable inputs. However, budgeting and average returns analysis bythemselves do not give the economist a broad enough picture of how outputs and returns areaffected as the given levels of variable inputs change, other things being held constant.
 

MRA complements budgeting by adding insight 
 into the physical and economic relationshipsaffecting profitability. In particular, MRA helps in the selection of the best (most efficientand profitable) allocation of resources afor given enterprise, by determining the amount ofvariable inputs to combine with one or more fixed resources. The key difference betweenMRA and budgeting is that MRA. predicts the profitabiiity of an enterprise (or enterprises) aslevel.s of variable inputs change, while profitability (average net return) representedbudget is contingent upon given input levels. short, 
in a 

In MRA expands the scope ofbudgeting by considering changes in variable inputs. 

We have not used marginal returns analysis extensively in farming systems research inBotswana. The reason for this is that MRA requires a significant amount of data, usingdifferent levels for each important variable in a trial. Some of the RMRI trials could serveas a basis for marginal returns analysis if it is conducted with sufficient variation in theimportant inputs, and the trials are conducted in a number of different years and locations.Generally in RMRI work, we have used only a few levels for the important variables andthe trials have not been conducted over many different environments. RMFI trials are evenmore limited than RMRI trials in the number of inputs which are varied, and we do notnormally collect data on inputs for FMFI trials, so neither of these trial formats provides
sufficient data for marginal returns analysis. 

Although marginal returns analysis has not been used extensively in farming systems workBotswana, we do include this section on the technique as it is potentially a very useful
in 

analytical tool. 

11.3.'.1 PrinciplesOf MarginalReturns Analysis 

The term "marginal" implies change, specifically the rate of change between two parameters.Technical ;cientists, such as agronomists or animal scientists, are often concemed withmarginal physical products (MPP). The MPP is the additional output resulting from addingone more unit of input, i.e., how many kilograms of maize are received from adding oneadditional kilogram of fertilizer. Economists are often concerned with the addition to totalrevenue when one more unit of the input or factor is employed. This is the marginalrevenue product (MRP) of an input. profitThe maximization point is where the MRPequals the marginal factor cost that is, the one(MFC), cost of using additional unit of theinput. Detailed discussion of these concepts be foundcan in any economics principles text
book. 
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11.3.5.2 Minimum Acceptable Rates Of Return 

This type of MRA is often used to study experimental data or data from q roup of similarfarms where a number of levels of crop and livestock productivity are available. Net returns
taken from enterprise budgets for different levels of variable inputs are used to calculate 
rates of returns for each level of the variable inputs. After the rates of return are calculated
for each level of variable inputs, they can be compared with the minimum rate of retum a
farmer is willing to accept from that enterprise. The rate of return from an enterprise can 
be calculated as: 

r = change in income above operating costs x 100 
change in total operating costs 

Where r = the rate of return (expressed as a percentage). Note that r 
calculates the rate of return to variable inputs only, not variable and fixed 
inputs. 

Using the information contained in Table 11.8, and arbitrarily chan , ing some of the grossreceipt and operating cost parameters, provides a good example of how calculating rates of 
return can determine the relative profitabilities associated with each change in the enterprise. 

In Table 11.11, Column I describes the change taking place in the double plowed

sorghum/millet enterprise depicted in Table 
 11.8. Column 2 contains the new gross receipts
associated with the change. Column 3 contains the new total operating costs figure, and

Column 4 contains the new income above operating costs (net average return). Column 5
 
presents the rate of return associated with each change.
 

As Table 11.11 indicates, the range of rates of return can vary greatly, depending upon

which changes are assumed.
 

The economist or f:rmer should decide on a minimum acceptable rate of return which he/she
compares with the rates calculated in Table I .11, thus determining whether or not the rate

of return for the enterprise 
 is acceptable given the change in the enterprise. Normally, the
interest rate offered by banks (for savings accounts) or the expected rate of inflation over the

planning period are used as minimum 
 acceptable rates of return. These rates represent
expected returns from the farnier's next best investment alternative, or in other words, his 
opportunity cost of investing in the enterprise. 

TABI.E 11.11: RAIS OF RE'URN ASSOCIA'rF;I) winI VARIOUS CIHANGES IN TIl- BASIC
ENITRPRISE. BUDGT FOR DOUBLE PLOWED SORGI tUM/MILLT
PPODUCTFION ON ONE I II'CTARE, I-RANCISTOWN AREA, 1985-87 

DFSCRII(oN OF CiANGI- NEW GROSS NEW NEW INCOME r 
OPERATING ABOVE OPER-RE-CEIPTIS COSTS ATING COSTS 

1. No change in hasic costs and returns P98.04 P 59.72 P 39.52 66.18% 
2. Price of sorghuin/millct increases to 1) 1.50 342.M) 59.72 282.28 472.67 
3. Yield decrases to 100 kg/ha 43.(X) 59.72 -16.72 -28.00 

4. Labor costs incrca.,c to P0.75 per hour 98.04 116.70 -18.66 -15.99 

Source: Adapted from Woman [19871. 

As indicated in Table 11.11, the first two rates of return -- for "No change in basic costs
and returns" and "Price of sorghum/millet increases to P1.50" -- are extremely high, probably
higher than a realistic minimum acceptable rate. Therefore, under these circumstances, ht. 
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f-rmer's investment in double plowing one more hectareprofitable. of sorghum/millet is higi,VThe last two rates of return"Labor costs increase inPn 71 
-- for "Yield decreases to 100 kilograms/hectare" and"Labrco..r.s. ,.,,,pr, huI-..... -- ate extremely

because low. In fact, they are negative"Income above operating costs" are negative. In these two cases, the farmer's ratesof return, given the changes, indicate that he is actually paying interest on the investments indouble plowing rather than receiving returns. 

11.3.5.3 EquimarginalReturns 

Equimarginal returns analysis augments the minimum acceptable ratesignificant way -- it determines of return analysis in athe best allocation of one or more inputs over one or moreenterprise(s) for the whole-farm lCalkins and Dipietre, 1983: p. 551.
 
To perforni equimarginal returns 
 analysis, the economist mustinformation for two or have cosv and returnsmore enterprises in the whole-farmhow the returns and costs change 

operation; and information onfor each enterprise as the levelchanges. of investment in themBecause enterprise data is limited for Botswana wher, considering various levelscapital it.vestment in cropping ofand livestock enterprises, a hypothetical wt.ale-farm situationis depicted in Table 11.12. 
Table 11.12 lists the average returns 
increments in 

(net of labor costs only) realizable by investing P100.00each of the three activities. Reading across the first row,invested one hundred Pulain sorghum returns P500.00, while the returns to thatP900.00 and P300.00 same one hundred Pula arefor livestock and smallstock, respectively.total average returns realizable The column totals give theif all eight investments were taken in each enterprise, to theexclusion of the other two.
 

Assume that only P500.00 of capital is available to
farm operation. Allocating 
the farmer for investment in his overalleach P100.00 to theresult activity producing tihe greatest returnsin placing the wouldfirst three investmeats 

would go 
in livestock activities. The fourth investmentto sorghum production, and the fifth to livestock. The final result isinvested in livestock production, and P100.00 in sorghum 

P400.00 
production, withreturns total averageto capital equalling P3,350.00 P500.00 from sorghum and P2,850.00 from livestockproduction. 

IABILE, 11.12: IIYPOTIHETICAI. RETURNS FROM INVESTME.NTOPPORTUNI'IIF REIQUIRING PIX.00 INCRI-MI-NTS OF
 
CAPITAL 

AVERAGE, AVERAGEINVFI3TMENT AVERAGE;RETURNS IROM RETURNS F'ROM RE.IURNS FROMS_QRGI IM 
 I.IVISTOCK SMAS'TOCK 

I 560 900 3002 430 800 3003 
 400 
 700 
 300
4 
 350 
 450 
 200
5 
 310 
 320 
 150
6 
 25(0 
 200 
 1007 
 150 
 100 
 80
8 
 80 
 80 

Total average retums 

70
 

from all eight

iivestmcnts (') 2,490 3,550 1.500
 

Source: Adaplcd 
 from Caikins and Dipictrc 119831 

As shown. equimarginal returns analysis is especially suited for situations where cost and 
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return information for more than one enterprise is known, and for farmers who are 
considering various levels of investments in each enterprise. Allocating each investment 
increment to the highest return assures the farmer of achieving thll.highest level of total net 
income fer all enterprises [Calkins and Dipietre, 1983: p. 561. 

This section has discussed marginal returns analysis, both in terms of how it augments 
budgeting and average returns analysis, and how it differs from them. Like budgeting and 
average returns analysis, MRA deals with the preparation of cost and returns estimates, or 
projections, for individual enterprises on a giver, farm. These estimates, in tum, help the 
economist select the best allocation of resources for a given enterprise, by determining the 
amount of variable inputs to combine with one or more fixed resources. Unlike budgeting 
and average returns analysis, MRA predicts the profitability of an enterprise (or enterprises) 
as levels of variable inputs change. 

11.3.6 RISK ANALYSIS 

11.3.6.1 What Is Risk? 

The previous three sections introduced several economic concepts, and demonstrated how 
these concepts may be utilized in preparing cost and returns estimates for individual 
enterprises on a given farm and/or the entire farm operation. As shown, budgeting and 
average returns analysis aie tools which we can use to estimate profitability, given levels of 
variable inputs. Marginal returns analysis extends interpretation of profitability by 
considering how the estimated profitability charges as levels of variable inputs ciange. 

Un.ortunately not all inputs are under the farmer's contro. In Botswana one of the most 
critical inp'its for rainfed agriculture is moisture. There is a great deal of variability in 
rainfall between yeais, within years, and even between plots in the same village. This 
highly variable rainfall introduces a great deal of risk and/or uncertainty into the farming 
system. There may be other sources of risk as well such as uncertainty about the 
availability of seed or traction. Farmers consider risk in their farming system and make 
adjustments to compensate. One of the traditional methods of addressing risk is to plant a 
large number of plots over a period of time in order to take advantage of the rains that do 
come. Another risk reducing mechanism is to keep the investment of labor and cash in 
arable agriculture as low as possible. Thus the farmer will not weed a plot if in her/his 
opinion that plot will faii. 

By looking at the distribution (range) of returns from experiments it is possible to obtain 
sonie information on how risky a particular technology may be. Thiere are several simple 
tools for looking at the distribution of returns which can help in examining the questi)n of 
risk. By comparing returns associated with various levels of inputs, marginal rvtums 
analysis can be used, in a !imited way, to account for the risk a farmer assumes by irvesting 
in a given technology or set of technologies (see Table 11.11). MRA is limited in assessing 
risk because it only looks at changes in variables over which the farmer has control, while 
most of the risk comes from other factors such as weather. 

Partial budgets can also be used to assess isk when a sensitivity analysis is included 
showing expected net gains (1ue to changes in certain variable inputs (outputs) and/or their 
prices (see Table 11.10). 

In the real world, no two fanners have the same attitude toward risk. Some are more 
inclined to take risky actions (before. during, or after the cropping season) with the ultimate 
hope of receiving a largei return On their investment of labor and ca,:h. Some are less 
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inclined to do so. When one interprets farmers' risk attitudes, it is importantthey realize there may be a trade-off between getting 
to assume that 

assuring that 
a greater return from a technology andthere is in i.e.stability the return, that there are few years with little or noreturn.
 

Farmers are generally grouped 
 into three categories when considering their attitudes toward
risk. These groups are: 

(a). Risk Averse. Farmers who are willing to sacrifice high expected yields and returnsin order to keep the risk of low income and loss at a minimum. This type of farmeris conservative in his/her approach to decision making.
 

(b). Risk Preferring. Farmers 

even 

who will go after the highest yields and expected returns,though there is a good possibility that they will receive a low income or suffera loss in many years. This type of farmer is liberal in his/her approach to decision
making.
 

(c). Risk Neutral. Famers who chose the 
 technology with the highest expected yield orreturn, without considering the potential for losses. 

Farmers may fall into different groups depending on the season, the amount resourcesofavailable to the farmer at that particular time, the magnitude of the cost, and the potentialgains and losses from a given technology. When FSR workers interpretit is important to remember that farmers will look 
risk for technologies

at risk differently, and so may fall intodifferent recommendation domains based on their attitude towards the risk involved in a
particular technology. 

11.3.6.2 Types Of Risk Analysis 

Generally a farmer will have some idea of the risk of crop failure under the cropping systemhe/she currently uses. When considering a shift to a different cropping theusually thinks not only of the 
system farmercost of additional inputs (labor cash), potentialand tilegain in netreturns (whether considered in terns of yield or cash value), but also the increasedor decreased risk of having a crop failure. If farmers think there will bc an increased riskunder a new technology, they will often want to see large net from the toa gain shiftcompensate for the increased risk. An increase in yield or net returns of 30 percentexisting technology is over theprobably the minimum increase that most farmers will consideracceptable betore they adopt the technology. The opposite is also Adecrease in risk will true. perceivedoften induce farmers to shift technologies even if the gains from doing
 

so are small.
 

Actual measurement of farmers' risk attitudes is very complex, and not practical because tileattitudes are always changing. Thus we have used methods for estimating risk whichbased on the actual data collected in experimental work, rather than 
are 

trying to measurefarmers' attitudes toward risk.
 

There are three relatively simple ways of analyzing risk 
 that depend on the outcomes fromtrials of new technologies
interest is the way 

which are compared to existing technologies. Of' particularthe outcomes are distributed, i.e., if the outcomes are graphed fromlowest to highest for each technology, what is the relationship between the graphs. Thethree types of risk analysis to be discussed are: stochastic dominance, safety first, and otherdistributional analysis. Because these are all based (in the same distribution of outcomes,there is a strong relationship among these analyzes and in some situations they are the same. 
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11.3.6.3 Stochastic Dominance' 

The stochastic dominance rules for selecting technologies are based on very simple
assumptions about the utility function of farmers. The first stochastic dominance condition is 
a result of the assumption that the farmer would prefer more to less, everything else being
equal. Implementing the first degree stochastic dominance criteria is relatively simple.
Experimental outcomes for two technologies, A (a new technology) and B (the existing
technology), are ordered from worst to best outcome. A pairwise comparison is then made 
of all outcomes. If the outcomes from technology A are never less than the outcome from 
technology B and are greater than the outcomes from technology B at one or more points,

then technology A is said to dominate technology B.
 

If we compare all technologies two at a time we can determine those which are dominated 
by another technology. When this comparison is done for all pairs we will have three 
categories of technologies: those that are not dominated by another technology, those that are 
dominated by another technology, and those which are not determined. This happens when 
the lines cross and neither technology dominates. Those technologies which are not 
dominated are said to be first degree stochastically efficient. Those technologies which are 
dominated are said to be inefficient and should never be chosen by a farmer who prefers 
more to less. 

The first degree stochastic dominance comparison can be done by graphing the cumulative 
distribution function (CPDF) versus the for each technologyoutcomes and visually inspecting
the resulting lines to determine which technologies are efficient. Figure 11.2 is an example
of a first degree stochastic dominance comparison using a graph of the CPDF for net returns 
to single plowing and double plowing taken from ATIP trials' data. The CPDF is on the X
axis, and the net returns per hectare in pula is on the Y-axis. To be dominant, the double 
plowing line must be everywhere equal to or above the single plowing line. The lines on 
Figure 11.2A are hard to see at the lowest end, so Figure 11.2B is an enlargement of the 
lowest end of the lines. As can be the lines cross and the double fallsseen, plowing line 
below the single plowing for two observations. Thus it is not possible to conclude that 
double plowing is domiiant by first degree stochastic dominance. 0 

The first degree stochastic dominance test may not distinguish between two technologies. If 
it does not, then a second test can be run. The second stochastic dominance efficiency
criterion includes the additional assumption that the farmer is averse to risk. This means 
thai the farmer would rather have a sure small increase in returns than a large uncertain 
increase in returns. The implementation of this decision criterion is slightly more difficult. 
Areas under the cumulative probability density functions, developed for first degree stochastic 
dominance analysis, are compared at all income levels relevant to the technologies. If the 
area under the CPDF for technology A is never greater than the area under the CPDF for 
technology B, and is less than the area for B at one or more points, then technology A is 

9. This discussion is taken from Schurle and Worman [19901. 

If. The normal presentation of this type of graph would be with the cumulative probability 
density function on the Y-axis and he net return on the X-axis. Unfortunately Lotus 
123 does not allow for multiple X-axis lines, only multiple Y-axis lines, so the graph is 
rotated 90" from the usual presentation. This does not elffect the results, only that a 
dominant technology must be everywhere equal to or above the dominated technology,
rather than being to the riht :.; is the usual case. 
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FIGURE 11.2: 
 EXAMPLE 
OF FIRST 
DEGREE STOCHASTIC DOMINANCE
 
ANALYSIS, DATA FROM RMFI DOUBLE PLOWING TRIALS,

ATIP FRANCISTOWN AREA, 1985-87.
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said to be efficient." In other words, technology A would be selected by anyone who 
prefers more income to less and who is risk averse. 

Stochastic dominance comparisons of cumulative density functions for different technologies
must be made on the same base unit. In other words, one cannot compare the CPDF for 
one technology for a hectare with the CPDF for another technology for a unit of labor. The
base units must be the same. In addition, the correct base unit must be used. Choice of the 
correct unit may be subject to some debate. Where feasible, it would seem best to consider 
the entire farm as the base unit. This, however, is not feasible for most instances when
using research plot data. The base is frequently a hectare when land is a limiting factor. In
Botswana, land is not the limiting factor in many instances, so it may be more reasonable to 
use a unit of labor. We have used the net return per hour of labor, but it would also be
possible to use the net return per hour of labor for those periods when labor is most 
limiting, for example, during plowing. 

Development of stochastic dominant efficient technologies should result in voluntary adoption
because of the perceived improvements in the distribution of incomes, providing the 
technologies will fit well within the constraints of the farming system. 

Two necessary, but not sufficient conditions for a preferred technology are: 

technology, the condition 

(a). That the worst outcome must be better, and 
(b). That the average outcome must be higher. 

For a new technology which requires more inputs of labor or cash than the traditional 
that the worst outcome be better for the new technology is hard to

achieve in Botswana where drought is frequent. This is because a complete crop failure will 
always mean a lower outcome for the technology which requires more inputs. Farmers who 
are risk averse will not want to adopt such a technology, but a risk preferring farmer would 
not necessarily worry about the worst outcome if the average outcome was higher. One 
potential way to overcome this problem is to provide a subsidy for a new technology which
will assure that the worst outcome for the new technology is at least as high as the worst 
outcome for the old technology. Another possible way would be to consider the average of
the five worst outcomes under both technologies as the worst situation, since most farmers
would probably not consider just the single worst outcome, but would consider a range of 
worst outcomes. 

11.3.6.4 Safety FirstAnalysis 

Most farmers are not only concerned with the highest yield, or return, they can get from a
technology, but also what are the possibilities of getting little or no yield or return, and in
fact suffering a loss. Safety first analysis looks at the results of experimental trials 
comparing two technologies, a new technology and a traditional technology, and asks which
technology will meet a chosen minimum standard -- a minimum yield or a minimum income 
-- most often. Alternatively, safety first can indicate which technology will produce a loss
the least often. For some farmers it is very important to have a certain amount of grain
produced or the family will go hungry. For this type of farmer it does not matter how high
a 	yield may be possible with a new technology, if his/her family will go hungry more often 

". 	 Using the rotated graph in Figure 11.2. the areas being considered would be to the left
of the two CPDF lines. Incidentally, there is a Lotus 123 spreadsheet program available 
inSchurle and Worman 119901 to do this type of analysis. 
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under the new technology than under the old they will not switch. 
Strictly speaking, a safety first analysis is the probbility (crccntage of the time) that a 
technelogy exceeds a specified output level. Two or more technologies can be compared,
and the one which produces at least the desired output level the highest percentage of thetime is preferred. A second way of looking at the same issue is to determine the percentage
of the time that a technology falls below a specific minimum level that must be reached.Table 11.13 provides some data on the percentage of times that some factors, considered insingle plowing and double plowing trials, were above the specified minimum. It appears
that double plowing was generally better in this measure of risk than single plowing. 

TABLE 11.13: SOME INDICATORS OF RISK, ATIP RANCISTOWN RMI PLOWING 1985-87I)OUBLE TRIALS, 

VARIABIE MEAN MEDIAN % < MEAN % > MINI.MUM 

Yields kg/ha: 
70 kg/haSingle plow 20 110 88 60 65Double plow 20 228 191 70 75 

Net return to total labor (P/hr): ) 0.38/hrSingle plow 2o) 0.47 0.42 55
Double plow 2() 0.57 

55 
0.40 60 65 

Net return to traction hourN tiThlr): 
P 0.38/hr

Single plow 20 1.64 1.07 60 50Double plow 20 2.12 1.15 75 65 

Source: Worman [19871 

11.3.6.5 OtherDistributionalAnalysis 

While both of the above risk analysis tools use the distributions of trial outcomes inexamining risk, it is also helpful to look at some of the traditional measures of distributions 
to get clues as to how the technologies will be assessed for risk. The traditional way of
reporting trials data is to look at the arithmetic mean. The technology with the greater meanyield is generally preferred. ilowever, one year of very good results, combined with several 
years of very poor results may give a higher rneap than several years of average results.And a farmer may prefer to have a steady return rather than one which fluctuates a great
deal. Thus it may help to look at the data in more depth. 

One way to provide more information to the farmer is to compare the median, which is thevalue that ishalf way between the highest and the lowest value, with the mean. If themedian is less than the mean it indicates that the farmer will receive less than the mean
return more It may look atthan half of the time. be helpful to how much difference thereis between the mean and the median. If there is little difference, then the farmer willreceive close to the mean most of the time. If there is a lot of difference, it may indicate
that there are a few really good returns for the technology and many rather poor ones.Actually graphing the distribution can help in determining what is happening in the relation 
of means and medians.12 

Another potentially useful measure is the percentage of the time that a faimer can expect toreceive a yield or return less than the mean yield or return. If this percentage is high, it
generally indicates a situation of a few good and many poor yields or returns. 

'.These are ,om: il1.dication, o the skewness of a di.,trihution. 
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Table 11.13 provides information on the mean, median and percentage of times the yieldreturn was less than the mean for some 
or 

single plowing and double plowing data. While, in
general, both the mean and the median were greater for the double plowing, indikating a
possible overall advantage to double plowing, the percentagc of the time that single plowingis less than the mean is smaller than for double plowing :indicat!ng that double plowing may
be somewhat less stable. 

FSR workers may want to consider using an average of the five lowest yields rather than
just the lowest yield for comparison purposes. In the case of the data from Table 11.13 the
lowest yield for both single plowing and double plowing was zero, i.e., no yield. Thisproduced a net loss of F2.70 for single plowing and a net loss of P5.70 for double plowing.
Comparing an average of the five lowest yields gave an average of 1.8 kilograms/hectare forsingle plowing (average return of minus P1.97) while the five lowest yields on the double
plowing averaged 19.4 kilograms/hectare (average return of P2.90). 

11.4 SOCIAL ANALYSIS 

11.4.1 WHAT IS SOCIAL ANALYSIS? 

Farmers make the decision to use a new technology. There are many factors which go into

the farmer's decision. Some of the factors are technological, i.e., increased yield, reduced
 
pest problems, etc. Technological analysis is based on the response of plants 
 and animalsbeing tested. Other factors are economic, e.g., will the new technology provide a greater

return to labor invested in the enterprise. In addition to the technological and economic

factors, there are a whole set of factors influencing a farmer's 
 decision to use a technologywhich are related to social considerations such as who makes decisions conceming the
technology, who actually does the work, or the existence of community taboos concerning a
practice. Social analysis deals primarily with "why" farmers do or do not do certain things.

Social scientists observe people's behavior and then offer reasons for why people behave as

they do. The social analysis goes beyond the economic evaluation of the farm as a business
and looks holistically at the entire farm operation and its setting in the wider community. In 
many ways the goal of the social analysis i; to ensure that !le farner's perspective is
 
included in the analysis.
 

Social analysis can take several forms. Often it is based on researcher observation andexperience. It can be based on a rapid informal survey conducted by team members, it can
be a based on a formal survey, it can be a continuation of economic analysis (i.e., where
economic analysis may stop with calculating the cost of labor inputs to a trial, the social
analysis may use the same data and examine who performas the labor, and how it interacts
with other labor demands for that person or persons), or it may bc based on conclusions
drawn from informal talks with farmers while visiting tile 3fields." Because much of theinformaion necessary to make social evaluations is gained by observing farmers, it is
generally not possible to wait until the end of the trial to begin collecting information toundertake a social analysis. Some of types of questions which we have found useful to ask
in determining what type of information to collect are: 

(a). Who does each task in the production cycle? Who decides which tasks should be 

It may also be based on an indcpth village case study where the researcher resides with
the people concerned for a period of time, to build up an atmosphere of mutual trustand understanding. \which is necessarv in order to obtain certain types of sensitive 
information. 
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done? 

(b). Does the proposed technological solution require
required under traditional production methods? 

more 
How 

labor or resources than are 
do households meet these 

additional needs? 

(c). Does the 
learn? 

technology being tested require new farmer skills? Are they difficult to 

(d). What other activities do the farm household members perform in addition to those
directly related to the technology being tested? Does the experimental technology
compete against other important uses of household labor, time or resources? 

These types of questions can be asked for most trials involving significant labor inputs.
Surveys and other kinds of studies may require different types of questions depending en theobjective of the study. There are certain types of sociological studies which are fairlyspecific, such as nutrition studies or adoption studies, and have their own methodologies. 

Social science evaluation looks at differences between what the researchers anticipate thefarmers will do in a trial, ;ad what they actually Jo. It is important to understand whyfarmers make changes in a trial, as well as what are the changes. The important thing toremember in social evaluation is to ask "Why?" every time one asks the question "What is 
going on?" 

From the farmer's viewpoint, seven key questions can be asked during the evaluation of atechnology. Some of these can be answered with technical or economic information, butmost have a social component. They need to be answered if the researcher is going toreally understand what the farmer is doing and why. The questions are (see Section 5.4.2): 

(a). Is the problem to be solved important to farmers? 
(b). Do farmers understand the trial?
(c). Do farmers have time, inputs, and labor required by the improved technology?
(d). Does the proposed technology make sense within the present farning system?(e). Is the mood in a region favorable for investing in new technologies or crops?(f). Is the proposed change compatible with local preferences. beliefs, or community 

sanctions'? 
(g). Do farmers believe th- technology will hold up over the long-tern? 

11.4.2 SOME EQUITY ISSUES 

Because most farming systems projects have as one of their goals to increase the equitable
distribution of benefits from farming to all farmers, there are a number of equity issues that are usually addressed by social analysis. Four of these will be discussed here. 

11.4.2.1 Inter-ilouseholdEquiy 

A new technology may require more labo, , more draft, or a change in the labor and draftpatterns. It may entail other changes in the overall farming system practiced by the farmfamily. Because the farm family does not operate alone, i.e., the family is part of anextended family and a village, these changes may have implications for the family's
obligations relative to other family members and village organizations. For example, if afamily traditionally provides draft power for members of the extended family who do nothave draft, or if the familv participates in some type of labor sharing scheme in the village. 
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a change to a new technology that affects these relationships can decrease draft or labor
available to others. Thi, is an inter-household equity issue and must be considered because 
even though the new technology may be a gain for the farm family, it may produce a netloss in the community by adverse~y affecting others. This type of issue does need to be 
considered in evaluating a new technology because it may cause farmers not to adopt a 
technology which is technically superior because it is socially a disaster. 

11.4.2.2 Applicability Of Research To All Household Heads 

The impact on both male and female headed households must be considered. This is
generally a major gender issue and it is important to know if the on-farm research isequally
applicable to both female and male farmers. In some cases, farming systems teams may
emphasize technologies that are more applicable to farmers than to farmers.male female 
This may be bcause male farmers have more resources than female farmers, or because
male farmers are selected by the team to be cooperating farmers. The team should assess
whether the technologies being studied are addressing the real issues of female farmers, and
whether there are a representative proportion of female farmers among cooperators and in 
survey research. !n many cases the female farmer is also a very limited-resource farmer so 
that technologies which address the contraints of limited-resource farmers wili address the 
constraints of female farmers. and vice versa. 

Ensuring that a farming systems program is addressing the needs of female farmers is often 
not an easy task. The inclusion of gender sensidii,'e analysis in the diagnostic stage is
important in laying a foundation for including problems of particular importance to female
farmers in the final research program. Constant observation by researchers of what is
happening in the field can also help in identifying situations where problems of female 
farmers are not being adequately researched. 

Female farmers are not necessarily a homogenous group.' For example we have identified 
three general groups of female farmers. These are: 

(a). 	 The farmer who is unmarried (female head of household) and has never been
married. This person is usually young, has several small children, and has very
limited resources. 

(b). 	 The female household head who is a widow and may have considerable resources 
from her marriage. 

(c). 	 The female headed household which is a defacto female headed household where the
husband is absent, usually at off-farm employment, and the female makes the
majority of agricultural decisions. In this case there may also be considerable 
resources at the fan-ner's disposal. 

For many purposes the latter two categories of female farmers will benefit from the 
same types of technologies as the male fif&ners, and the best distinction to be made 
becomes one of limited versus less limited resource farmers. 

Although it is not usually done, similar groupings can be made 
househoids. Generally we have found that it is more useful to 
groupings than to emphasis sex of head of household per se. 

for male headed 
look at resource 
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11.4.2.3 Intra-HousehoM Equiy 

A second type of gender issue farming systems teams need to be aware of is the impact of
the farming systems research within the household. This intra-household impact of
technologies is important to consider because the costs and t'enefits of "whnologies do not
always fall evenly on members of a household. Individual members of households tend to
share some goals, benefits and resources; are independent on some, and in conflict on others.
Family members are also members of other groups through which they acquirecan resources 
or benefits and to which they have obligations. 

Often agricultural programs and research treat the family as a unit. However, due to the
traditions of male family members performing some agricultural operations (e.g., plowing and 
care of c.ttle), while female members perform other operations (e.g., weeding, bird scaring,
harvesting, and smallstock care), the modification of the farming system by the introduction 
of a new element may have a different impact on each of the family members. For
example, a plowing subsidy may have a positive impact on the male members of the family
by providing cash income but a negative impact on the female members because of
increased -'Ieding labor due to larger areas planted. Also there is no assurance that the
male who receives the cash subsidy will use this income to benefit the family. 

Thus when evaluating the impact of a new technology or program it is important to consider
intra-housthold issues in the areas of labor (whose work is decreased and whose increased), 
access to and control of non-labor resources (who receives the new resources and who uses
them), and incentives to participate (what incentives are there for the various participants to 
modify or not modify their farming practices). 

In the design and testing phases, gender issues can be addressed in at least three ways: 

(a). Cooperators be so that femaleshould chosen farmers are at least proportionally
represented. Very limited-resource farmers, who often include female farmers, should 
also be adequately represented.

(b). The potential impacts of a technology or program within the household should be 
considered. 

(c). Emphasis may be given to activities, such as weeding, which are traditionally
perfornied by female members of the household. 

11.4.2.4 Societal Versus Individual Consideration 

This is often a question of sustainability or whether the new technology will maintain the
productivity of the farms over the long-term. As has been pointed out, farming systems
programs can often work with technologies that offer immediate benefits to the farmers but
which may be destructive to the land and resources in the Thus theother long-run.
technology is beneficial to the individual but not to society. If an analysis is made of the
sustainability of technology, consideration bea this will addressed. At times it may be
desirable to have a technology which is not sustainable in the long-term, as long it isas 
coupled with practices which will build long-run sustainability into the farming system. The
example given earlier of tieing destumping to planting trees in hedges is a good example 
(see Section 5.5.2). 

11.4.3 CONSUMPTION/NUTRITION CONSIDERATIONS 

ConsUmption and nutritional cluestions are often not a major concern in a harsh environment 

File: A105.3/11 - 265 - June 5, 1990 



such as Botswana. The major concern is generally producing anything, not choosingbetween types of crops to produce. We do not usually have enough flexibility in the systemto consider changes in the cropping calendar. There are, however, some potential ways to
address nutritional issues. Three of these are: 

(a). 	 Increase the use of livestock products to change not only the composition of the diet
but to address *potential protein deficiencies at certain times of the year.(b). 	 Use of remittances or off-farm employment earnings to augment the diet available
from on-farm activities and improve the nutritional balance of the diet.(c). 	 Increase the proportion of the farming effort whi 'I is used to produce pulses (beans)
since they have a very good nutritional impact. 

Generally there are three issues that need to be considered in the consumption/nutrition area
when evaluating a new technology. 

(a). 	 It does no good developing a new technology, particularly a new crop variety, andthen find that farmers do not like its consumption characteristics, i.e., color, taste, 
etc., and so will not use it. 

(b). 	 It is important to consider whether the introduction of a new technology, particularlya new crop replacing an existing crop, will have a detrimental effect on the farm 
family's nutrition. 

(c). 	 It is necessary to consider whether a new technology will increase or decrease the
periods during the year when food is available. 

There are at least three ways to approach the nutrition question. 

(a). 	 Simple Evaluation On Nutrient Content. A comparison can be made of different crops in terms of their nutrient contents, i.e., kilo-calories of energy, vitamins, iron,protein, etc. The nutrient values for various crops are available in references such as 
Leung, et. al., [19681. 

(b). 	 Net Nutritional Benefit (NNB) Analysis. Where fooda new is likely to displace anolder food a comparison of the factors mentioned in (a) 	can be made as in the
following example 	 potato is being the 
subtracted: 

where the sweet 	 added to the diet and cassava 

Kcal Vit A Iron Protein100 gm sweet potato 105 1,705 0.56 1.65
100 gmi cassava -120 - 1 -3.60 -3.10 

NNB = - 15 1,704 -3.04 -1.45 

(c). 	 Nutrient Comparison Based On Perce.,age Of Recommended Amounts. Thenutrient contents of foods can be converted to percentages of recommended amounts
for good health such as the recommended dietary allowances (RDA) and proposed
changes in foods can be examined for their impact the family toon intake compared
the RDA. 

In much of the farming systems work in Botswana, there has been an attempt to imrrovethe production of traditional foods rather than introduce new f, cds or cash crops. Hence,the question of changing family nutrition by changing food patterns has not been an issue.However, it may be helpful to look at the food consumption pattern in terms of the nutrition
it does supply, in relation to the recommended ,I!etry allowances, to see if changes should 
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be made to improve the diets. 

Consumption characteristics of new varieties can be analyzed using a chart of consumptioncharacteristics stuch as the one presented in Form 11.2. If researchers have determinedwhich consumption characteristics are most important to households, the new varieties can beassessed in relation to the current consumption preferences. 

FORM 11.2: ARRAY OF CONSUMPION CIIARACTERISTICS 

CURRENT PRODUCT TREATMENT CIIANGFSPRODUCT CI IARACIERISTICS CI IARAC'ITRISTICS IN C IARACIERISTICS 

PRODUCT REFIRENCE.S:
 
Color
 
Size
 
Shape
 
Deisily -- percent solids, etc.
 
Uses
 

PROCESSING CI IARACTERISTICS:
 
Ease of processing 
 -- laborAvailability of inputs for processing _EATING CI IARACIfERISTICS:
 
lHavor
 
Texture
 
Color
 

C(X)KING CIIARACI-RISTICS:
 
Texture
 
Time
 
Fuc/equipment requirements


STORAGE CHIARACIERIS'ICS:
 
Length of stoliage

Availability of storage inputs 

a. Water, fuel, equipment, etc. 

Food availability and accessibility can be assessed by using a food system calendar. Thefood system calendar is a listing of food availability by month for the current farmingsystem. Crops to be added or subtracted can be entered on this calendar to determine ifthere is a shift in the availability of food under a new technology. In some cases thetechnology may be the introduction of a new food crop which will increase the number ofmonths during the year when food is available, in others it may be the. addition of a cash
crop which reduces the tiv:-
 available for subsistence farming, and hence the periods during

the year when food is available.
 

11.5 ASSESSING A)OPTION 

11.5.1 WAYS TO ASSESS ADOPTION 

One of the questions of interest to all members of a farming systems team is to what extentfarmers are adopting recommended practices. Generally adoption analysis is performed ontechnologies which have been extensively tested in .FMFI trials within a recommendationdomain, and are ready for extension. The potential for adoption of the technology caa beassessed by determining the adoption among the farmers who performed the final verificationtrials on the technology. It may also be of interest to
technologies which they have been testing on a more 

know how many farmers are adopting
limited scale as part of a research 

program. 

It is desirable to know whether farmers are likely to adopt a particular technology before itis presented on a large scale through the extension system. If farmers are not willing toadopt the technology after the final large scale testing, it may need to he modified to 
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increase acceptability. 

There are several ways to assess the '" ,ihood of adoption of a technology. 

(a). 	 The researchers make an assessment of the adoptability of each technology through
their analysis of the technological, economic, and social factors which they think are 
important to farmers. 

(b). 	 Observations and discussions with farmers during the course of testing, particularly
during a final large scale verification test, can give an indication of problems and
provide the researcher with a qualitative assessment of the likelihood of adoption. 

(c). 	 A Formal End-Of-Season Survey of farmers can be used to assess their plans to
adopt the new technology and determiine any problems encounteied. 

(d). The best approach is to examine actual adoption by conducting a survey one or two 
years following the large scale testing of a technology to determine whether farmers
who participated in the testing have actually adopted the practice and to what extent. 

(e). 	 A study of other farmers in the area, i.e., those not involved in the testing of the
 
technology, can also be made to determine 
 the extent of horizontal (farmer-to-farmer)
diffusion. 

Approaches (s,), (b) and (c) are qualitative in nature and measure farmers' intentions either as
expressed or deducted by researchers. Approaches (d) and (e) measure actual adoption and
 
are quantitative in nature.
 

11.5.2 	 INDEX OF ACCEPTABILITY 

One approach tO quantifying the results obtained in approach (d) is to use the index of
acceptability suggested by lildebrand and Poey [1985: pp. 122-1231. To determine theindex of acceptability for a particular technology, information is collected from farmers one 
or two years after they have participated in large scale testing of a technology. Farmers are
asked if they are using the technology, and if so, on what proportion of the area of the
particular crop for which it was recommended. An index of acceptability can then be 
calculated as follows: 

1.= (C x A) + I( ) 

Where: .= index of acceptability 
C = The percentage of the farmers interviewed who participated in the 

large scale testing and who were using the technology on at lea,,c part
of the crop at the time of the interview. 

A = From among those farmers who used the practice that year, the 
percentage of the area they planted with the new technology compared
to the total area planted to the particular crop, i.e., the area planted to 
a new sorghum technology as a percentage of the total area planted to 
sorghum. 

A modification of this would be to compare the area planted to the new technology to
the total area which could potentially be planted using the new technology, thus taking
into account limiting factors such as seed availability. 
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For example, if 150 farmers participated in the test of a double plowing technc,.ogy, and
after two years a survey found that 65 were using double plowing on at least part of the
land they planted, then "C" would be 65 + 150 = 43 percent. The average area planted
using double plowing by the 65 farmers was 4.3 hectares. These same farmers planted an 
average of 6.1 total hectares. Thus "A" would be 4.3 + 6.1 = 70 percent. The. index of 
acceptability would be (43 x 70) + 100 = 30.1. 

A rulb, of thumb for interpreting the index of acceptability is that a technology has a good
chance of being adopted if la exceeds 25 and "C" is equal to or greater than 50 [Hildebracid
and Poey, 1985: p. 1221. This is a measure of acceptability to the farmer and does not
reflect the impact of the technology. It is also important to consider the magnitude of both 
"C" and "A". It is possible to have a very low "C", indicating few farmers are adopting the 
technology, combined with a high "A", indicating that those who are using the technology

were using it on a large portion of the land planted to the crop. This could be because a
 
sub-group of the recommendation domain farmers fi~id the technology particularly valuable,

although it is not accepted by most farmers. This may also indicate that there are different
recommendation domains present. The opposite sKtuation, where a large number of farmers 
are using the technology on a smali portion of the area planted to the crop, could indicate 
that farmers are still testing the technology and are not yet convinced that it should be"adopted". An additional survey in the following year bemay valuable in assessing the 
adoption, or some modification may be necessary to promote adoption. 

11.5.3 AN EXAMPLE OF AN ADOPTION STUDY FROM BOTSWA[ A 

The index of acceptability procedure is designed for analyzing the adoption of a particular
technology, usually for a single crop, for farmers in a specific recommendation domain. If it
is used to measure adoption under other circumstances, such as a measure of spontaneous
adoption on a ran 'eof new technologies, the interpretation of the results will be different,
and the numbers suggested above will probabiy not be relevant. Instead the comparison of 
the index of acceptability between technologies, or by faner characteristics (indicating
possible recommendation domain delineations) may be of value. Such a study of 
spontaneous adoption was undertaken in the Tuturne Agricultural District in 1989 [Worman,
Williams, Tibone and Heinrich, 19901. 

This study indicated that in 198S-89, 26 percent of the interviewed farmers had
spontareously adopted some of the technologies that ATIP tested with them thehad over 
years. On average, 35 percent of the crop land planted by adopters was devoted to the new
technology. Overall, the index of acceptability amounted to 9.2. Some additional results 
are: 

(a). low complicated the technology is to implement affects the adoption. The relatively
simple double plowing technrlogy had an index of acceptability of 26 compared to 
the more complicated (requiring more management skills) row planting technology
which had an index of acceptability of 14. 

(b). As might be expected wealth influences adoption. Wealthier farmers were more 
likely to adopt with an index of acceptability o' 19 for farmers owning more than 40 
cattle compared to 0.7 for the poorest farmers, ihose owning no cattle. 

(c). The envi. onment in which the hcuehold operates is important in determining
adoption with the farmers from the more progressive village having an index of 
acceptability of 19 compared to I for the farners from the nore traditional village. 
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CHAPTER 12: REPORTING RESULTS 

12.1 WHO ARE YOU WRITING FOR? 

Writing is work! When one writes obviously one wants someone to read the product of the 
effort. The audience may be one person or a thousand, but to be effective what is written 
must be written for the specific audience with which one wishes to communicate. If one

does not decide what audience one is writing for, and get to know their needs, motivations,

existing knowledge, language use, and the like, one cannot effectively communicate with

them. For example, if one is writing for a busy administrator he/she will probably want

facts and recommendations which can be used directly without further interpretation, and if
the document containing this information is very long, the administrator will probably not be 
able to take time to read it. Thus it is important to know the audience. 

There are several possible types of audiences for which researchers generally write IKearl,
 
pp. 186-1861:
 

(a). 	 Other researchers in the same field. This is the predominant group for most 
scientific research because it is a group that can most easily understand what
researchers are saying, and it i:, the that decides their 	 status.group 	 professional
However, it may not be the group that most needs the results. 

(b). 	 Researchers in other fields. This is particularly important to farming systems
researchers who are in a position to identify problems, and provide other information 
for on-station researchers in many disciplines. 

(c). 	 Policy makers, who need to know about trends in national development, redefinitions 
or diagnoses of national or sector problems, and informaion on impacts of policy 
measures. 

(d). 	 Planners who need a regular flow of information on the current status of 
national/regional activities and diagnoses of economic and social problems infor use 
planning. 

(e). 	 Implementers and officials) who need tested(project program 	 technologies,
information abot target groups, or evaluation studies. 

(f). 	 Farmers and other specific groups of citizens looking for help in identifying
problems, investigating possible solutions, and seeing the probable effects of 
alternative choices. 

When 	 writing, it is therefore important to consider selected audience and thethe 	 tailor 
interpretation of data and conclusions to their needs. However, the audience is entitlkd to
know which conclusions are based on conjecture, ind which are based oil tile relevant data.
As scentists, there are obligations to report the results of a research, project honestly and 
objectively. As a professional hired to provide information for resolving problems, isone
also obliged to inter-,ret the results in accordance with the needs of the audience. While the
researcher is trained to understand complicated analysis and confusing data, the audience may
not have this training, so itis up to researchers to report findings in a language that the 
audience will understand. 
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In many cases there are multiple audiences for research findings. Quite often it is important
to prepare different reports for different audiences. Since fanning systems teams in 
Botswana are part of the agricultural research structure, there should be a complete report of 
the trial or study for researchers who might wish to examine the findings in more depth, or
replicate them. There may also be reports for meetings, proposed Agrifacts for the 
extension service, journal articles, and special data summaries for planners. While it is 
much easier to write in the jargon of ones profession because one is familiar with it,
research results will have a wider audience if they are written in simple language. 

12.2 TYPES OF REPORTS 

Farming systems teams usually have several types of reports to prepare. The ATIP program
has produced the following types of reports: 

of their activities 

(a). 
(b). 
(c). 
(d). 
(e). 

Progress Reports 
Working Papers 
Miscellaneous Papers 
Reporting Documents (Annual Reports and Research 
Externally Published Papers 

Reports) 

Since mnos: teams are part of a larger farming systems program, they should prepare annual 
reports so that other members of the farming systems program and people 
at experiment stations can know how their research is going, even if it is only an interm 
report on a multi-year research project. We generally prepare a Progress Report every year 
on each of the major trials or activities undertaken, or include details of the data collected,
and if it is a survey a copy of the survey form, as well as an interpretation of the findings.
These are detailed reports intended for use by other scientists who are interested in the data. 
The ATIP Annual Report in addition to a summary of the year's activities also contains a 
work plan for the following year. 

Another type of report we produce is the Working Paper. A Working Paper is generally a 
compilation of results for a trial over a number of years. The Working Papers are usually
written at the end of a trial, and provide a summary of the data plus details on the findings.
These reports often do not contain much detail and are designed for researchers, planners,
policy makers, etc., who want an overview of trial work on a particular technology with 
more emphasis on conclusions and recommendations. 

Farming systems teams often prepare special reports or papers which may be given at 
conferences or published in journals. These are generally brief papers discussing one 
specific subject and are published in a Miscellaneous Publications Series. When a report or 
paper is published outside of the ATIP organization, i.e., in a conference proceedings, it is 
entered as an External Publication, and copies are made for distribution. Other special
reports could be summary research results for all trials conducted over a period of years with 
brief state-of-the-art accounts on each of the technologies tested during the period. These 
are produced as Research Reports. 

12.3 HOW TO WRITE REPORTS 

While the format chosen for a particular piece of writing will depend on the needs of the 
audience being addressed, we have generally used a format containing most or all of the 
following sections in our Progress Reports, Working Papers, and sometimes other 
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publications. 

Title Page 
Preface
 
Acknowledgements
Table of Contents, Lists of Figures and Lists of Tables (if a long publication) 
Abstract 
Introduction 
Objectives 
Justification 
Methodology 
Results 
Summary and/or Conclusions 
References 
Appendixes (as appropriate) 

While not all of these sections are included in every report, we have found that covering the 
relevant sections leads to a more organized and more complete report. 

We also use tables extensively to present summaries of our data. We think that a well 
organized table can present the data in a much more concise and clear manner than can a
written description. Figures are used to show relationships, summarize findings, and/or
present a visual representation of some aspect of the report. 

There are numerous reference books available that. discuss writing reports and provide
guidelines on grammar, etc. The following three books should be available in the DAR
Library. The 
Botswana. 

first publication contains writing guides which are particularly relevant to 

Esslinger, D., and G. Brandsberg, 1988. Communication Consultancy Report. Gaborone: 
ATIP, DAR. 

Shertzer, M., 1986. The Elements of Grammar. New York: Macmillan. 

Ross-Larson, B., 1982. Edt Yourself. New York: W.W.Norton. 

See also DAR Annual Report's, The Bulletin of Agricultural Research in Botswana, ATIP 
publications, Agrinews and Agrifacts, for examples of styles and approaches. 
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CHAPTER 13: GUIDELINES ON SPECIAL FARMER 

LINKAGE ACTIVITIES 

13.1 WORKING WITH FARMER GROUPS 

13.1.1 WHAT IS A FARMER GROUP? 

The term "farmer group" can obviously refer to any group of farmers who come together forany purpose. However, in the context of on-farm research in Botswana, the term FarmerGroup is used to signify a group of farmers who come together to test and adapt newagricultural technology options, to discuss the results of those tests, and to identify on-farmneeds for other technology options. These groups are composed of farmer participants,researchers and local extension personnel, and zlky gcnerally meet at regular intervalsthroughout the cropping season. The farmers in these groups select the technologies they are
interested in and test them under the FMlI- format. 

13.1.2 PURPOSE OF FARMER G(.OUPS 

There are thrLe main purposes for the formation farmer groups in on-farm research. These
 
are:
 

(a). To Expand Tre Range Of Technologies That Can Be Examined In An On-farm
Research Program. Trials that involve researcher management and supervisionrequire the researchers to spend a good deal of time or field visits. This limits thenumber of techno!ogies that research can and However,a program test evaluate.
there are many technology options which may be useful to far,;,'rs. and there areothers which have been developed on the research station which will need fieldtesting before being released to extension. By using famier gr'oups and including
farmers in the testing process, research programs can greatly expand the number oftechnology options being evaluated in the target area. For example, in theFrancistown region, during the 1988-89 farmers overseason, implemented 140 valid
technology comparisons, and examined nine different technology options. These
options included various types of equipment, agricultural chernict'ls, crop varieties and 
tillage systems. 

(b). To Include Farmers In The Technology Development Process. One of the main reasons for conducting on-farm research is to include farmers :n the technology
devel,pment process. However, simply having researchers conducting trials onfarmers' fields is not the most effective way to undertake this. In the fanner groups,
the participants select the types of technologies they wish to test, they pterform thetests for themselves, and they discuss and evaluate the various iechnology optionswith other farmers as well as with researchers and extension personnel. The two 
most important criteria used in judging new technology options are: how thetechnology performs under farmer management, and the farmers' joint evaluation of
the various technology options. Additionally, at the regular meetings farmers havethe opportunity to present their observations and opinions to research and extension
personnel. Thus, through the the becomefarmer gioups, farmers full partners in the 
technology d'velopmert proces';. 
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(c). 	 To Create A Forum For Direct Interaction Between Farmers, Researchers AndExtension Personnel. One of the primary objectives of FSR is to create linkagesbetween research, extension and farmers, at the field level. Farmer groups bring
together farmers, researchers and extension personnel at the field level, in order to
work togetfer to develop applied technologies to increase farm productivity. 

13.1.3 	 HOW FARMER GROUPS OPERATE 

There are several ways for farmer g:"-ups to be organized. There are researcher-oriented andextension-oriented farmer groups. Although discussion in this handbook is mainly 	confinedto researcher-oriented farmer groups, many of the points apply to extension-oriented farmer 
groups as well. 

The groups are composed of researchers, extension personnel (fromregional levels) and farmers. 	 vi'lage, district andThe groups are open to any village farmer who is interested inparticipating. At the first meeting of the group, researchers (both station-based and on-farm)discuss a wide range of technology options, addressing as many production constraints aspossible. Farmers are also requested to raise questions about problems which they feel havenot been adequately addressed. From thLlist of technology options which is thus developed,
individual farmers select specific technology options they wish to test. However, across
farms, trials of specific technology options are conducted according to ,I mutually agreedupon trial design. For exampte, a Cowpea Variety Trial, if selected for testing by tenfarmers, is implemented using the same set of varieties, on the 	same size plots and with the same seeding rate at ailten locations. This allows subsequent statistical analysis. New
equipment, .imall amounts of seeO and requirec, chemical inputs are providt-d by researchers.Additionally, the researcher. vis.t each trial once during tile season to verify properimplementation. Throughout the season, the farmers, researchers and extension agents meet,
as a group, on a monthly basis. At these meetings. farmers discuss their progress with the
trials, their observations and any problems encountered. Possible solutions to the problems
 
are discussed by the group.
 

Researchers collect data on the dates of field operations, the crop and variety uscd (known
because of the standard trial design aod the use of researcher-provided seed). The type of
equipment used is also recorded. 
 \t the end of the season, farmers harvest and sopietimes
research staff weigh grain yields and conduct End-Of-Scason Farmer Assessment Interviews.These 	 interviews are used to quantify farmer's opinions and perceptions of specific
technology options (e.g.. crop genotypes). Results are reported both to farmers and to other
 
interested researchers.
 

More detailed descriptions of how the farmer groups are run are available elsewhere [ATIP1987, 1988A and 1989: IHeinrich. Worman ;nd Masikara, 1988,: Masikara, Worman and 
Heinrich, 19881. 

13.1.4 	 iENEFITS OF GROUPS VERSUS INDIVIDUAL FARMER CONTACTS 

There are many benefits derived from using the farmer group approach. A few of the more 
important oxi-.s are presented below: 

(a). 	 Efficiency Contacting farmers one by one requires a lot o, travelling by research
officers. A'so. when dealing with individual farmers, researchers must explain theirwork an,' ohiecviyes, and th'e tcchmolo.v opt onrs tih'v, are in reste'l in testing, many
times over. I1,' atldrey,1,, faricrs ;msa iiroup. rt-searchers not nly save a great deal 
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of travel time, but they can explain their program to many fanners at once, thus 
saving time on explanations as well, 

By holding regular group meetings with participating farmers throughout the season, 
farmers ard researchers (and extension personnel) can discuss progress, problems, and 
farmers' observations, without the researchers having to visit each farm eveiy month. 

Thus by working with groups, instead of making a lot of visits to individual farmers. 
researchers save both time and government money that would otherwise be spent on 
fuel. 

(b). 	 Expanded Range Of Technologies Tested. When using the farmer group approach, 
researchers can work with many more fanners than when they work only with 
individuals. As a result of greater participation in the testing activities, many and 
varying technology options con be tested. 

(c). 	 Research-Extension Liaison. When researchers talk with one set of farmers and 
extension personnel talk with a another set of farmers, they may form different ideas 
about farmers' problems in a region, and the best solutions for those problems.
However, if research and extension personnel work together at th field level, and 
meet together with large groups of farmers or' a regular basis, this problem is 
reduced. Working together in the farmer group approach allows research, extension 
and farmers to cime to a common understanding of the problems. If the same 
groups work together to test various technologies which address those problems, then 
all are able to see which technologies are useful and practical, and which are not. 
Furthermore, if extension personnel participate in technology development, they will 
be in a good position to later extend the same technologies to other farmers. Thus 
the farmer group approach provides a forum where researchers, extension personnel
and farmers car, meet on a regular basis to address problems in the field. This 
interaction can he of benefit to all participants. 

(d). 	 Group Dynamics And Immediaie Feedback. An individual 'armer may be reluctant 
to tell a researcher that a particular technology option is noi good. It may also be 
difficult for an individual farmer to convince a researcher. However, if a group of 
farmers get together before a meeting, and all share a common opinion of a new 
technology, then it is likely that someone will raise the point during the meeting. 
Furthermore, if one farmer tells a researcher thai a particular tc:;hnology is not 
working, the researcher may just asS;ume that the farmer applied the technology
incorrectly. This will not happen if ten farmers at once explain that a technology 
option 	is not working. 

Thus t.ae effect of people being in a group tends to help communications (if the 
group is not too large), and provides a way to, research ard extension personnel to 
quickly obtain a practical assessment of any technology being tested. The groups 
also provide an opportunity for farmers to share opinions and observations among 
thenselves, and to develop their own solutions to problems. 

(e). 	 Farmers Develop Their Own Production Packages. Farm,:rs understand their own 
production problems and resource constraints better than researchers. Thus when 
farmers are able to select technology options from a range of options, and apply 
them where they wish. they often develop specific packages that are more practical
than what rese:,rchers alone could have devised. Farriers may also find uses for 
technology items that rc.iearchers would not have considered. Thus farmers can have 
a lot of input into developing improved prodiuttioi systems. 
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(f). Farmers Teaching Farmers. The farmer group approach provides good material forfield days. Because the trials are FMFI, the farmer who has implemented a trial isable to present it and explain it to other farmers. Farmers learn best from otherfarmers, so these field days can be very effective when a technology option is ready
fo.r extension. 

(g). Flexible Response To On-station Research Needs. When large numbers of' farmers are participating in the testing activities, it is very easy to introduce :iew technologiesfor field testing. For example, if the cowpea scientists at Sebele wish to get farmerevaluations of five new cowpea varieties, it is easy to introduce these to the groups,and find farmers who want to try them. It would not be as easy if the researchers
had to implement the tests themselves in several locations. Thus the farmer groupapproach makes it easier for on-farm researchers to respond to the needs of on-station
research programs for field testing of their new technologies. 

13.2 CONDUCTING FIELD DAYS 

13.2.1 BENEFITS OF FIELD DAYS 

There are a number of reasons why field days are valuable: 

(a). Inviting farmers and other agriculturalists to the field days is a good way of letting
people know what the research program is doing. At the same time, field days cangenerate a lk.t of interest 7i1new technologies within the fanning community. 

(b). Field days are useful for demonstrating how production can be increased through the 
use of improved technologies, and for getting farmers to think about how they can
increase their own production systems. 

(c). Field visits also provide panicipating fanners with a chance to show off their efforts.
and to explain to the community what they are doing. These visits allow farmersoutside the research program to participate in technology evaluation, :nd to add their 
comments and ideas. 

(d). Field days provide an opportunity for on-station researchers to see how technologies
they have developed are performing in the field, to listen farmers'to comments aboutthe technologies. and to get ideas for improvements. At tl'.: .;arne time, it givesmembers of the fanning commUnity an advanced look at sorne of he newtechnologies being developed, so that these technologies are nori totally unfamiliar 
when they appear in the extension program. 

(e). Field days can be a fortui for getting or-station res.:archers, 
farolers together in the field to discuss specific problems and 

extension 
issues. 

personnel and 

(f). Within ATIP we have also observed that field 
among farming comminities in terms of trying 

days tend to stimulate competitiveness 
to out-produce each other. 

13.2.2 AUDIENCES, TRANSPORTATION ANDLOG(;ISTICS 

(a). Audiences. The na:ure of the audience can affect the types of presentations made atfield days. For example. if a field day is held only for on-station researchers, thediscussions would probably be conducted in -, highly technical fiashion, possibly by 
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the on-farm researchers themselves. However, if the majority of the audience is 
made up of farmers, the discussion would probably not be quite as technical (more
applied in nature) and presentations of field trials might be done by the host farmers. 

The field days conducted by ATIP have usually been aimed primarily at farmers 
within the Regions, but DAR and DAFS staff are always invited. The main 
objectives have been to allow people to observe the research program, and to 
stimulate discussion on specific topics. 

(b). 	 Transportation. Field days generally involve farmers in a district or districts coming 
to a particular village lands area to visit the fields, and to observe the trials being
carried out. They may also be attended by DAR and DAFS officials. 

Transport to the village in question, and around the fields, is generally not a problem
for government officials, since they have access to government vehicles. However, it 
cant be a major problem for limited-resourct- farmers. For this reason, generally the 
people responsible for the field day organize transport for the farmers as well (both
to the village and around the fields). Large tnicks, busses or four wheel drive 
vehicles can usually be obtained from the CTO, or the ministry pool for this purpose. 

(c). 	 Logistics. The success or failure of a field day depends on careful planning, good
organization and constant checking of arrangements. 

In order to have good attendance, the (late of the field day must be decided upon
well in atvance. The same applies for the selection of an audience (who is to be
invited). As soon as the audience is selected and the date set, the prospective
audience must be informed of the date and invited to attend. The more time allowed 
for people to fix their schedules and organize their affairs, the more people will be 
able to attend. For example, it is not useful to invite people to a field day two days
beforehand, because they will have planned other activities for that date. 

Researchers must also work with farmers and extension agents to choose which fields 
to visit. This needs to be done early, to allow time to select the most appropriate
fields. Within ATIP we have generally chosen fields which: 

i. Represent the type of work being (lone, 
ii. 
iii. 

Show off promising results from im*proved technologies, or 
Provide examples of certain specific problems which can then become a focus 
for discussion. 

If food is to be provided for the visitors, this als, requires careful attention.' First it 
is necessary to estimate how many people will aitend. Then it is important to decide 
on a menu. This is usually done together with farmers in the host community.
After ilhat the amount of food required cln be roughly calculated (and it is better to 
have too muchi them too little). The organizers will have to purchase the food, find 
people to do the cooking, organize pots, plates, cups, knives and forks (usually 

Until now the meal at ATIP sponsored field days has been financed mainly by ATIP. 
However, other channels arc now being explored For example, it might be oossible for 
the farmers themselves to make contibutions, for the meals to be financed and provided
by the local Rural Training Center, or for the meais to be financed by ALDEP. With 
reference to the farmers making the contributions, this has, in fact, already been 
successfully done in some farmer ficlds in the Mahalapyc area. 
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possibie through the local primary school), identify a place for the andmeeting,know what to do if it rains. All of this should also be done in advance. 

In any case, whether food is provided or not, the organizers should ensure that wateris available for people to drink in the field during the field tour. People will find itdifficult to concentrate, and will be quite uncomfortable and want to leave the field,
if they are allowed to become thirsty. 

When planning a field day, it is necessary to develop program schedulea or for theday. This informs the participants about what is happening, and allowsalso theorganizers to make sure that they sufficiertallow time to cover all the importantitems. Before finalizing the schedule, shortly Vefore the field day, the organizersshould drive around to all the fields they expect to visit during the field day.will allow the organizers to estimate the travel time required between tne fields, 
This
andalso ensures that there are no surprises on the day of the visits. Once this is done.the organizers can determine exactly how many field visits can reasonably be

included. 

Field days should start with an introduction of important visitors and an overview ofthe work the program has been involved in.2 A discussion of the days scheduleshould also be included. Time should be allowed at the end of the day for somefinal discussion of what the visitors have observed, some concluding remarks, and
thanks to the visitors for attending. 

Some ideas on the length of time required for various activities, and itenis to include, 
are given in Section 13.2.4. 

13.2.3 INVOLVING FARMERS AND EXTENSION PERSONNEL IN PLANNING 
AND PRESENTATIONS 

Participating farmers and local extension persnnel arc an important part of any on-farm
research program. They should therefore be included in the planning of all field days.
Additionally, when people are involved in the planning of an activity, they become moreinterested in ensuring its success. Thus involving farmers and extension in planing field
day; can 
 make those field days mLch more successful. 

Farmers paricipating in the research program and local extension personnel can be involvedin the planning in many ways. and can often contribute greaItly. F,r example. they can helpselect the most interesting fields to visit. Local people in the villa(gC can welcome ,hevisitors, and if food is to be prepared, they can he!p to organize a good location for eating,can help in oiganizing cooking and eating utensils, cooking and serving the food andcleanin g up afterwards. In addition. farners leam best fram fellow farmers, so it is alwaysan advantage, whe:ever possible, jotoave,,,id ; present the trials on their land tothe visitors. Extension personnel and researchers can always add to what thefarmer/presenter has said, if ttey feel important points have been left out.
 

There has been some discussion within ATIP about the problem of mixed audiences of 
researcher-,: and faner,. The major problem rcvolvcs around whether the focus of suchdays should be on farmers or researchers. There is great value in researchers attendingfarmer field days, but care needs to be tken t I public discussion does not becomedominated by researchers talking to rescarchcrs. icr than farmers talking to farmers
and to researchers. 
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Extension personnel may actually have items they wish to present during the field day, and 
may also help by assisting with trucks or vehicles for transporting farmers. Participation by 
extension personnel in field day activities generally adds to the overall program, and their 
participation will be more enthusiastic if they are included in the planning and 
implementation of the field day. 

13.2.4 	 SUMMARY GUIDELINES FOR FIELD DAY PREPARATIONS 

(a). 	 The audience for the field day ';hould be chosen early on. 

(b). 	 The date for the field day nu,t be set at least a month ahead of time (and preferably 
even earlier), and the individuals invited should be notified as early as possible (at
least ten days or two we,eks before the date, though three to four weeks is 
preferable). 

(c). 	 The farmers in the village who are hosting the field day and extension personnel 
should be included in the planning. 

(d). 	 The headman of the village should be contacted about the field day early in the 
planning stage. 

(e). 	 About a week before the field day, researchers should visit all the fieids that will be 
shown. They should check that all is in order, and estimate travel time between the 
fields. 

(f). 	 When making the schedule for the day, the planners should: 

i. 	 Start late enough so that most people can arrive in time; 
ii. 	 Allow for an opening session to welcome visitors, review the obiectives of 

the day and present the schedule (about 30 minutes should be sufficient).
iii. 	 Allow about 45 minutes to an hour for each field visited, plus whatever travel 

time is required between field:; 
iv. 	 Allow about 1 hour for lunch, if lunch is planned. 
v. 	 All ow about 30 minutes to 1 hour for a final discussion of the days 

observations and closing remarks. 
vi. 	 Allow enough time at the end of the program for visitors to be off the roads 

before dark. 

(g). 	 The organizers should be conscious of possible dehydratior, occurring and have ready 
supplies of water on hand. 

(h). 	 Whenever possible, ,ne organizers should have individual farmers present their own 
field plot work. 

13.3 FARMER TRAINING WORKSHOPS 

13.3.1 	 PURPOSE OF FARMER TRAINING SESSIONS 

Generally, farmer training is offered a. a response to an identified need. For example, in 
the Central Agricultural Region, farmer training has been centered around row planting.
[Iased on information from both research and extension it appeared that although the nu:,ber 
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of planters purchased had tripled, there was very low actual usage. Additionally, thefarming system team had experienced difficulty in testing 	options that required the use of theplanters. Therefore, it was considered important that hands-on farmer training be introduced. 

13.3.2 	 HOW TO ORGANIZE TRAINING 

Since 	 it is not possible to discuss how all training should be organized, we will providesome general guidelines based on our experience in organizing the training in row planting
techniques. 

The requirements of such a field 	course are to: 

(a). 	 Prepare the plot where the training will take place. 

(b). 	 Invite at least two farmers fro.- each of the extension areas, and the area AD. It isimportant to have those responsible for row planting operations present at the 
workshop. 

(c) 	 Work vith the AD and the farmers' comnmittee in the village where the training 

session will bei held. 

(I). Make sure the village head is informed and invited to officially open the event. 

(e). 	 Arrange accommodation. If no accommodation is available organize for tents to beerected at an appropriate location, that is, when. water and toilet facilities are 
accessible. 

(f). 	 Organize the purch as. of food, etc., and for incals It)he prepalcd. 

(g). 	 Prepare a schedule of the training program, and invite those intdividuals involved inthe training. Since farnicrs henefit more from practical than theorctical sessions. 
more time should be devoted to hands-on training. The toll owing is a list of
practical aspects that ,:ouIld he included in tih training program: 

i. 	 Show farulers ho¢w the different pl'anters operate. with p;trtict.lai ci pha 5is on 
the types of planters th;'t they use.

ii. 	 Let farmers practice at selecting tile correct seed plate or seed hole for tile 
type (A seced provided.

iii. 	 Ilave the farmcrs pull the planter itfew ineteis to dernmsirate how the seed 
drops.

iv. 	 llitch th,."planters 0 tlidon key teams and practice row plantingn.
v. flitch the ciivator, to the 	donkey teams and practice inter-row cultivation. 

A discussion of tl'e following theoretical aspects could be included in the training 
program: 

i. 	 Seedhed preparation. 
ii. 	 Seed and seeding. 
iii. 	Types of yokes. 
iv. 	 Importance of row planting. 
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13.3.3 ORGANIZATIONS WHICH MAY OFFER ASSISTANCE IN TRAINING, 
AND THEIR ROLES 

(a). Trusts, Brigades And Other NGOs. These non-governmental organizations have 
played an important role in farmer training. For example, the Palapye Development
Trust (PDT) assists in the training process by providing training facilities (e.g.,
equipment, traction animals, etc.) and has personnel who can carry out the training. 

(b). Rural Training Centers. Provide trainers 
RTC has done this on many an occasion. 

and logistical support. The Mahalapye 

(c). Department Of Agricultural Research. Provides 
workshops offered by this department provide 

trainers and logistical support. 
an opportunity to explain to 

The 
the 

farmers the findings from research conducted. 

(d). Extension Service. Selection of farmers, sites, and general organization of farmer 
training workshops. 

(e). ALDEP. Trainers and training equipment are provided by this organization. 

13.3.4 IMPACT ASSESSMENT 

An impact assessment involves undertaking a follow-up of farmers' activities during the 
season. It provides feedback on tile effectiveness of the training, and also identifies problem 
areas that need to be included in future training courses. This assessment can be undertaken 
by any of the people involved in the training since they all, at one point or another, need to 
visit the farmners. To date, ATIP has taken the lead in carrying out these follow- ips.
Assessments were made on the farmer's ability to row plant, and to identify any problems 
that were encountered. Issues that relate to yield were measured. 

13.4 PARTICIPATION IN AGRICULTURAL SHOWS 

13.4.1 BACKGROUND 

The participation of research personnel in District Agricultural Shows provides an ideal 
opportunity for interaction between farmers and researchers. This interaction allows the 
farmers a chance to see what new technologies have been developed, and for researchers to 
obtain feedback on such technologies. 

At times researchers work with other groups in organizing these agricultural shows. For 
example, ATIP and extersion personnel in Mahalapye successfully co-sponsored row planting 
contests at agricultural ihows during the 1987-88 and 1988-89 seasons. While it is not 
possible to cover all aspects of organizing a variety of agricultural shows, the following
discussion of the row planting competitions illustrates, in general, what is involved and 
identifies points to consider when undertaking such an activity.' 

The purpose of such contests is to promote quality row planting and at the same time 
entertain the audience while conveying a message. Potentially such contests could be held 
not only at the district but also at the national level. '[hose farmers who were the best row 

See Modiakgotla, Sicbert. Nlakhwaje and Dira 119901 for a more detailed discussion. 

File: A105.3/13 - 282 - Date: June 5, 1990 



planters in their respective districts could be given the opportunity to compete for theNational Row Planting Championship title. Such competitiona could be run on a yearly
basis. 

13.4.2 ORGANIZING THE CONTEST 

Organizing a faziner contest is not difficult if the agencies therelevant of MinistryAgriculture collaborate. Each agency has a very important role to play. Ideally, a working
of 

committee should be formed to handle the details of the contest. 
The working committee should represent all the agencies that have a common message toconvey to the audience, and its selection should be done well in advancetime to organize the activity. In the past, a number of agencies 

to allow enough
have been represented,including the DAO, RTC, ALDEF, APRU, Agricultural Information Division of DAFS,

ATIP, etc. 

The working committee allocates tasks according to the mandates of each participating 
agency. For example:
 

(a). The DAO's office and the ADs can pubiicize the event at the village level thereby
attracting potential contestants and spectators. A list of participants is drawn up andpresented to the working committee. Each participant is to be briefed on all aspectsof the contest, and what is expected of them. Additionally, it is important to ensurethat the contestants have the necessary equipment, animals and personnel in order to
be able to participate.
 

(b). The Rural Training Center (RTC) can 
 provide fond for all contestants. Wherecontests are held near a Rural Training Center, such a center could be used asource of accommodation for contestants. I-or other areas, 
as 

it may be advisable fovthe district extension office to organize the accommodation. The RTC may also beassigned the responsibility of holding a rehearsal with the participants. At therehearsal it is important make sure that farmers know how to theselect correct seedplate [DAR. No Date] and adjust their planters, explain the depth of seed placementin relation to soil moisture, explain the rules and regulations of the contest, etc.
 
(c). ALDEP have, in the past, provided prizes for the contests. Since they aire so heavily
involved in providing animal traction and eCquipment to fanners, it is likely they willalso take major responsibility for organizing contests in future years. 
(d). The Animal Production Research Unit (APRU) in DAR, can sometimes providetransportation of iraction animals since Zhey are used to undertaking such operations. 
(e). The Agricultural Information Section of DAFS can be invited theby workingcommittee to help provide commentary, and keep the contest interesting for the 

spectators. 

(e). Farming systems teams can provide a supportive or back-up role. Until now, ATIPhas played a leading role in the general organization of the contests in the CentralAgricultural Region. However, future,in the as indicated above, it is planned thatmajor responsibility will handed over to ALDEP and other extension personnel within 
the regions. 
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13.4.3 	 CONTEST REQUIREMENTS 

There are a number of actions that need to be undertaken in order to ensure the contest is 
successful. A few of them are as fol' )ws: 

(a). 	 The plots have to be prepared. Each contestant requires plot of 10m x 30m is 
enough for one contesting team. The plot must be plowed in advance and levelled, 
if necessary. Plot boundaries need to be marked with lime and the distance between 
boundaries should be more than two meters. A barrier needs to be built around the 
contest area in order to distance the audience from the contesting teams. Enough 
room needs to be left at the headlands for easy tum',g of animals. 

(b). 	 Banners can be used to indicate who the participating agencies are, while posters can 
provide the audience with information related to the contest activity. 

(c). 	 Flags of steel wire of about 50cm lengths with a small peace of plastic stapled at 
one end can then be used in each row to represent plants, and are placed at about 50 
centimeter intervals. Crop stover can be used instead of flags. 

(0). 	 Kraals, animal feed and water need to be made available for the animals of the 
contestants. 

(e). 	 Judges need to be selected and agreement needs to be reached on the scoring systern 
to be used. Judges may include extension and other knowledgeable personnel such 
as farmers experienced in row planting. It has been found that for most contests a 
total of six judges is about optimal, but of course this will partly depend on the 
number of teams contesting. Table 13.1 provides an example of a possible scoring 
system to be used in the judging contest. 

TABI.Fi 13.1: SUGGESTAI SCORING SYSTIM FOR ROW PLANTING CONTESTS 

TASK 	 POINTS POSSIBL.F POINTS OBTAINED 

Seed plate setting 010-

Correct hitching 0-10
 
Speed of row planting 10
 
Quality of row spacing 0-10
 
Strai,-htness of rows 0-10
 
Seed placcrnent 0-10
 
Inte: -row cultivation speed 10
 
Quality of inter-row cultivation 0-10
 
Handling of donkeys 0-10
 
General knowledge on row planting 0-10
 

TOTAL POINt'S 

(f). 	 In order to provide good quality commentary, script preparations need to be 
undertaken well in advance. The commentator needs to be able to explain how the 
farmers were selected, to convey personal information about the contestants, what the 
tormers are expected to provide, what the contestants will be expected to do, how 
judges will evaluate the contestants, etc. This informatioi, needs to be reported at 
several points during the contest itself, along with a running commentary on the 
actual activities taking place, etc. 
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APPENDIX B: GLOSSARY
 

Substantial lists of definitions arc found in other publications. Particularly useful ones are found in Amirand Knipshecr [1989], Bycrlec et aL., [1980], Caldwell, Taylor and Walecka [1987], and Shaner et al.,
[1982]. Some of the technical terms used in the handbook are defined on the following pages. Other
 
common technical terms not mentioned in the handbook which readers will often see in 
 other FSR

literature are also given. The following list of definitions is taken mainly from the references just cited.
 

Acceptability Index: The percent of representative farmers using a technology times the percent of the
 
crop land for which the technology is used, divided by 100. This gives an index with range
a 
from 0 to 100. 

Agro-Climatic Zones: areas environments similar conditionsZones, or with agro-climatic but not
necessarily adjoining each other. Where a crop exhibits roughly the same biological expression, 
so that, for example, a similar variety of ferfility responses would be obtained within a given
environment, everything else being equal. 

Agro-Economic Zones: Zones that are defined terms of commonin features; may involve such 
dimensions as climate, soil resources, land use, ethnic grouping, and market access. 

Alternative Hypothesis (Ha): The alternative to the null hypothesis. Expresses the idea of difference or 
significance of difference, it contrast to the null hypothesis. 

Analysis of Covariance: An extension of analysis of variance in which the treatment means of thevariable of interest are adjit..,ed to values they would have if there were no variation in the 
values of a second variable, called the covariate. 

Analysis of Variance (ANOVA): A statistical method for comparing variance in responses among

treatments with variance reflecting natural variation 
 in fields, and assessing the probability that
the differences among treatments are due to the effects of the treatments themselves, rather than 
to natural variation. 

Baseline Data: Data collected at the beginning of a project/study (e.g., on crop yield, labor input,

market prices, etc.), against which later results can be evaluated.
 

Benefit-Cost Ratio: A ratio 	of discounted returns to discounted costs. 

Binomial: A type of data format used in questionnaires which restrict responses to a "true" or "not true" 
answer, i.e. "1" or "0" entry. 

Block: 	 A group of plots similar in certain characteristics (e.g., soil type, fertility, plant stand, etc.) prior 
to the application of the treatments. 

Budget The sum of all expected products (or increased inventories) times their respective prices, less the 
costs of all items used in production. 

Budgeting: Budgeting is a type of economic analysis based on costs and returns of production. 

By-Products: Materials produced as wastes in sonic industrial or food-preparation process that may be 
used as feed. 

Capital Intensive: An enterprise 	 make up thein which capital inputs largest proportion of total inputs.
Usually, capital intensity is measured against the levels of labor and/or land used in the
enterprise. In most cases, the relative level of capital must equal or exceed an arbitrary relative 
level selected for the study. 

Capital: Wealth in an) form, such as money or property, that can be used to produce more wealth. 
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Ceteris Paribus: All other things being equal. 

Character In computing work, a type of data format which contains alphabetical and numeric entries. 

Choices: The options available to the decision maker. 

Choice Criterion: A measure adopted as a basis for comparing the consequences of alternative acts.
 
Cluster Sampling: A form of multistage sampling in which all the units at the last stage 
are sampled. 
Coefficient of Determination (R): A statistic measuring the proportion of the variation in a -set of data 

which is associated with the least-squares regression equation describing the data. 
Coefficient of Variation: A statistic used measureto relative variability; the ratio of the standard 

deviation to the mean, expressed as a percentage. 
Commodity-OrientedResearch: The focusing of research on one or more crops or animals by studyingthem in detail. Commodities are usually selected on the basis of investigations that havedemonstrated their importance to the farming system.
 

Complementary Relationships: Refers to relationships within the farming system which 
 are formed to bemutually beneficial for each party involved (e.g., draft animals help in the cultivation of crops,while crop residues are food for livestock).
 

Complete Blocks: Every block has all 
 treatments in the experiment, so the number of replications equals
the number of blocks. 

Completely Randomized Design (CRD): The research team randomizes treatment over all plots, and there 
are no blocks. 

Confidence Interval: The population mean U, is somewhere between the mean of a sample of X + zS,.This interval is called a confidence interval for U. The zSX is some multiple of the standarddeviation of the sampling distribution X. 
Continuous Data: Data on which the data points Lan be any value and any number of intermediatevalues are possible (e.g., yield in kg/plot: between the value I kg/ha and the value 2 kg/ha,intermediate values such as 1.25, 1.5, etc., kg/ha are possible). 
CorrelationCoefficient (r): A measure of the degree of association between two variables. It does notindicate direction of cause-and-effect. 

Covariance Analysis: Sec Analysis of Covariance.
 

Criteria: Principles or standards by which something is judged.
 

Cropping Pattern: The arrangement of crops on a given field 
over a given period of time (usually 12 
months).
 

Cropping System: The crop production activity of a 
farm. It comprises all components required for theproduction of the set of crops of a farm and the relationship between them and the environment.These components include all necessary physical and biological factors, as well as technology,
labor, and management. 

Cropping Systems Research: Such research concentrates on crops and cropping patterns, alternativemanagement practices in (lifferent environments, and interactions between crops, between cropsand other enterprises, and between the household and environmcnil ifactors beyond thehousehold's control. The procedures are similar to farming systems research, but the breadth isgenerally less. 

Database: An organized file of information on a particular study or subject which is maintained in a data
storage system such as a computer file. 
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Degrees 	of Freedom (DF): The number of comparisons possible. It is always one less than the number
 
of blocks, treatments, plots, etc., thie divisors for each sum of squares in an analysis of variance.
 
It is the number of observations in the data collection that are free to vary after the sample

statistics have been calculated.
 

Discipline: Refers to a particular field or study, e.g., agronomy, agricultural economics, etc. 

Discrete Data: Data in which the data points are whole numbers, and intermediate values are not 
possible (e.g., number of pods on a sample plant: between the value I pod and the value 2 pods,
there cannot be intermediate values such as 1.25, 1.5 etc., pods) 

Domain: A group of sampling units amongst which there is a high degree of homogeneity. 

Downstream FSR Programs: FSR programs that identify and test possible innovations that easily

integrate into existing farming systems by focusing on close interaction with farmers via on-farm
 
trials; also known as site-specific FSR programs. Is somewhat analogous to "FSR with a pre
determined focus" and "FSR in the small".
 

Dryland: Land that, except for limited periods, does not hold moisture in the roofing zone in excess of 
that held at field capacity. 

Economic (Societal) Analysis: Analysis of projected benefits and costs from the viewpoint of the 
economy or society. 

Economic Feasibility: Activities and investments that produce benefits in excess of costs when the tine
 
value of money is considered.
 

Endogenous Factors: Those factors under the control of the farmer. 

Enterprise: Activity undertakcn to produce an output that contributes to total production or income of the 
farm family. Enterprises in FSR typically concern crops, livestock, r,'ocessing, or upgrading
agricultural commodities produced on the farm; productive non-agricuiltral activities carried out 
on the farm (such as handicrafts), and productive off-farm activities carried out by the household 
members. 

Enterprise Budget: A projection of costs and returns for a specific farm enterprise identified by unit of 
production and time period of production. 

Environment Consists of the technical (natural) and human (socio-economic) environments. Physical
and biological factors constitute the natural element or environment while the human element can 
be divided into endagenous and exogenous factors. 

Ex Ante Analysis (Evaluation): Analysis (lone before the event of the expected biological, economic 
and/or social benefits of uial and/or treatment choices prior to conducting the trials, in order to 
make decisions about trial type and treatments. 

Ex Port Analysis (Evaluation): Analysis performed after the event (looks what actually happened).at 
The analysis examines the effects/impact from introducing new farming systems technologies and 
may be concerned with the following: adoption rates, profitability, enabling and constraining 
factors. 

Exogenous Factors: Factors outside the control of the individual farmer (e.g., general availability of 
fertilizer).. 

Experimental Design: How to arrange treatments in fields and among farms so that researchers can 
analyze the differences in responses among treatments using statistical methods. 

Experimental Error: The error in an experiment that leads to differing responses resulting from the same 
experimental treatment. 

Experimental Variables: Those variables in an experiment that the researcher tests (e.g., fertilizer, 
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varieties of seed, etc.).. 

ExploratorySurvey: A process by which the researchers move through the target regions and informallyinterview farmers and other persons knowledgeable of agriculture to arrive at a tentativeunderstanding of farmers' exin:!ing production technologies and constrains to farmers' prod:iction
and income. 

Extension: Those agencies whose role involves the diffusion of agricultural information. 

Factor: In statistics is a group of related treatments.
 

Factorial: Refers to the manner 
 in which treatmenis are assembled. A complete factorial experimentincludes all possible combinations of the selected levels in two or more factors. Analysis of
variance includes interaction term(s). 

Farm: An organized decision making unit within which crop and livestock production, together with offfarm activities, are carTied out for tilepurpose of satisfying the farming family's goals. 

Farm Management: A science that deals with the proper combination aid operation of production factors(including land, labor, and capita!) and the choice of crop and livestock enterprises to bring abou a maximum and continuous return to the most elementary operation units of fanning. It concernsthe sound organization and skillful operation of a fPrm business for the purpose "maximizingcontinuous benefits consistent with the objectives of the farm operator or farm household. 
Farmer Feedback: The assessment by the farmcr of a technology or methodology being tested or

demonstrated by extension or research.
 

Farmer-ManagedTrial: On-farm experiment managed by the farmer 
 to learn how fainncrs implement
suggested improvements. 

Farming Enterprises: lProduction activities on a farm (e.g., crop production or animal production). 

Farming Systems Research (FSl?): An approach to agricultural research and dcvelopment that: (a) views
the whole farm as a system, (b) focuses on the interdependencies among the components under
the control of members of the farm household, and how these components interact with the
physical, biological, and socio-economic factors not under the household's control, and (c) aims atenhancing the efficiency of farming systems by improving the focus of agricultural research inorder to generate and test better tchnology. FSR focuses primarily on the technology 
componen .

Farming Systems Wo-k (FSW): Unlike FSRI-, it incorlxprates an interest in improving policy/support
systems as well as in technology developnment. 

Farming System: A unique and reasonably stble arrangement of farming enterprises (i.e., crops,livestock and off-farm) that a hotaschold manages according to well-defined practices in responseto the physical, biological, and socio-economic environments, and in accordance with thehousehold's goals, preferences, and rcsources. These factors combine to influence output and 
production methods. 

Field Book: A field book is a set of data collection forms on which to record all of the data to be
collected in the field for v'particular trial. 

Field Cost (Of An Inpu.): The fild picc of an input multiplied by the quantity of an input used. 

Field Price (Of An Input): The value which must be given up to bring an extra unit of input into thefield. Can be either the money field price or opportunity field price. 

Field Price (Of An Output): Is the value to the farmer of an additional unit of production in the field.Depending on the end use of the product, it can be valued as either the money field price or the
opportunity field pice. 

Field (FarmingSystems) Team: A group works with farmers on their fields. Such teams often consistof agronomists, economists, and supporting technicians. Whcre livestock is important, an animal 
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scientist should be part of the team; and in areas where women are responsible for growing 

important crops or performing critical operations, field teams should include women. 

Field: In computing work, it is an individual item of data within a record, such as a farmer's name. 

File Name: The identifier used for a set of data stored on a computer disk. For IBM computers the file 
name can be up to eight characters or numbers followed by a period and three additional 
characters or numbers. 

FinancialAnalysis: Analysis of benefits and costs from the viewpoint of the economy or individual. 

Fixed Cost A cost remains constant with the varying levels of output. 

FormalSurvey: A survey of randomly chosen farmers who are interviewed by trained personnel using a 
written questionnaire to provide quantitative data on a fanner's circumstances. 

Frequency Distribution: A table or graph indicating the frequency of occurrence of particular values of 
a variable. 

F-Test (F-Ratio): The ratio of one variance (or mean square) to the error variance (or mean square);
this ratio is compared with tabulated ratios to determine significance. Also called the variance 
ratio. 

Heart (Chest) Girth: The distance around the chest just behind the front leg. 

Heterogenous: Many different types (e.g., would be those farmers who farm under dissimilar conditions 
and in diverse ways). 

Homogeneous: All of a similar type (e.g., would be those who farm under similar conditions and in 
similar ways). 

Household Goals: Aspirations the farm family has, such as increased income, adequate education, and 
improved quality of life, and which may vary from one family to another. 

Household: The farmer and other members of the family who form a consuming and producing unit and 
a social organization. tlouseholds are often under the management of a single person, but 
sometimes operate collectively. Members normally live and sleep in the same place, share meals, 
and divide household duties. Household members share some goals, benefits and resources. 
They are independcnt on some and in conflict on others. 

Hypothesis: A tentative statement or explanation of certain observed facts that is used as a basis for 
further investigation or argument. 

Hypothetical: Relating to a situation or set of circumstances which does/do not exist in the real world, 
and is used only as an example of what could possibly exist. 

Informal Survey: Surveys undertaken without formil sampling procedures, pretested questionnaires, and 
other means that permit statistical analysis. The interview is sometimes structured according to a 
checklist of information but with flexibility !o explore certain practices or problems in more depth
depending on the farmers' responses. See also Rapid Rural Appraisal. 

Infrastructure: The supportive features of an economy often provided by government but sometimes 
provided by private industry, 
governmental organizations. 

e.g., transportation, electricity, water, communication, and 

Input: A factor of production, i.e., land, labor and capital. 

Intercropping: Growing two or more crops simultaneously in alternating 
same plot (see also Mixed Intercropping). 

rows or sets of rows in tie 

Interdisciplinary: A term describing frequent interactions among those from different disciplines who 
work on common tasks. Interdisciplinary activities tend to have better results than if those 
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involved had worked independently.
 

Inter-Household: Refers to interactions and relationships between two or more households and 
 their 
members.
 

Intra-Household: Refers to interactions and relationships among members of the same household.
 

Internal Rate Of Return: A rate of interest at which the net present value of an investment is zero.
 

Iterative Process: An approach 
 that involves repeating activities and calculatio'- to arrive at improved
solutions through a series of successively better approximations.
 

Interview Guidelines. These guidelines provide advice 
 on various aspects of the interviewing process.For example, the guidelines may include a list of topics/issues which are to be covered in theinterview, or they may advise on how to conduct an interview (e.g., length of the interview). 

Key Informant: A knowledgeable person such as a local government offici, leader, emtension ordevelopment staff member who has good background information relating to the objectives and
the area to be studied. 

Law Of Diminishing Marginal Returns: As equal increments of a variable input are combinedother fixed inputs in a production process, there 
with 

will come a point where additions to total 
revenue (i.e., marginal revenue) will decline.
 

Least Significant Difference (LSD): The smallest difference between any two means that can 
be accepted 
as statistically significant. 

Least-SquaresRegression: See Regression Analysis. 

Linear Programming: is: a mathematical technique used in farm planning which involves choices between
 
a number of otlions subject to 
 resource and other constraints.
 

Linear Regression: See Regression Analysis.
 

Lirestock Systems: Sub-systems within the lairming system made up of a set of one or more 	animals andcomprising all components required for their production, including the interactions among theanimals, other household enterprises, and the physical, biological, and socio-economic 
environments. 

Management Factors: Those factors the farmer can control through management decisions including suchvariables as; cropping and livestock patterns, crop varieties, field cultural practices, fertilization,
pest control, irrigation management, harvest data, sale of crop of animal products, use of lalxmr. 
animal, or mechanical power, anti post-harvest losses. 

Management Level: The level of non-varying or basal factors applied uniformly to an experiment. 

Management Practice: The use of a technological component defined by the type, amount, and timing of 
the component. 

Marketing: The performance of activities that will result in moving commoditics from the producer to 
the consumer. 

Mean: 	 The mean, or the sample mean (also called the mean of the sample) is the arithmetic average of a given sample. The mean is calculated by dividing the sum of the obscrvations by the number 
of observations. 

Measurement Error This relates to mistakes made in die enumeration and analysis of the dala, e.g.,faulty recording of responses, etc. Such errors occur in any type of' data collection "tndare dueto organizational and administrative deficiencies. Unlike sampling errors, this type of error is notrandomly distributed. Measurenent errors also lend to increase as the number of respondents
becomes larger. 
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Minimum Data Set: A minimum data set is a listing of all variables which will have data collected on
 
them during a given trial, survey or study. This data set is the minimum amount of data which
 
must be collected to complete the objectives of the trial.
 

Mixed Intercropping: Growing two or more crops simultaneously, intermingled in the same plot with no
 
distinct row arrangement.
 

Modified Stability Analysis: A type of regression analysis in which several individual treatments, at each
 
location, are used as the values of an independent variable called the environmental index.
 

Money FieldPrice (Input): Refers to the purchase price plus other direct expenses such as transportation
 
costs.
 

Money FieldPrice (Output): Refers to the market price of a unit of product minus storage, transportation
 
and marketing costs.
 

Multidisciplinary: Involves scientists from several disciplines, but ie effort is planned, executed and
 
evaluated by each person separately.
 

Non-Experimental Variables: Those variables not tested by the researcher in an experiment. They are
 
divided into those that the researcher cannot control, such as weather, and those that they can
 
control, such as farming operations. In FSR work, the team generally tries to hold the latter at
 
the farmers' level, but sometimes may use the level recommended by the extension service.
 

Non-Random Sampling: Method of sampling in which individuals are chosen by purposely selected units
 
without the use of a population list. See also PurposiveSelection.
 

Null Hypothesis (1!o): The working hypothesis which expresses the idea of no (,ifference or of non
significance of difference. 

Opportunity Cost: The value of an input or output in its best alternative use. 

Output The product (e.g., sorghum). 

Parameter If records were collected for the entire population of the universe (all the farms in the 
country) as in a census, only one fixed value could be obtained for each of these measures. 
These true fixed values for the entire universe are designated parameters. 

PartialBudget: A fonn of analysis designed to show net income change resulting from a move from one 
technology to another. It will not show profit or loss for the far as a whole. Thus it is a 
method of economic analysis which compares changes in variable costs and returns to assess the 
economic benefit of treatment differences. 

Partial: A term used to indicate that the change only occurs in one component of the fann. 

Plant Population: Numbers of plants per hectare -- or other measure of land area. Plant populations can 
be controlled by seeding rates and/or plant thinning to reduce population. 

Plot: Arn adjoining area of land planted in a homogeneous manner (luring a dcfined period, normally a 
year. Thus it is a name given to the physical location of each treatment or treatment 
combination in a given trial. 

Policy: Refers to actions and rules of governments implemented in order to meet regional or national 
development goals. 

Potential Leverage: Is maximized where adoption of a change can have the greatest positive impact on 
the productivity of the farming system. 

PrimaryData (Information): Data directly collected by the FSR team. 

Private Goals: Refers to ambitions/desires/needs that the farming family wants to achieve (e.g., to grow 
enough food to be self-sufficient). 
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Probability: The chance of an occurrence.
 

Probability Distribution: The spread of observed values around an 
actual value.
 

Productivity: The amount of output per unit of input.
 

Purposive Selection: A sample chosen to ensure that participants with certain characteristics are included.For example, choosing a sample to ensure that male and female-headed households arerepresented in the same proportion as they are found in the total population.
 
Random Sample: A sample drawn 
 so that every unit in the population or sub-population has an equal

probability of beirg selected. 

Randomized Complete Block Design (RCBD): The research team randomizes treatments within blocks.
 
Rapid Rural Appraisal: This term refers to those techniques that attempt 
 to optimize cost-effectivenesswith an emphasis on timely reporting and low demands on staff. This method attempts to producefairly quick, relatively clean research and recommendations. The techniques combine types ofinformation and methods of investigation such as informal surveys, interviews using checklistsrather than questionnaires, group interviews, and other ways of working with and learning from 

farmers. 

Recommendation (Crop Production): Advice in terms of operations, times, equipment, and materials forcrop production, presented as worthy of acceptance. Is information that farmers can useimprove the productivity of their resources (farming system). 
to 

Recommendation Domai,. A recommendation domain is a group of roughly homogeneous farmers withsimilar circumstances for whom the same recommendation can be made. Recommendationdomains may be defined in terms of natural factors (e.g, rainfall) and/or socio-economic factors
(e.g., area cultivated, traction type, etc.). 

Reconnaissance. Survey: See Rapid Rural Appraisal.
 

Record: In computing work, is inlonnation on an individual 
 person or case within a database. 

Regression Analysis: Is a statistical method for fitting continuous functions involving a single dependentand one or more independent variables. Linear regression involves roating a dependent variableto one independent variable. Graphically, the relationship is a straight line. 

Replication: The repeating of treatments in more than one plot. 

Researcher-Managed trials: On-farm experiments managed by researchers to develop and/or test new
technologies under conditions approximating that of the farmer. 

Residual Error: A statistical measure of random variability not accoLnted for by treatments, blocks, orother sources of variation imposed or accounted for by researchers. 

Resource Endowments: The amount and quality of resources (in 'he forms of land, labor, capital, etc.)available in a particular region or to a particular group of farms or to an individual farm. 
Resources: The means available for producing goods that are used to satisfy human wants. Land, labor 

and capital are common resources. 

Risk: The chance of some favorable or unfavorable event occurring. Occurrences that can be quantified 
on the basis of probability analysis. 

Sample: A number of individual units selected from all those units that compose a particular population. 

Sample Stirvey: Used to identify the many farm settings in which inferences about the larger population 
are desired. 
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Sampling: The process or technique of choosing the sample. 

Sampling Error This relates to the fact that a sample, chosen from a population, does not perfectly
 
represent the population. This type of error is expected to be randomly distributed. It is a
 
measure of how close tne statistics from the sample represent the larger population. It consists
 
of two elements: the Confidence Level and the Confidence Interval.
 

Sampling Frame: A list of the members of a population from whom a sample is to be drawn. 

Sampling Unit- The object of observation measurement, or data collection. Examples include pods on a
 
plant, plants in a field, rows in a field, plots in a field, fields in a domain, farm households in a
 
domain, etc.
 

Scatter Diagram: A figure drawn on two axes representing two variables with paired values of the two
 
variables plotted to show the distribution of observations.
 

Secondary Data (Information): Data that were collected and documen!ed by someone else. 

6ensitivity Analysis: Partial budgeting done using input and/or product prices different from those actually
 
observed during the experiment, but which have occurred in the past or could be expected to
 
occur at given probabilities in the future.
 

Setting Priorities: Assigning priorities to research topics means to rank them by order of importance.
The most important item would be ranked highest priority, the second most important item would 
be the second priority, and so on 

Significance Levels: Tile probability that an observed difference will be declared to be due to the 
treatments when it is actually due to random variation, expressed as a percentage.. The 
percentage -- 1(X) minus the significance level -- is the probability that the observed difference is 
due to the treatments. 

Societal Goals: Refers to the ambitions/desires/needs of the community/socicty to which the fanning 
family belongs (e.g., the community s'Ould want the farming families to grow enough food so 
that the conununity can have a g(x)d and reliable source of food). 

Sole cropping: The growing of only one crop at a time on a plot of land. 

Sondeo: See Rapid Rural Appraisal Survey. 

Standard Deviation: A measure of the absolute variability among experimental units of measurements 
and/or plot sizes. Is the square root of the variance. 

Statisics: A branch of mathematics dealing with the collection and interpretation of sets of data 
according to well-defined procedures. 

Stratification: A process of dividing a population into homogeneous sub-groups to increase sampling
efficiency. Stratification follows as closely as possible the definition o, recommendation domains. 

Stratified Random Sampling: Sampling in which the underlying population is divided into two or more 
strata, and random sampling is done independently within each stratum. The strata are analogous 
to blocks in field experiments. 

Supcrimposed Trials: Treatments added to fields already planted by farmers. 

Supplementary Relationships: Refers to relationships within the farming system which are are completely
independent of each other (e.g., keeping chicken on free range has no negative or positive impact 
on growing crops). 

Support Services: Systems that will determine the. appropriateness of a new technology - e.g., roads, 
transportation, markets, available credit, irrigation, and sources of supply for equipment, seed, 
herbicides and fertilizer. 
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System: Any set of elements or components that are interrelated and interact among themselves.Specification of a system implies a boundary delimiting the system from its environment. Twosystems may share common components of an environment, and one system may be a sub-system
of another. 

T-Test: A method for comparing two means. It is often the second step following an analysis of 
variance. 

Target Area: A geographical area or specific type of environment that a FSR team is expected to 
address. 

Technical Feasibility: The potential of a new technology to result in higher yielding animals c- crops.
 
Technology: The combination of all the management practices used for producing 
 and otherwise

managing a given crop, crop mixture, livestock, or other farm activity.
 

Test: Statistical test used to estimate the reliability of an 
experiment by determining how consistently the 
experiment will measure a given parameter.
 

Transformations: A mathematical operation, e.g., taking 
 the square root, that is applied uniformly toevery value in a data set, in order to convert the data set to a modified data set with properties(such as equality of variances of treatment means) that better fit the assumptions that must bemet to use statistical analysis of treatment differences. 

Treatment: What researchers do to one area of the crop or animal, in order to compare with other areasto which they do something different or nothing at all. Treatments can include interventions,researcher controls, average farmer controls, and individual farmer controls. 

Two-Stage Sampling: A sampling procedure in which sub-populations such as villages are selected first,

then units such as farmer groups arc chosen within 
 each selected sub-population.
 

Type I Error: The error that is committed when a null hypothesis is rejected when it is true, and 
 an
alternative hypothesis is accepted which is false.
 

Type II Error: The 
error that is committed when a null hypothesis is accepted but false, and the rejected
alternative hypothesis is actually true. 

Unit Of Analysis: The basic unit under study in a particular situation. For example, this may be a farmfamily, a hectare growing a particular crop with a spedtified technology, or a cow-calf unit. 
Upstream FSR Programs: FSR programs that generate prototype solutions leading to major shifts in thepotential productivity of farming systems in general. In essence, this is "FSR in the large." 
Variability: Differences in responses of treatments. May be partitioned (by correct experimental design)into one or more of the following: treatment, block (replication) and interaction error. 

Variable (Factor): An experimental treatment, or a component of an experimental treatmnt. 

Variable Costs: Costs that vary with the level of input. 

Variable Input: An input in a production process, the level of which is variable. Often the level used 
can be chosen by the decision maker. 

Variance: A mathematical measure of variability estimated as the mean square. It is the square of the 
standard deviation. 

Whole Farm Analysis: A methodology designed to search for optimal solutions through incorporation offarmers' objectives, farming systems, and resources to arrive at improved cropping and livestockpatterns and management practices for overall farming systems performance. 
Whole Farm Budget: A budget drawn up to show the anticipated consequences, in terms of selected 

measures of performance, of some actual or proposed farm plan. 

File: AIO5ADMIN/GLOSSARY . 303 - June 5, 1990 



APPENDIX C: ACRONYMS
 

AD Agricultural Demonstrator
 
ADNP Agricultural Development for Ngamiland Project

ALDEP Arabic Lands Development Programme

ANDP Agricultural Ngamiland Development Project
 
ANOVA Analysis of Variance
 
APRU Animal Production Research Unit
 
ARAP Accelerated Rainfall Arable Program

ATIP Agricultural Technology Improvement Project
 

BAMB Botswana Agricultural Marketing Board 

CATIE Tropical Agricultural Research and Training Center 
CIMMYT International Maize and Wheat Improvement Center 
cm Centimeter 
CPDF Cumulative Probability Density Function 
CRD Completely Randomized Design 
CTO Central Transportation Organization 
CV Coefficient of Variation 

DAFS Department of Agricultural Field Services 
DAO District Agricultural Officer 
DAR Department of Agricultural Research 
DLFRS Dryland Farming Research Scheme 
DM Dry Matter 
DPS Division of Planning and Statistics 
DPSM Directorate of Public Service Management 
DR Drought Relief 

EFSAIP Evaluation of Farming Systems and Agricultural Implements Project 

FAO Food and Agriculture Organization 
FMFI Farmer Managed, Farmer Implemented 
FS Farming Systems
FSAR Farming Systems Approach to Research 
FSR Farming Systems Research 
FSR & D Farming Systems Rescaih and Development 
FSR/E Farming Systems Research/Extension 
FSSP Farming Systems Support Project
FSSR Farming Systems Southern Region
FSW Farming Systems Work 

GOB Government of 3otswana 

ha Ilectare 

IFPP The Integrated Farming Pilot Project 
IRRI International Rice Research Institute 

kg Kilogram 
km Kilometer 

LAC Livestock Advisory Center 
LSD Least Significant Difference 

In Meter 
MC Marginal Costs 
MDP Molapo Development Project 
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ml 
mm 
MOA 
MPP 
MR 
MRA 
MVRU 

NCS 
NGO 
NNB 

OFR 
OFR/FSP 
OSR 

PDT 

RAVC 
RCBD 
RDA 
RELO 
RIIC 
RMFI 
RMRI 
RSU 
RTC 
TCR 

TLGP 

USAID 

VMP 

Milliliter
 
Millimeter
 
Ministry of Agriculture

Marginal Physical Products
 
Marginal Returns
 
Marginal Returns Analysis

Multiple Visit Resource Unit (survey)
 

National Conservation Strategy

Non-Governmental Organizations

Net Nutritional Benefit
 

On-Farm Research 
On-Farm Research with a Farming Systems Perspective
On-Station Research 

Palapye Development Trust 

Returns Above Variable Costs 
The Randomized Complete Block Design
Recommended Dietary Allowance 
Research Extension Liaison Office 
Rural Industries Innovation Center 
Researcher Managed, Fanner Implemented
Researcher Managed, Researcher Implemented 
Rural Sociology Unit 
Rural Training Center 
Technical Component Research 

Tribal Land Grazing Land Policy 

United States Agency for International Development 

Value of Marginal Physical Products 
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APPENDIX D: FORMS IN ANNEX VOLUME
 

Examples of many forms used in ATIP's work over the years are included in the Annex Volume 
[Worman, Norman and Ware-Snyder, 19901. A list of those included is given below. 

SECTION AI: 
AI.1 
A1.2 

VILLAGE AND FARMER SELECTION SURVEYS 
EXPLORATORY SURVEY 
CENSUS FRAME SURVEY OF ARABLE AND LIVESTOCK FARMING PRACTICES 

SECTION A2: 
A2.1 
A2.2 

MULTIPLE VISIT SURVEYS 
MULTIPLE VISIT RESOURCE UNIT SURVEY -- HOUSEHOLD 
MULTIPLE VISIT RESOURCE UNIT SURVEY (MVRU) 

PROFILE 

SECTION A3: 
A3.1 
A3.2 
A3.3 
A3.4 

BASELINE SURVEYS 
BASELINE SURVEY FORM, TUTUME AGRICULTURAL 
TRADER BASELINE SURVEY 
1989 BEAN BASELINE SURVEY 
BASELINE SURVEY FOR FARMER GROUPS 

DISTRICT 

SECTION A4: 
A4.1 
A4.2 
A4.3 
A4.4 

FIELD TRIAL RECORD SHEETS AND END-OF-SEASON 
FIELD BOOK FOR RMRI AND RMFI TRIALS 
FIELD BOOK SHEETS FOR MAHALAPYE TRIALS 
FARMER GROUPS TECHNOLOGY OPTIONS TESTING 
1989 END-OF-SEASON TRIALS ASSESSMENT SURVEY 

OPTION TESTING GROUPS 

SURVEYS 

FOR RESEARCHER LED 

SECTION A5: PRICE ANDI MARKETING SURVEYS 
A5.1 ATIP PRICE SURVEY GROUP/TRADER FORM 
A5.2 RESOURCE VALUATION SURVEY 
A5.3 LIVESTOCK PURCHASES 

SECTION A6: LIVESTOCK TRIAL FORMS AND SURVEYS 
A6.1 COOPERATOR MIILKING RECORD 
A6.2 WEEKLY DATA SIIEET -- RESEARCH AND DEMONSTRATION KRAAL 
A6.3 LIVESTOCK INVENTORY SURVEY 
A6.4 LIVESTOCK INVENTORY CHANGES 
A6.5 ATIP NIAHALAPY1- LIVESTOCK PRACTICES SURVEY 

SECTION A7: SPECIAL PURPOSE SURVEYS 
A7,I ATIP AGRICULTURAL DEMONSTRATOR SURVEY 
A7.2 COOPERATOR ASSESSMENT SURVEY 1988-89 
A7.3 HORTICULITURE PRODUCTION SURVEY 
A7.4 FARM FIXED CAPITAL INVENTORY 
A7.5 1989 DONKEY HARNESS SURVEY 
A7.6 SURVEY FOR THE ROTARY INJECTION PLANTER 
A7.7 ATIP CART SURVEY 
A7.8 ATIP TRACTOR OWNER SURVEY 
A7.9 ARAI" AND DROUGHT RELIEF SURVEY FORM USED BY ATIP 
A7.10 MATIJANGWANE INFRASTRUCTURE, SERVICES AND INDUSTRY 
A7.11 ROW PLANTING FIELI) COURSE IMPACT ASSESSMENT 
A7.12 ROW PLANTER CONDITION SURVEY 
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