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means of disseminating information on advances in
international health. The Institute is currently
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Internaticnel Development,
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Jokns Hopkins School of Public Health, brings together
leading Hopkins experts in biamedical, environmental,
social science, and health management fields. When thn
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child survival activitisg —- immunization, vitamin A
supplementation, and program evaluation —- and
established a faculty working group to focus on :ach.

This distinguished group of Hopkins professionals,
together with collaborators from established research
centers and other major academic institutions throughout
the world, provides a camprehensive approach to
international development.
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INDUSTRIZ?L SAMPLING PLANS:
PROSPECTS FOR PUBLIC HEALTE APPLICATIONS

William A. Reinke, Ph.D.

Regardless of the setting in which sampling procedures
are applied, the purpose is the same: to determine at
minimum cost the value(s) of specified parameter(s) in a
defined wuniverse with sufficient precision to permit
appropriate decisions to be made. Sample findings, judged in
comparison with predetermined desired states, serve as the
basis for the decisions to be made with tolerably small risks
for error.

This purpose has been pursued actively in industry

throughout most of this century. We recall that the widely
used "t" *est in statistics was originally formuiated by an
employece of the Guiness Brewery in connection with his work
with small samples. Efforts to develop efficient sampling

schemes were intensified as a result of the military effort
during World War II and have coentinued, notably in the field
of industrial quality control, ever since.

Considering the broad range of industrial sampling plans
now 1in use for purposes fundamentally the same as those
considered in health matters, it is not unreasonaule to
erxpect that the fruits of industrial statistics might be

harvested in biostatistics as well. Indeced, some cross-
fertilization has already nccurred, but not to the extent
possible or desirable. The 1intent of this paper is to

explore many of the more prowising possibilities.

Introduction

Starting with the stated purpose of sampling, we examine
in the next section the individual factors to be considered
in designing a sampling plan for achieving the objectives.
For example, if conclusions are to be reached concerning
certain segments of a population, as well as the overall
population, this must be reflected in the sample design. The
concerned factors are used in the tollowing section to form a
classification framework within which relevant industrial

sampling plans are prese ted. Practical examples of their
application are given to highlight attractive features and
limitations of the individual plans. We then consider in

greater detail ways in which selected sampling schemes are
recommended to be applied to certain important health issues.
We also describe modifications to be made in existing
sampling procedures to make them more applicable to the
particular field conditions of interest. The final section
outlines needs for additional work on the subject and
presents a suggested protocol for carrying out further
studies.



Essential Factors in the Decision Process

Universe Characteristics and Size

Possible actions following sampling relate to a defined
universe. It 1is nccessary, therefore, to consider the size
and characteristics of the population and its ccmponents.
Geopolitical or other management units that serve as the
basis for action must be specified. To illustrate, are
conclusions to be drawn about specificz villages, or only at
the district level? Are all workers under one supervisor to
pe considered as a unit? Other bases for stratification
should also be enunciated. For example, 1if comparisons 'n
behavicr are to be made by level of educational attainment,
it may be necessary to employ stratified sampling in ordu: to
cnsure  enough  observations among  the highly  educated.

Although universe gsize 1s usually not a critical factor,
interest ir particular segments of the population may result
in groups s=mall encugh that their size should be noted in

detoroination of sample size.

Parameters and Standards of Acceptability

Universe parameters to be investigated must obviously be
defined unambiguously in advance. The definition must permit
measuremnent  or  classification into mutually exclusive
catcqgor o, Simultaneous interest in multiple parameters
will lead to consideration of ways in which the several itens
of Information can be obtained and analyzed most efficiently.

Considering the decision making intent of sampling,
estimates derived reygarding parameters should provide the
basis for action. This requires comparison in one of three
respects: (1) with predeterminec standards of acceptability
(e.q., at  least 70 percent of the target population
immunized): (2) among units of interest (e.g., determination
that ore worker's performance 1s significantly inferior to
that of others); or (3) with earlier conditions (e.qg.,
assessment of improvemenrts over time).

Nature of Variavility

The efficiency of the sampling procedures employed and
the validity of conclusions reached depend upon patterns of
variation present in the universe. 1In particular, if cluster
sampling is to be used in derivirg conclusions about a large
pcpulation, systematic differences between clusters should be
minimized, i.e., heterogeneity within clusters is desirable.
On the other hand, if decisions are to be made about
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use OC curves as a basis for judging and comparing various
sampling plans.

Review of Industrial Sampling Plans

Industrial sampling plans fall into two general group-
ings, depending upon the setting in which they are used.
When product 1is organized into discrete batches for
assessment  of quality, a lot acceptance procedure is
applicable. This is distinguished from the monitoring of a
continuous operation to make process decisions. To put this
in public health terms, decisions on the acceptability of
immunization levels achieved in a particular district would
call for a lot acceptance sampling plan, whereas an ongoing
child welghing program would be more appropriately monitored
through process sampling. The two approaches will be
discussed  separately, and sub-classifications within each
category will be identified.

Basic Lot Quality Assurarce
The most fundamental lot acceptance procedure sclects a

sample that is large enough to distinguish between a ilevel of
quality ecxplicitly detfined to bo acceptable and another level

that is clearly unacceptable. Thus, two points on the OC
curve are highlighted, along with tolerable risks of Type I
and  Type 11 error respectively. Conditions of quality

intermediate between these two points are necessarily associ-
ated with higher risks of Type 11 error. The minimum single
sampie size needed to satisty these requirements 1s then
determined, along with the number of "defects" permissible
for acceptance.

This approach hos been adopted by health workers under
the heading Let Quality Assurance Sampling (LQAS).
Proponents <ite the ability to make decisions on the basis of
small samples, This has nothing to do with the procedure,
however, since it follows the most basic rules of probability
theory. Rather, the small sample reqguirement comes either
from the wide differences between what is defined as
"azceptable" and "unacceptable", or from the relatively high
risks of error that are permitted.

To illustrate, consider the «case in which an
immunization rat=: of 80 percent in a terget population is
considered acceptable. If In a sample of ten children, at
least six are found to be immunized, one can regard the
population as adequately immunized with less than five
percent  probability of erroneously flagging for special
attention a group that, in fact, meects the 80 percent
immunizatirn target. 1In other words, the procedure to select
a random sample of ten children, coupled with d = 4, i.e.,
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The plan calls for an initial sample of 25, coupled with
acceptance number 5 and rejection number 11. Thus, if five
or fewer defects are found, sampling will be discontinued
with adequate assurance that quality meets or exceeds minimum
standards. Eleven or more defects leads to the definitive
conclusion that the product is sub-standard. Results in the
range of 6-10 defects are not definitive and call for a
second sample of 50. If the combined sample produces at
least 11 defects, the lot is to be rejected; otherwise it is
to be accepted.

The procedure might be applied to the checking of blood
pressure of pregnant women during their first antenatal visit
to a clinic. I'f a random sample of 25 cases shows that the
blood pressure was recorded in at least 20 instances, the
investigation is discontinued. If 14 or fewer bloocd
pressures are found, corrective action c¢an be initiated
immediately without need for further evidence. Otherwise, 50
more records would be sampled.

1t the procedure were to be employed over time, the
amount o1 campling per application would cbviously be 25 or
75 cases. At graphed in Figure 2, the average would be
closer to 2% whenever quality is decidedly inferior or
clearly superior. In ler. clear-cut situations it would be
closer to 75.  The average sample size might be near 50; the
procedure is more c¢fficient than one involving a single
sample  of %0, however, fe'  that sample size would be

inadequate in some cases and excessive in others. In short,
double sanpling procedures automatically focus data gathering
eftorts where they can be most useful, but at some cost in
administrative complexity. The procedures are widely applied
without difficulty in industry, however.

Considering the desirable features of double sanpling,
it would secem that triple sampling would be even better, and
indeed such plans have been developed and are in use. The
ultimate in this regard is Sequential Sampling, which
provides for continuous assessment of the need for additional
information bhefore making a decision. The decision
boundaries are two upward-sloping parallel lines constructed
as in Figure 3. Values for their intercepts and slope are
determined by the defined levels of acceptable and
unacceptable quality, along vith the associated risks of Type
I and Type 1T error that arc to be tolerated.

The chart on which the boundaries are plotted can also
be used to plot sample results in segquence. With each
observation one moves one unit along the horizontal axis.
Any defect that is found causes a shift of one unit up the
vertical axis. As long as the combination of samples
selected and defects found places one within the parallel
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circumstances defined as acceptable (80 percent coverage) an
unacceptable (60 percent coverage), along with correspondin
risks of Type I and Type II error {10 percent and 2
percent), a single sample of 22 observations would b
required. If at most six individuals were unvaccinate
conditions wculd be declared "acceptable.® The resultin
truncation is shown by dashed lines in Figure 3.

Rectification

Sampling is meant to be an aid to decision making. Th
design of the sampling plan depends, therefore, upo
available action alternatives and their costs,. I

particuiar, a finding of poor lot quality in some industria:
settings leads to 100 percent inspection of the product t«
screen out faulty material, rather than outright rejection
This option has led to develiopment of so-called Rectificatior
Plans.

Under these plans Type T1 error is considered to be morc
serious than Type I error. Allowing poor guality to gc
undetected can cause major difficulties later, whereas
commission of Type I error only results in making already
good quality even bketter, though at a cost of unnecessary
inspection.

With respect to Type 171 error, one of two criteria is

employed. some  plans specify a limit on Lot 7Tolerance
Defective (L'D). Lots which are at this guality level or
poorer are to be subject to rectification with high proba-
bility. For example, one might determine that material that

is as much as 10 percent defective should have not more than
ten percent probability of outright acceptance (resulting in
Type II error).

The other criterion that is sometimes employed spacifies
an  Average Outgoing Quality Limit (AOQL) . The AOQL
consideration arises from the fact that outgoing product will
cither be at the original level of quality or it will contain
zero percent defective as the result of rectification. On
the average the quality level will be somewhere between these
extremes. Thus, 1lots in the previous example that are 10
percent defective will retain that quality level one time in
ten and will be released with zero percent defective nine
times out of ten; over all lots of this initial quality the
average outgoing gqua’'ity will be one percent defective.

Lots of somewhat better iritial quality are 1likely to
have an AOQ higher than one percent because they are subject
to higher probability of acceptance without rectification and
consequent quality improvement. Thus AOQ will be low for
obvious reasons when initial quality is good, and it will be

o
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p variance among P; (i = 1,m)
= Ve + Vg/mn. (1)

The average of the P; is an estimate of population
coverage and is subject to sampling error measured by the
variance

Ve = Vo/m + V/mn. (2)

Where variation within clusters follows the binomial
distribution, Vg is Py (Ll - Pi) and is at most (.5)(.5). For
the sake of this discussion we therefore assume

Vo = (.5)(.5) = .25
We also specify that sampling error is to be limited such
that two standard errors are not to exceed a specified level
L, or

Ve = L2/4.

It follows, from (2), that

.25L% = YV /m + .25/mn

or

L2 = 4Vo/m + 1/mn. (3)

The total sample size, mn, will be minimized if clusters
of size 1 are chosen. Then

L = (4Ve & 1)/m. (4)

Because of economies associated with clustering, we are
willing to exceed this minimum, but we might stipulate that

the total sample size is not to be more than K. Then (3)
becomes
L2 = 4Vgy/m + 1/K. (5)

With L and K specified, the number of clusters, m, depends
upon the magnitude of V.

These considerations lead to a possible algorithm to be
described with the aid of a practical example.

1. Select five preliminary clusters of five
observations each and obtain Py, Py, ..., Psg.
[Suppose the results are .2, .6, .2, .R, 1.0}

2. Calculate Vp. [Vp = 0.128]

26



3. Determine V. from (1). [Ve = 0.078)

4. Specify L and determine from (4) the minimum sample
size required with simple random sampling. [We
suppose that the estim=te of popuiation coverage is
to b in evror by 10 percent at most, so that the

sampl: size must be minimally 132. ©Note that if Ve
were 0 ({(clusters maximally heterogeneous), then the
minimum sample size would be 100. We could specify

K as a multiple of either of these minina. ]

5. Specify K. (We select K = 264, being willing to
make as many as <*wice the n.mber of observations
needed with a random sample.)

6. Determine from (5) the minimum number of clusters
necded. [We find m = 21.2; then n = 12.5. &As a
practical matter, select 20 clusters of 13

chservations each. )

Table 1 presents generallzed findings for a range of
values of Vo and K, holding L fixed at 10 percent. With Ve =
0, that is all clusters ecqually representative of the popula-
tion as a whole, a single cluster is adequate. As Vg
increases, meaning that individual clusters are more unique,
a larger number of clusters is required to get adequate
representation of the entire population.

The relationships that have been spelled out suggest
other manipulations and inferences. The main point of
interest is to explore the advantage of twoc-stage sampling,
the purpose of the first stage being to select an efficient
clustering design for use in the definitive secondt-stage
investigation. The problem is that a smali sample at Stage 1
woula give an imprecise estimate of Ve and could mislead the
Stage 2 design, On the other hand, arn excessiv:ly large
Stage 1 sample could itself prove to be inefficient.
Investigation of these trade-cffs under field conditions is
expested to lead to flexible decision rules and consequent
Cluster Sampling designs most appropriate to 1local
circumstances.

Pattern Recognition

The preceding section has been concerned with the
efficient aggregation of cluster findings in order to make
overall assessments of defined populations. In contrast,
sample surveys are frequently intended to support rational
action in relation to population subgroups or small areas.
Because sample size bears little relation to population size,
this can lead to substantial data collection from a large
number of individual areas, and it is impcrtant to economize
on the effort in any way that is acceptable statistically.
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