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1.0 EXECUTIVE SUMMARY
 

This paper presents a review of the literature on health care demand
 

studies (HDSs) in developing countries. The objectives of the pa-er are to
 

describe the findings of previous studies, highlight the methodological
 

aspects where disagreement exists among researchers, and pinpoint the areas
 

where more research is needed.
 

The increasing emphasis on user fees for health services in developing
 

countries makes it useful for policy-makers to know how different pricing pol

icies may affect utilization of public and private health facilities. Utili

zation forecasts can be used t, assess the likely effect of fees on popula

tion's welfare and health facilities' financial performance.
 

In addition to price, there are other facility-specific variables that
 

affect the choice of provider and the amount of care demanded, and which can
 

be altered to achieve wanted outcomes. Thes;e are quality of care, and travel
 

distance to the facility, among others. Most HDSs have placed a dispropor

tionate emphasis on the effect of price on demand, and have often overlooked
 

the potential for influencing utilization through changes in non-monetary,
 

facility-specific variables. Consumer and environmertal variables also affect
 

demand decisions. However, these are generally viewed by decision-makers as
 

constraints in the medium term.
 

Several HDSs are reviewed in this paper. The analysis suggests that
 

their findings depend largely on the behavioral assumptions made and the sta

tistical techniques used to estimate demand equations. The review also shows
 

that few studies have looked at the issuies of consumer behavior under uncer

tainty and the desirability of health insurance. While some authors have
 

explored the welfare implications of alternative pricing policies, few have
 

analyzed systematically the simultaneous effects of alternative fee structures
 

on consumers' welfare and health facilities' financial performance.
 

There is some degree of controversy in the literature over the defini

tion of price and quality of health services. Some researchers contend that
 

facility-reported price and quality must be used to explain demand decisions.
 

In contrast, others argue that consumer-perceived price and quality are the
 

relevant measures. One empirical study suggests that provider- and patient

reported prices are equivalent as explanatory variables for contraceptive
 

demand decisions.
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Several methodological aspects of HDSs deserve further discussion,
 

particularly the adequacy of alternative statistical techniques and of con

sumer behavioral models, the definiticn of illness, the choice of recall
 

period, and the measurement of socioeconomic status.
 

While the findings of HDSs have been illuminating and have in part
 

been responsible for past and current policy shifts in health care pricing in 

developing countries, many questions that remain unanswered warrant further 

research. 
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2.0 INTRODUCTION
 

Most developing countries have subscribed to ambitious goals for the
 

provision of health care 
services to their populations. Historically, the
 

governments of those countries have had the policy of providing health servi

ces free of charge. The economic crises of the 1970's and early 1980's, how

ever, have eroded the ability of governments to pay for the costs of health
 

programs. As a result, many governments have recognized the need for charging
 

fees to users to complement the public resources that can be allocated to the
 

health sector.
 

Because governments of deveioping countries control a large share of
 

the health care supply, centrally imposed pricing policies can affect a large
 

proportion of the population. Further, although it is difficult for govern

ments to 
impose pricing policies on private providers, governments can influ

ence the behavior of the private sector through legislation. Thus, it becomes
 

important for policy-makers to know how alternative pricing policies may
 

affect total utilization of public and private facilities. Projected total
 

utilization figures can be used to 
assess the effect of price on population's
 

welfare and health facilities' financial performance.
 

Health services' price is only one of many variables which affect
 

utilization; other facility-specific attributes that also influence utiliza

tion are: the quality of services, the travel distance to the facility, etc.
 

Tnese attributes can also be changed by policy-makers' to achieve wanted
 

outcomes.
 

There are two other categories of variables that also influence demand
 

decisions: consumer and environmental attributes. The former includes indi

viduals' income and wealth, education, health status, and beliefs, among
 

others. The latter includes variables such as the weather and season of the
 

year, the presence of disease vectors, and community rules. In general, con

sumer and environmental variables cannot be changed in the medium term, and
 

are therefore viewed as constraints for policy advice purposes.
 

Health care demand studies (HDSs) are a powerful tool for understand

ing consumer demand patterns, i.e., how the choice of provider and the amount
 

of care consumed are affected by prices, quality, income, weather, and other
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factors. HDSs can provide valuable information to policy-makers. For
 

example, the free-care policies adopted by many governments in the world are
 
generally based on the principle that health care is a right of all. It is
 

believed that, by charging a price, the poor may be prevented from obtaining
 

needed care. Some HDSs have challenged that belief. They have shown that
 

although prices affect demand, the extent of their effect is lower than tradi
tionally believed; other factors such as travel time to the facility, drug
 

availability, and education have been shown to have 
a greater impact on
 

demand. The results of such studies have been in part responsible for the
 

shift of many governments toward the adoption of user fees in the health
 

sector.
 

Although HDSs provide valuable information, they are expensive. In
 

order to obtain reliable estimates of demand parameters, large sample sizes
 

ar- necessary. Collecting household data requires well-designed question

naires and well-trained enumerators. Furthermore, poor infrastructure and bad
 

weather make the data gathering process costly.
 

In view of the high cost of HDSs it is legitimate to put into question
 

their cost-effectiveness. Some may wonder: Are there less costly ways of
 

obtaining similar information? Unfortunately, the answer to that question is
 

generally negative. The lack of reliable census data in most poor countries
 
makes it necessary to conduct detailed surveys to obtain important household
 

information such as income, wealth, education, and use of health services.
 

Another reasonable question is: Are demand studies necessary everywhere?
 

Cost conscious policy-makers may be tempted to use demand data from country X
 

to evaluate policies in country Y. 
Such practice may prove dangerous to the
 

extent 
that socioeconomic circumstances may vary across countries or regions,
 

resulting in different behavioral patterns. There is a further argument in
 

favor of conducting additional demand studies: the lack of concensus regard

ing the appropriate methodology. For example, a recent study that uses a
 

somewhat different methodology from previous ones suggests that prices do have
 

an important effect on demand, contrary 
to what has been found in previous
 

studies, and that the poor may be more adversely affected by prices than the
 
wealthy. Finally, additional research is needed to study questions that have
 

not yet been addressed in the developing country context. In particular, it
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is important to understand how consumers deal with the uncertain nature of
 

health events, which may shed some light on the desirability of insurance
 

mechanisms and pre-paid health plans.
 

This paper presents a review of the literature on HDSs in developing
 
1
countries. Thc objectives of the paper are to describe the findings of pre

vious studies, to highlight the methodological aspects where there is dis

agreement among researchers, and to pinpoint the areas where more research is
 

needed.
 

The paper is organized as follows: Chapter 3 describes the research
 

questions and results of selected HDSs, and identifies areas for future re

search. Chapter 4 provides a brief discussion on the theoretical models of
 

consumer behavior used in HDSs. Chapter 5 describes the statistical tech

niques used in HDSs, and comments on their limitations. Chapter 6 presents a
 

discussion on samplinp methodologies. Finally, Chapter 7 is a discussion
 

about the data requirements of HDSs.
 

1The following is a list of the HDSs reviewed in this paper, including the country and
 
region from which the &ita originated: The questions raised by Hailer have been addressed in
 
several subsequent studies. See for example, Akin et al., 1985 (Bicol Region, Philippines), Akin
 
and Schwartz, 1986 (Jamaica); Ascobat, 1981 (Karanganyar Regency, Central Java, Indonesia);
 
Birdsall and Chuhan, 1986 (Rural Mali); Dikassa et al., 1986 (Rural idire); Dor et al., 1987
 
(Ivory Coast); Dor and van der Gaag, 1987 (Rural Ivory Coast); Fiedler, 1986 (Fural Guatemala);
 
Gertler et al., 1987 (Peru); Gesler, 1979 (Callabar, Nigeria); Kwon,, 1984 (Rural Korea); Lasker,
 
1984 (Ivory Coast); Mwabu, 1984 (Rural Kenya); Rosenthal, 1985 (Antigua and Barbuda, Dominica,
 
St. Kitts/Nevis, St. Lucia); Shepard et al., 1987 (Rural Rwanda); Young et al., 1986 (Ganzu
 
Province, China).
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3.0 RESEARCH QUESTIONS
 

HDSs attempt to identify and measure the relative importance of the
 

factors that affect people's health care demand decisions. However, each HDS
 

may have different research objectives. For example, one objective may be to
 

study how the quantity demanded for a particular type of service (such as pre

natal care) varies with household and provider characteristics. Another
 

research objective may be to determine how the choice of provider by a given
 

group of individuals (such as adult males) varies as a function of individual
 

and provider characteristics. Two increasingly popular research issues 
are:
 

1) how do out-of-pocket prices of services affect consumers' decision to seek
 

care from a given provider? and, 2) how do out-of-pocket prices affect the
 

amount of services consumed?
 

The analysis contained in this chapter suggests that there is some
 

degree of controversy in the literature over the number of providers used per
 

episode, the importance of price as an explanatory variable and how to measure
 

price and quality of services.
 

Most HDSs implicitly assume that people demand care from a single pro

vider in the event of an illness. Yet, a study by Mwabu (1984) shows that
 

people in his sample saw several providers during the course of a single ill

ness episode.2 Studies which overlook that possibility may provide only a
 

partial view of people's behavior vis-a-vis health consumption decisions.
 

The way prices, income, and other variables influence demand decisions
 

has been analyzed by several authors. Many of them have found that prices
 

charged by providers have an unimportant effect on the choice of provider and
 

the amount of care consumed (Heller, 1982; Akin, 1985; Mwabu, 1985). However.
 

a recent study which uses an innovative econometric technique (Gertler et al.,
 

1986) suggests that fees may indeed have an important effect on demand. Fur

ther, the authors of that study show that the poor are more adversely affected
 

by prices than people with higher incomes and wealth.
 

2Several other studies have supported this finding ;ee Abramson, 1986).
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IIDSs face a methodological problem that is difficult to overcome,
 

namely, the definition and measurement of the price of health services vari

able. There is disagreement as to what price variable should be used. Many
 

authors use prices actually charged by providers (Akin et al., 1985) while
 

others (Heller, 1982) argue that it is more appropriate to use peoplets
 

expectation of the price to be charged. A recent study (Akin, 1986) that
 

looks at the demand for contraceptives shows that patient- and facility

reported prices can be used interchangeably as predictors of demand. Other
 

authors have used total expenditure (price times quantity) as the price vari

able (Shepard, 1987). Finally, price data may not permit a sound econometric
 

analysis, due to the lack of variability of observed prices.
 

Most of the authors of HDSs agree that the quality of health services
 

is an important explanatory variable for demand decisions. However, there is
 

a great deal of disagreement regarding the definition of quality. Akin et
 

al., (1985) acgu-2 that quality must be exogenous to the consumer (i.e., not
 

influenced by consumer characteristics). Thus, the authors use as a quality
 

measure, a one-zero dummy variable which indicates whether or not the patient
 

sees a doctor. Availability of drugs and medical supplies has also been used
 

as a quality measure (Mwabu, 1984). Similar quality variables have been used
 

by Birdsall and Chuhan (1986). Finally, other researchers (Gertler et al.,
 

1986; Dor et al , 1987) have assumed that quality is an unobservable variable.
 

However, they contend that a measure of quality can be obtained as a function
 

of patient and provider characteristics.
 

Only a few HDSs in developing countries have studied the demand for
 

health insurance and the demand for healLh care under insurance. As pre-paid
 

health plans and insurance mechanisans become more widespread in poor coun

tries, the above issues will become more relevant research topics.
 

The remainder of this chapter describes the research questions of
 

selected HDSs, briefly reviews how each study was conceived to address those
 

questions, and comments on the main results and their implications for future
 

research.
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3.1 Pattern of Provider Use
 

A study by Germano Mwabu (1984) looked at consumers' choice of health
 

provider during a single illness episode. Mwabu was aware of the fact that
 

rural Kenyans may see more than one provider during the course of an illness.
 

His primary research question was to investigate the pattern of provider use
 

by patients, and how such a pattern depended on individuals' socio-economic
 

status, health status, prices, time costs of treatment, and provider ard
 

environmental characteristics. Mwabu designed his own survey instruments and
 

conducted the survey personally, interviewing about 500 people who reported
 

being ill during the recall period.
 

Mwabu's analysis showed that patients see several providers during the
 

course of an illness. The choice of provider depended on several factors, the
 

type of illness being one of them. The author found that 28.6% of the people
 

in his sample sought care at a government health center for their first visit,
 

and 26.3% sought care at pharmacies. 3 Of the patients who sought further care
 
4
after the first visit, only 19.4% of those who went to government health
 

centers for their first visit returned to the same type of facility for their
 

second visit (for all illness categories). The comparable figure for pharma

cies was 16.6%.
 

Mwabu's results have strong research implications. Some HDSs have
 

implicitly assumed that individuals who are ill seek care from a single, or at
 

most, two providers, in the case of referrals. 5 The World Bank Annotated
 

Questionnaire used for measuring levels of living in developing countries
 

(Grootaert, 1986), only collects information about the consumption of curative
 

outpatient services in the place where the patient first seeks care. 6 Unless
 

there are specific reasons to be interested in provider choice and services
 

3The remaining people sought care 
from mission clinics, traditional healers, and other
 
sources.
 

40f the 479 people who obtained care, 320 sought further treatment after .the first visit.
 

5See, for example, Rosenthal, G. "Community Based Survey of Health Services Utilization
 
and Coverage in Four Caribbean Countries, 1985.
 

6The World Bank Annotated Questionnaire also collects information about use of outpatient
 
care.
 

8
 



use during the first visit, it is arbitrary to omit the information about sub

sequent treatment. Although it is not clear from Mwabu's work, it is possible
 

that the resources consumed by patients during the first curative visit repre

sent only a fraction of the total resources used throughout the episode. If
 

one is interested in total household expenditures on curative care, or in pro

viders used by ill people, information about all places where treatment 
was
 

obtained by patients is necessary.
 

3.2 Effect of Prices, Income, and Other Variables on Deand
 

A study by Peter Heller (1982) represented one of the first attempts
 

to address important research questions 
on the use of curative and preventive
 

health services in a developing country. Heller was interested in the follow

ing issues: Is household demand for outpatient and inpatient care sensitive
 

to its cost in time and financial resources? Are the principal consumers of
 

medical care those groups with the highest rate of illness? Is demand for
 

medical care elastic to income? 7 What factors lead households to seek treat

ment from traditional medical practitioners rather than from modern facili

ties? What explains a household's choice of a private rather than a public
 

outpatient clinic? Does the pattern of demand differ across ethnic groups?
 

It is apparent that the survey which provided the data used by Heller
 

was not designed specifically for Heller's research purposes. Because of
 

weaknesses in the data it was necessary to use several proxy variables and to
 

make some strong assumptions to empirically address the research topics.
 

Heller estimated separate demand equations for outpatient, inpatient, and
 

preventive services, and for different categories of providers (e.g., public
 

versus private) within each type of service.
 

Heller concluded, among other things, that the demand for inpatient
 

and outpatient care was not sensitive (i.e., was highly inelastic) to cash
 

price, time cost, and income. However, he observed that in choosing among
 

alternative sources of medical care, consumers were responsive 
to the relative
 

prices of alternative sources. Thus, for example, if prices of one type of
 

provider would go up relative 
to the prices of other providers considered to
 

be substitutes by consumers, the quantity of care purchased from the former
 

7This question can be rephrased as: Does an Individual's income affect the amount of
 
medical care demanded?
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provider would go down while that purchased from the latter would rise. The
 

author also concluded that at higher levels of income, it would be more likely
 

that patients would shift away from traditional practitioners toward modern
 

medical sources of care.
 

3.3 Price Measurement Problems
 

Although Heller's conclusions have been supported by other authors, 8
 

an important methodological aspect of demand studies needs to be discussed,
 

namely the definition of the price measure. As pointed out earlier in the
 

chapter, given the current trend toward 
user fees for health services in
 

developing countries, it becomes important to understand how 'ees affect
 

demand decisions. Numerous demand studies have been conducted to address that
 

issue. Many of those studies have used provider-reported prices as the relev

ant price variable on which consumers base their demand decisions. 9 Such a
 

procedure is an approximation, the accuracy of which depends on the degree to
 

which consumers 
are informed about prices charged by providers. Individuals
 

base their consumption decisions on the prices that they expect to pay. If
 

consumers are poorly informed about the 
prices charged by providers, then
 

using provider-reported prices as explanatory variables will diverge from the
 

true explanatory factor. The extent 
of the error will depend upon the discre

pancy between actual and consumer-expected prices.1 0 Other researchers have
 

used patient-reported price data.1 1 However, prices reported by patients may
 

differ from the price patients expected to pay before seeking treatment. 1 2
 

Heller (1982) was aware of this problem and put it in the following terms:
 

8See Akin et al.'s, (1985) study in the Philippines and Mwabu's (1984) study inKenya.
 

9See for exampla, Akin et al., (1985).
 

1OAkin and Schwartz (1986) have shown that patient- and faciliFty-reported prices can be
 
used interchangeably as predictors of demand for contraceptives intheir Jamaican study.
 

11See for example, Goldman and Grossman, 1978.
 

12 John Akin has pointed out to me that attempting to use expected prices as predictors of
 
demand isa futile exercise from the point of view of policy makers since expected prices are not
 
policy makers' control variables; only actual prices are. Although Akin's comment is to some
 
extent true, It does not invalidate the theoretical appropriateness of using expected prices as
 
explanatory variables.
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It is the perceived rather than the actual price that is
 
relevant for explaining household behavior, ex ante. [...I
 
Yet the ex ante perceived price is difficult to measure ex
 
post, since the household's perceptions have been revised
 
through the experience of utilization. (p. 274)
 

Finally, other authors have used patient-reported expenditures (price
 

times quantity) as the price measure. Such is the case of Shepard et al.
 

(1987) who used, as a price measure, the total payment made by a patient to
 

the provider during an illness episode. The main problem with using total
 

expenditure data as an explanatory variable is that the number of visits -

which determines the total expenditure when multiplied by their unit price -

is itself a. endogenous variable. Thus, total expenditure would not be treat

ed as exogenous in a single equation model.
 

Akin et al. (1985) criticized the work of many authors on the grounds
 

that they failed to use price variables as defined by economists:
 

... a datum that is fixed, appears on a per unit basis, and
 
is exogerous to the household.
 

Akin et al's. price concept is relevant only if consumers are perfectly
 

informed about p: ices of 
the available goods and services. Such a hypothesis
 

needs to be tested empirically.
 

The measurement of prices deserves a final comment. Most demand
 

studies use statistical techniques to attempt to quantify the effect of prices
 

on demand. Such methods quantify the importance of variations in price (and
 

other variables) on variations in demand measures. The usefulness of these
 

techniques depencds, among other factors, on the observation of variability of
 

prices. For exariple, if all consumers faced the same price for a given serv

ice, it would be impossible to conclude how price changes affect demand deci

sions, since no price variation is observed. Unfortunately, extreme situa

tions like the one described occur in empirical work.
 

Another methodologically undesirable situation often encountered is
 

when observed prices vary among providers but the general price level is low
 

relative to consume.s' income or wealth. In such cases 
it will be difficult
 

to derive strong con.clusions about the influence of higher prices on demand
 

from a statistical analysis of the data.
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Unfortunately, the above problems are usually insurmountable, unless
 

the researchers, and the studied communities, are willing to conduct an exper

imental or intervention study. In intervention rtudies the prices of certain
 

providers could be modified te make them suitable for a sound statiscical
 

analysis. While the above is possible (see description of PRICOR's (1987)
 

study, below) it is usually costly to the researchers and, more importantly,
 

to the community, whose members have to face confusing price signals.
 

3.4 Are User Fees Regressive?
 

A recent study by Gertler et al. (1986) looked at the effect of prices
 

on demand for curative health services. By interacting price and household
 

income in their demand equation the authors were ablc to show, contrary to the
 

findings of numerous studies, that prices indeed influence demand decisions in
 

a significant and important way. They showed that the lower the income of the
 

individual the more likely it is that price will deter demand. In economic
 

terms, poorer people are characterized by a demand that is more price-elastic.
 

This lead the authors to conclude that user fees are regressive 1 3 in Peru.
 

Gertler et al. used data from a multipurpose household survey not designed for
 

the specific goals of their study. However, the authors' work stands out for
 

its methodology. As better quality survey data be:ome available, such method

ology may be used to test the validity of the authors' main conclusion and
 

assess its policy implications.
 

3.5 Effect of Payment System on Demand
 

PRICOR (1987) conducted an intervention study in Zaire between 1983
 

and 1986. One of its primary objectives was to investigate how people's use
 

of health care from health centers would be affected by the type of payment
 

mechanism. Two payment mechanisms were considered: a fixed payment per epi

sode of illness to be made by patients at the beginning of the treatment, and
 

a fee-for-visit payment system. The study was conducted in two health centers
 

within each of five rural health zones. Of the ten centers analyzed, five
 

were required to change their payment schemes (experimental centers) while the
 

13Makinen and Weaver (personal correspondence) argue that the use of the term "regres
sive" is inappropriate in this context. The term regressive is used to characterize a tax system
 
where poor people pay a higher share of their income than the wealthy.
 

12
 



rest kept their existing scheme (control centers). Four of the five experi

mental centers switched from a payment per visit to the payment per episode
 

system; the fifth did the reverse.
 

PRICOR's results failed to 
demonstrate increased utilization of cura

tive services in the centers that charged per episode of illness, as origin

ally hypothesized by the authors. The authors explained their findings by
 

pointing out that the health personnel in the fee-for-episode centers disliked
 

such an arrangement and had a negative attitude throughout the study, nega

tively affecting use of their services. Although PRICOR's research questions
 

warranted an interesting study, the authors' inability to control for, and
 

measure. all of the variables affecting consumers' choice decisions resulted
 

in their inability to test their central hypothesis.
 

3.6 Effect of Quality of Health Services on Demand
 

An important question that has been addressed in different ways by
 

researchers, is the influence of quality of health on demand.
services As
 

with prices (see discussion above), it is consumers' perceived quality that
 

affects their consumption decisions. Yet such a variable is difficult if not
 

impossible to measure.
 

Mwabu (1984) proxied quality of services in government clinics by a
 

measure of the availability of drugs and other essential medical items. Akin
 

et al. (1985) argued that although perceived quality is the relevant variable,
 

it cannot be used as an independent variable in a demand equation since it is
 

endogenous to the use decision. Thus, they decided to use an objective and
 

consumer-exogenous measure of quality,14 a one-zero dummy variable which meas
ured whether or not patients were seen by a doctor. Birdsall and Chuhar
 

(1986) measured quality by the number of trained personnel at health posts and
 

the availability of essential drugs at drug outlets. The validity of using
 

such variables obviously depends on whether or not such quality standards are
 

also shared by consumers. Even if taken into account by consumers, such qual

ity measures may be only one of several attributes of providers which consum

ers weight when assessing quality.
 

14Variables of thi5 type are sometimes called structural measures of qualify.
 

13
 



An appealing way of dealing with the quality variable is found in
 

Gertler et al. (1986). The authors hynothesized that quality is an unobserv

able variable and cannot be measured directly. They assumed that quality is a
 

function of the individual's characteristics (e.g., measures of health status,
 

severity of illness, and education) and the characteristics of the provider
 

(geographic location of the provider was the only variable they used for this
 

purpose). Quality is t,.-refore estimated from the sample data. The research

ers' approach is equivalent to formulating a health production function with
 

individual and provider characteristics as arguments.
 

3.7 Consumer Bchavior Under Uncertainty
 

Many developing countries are starting to develop pre-paid health
 

1 5 
plans and insurance-like health systems. A few HDSs in developing countries
 

have studied consumer behavior gven the option of health insurance. The
 

analyses, however, have been descriptive rather than analytic, since no models
 

of consumer behavior under uncertainty have been developed by the authors.
 

Microeconometric models of choice under uncertainty, demand for health
 

insurance and demand for health care under health insurance have been devel

oped by Ellis (1986), Manning et al. (J987), Newhouse et al. (1980, 1981,
 

1982) for the U.S. and by Tzrivedi et al. (1984) for Australia. As pre-paid
 

health plans and insurance mechanisms become more widespread in poor coun

tries, the above issues will become more relevant research topics.
 

15See for example, Dunlop and Donaldson, 1987 for Ethiopia; Bitran, Munkatu et al.,
 
(1986) for Zaire.
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4.0 BEHAVIORAL ASSUMPTIONS
 

This chapter briefly describes and discusses the basis of the theoret

ical models of consumer behavior used by economists Lo explain health care
 

demand decisions. The chapter is intended to provide an insight in economic
 

modelling to the non-economist reader. Because the model of consumer behavior
 

and the econometric techniques used are closely related, this chapter includes
 

a short commcnt on statistical estimation of behavioral models.
 

4.1 Models of Consumer Behavior
 

An economic model of consumer behavior commonly used in HDSs is one
 

that assumes that individuals obtain welfare or "utility" from their health
 

status and from the consumption of non-health goods and services. In abstract
 

notation, the above can be re-stated as:
 

Utility of = function (health, consumption of ) (1) 
individual X of status non-health goods 

of X by X
 

As can be seen from equation (1), it is assumed that individuals do not obtain
 

utility directly from the consumption of health goods and services. Rather,
 

utility is obtained from a person's health status. Thus, the demand for
 

health goods and services is called a "derived" demand because such goods and
 

services do not influence people's utility directly, but rather indirectly
 

through the effect they have on people's health status.
 

A person's health status is assumed to depend on a series of factors
 

such as the individual's age, sex, food intake, education, and consumption of
 

health goods and services. The relationship between the health status of a
 

person and the factors that influence health status is called a "health pro

duction function. ,16 A mathematical formulation of a health production func

tion can be as follows:
 

Health 
status = function ( age, sex, food , education, consumption ) 
of X of of X of X intake of X of health (2) 

of X goods by X 

16See a list of proposed arguments of a health production function inHo, 1982.
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Since each individual has only a limited amount of resources, consumption
 

decisions must always be made under a resource or "budget" constraint. Such a
 

constraint states that the resources spent in consumption must not exceed the
 

maximum resources available to the individual. The budget constraint equation
 

can be expressed as
 

Person X's > consumption price of consumption price of
 
income = of non-health x non-health + of health x health (3)
 

goods by X goods goods by X goods
 

Equation (3) states that the monetary value of a person's consumption (units
 

consumed times unit price) of health and non-health goods and services must be
 

less than or equal to the person's total income.
 

It is assumed that individuals behave rationally in that each person
 

wants to obtain the maximum possible level of utility from the consumption of
 

health and non-health goods and services given his or her budget constraint
 

and the individual's ability to obtain health from the consumption of medical
 

goods and services (ie., the production function). Thus, each person
 

"demands" the optimal amounts of health and non-health goods in order to
 

achieve the highest possible utility level.
 

In economic jargon, the individual's consumption decision problem is
 

stated by saying that each individual wants to maximize his or her utility
 

(equation (M)) subject to his or her production function (equation (2)) and
 

budget constraint (equation (3)).
 

With minor variations, many demand studies make the above assumptions
 

about consumer behavior. By analyzing the mathematical formulas obtained in
 

their analysis, the researchers are able to make theoretical inferences about
 

consumer behavior, particularly about the amounts of health and non-health
 

goods and services individuals will demand under a given set of circumstances.
 

For example, they may anticipate that people with higher incomes will demand
 

more health care goods, or that less educated people will demand less.
 

The above model is a simplified mathematical representation of human
 

behavior. For example, it is assumed that individuals are selfish: they are
 

concerned only with their own health status and not with that of others. Such
 

an assumption does not seem right; parents care for the health of their child

ren and vice-versa. Thus, in a more rigorous model, the utility function
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should reflect a more altruistic behavior: the health status of relatives
 

(and friends) should also enter in individuals' utility function.
 

Another assumption commonly made in demand studies pertains to the
 

budget constraint. Current income (i.e., the income currently earned by the
 

individual or the household members) is taken as the budget constraint of
 

individuals. Such an assumption is not correct if people can borrow against
 

future income to pay for their current consumption. If people's access to
 

credit is proportional to current income then income can adequately approxi

mate the budget constraint; otherwise, inappropriate demand estimates may be
 

obtained. Gertler et al. (1986) used an interesting methodological device to
 

test the hypothesis that individuals are liquidity constrained (i.e., cannot
 

save nor borrow).
 

Milton Friedman showed that people's consumption decisions are based
 

on their expectations about "permanent" income, as opposed to their temporary
 

income. Permanent income reflects an average of what people expect to receive
 

as income throughout their lives. Thus, because of iemporary income fluctua

tions (such as those observed in some African regions during the dry and wet
 

seasons), temporary income may not be a good predictor of people's consumption
 

decisions. Because consumption has been shown to be highly correlated with
 

permanent income (permanent income is unobservable), the consumption of health
 

and non-health goods, whether market-purchased or home-produced, may be a more
 

accurate measure of people's budget constraint. Thus, its use in demand
 

studies may prove useful.
 

Other assumptions made in the above model, such as the rationality of
 

consumers, are also questionable. An exhaustive analysis of the limitations
 

of behavioral models is beyond the scope of this paper; yet, an interesting
 

review of models of consumer 
demand for health care can be found in Akin et
 

al., (1985), Chapter 4.
 

4.2 Econometric Estimation of Behavioral Models
 

The quantitative work of most demand studies is the estimation of
 

demand equations.17 A demand equation is a mathematical formula which states
 

that the amount of health care to be consumed by a given individual depends
 

17See definition and examples of continuous and discrete demand equations in Appendix A.
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on, or "is a function" of, (1) the individual's attributes such as age, sex,
 

income, beliefs, (2) the provider's attributes as perceived by the consumers
 

such as quality, price, distance from home, and (3) other environmental attri

butes, such as the weather, and the culture of the people studied.
 

Demand equations can be derived analytically by solving the consumer's
 

utility maximization problem described in the previous section. The exact 

shape of such an equation depends on the assumptions made about consumer 

behavior, for example, how are health and non-health goods valued by con

sumers. 

Researchers' theoretical guesses about consumers' demand decisions can
 

be tested empirically as is done in many demand studies. A demand equation is
 

postulated and its parameters estimated using some econometric technique1 8 and
 

a survey data set. The estimated parameters measure the relative effect each
 

variable included in the demand equation has on the demand decision (holding
 

constant the effects of all other variables).
 

Often in HDSs, the demand equations being estima~ed bear no relation

ship to some of the features of the theoretically derived demand equations.
 

For example, it is common to see that estimated demand equations are linear
 

1 9  
and additive in the explanatory variables. Such an assumption may be quite
 

restrictive. For example, suppose that price of health care income
the and 


enter the demand equation in a separate fashion. By assuming that prices and
 

income do not interact in the demand equation, the assumption is implicitly
 

made that prices will affect everybody's demand decisions in the same way,
 

regardless of income. 20 Such an assumption defies sense,
common as pointed
 

out 
by Gertler et al. (96). One would expect that poor people's consumption
 

decisions will be more strongly affected by prices than the wealthy.
 

18See explanation of estimation process inAppendix A.
 

19Linear and additive demand models can be interpreted as first order opproximations of
 
nonlinear specifications.
 

20Income enters additively 
in the utility function. When a technique such as McFadden's
 
conditional logit is used to estimate demand equations, the effect of individual Income on demand
 
cannot be assessed. This is due to the fact that in logit only differences in utility matter.
 
Thus, he income variable (as well as all other variables that characterize the individual) drop
 
out of the equations.
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The functional form of the equation used to describe consumers'
 

behavior needs co be specified in a way that is consistent w-ith economic
 

theory. Although linear and additive specifications may simplify the econo

metric work, they do so at the expense of the models' theoretical consistency.
 

The use of more flexible functional forms of consumer behavior needs to be
 

investigated.
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5.0 METHODS OF QUANTITATIVE ANALYSIS
 

The purpose of this chapter is to describe and discuss the appropri

ateness of econometric techniques frequently used to estimate demand equations
 

in HDSs. The chapter begins with a brief discussion of the types of demand
 

equations often used in HDSs. The econometric techniques commonly used are
 

described, and their underlying assumptions analyzed. Appendix A provides
 

examples which illustrate the concepts of discrete and continuous demand equa

tions, estimation, and forecasting.
 

The discussion contained in this chapter can be summarized as follows.
 

Two types of demand equations are usually estimated: discrete choice and con

tinuous equations. The former establishes a relationship between the proba

bility that a representative individual will choose a treatment alternative
 

(e.g., government health center, traditional healer) and a series of explana

tory variables, such as individual attributes (e.g., income, sex), provider
 

characteristics (e.g., distance from home, price), and environmental factors
 

(e.g., weather). The latter establishes a relationship between a continuous
 

choice variable (such as expenditure on treatment) and the above-mentioned
 
2 1
 

explanatory variables.


Logit models are the econometric techniques most frequently used to
 

estimate discrete choice equations. Two families of logit models are cormon:
 

conditional logit (CL) and multinomial logit (ML). CL is consistent with eco

nomic theory in that it assumes that individuals are characterized by a unique
 

utility function, regardless of the choice made. The disadvantage of CL is
 

that it presents the independence of irrelevant alternatives (IIA) problem.
 

The !IA problem can be solved by using CL along with the dummy variables tech

nique (Mwabu, 1984). Several versions of ML which can also overcome the IIA
 

problem have been used in HDSs (Dor and van der Gaag, 1987; Gertler et al.,
 

1986; Kwon, 1984). Nested logit (NL) is a technique also used in HDSs (Dor
 

and van der Gaag, 1987; Gertler et al., 1986). Although NL is an attractive
 

2 1For simplicity, the techniques discussed assume that the series of explanatory vari
ables Inthe equation are all exogenous factors (exogenous to the choice of treatment, or to the
 
choice of expenditure). When one or more of the explanatory variables are endogenous, estima
tions are performed by using the corresponding systems-of-equations techniques, with the applic
able modifications.
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technique which also overcomes the IIA problem, its use is limited because it
 

requires that resear:hers know in advance how competing alternatives are cat

egorized in the minds of consumers.
 

Continuous demand equations have been estimated by several authors
 

using ordinary least squares (OLS) (Ascobat, 1981; Fiedler, 1986). In prac

tice, however, the theoretical assumptions underlying the OLS method may not
 

hold. This is true when the dependent variable is assumed to be truncated
 

(such as the number of visits to a given provider). In this case some authors
 

have argued that the tobit technique may be more appropriate than OLS (Tobit
 

has been used by Kwon, 1984, and Akin et al., 1985, to estimate demand for
 

visits to health providers). Also, straight OLS cannot be used in the pres

ence of selectivity bias.22 A two-step estimation procedure that corrects for
 

selectivity bias has been used by Dor and van der Caag (1987) to estimate
 

demand for medical consultations.
 

5.1 Discrete versus Continuous Demand Equations
 

Demand equations can be classified into two categories depending on
 

the nature of the dependent variable: discrete and continuous demand equa

tions. Readers who are not familiar with these terris can find examples which
 

illustrate the two concepts in Appendix 
A. Different types of econometric
 

techniques must be used to estimate these two categories of demand equations.
 

Discrete demand equations must be estimated using choice model techniques such
 

as probit or logit. The inadequacy of traditional statistical techniques such
 

as OLS to estimate discrete equations is well illustrated in the literature
 

(see for example Pindyck and Rubinfeld, 1981, pp. 275-280). Continuous demand
 

equations have been estimated using multiple regression techniques like OLS,
 

tobit, or a two-stage procedure that cocrects for selectivity bias.
 

Section 5.2 deals with issues regarding the estimation of discrete
 

demand equations while Section 5.3 discusses the estimation of continuous
 

demand equations.
 

2 2See example that illustrates the concept of selectivity bias inthe footnote at the end
 
of this chapter. Sample selection and self-selection models are extensions of the tobit model.
 
See Maddala, 1985.
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5.2 Estimation of Discrete Demand Equations
 

Logit techniques have been increasingly used in HDSs to estimate dis

crete demand equations, due in part to the existence of easy-to-use logit com

puter programs and the ability of the logit technique to handle several alter

natives. (For example, Akin et al. (1985) used logit to estimate demand for
 

curative care given three alternative types of health providers and the self

care alternative.) Most commercially available probit computer progcams 
can
 

only accommodate two alternatives which limits their usefulness for demand
 

studies. The use of logit is discussed extensively in Section 5.2.1 while a
 

brief overview of the probit method is presented in Section 5.2.2.
 

5.2.1 Logit Models
 

Two families of logit models have been commonly used 
in the litera

ture: conditional logit (CL) and multinomial logit (ML). CL assumes that all
 

individuals have the same utility function regardless 
of the alternative
 

chosen (see definition of utility function in Chapter 4). Mwabu (1984) illus

trates this concept with the following example: a walk of 1 mile to a govern

ment health center is equally as undesirable to the individual who chooses to
 

go to that facility as is a one-mile-walk to a traditional healer to the
 

person who decides to see that provider.
 

In contrast to the above, ML models (Avery, 1982; Hartman, 1979)
 

assume that individuals who 
choose different providers value the providers'
 

characteristics in a different way 
(i.e., have different utility functions).
 

For example, a one-mile-walk would be valued differently by the person who
 

visits a government health center than by the one who sees a traditional
 

healer. CL models and their use 
in health demand estimation are discussed ir
 

Sections a through c. ML models are discussed in Section d.
 

a. Conditional logit
 

The fact that individuals are characterized by a unique utility func

tion in CL models constitutes a desirable feature from the point of view of
 

economic theory. From that perspective, CL is preferred to ML. However 
a
 

drawback of CL, namely the independence of irrelevant alternatives (IIA) prob

lem, makes strict CL undesirable. The IIA problem translates into the fact
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that if the policy-maker wants to assess the impact that a new type of pro

vider will have on demand, the CL-estimated model will predict that an unrea

sonably high proportion of the total demand will be diverted to the new pro

vider away from the existing ones. The degree of the over-prediction will be
 

greater the more the new alternative resembles some of the existing ones.
 

The IIA problem associated with CL can be overcome in at least two
 

ways. One is the use 
of CL along with the dummy variables technique (DVT) and
 

the other is nested logit (NL) (Manski and Mcfadden, 1981; Maddala, 1983).
 

Both techniques are discussed below.
 

b. Conditional Logit With the Dummy Variable Technique
 

The CL with DVT was used by Mwabu (1984) in his Kenya study, and a
 

detailed description of this technique can 
be found in Mwabu (1987). In CL it
 

is not possible to estimate the effect that personal characteristics (e.g.,
 

income, education) have on choice behavior if such characteristics enter addi

tively in the utility function. The DVT is used to re-introduce these charac

teristics into the logit model, and to estimate 
their efiect on choice beha

vior.
 

The DVT also 
can be used to estimate the impact that alternative

specific variables have on choice probabilities (these are attributes that
 

characterize one alternative but are not present in any of 
the other alter

natives).
 

c. Nested Logit
 

The nested logit technique has been used by Gertler et al. (1986) in
 

their Peru study. The authors characterized the decision problem of ill indi

viduals by the decision tree shown in Figure A.
 

The authors assumed that individuals make decisions sequentially,
 

deciding whether 
or not to seek care in the first place and choosing the pro

vider in the 
second place (Figure A). Their results indicated, among other
 

findings, that the decision-making process of ill people could also be charac

terized by Figure B.
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Figure A 
 Figure B
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/ 
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\ \ \ 

\ do not \ \
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 \0 go to public
 

care 
 hospital
 

\_0 go to private
 

doctor
 

Nested logit is appropriate only if the researchers know in advance
 

how individuals make their provider-related choices. Consider the following
 

possible decision trees 
for the decision made by pregnant women regarding the
 

choice of the place of delivery:
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0 

Figure C 	 Figure D
 

/0 government 

/ hospital /0 government 

public / / hospital 

/C provider / 

/ \ /0 hospital 
/ \/\ 

/ \0 government / 

/ clinic / \0 private 

0----0 home hospital 

/0 private hospital, /0 government 

/ clinic or I clinic 

/ maternity \0 non- / 

\0 private hospital 

provider \ 

\O home \0 	private 

clinic or 

maternity 

Both decision trees in Figures C and D are plausible representations
 

of pregnant women's ways of categorizing choices. Yet the econometric results
 

that will be obtained will most likely differ sharply depending upon whether C
 

or D is use.d. Unless researchers know in advance how competing treatment
 

alternativzs are categorized in the minds of consumers, nested logit may pro

vide arbitrary results. Thus, while nested logit is a useful device to over

come 
the IIA problem, it requires knowledge of people's perception of alterna

tive provider.4. This, unfortunately, is difficult and the arbitrariness of
 

nested logit may be impossible to avoid.
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d. Multinomial Logit
 

As explained in the introduction to this chapter, the use of ML tech

niques implies, by assumption, that individuals who choose different providers
 

are characterized by different utility functions. ML has been used by Dor and
 

van der Caag (1987), and Gertler et al. (1986) to estimate demand equations
 

for the choice of provider.
 

Other authors like Heller (1982), Akin et al. (1985), and Kwon (1984)
 

used logit to estimate separate demand equations for each type of provider.
 

This method is similar to ML in the sense that it allows the coefficients of
 

the demand equations to vary by provider (see the example at the beginning of
 

Section 5.2.1 on the distance to the provider's facility).
 

The validity of the behavioral assumption behind ML models can be
 

tested empirically. Hartman (1979) shows techniques to test the hypothesis
 

that individuals are characterized by a single utility function regardless of
 

the choice made. If such a hypothesis is rejected at a given level of confid

ence, then it is appropriate to use ML.
 

5.2.2 Probit Models
 

The use of probit is generally limited by its practical inability to
 

handle more than two choices. 2 3 Because probit uses the theoretically
 

adequate distribution of the error terms in stochastic equations (i.e., the
 

error term is normally distributed), estimates obtained using probit are more
 

reliable than those obtained with logit models. Thus, in the case of two
 

choices, the use of probit is recommended over logit.
 

5.3 Estimation of Continuous Demand Equations
 

Continuous demand equations have been used in several demari studies
 

particularly to measure the amounts of services consumed from a given type of
 

provider (see for example Ascobat, (1981); Akin et al. (1984); Gertler et al.
 

(1986); and Dor and van der Gaag, (1987)).
 

23Although Hausman and Wise (1978) 
claim that their proposed approach can be extended to
 
three and four choices.
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For example, Ascobat (1981) used OLS to estimate demand equations
 

(number of visits) for each type of provider (e.g., ambulatory hospital
 

services, health center, private practitioners, etc.).
 

Fiedler (1986) also used OLS in his Guatemalan stud'. The author for

mulated a system of three continuous simultaneous equations with the independ

ent variables being the amount of medical care demanded, the changes in health
 
2 4
 

status, and the total health status of individuals.
 

Several authors have argued that OLS may be inappropriate as a tech

nique to estimate certain continuous demand equations. For example, Akin et
 

al. (1984) and Kwon (1984) used the tobit technique to estimate demand for
 

medical visits (see Footnote 25). Akin et al.'s rationale for using the tobit
 

technique for estimating demand for prenatal visits is as follows:
 

The continuous dependent variable used in the prenatal model
 
is truncated at zero. No woman can possibly make a negative
 
number of visits, but some women may have characteristics
 
which would lead--at least conceptually--to a negative number
 
of visits. They do not have that option and are therefore
 
massed at zero visits along with other women who would be
 
predicted to fall exactly at zero based on their characteris
tics. This truncation of tne dependent variable at zero
 
visits [violates some of the assumptions behind the ordinary
 
least squares technique]. These problems are corrected by
 
using the Tobit technique (Tobin, 1958). The logit and
 
probit models could alternatively be used to estimate the
 
probability of making any prenatal visits, but to take either
 
of those strategies would involve discarding the additional
 
information on number of visits.
 

24Health status was measured as the negative of the total number of symptoms the indi
viduals had for the last year.
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Dor and van der Caag (1987) used a two-stage procedure to correct for
 

the selectivity bias 2 5 that stems from the fact that a positive number of
 

consultations is only observed from those who have chosen 
a particular pro
2 6
 

vider.
 

Maddala (1985) argues that in most situations, the use of the tobit
 

technique is inadequate to estimate health care demand equations. He also
 

comments on the limitations fo the "Heckman correction" typically used to
 

correct for selectivity bias.
 

2 5The problem of selectivity bias can be illustrated through the following example. Sup
pose that one is interested in estimating a health production function, that is, establishing a
 
relationship between an individual's health status and a series of variables that may iniluence
 
health status such 
a. nutrition, sanitation, and number of medical consultations. It is reason
able to hypothesize that as the number of nedica; visits made by a person increases, so does his 
or her health status. However, as a person's health status deteriorates, he or 5he may see medi
cal providers more frequently. This last effect could result in a negative relationship between
 
the number of consultations and the health status contrary to the positive effect originally
 
hypothesized. 
 A technique that corrects for selectivity bias isolates the negative relationship
 
explained above, and permits measurement of the positive impact of medical use on health status.
 

26Maddala (1985) argues that the tobit technique avd the two stage procedure that
 
corrects for selectivity bias ari not always the correct estimation procedures.
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6.0 SAMPLING
 

Sampling is the process of extracting a representative set of elements
 

from a larger population. The choice of the sample size and sampling tech

niques are discussed in this chapter. While simple random sampling is a
 

desirable technique from a statistical standpoint, its use is sometimes hin

dered by its cost and the need to assure adequate representation of particular
 

population strata (e.g., the wealthy). Unequal probabilities of selection
 

techniques (UPS) is viewed as a solution to the latter problem although its
 

use is contingent upon researchers' ability to stratify population sub-groups
 

prior to the survey field work. The advantages and disadvantages of cross

sectional and longitudinal surveys are discussed. Finally, the utility of
 

collecting data directly from users at the facility site is explored.
 

6.1 Why Sampling?
 

Ideally, researchers would like to be able to obtain survey informa

tion from every single member of the population (the population being a town,
 

a city, or a country) such that the data would be perfectly representative of
 

the total population. Unfortunately, because surveys are expensive and time

consuming, researchers must settle for data obtained from a selected sample of
 

members of that population. Sampling techniques are used to select a repre

sentative sample from larger populations.
 

Warwick and Lininger (1975) describe sampling as follows:
 

The foundation of a good sample survey is the sample. A
 
sample is some part of a larger body especially selected to
 
represent the whole. Sampling is the process by which this
 
part is chosen. While not every survey that uses proper
 
sampling methods will provide adequate data, a study that
 
does not will be seriously impaired from the outset. For a
 
sample to be useful, it should reflect the similarities and
 
differences found in the total group. (p. 69)
 

Researchers must choose the sample size and what sampling technique to use.
 

These two survey design aspects are discussed below.
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6.2 Sample Size
 

Let us suppose that the unit of analysis of a HDS is the household.
 

An important decision regarding a survey is deciding how big the sample is
 

going to be, that is, how many households will make up the sample. An impor

tant 
goal when choosing a sample is that the sample be representative of the
 

total population; i.e., the proportion of cases falling into each of the dif

ferent strata (e.g., income, household size, household members' health status)
 

should be the same for the sample and the population. The larger the sample,
 

the more likely that the sample will resemble the total population.
 

Luckily, the sample size need not be close to the population size to
 

achieve representativeness. in fact, if the households in the sample 
are
 

chosen randomly from the total population 2 7 one can obtain a high degree of
 

representativeness with a sample size which is small relative to the total
 

population. For examplL, Shepard et al. (1987) used a sample size of 100
 

households from a health center service area 
of 5,600 households. Their
 

sample size was only 1.8% of the total population. Yet the authors could be
 

certain that the sampling error would be less that 5% for any estimated pro

portion under random sampling.
2 8
 

When the total population is very large, however, sample sizes which
 

are small relative to the population still may be large enough to make the
 

survey too costly. In such cases, the researchers must content themselves
 

with the largest possible sample size within the projecc's financial reach.
 

6.3. Sampling Techniques
 

Simple random sampling (SRS) is a technique commonly used in survey
 

work.2 9  SRS requires that each element of the population be clearly and unam
 

biguously identified. If the elements are households, a list of all 
the house

holds from the population is a useful device for performing SRS.
 

27See definition of random sampling 
in the next section.
 

28A 5% sampling error means that, with less than a 5% probability of being wrong, the
 

authors were able to deriw numerical ranges for the variables that characterize the sample.
 

29SRS is a process of sample selection in which the units are chosen individually and
 

directly through a random process where each unselected unit has the same cha e of being
 
selected as every other unit on each draw. (Warwick and Lininger, p. 76.)
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When the total population is too large, or when lists of all house

holds are hard to obtain, variations of SRS techniques, such as stratifi

cation, clustering, and systematic selection may be used. A good discussion
 

of these techniques can be found in Chapter 5 of Warwick and Lininger. This
 

section dicusses two sampling problems often encountered in HI)Ss in poorer
 

countries: i) the geographic choice of samples; and, ii) the sample represen

tativeness of population subgroups.
 

(i) Geographic Choice of Sample
 

The first problem pertains to the choice of the geographic regions
 

where the survey will be conducted. Many HDSs have collected data from sev

eral regions of a country. Dikassa et al. (1986) obtained data from two 

health center service areas in five Zairian health zones. Shepard et al. 

(1987) interviewed households from two health center service areas in two 

Rwandan provinces. 

Multiple-location surveys have been conducted to observe a broader
 

range of variability in the variables that are of concern to the researchers
 

(e.g., prices, income, provider availability, etc.). While this strategy is
 

legitimate, it presents two problems
 

First, the different populations may differ iii behavioral characteris

tics such that demand estimation based on pooled data may be statistically
 

inappropriate. 30 If statistical tests show that pooling is inadequate, sepa

rate demand equations must be estimated for each sub-sample (i.e., region,
 

area). However, the sub-sample may be too small to obtain robust estimates. 3 1
 

Second, collecting data from several geographic regions is generally
 

more expensive than obtaining data from a single region. Thus, f~r a limited
 

budget, a greater sample size can be obtained from fewer regions.
 

30Data pooling refers 
to the process of combining data from different samples (e.g., from
 
different regions of a country) into a single data set. A unique set of statistical estimates is
 
then derived from the pooled data 7!t. The alternative to pooling is to obtain a different set
 
of parameters for each sample. A good discussion of statistical pooling can be found in Maddala.
 
(1977).
 

31An estimate is called robust if the statistical error associated with that estimate is
 
small. For a more formal definition of statistical robustness of estimators, see Chow, 1983, pp.
 
88-90.
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(ii) Obtaining Adequate Sample Sizes From all Population Subgroups
 

Selected groups of people such as the wealthy or the very poor are
 

generally a small percentage of the total population. Thus, for a given
 

sample size, the total number of wealthy and poor individuals within the
 

sample may be too small to obtain statistically robust estimates. For exam

ple, suppose the wealthy are 2% of the population, and that, due to budget
 

limitations, the total sample cannot exceed 500 households. In such a case,
 

if SRS is used, one can expect to obtain about 10 wealthy households in the
 

sample. Such a small sub-sample of wealthy households may be inadequate 
to
 

derive reliable statistical estimates of the effect that wealth has on demand
 

decisions.
 

The unequal probabilities of selection technique (UPS) can be used to
 

overcome the above problem. in the example given, a more than proportional
 

number of wealthy households can be obtained with UPS. The procedure consists
 

of choosing, say, 50 wealthy households, and 450 non-wealthy households. The
 

total sample size is still 500 although under UPS the larger number of wealthy
 

households allows a sound statistical analysis. Of course, the chosen number
 

of wealthy elements over-represents the true proportion of wealthy people in
 

the population. Statistical analysis of the so-obtained sample would yield a
 

distorted view of the population. One can correct for over-representation by
 

adjusting upwards the number of non-wealthy households such that in the adjus

ted sample the proportion of wealthy and non-wealthy households would coincide
 

with the actual population proportions. (For a description of the techniques
 

used to adjust UPS samples see Warwick and Lininger, pp. 105-125.).
 

An obvious difficulty with using UPS is researchers' inability to know
 

in advance how variables such as income, wealth, and health status are 
dis

tributed among the population. Without that knewledge, UPS becomes difficult.
 

When such information can be obtained, however, (e.g., from census data or
 

from community leaders), UPS is an effective way oi overcoming the problem of
 

subgroup representation.
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6.4. Cross-Section Versus Longitudinal Surveys
 

Another problem that is indirectly related to sampling is the Lhoice
 

of the survey technique. In a cross-section survey, information is collected
 

from all the members of the sample at a given point in time. In a longitud

inal survey, information is collected from the sample members at several
 

points in time (e.g., annually for several years, or during the dry and wet
 

seasons). Although a wide range oF variation in individual characteristics
 

can be observed in a cross-sectional sample, there are some factors whose
 

effect on individual behavior can be appreciated only if longitudinal informa

tion is available. Cyclical environmental changes such as wet and dry seasons
 

in some African regions makes it desirable to collect data in both seasons in
 

order to observe how demand is influenced by changes in household economic
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activity and illness incidence.
 

Mwabu (1984) conducted his survey in both the wet and dry seasons in
 

order to obtain estimates of individuals' opportunity cost of time during the
 

farming and non-farming seasons.
 

Longitudinal surveys are also useful when conducting intervention
 

studies. In such studies, the researchers are able to modify some of the
 

parameters that characterize the health system. By collecting data before and
 

after the changes, researchers can assess how individuals respond to the
 
3 3
 

modification.
 

Although longitudinal surveys can provide valuable information diffi

cult to obtain otherwise, they are considerably more expensive. Further, in
 

some cases it may be difficult to conduct multiple-round surveys (for example,
 

it may be hard for a survey team to reach certain geographic areas during th

rainy season). Thus, unless the research questions make it absolutely neces

sary that a longitudinal survey be conducted, cross-section surveys remain as
 

a more cost-effective survey mechanism for obtaining household data.
 

32For a discussion of the effects of seasonal fluctuations on health and poverty, see Ho, 

1982. 

33See Dikassa et al., (1986). 
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6.5 Collecting Data From Users at Health Facilities
 

The above discussion was concerned with choosing a sample that would
 

adequately represent the population. Such a sample can be used to make sta

tistical inferences about the behavior of the general population vis-a-vis the
 

use of medical services. Some resecrch questions make it desirable to collect
 

data not from a randomly choben sample of households but rather from a speci

fic target group. For example, if the research question is to understand why
 

people choose to go to the hospital, the most cost effective way of obtaining
 

data is interviewing hospitalized individuals. The 
same information could be
 

obtained from a random sample of households. However, because the use of
 

inpatient services is an infrequent event in people's lives, relatively
a 


large sample size would be required to obtain the target number of respon

dents. Thus interviewing patients at the facility site is a valid and less
 

expensive way of collecting information on service use.
 

Although the above-described method is useful 
in obtaining utilization
 

information about 
a given type of health facility, it may be an inappropriate
 

technique to collect information about a population's use of health facilities
 

in general. The limitation stems from the fact that the may be
enumerators 


unable to identify all the existing medical facilities. Tnus, a study that
 

based its c'.clusions on data from a few facilities might provide a biased or
 

limited view of people's health care demand decisions. Further, if only users
 

of health facilities were interviewed, one would not obtain information about
 

people who chose the self-treatment alternative.
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7.0 DATA REQUIREM S
 

This chapter discusses the data requirements of HDSs. The information
 

required depends greatly on 
the goals of eech HDS. It is therefore difficult
 

to make broad recommendations regarding the types of daca to gather. The dis

cussion focuses on a few data items and methodological aspects which are rel

avant for HDSs concerned with the effects of prices, income, and wealth on the
 

demand for health This of the 
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It is argued in this chapter that patient-reported out-of-pocket
 

prices are the relevant price measure for HDSs concerned with the effects of
 

provider prices on demand decisions. Provider-reported prices may be inade

quate because many providers discriminate based on their own assessment of
 

patient's socioeconomic status. Further, as was argued in Chapter 3, pati

ents' expected out-of-pocket price is the relevant measure for HDSs concerned
 
with the effect of prices on choice of provider. Unfortunately, expected
 

prices are difficult to measure.
 

Time costs are important determinants of health care demand decisions
 

(Dor et al., 1987). A review of questionniIres used in several HDSs reveals
 

that they did not measure time costs of relatives who, along with the patient,
 

some Since time costs
have to spend time because of the illness. of relatives
 

may be an important factor in health care choice, data on such time costs
 

should also be obtained from respondents.
 

Studies interested in measuring people's total expenditure in health
 

care must measure not only the fees paid to the medical providers, but also
 

the costs of drugs, transportation, time, lodging, and other costs incurred by
 

patients and their relatives during the treatment of the illness. It is
 

generally desirable to gather information on treatment expenditures in a
 

disaggregated manner (e.g., medical fees, drugs, travel costs; time costs,
 

etc.). Otherwise, important policy questions cannot be answered from aggre

gate expenditure figures (see example on drug subsidization later in this
 

chapter).
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It is reasonable to assume that people's socioeconomic characteristics
 

such as income, wealth, and education influence health care demand decisions.
 

It is therefore recommended that socioeconomic measures be obtained from
 

respondents. Most surveys of HDSs gather a vast amount of information on
 

households' socioeconomic status. However, only a few, if any, of these vari

ables are reported in the demand analysis. The lack of statistical signifi

cance of some of these variables may lead researchers to drop those explana

tory variables from their models. It is conceivable that the lack of signifi

cance reflects a sampling problem rather than a behavioral fact. Thus, better
 

sampling techniques may be necessary.
 

Researchers must decide how to classify people's health problems if
 

they intend to use health status as a variable that explains demand decisions.
 

HDSs have used several health measures, ranging from complete physical 
assess

ments of patients to a classification of patients' problems into a few illness
 

categorieb. 7glient-reported symptoms may be appropriate variables to explain
 

the choice of provider; provider-reported diagnoses may be adequate predictors
 

of the amount of health care consumed.
 

Econometric models used to explain people's choice of provider need
 

data on the characteristics of chosen and non-chosen providers. A review of
 

HDS questionnaires reveals that such information is obtained from providers.
 

Provider-reported characteristics may differ from patients' perception of
 

those attributes. Thus, as with prices and quality, information on provider
 

characteristics should be obtained directly from respondents.
 

HDS questionnaires usually have different sections which need to be
 

answered by different household members. For example, the section on socio

economic status is usually best answered by the head of household. The sec

tion on preventive health services for children may be answered by the mother
 

who is more familiar with that information. Enumerators must be instructed as
 

to what household member should answer each o the sections. Failure 
to
 

select the same household member as the respondent for each section may lead
 

to biased findings.
 

Finally, the reference period of HDSs must be chosen carefully. Long
 

recall periods may be inadequate when obtaining information on events which
 

can be easily forgotten (e.g., the incidence of minor illnesses or the amount
 

of money spent on treatment). On the other hand, short reference periods can
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limit the number of respondents. For example, for a given number of target
 

households, a two-week recall may be 
too short a period to obtain an adequate
 

number of inpatient care respondents. Multiple recall periods may be used in
 

the same questionnaire.
 

7.1 What Information to Collect?
 

This section is a discussion on the types of questions that may be
 

asked to obtain the data needed by HDSs. The following data items are re
viewed: 
 (a) prices and expenditure in health care; (b) socioeconomic status;
 

(c) classification of health problems; (d) information on chosen and non

chosen providers.
 

7.1.1 Prices and Expenditure on Health Care
 

Acton (1975) defined the price variable as the sum -f the out-of

pocket payment to the provider and the monetary cost of the time spent in 

treatment-related activities (travel, waiting, and treatment). 

(i) Out-of-Pocket Fees
 

The term out-of-pocket refers to the payment actually made by the
 
patient to the provider. The out-of-pocket payment and the price received by
 

the provider may differ in the presence of insurance plans featuring deduc
tibles or co-payments. In such cases, the out-of-pocket payment made by
 

patients 
may be only a portion of the price charged by the provider to the
 

uninsured. Thus, if insurance-like plans exist in the community being stud

ied, the questionnaire must explicitly ask the patient how much he or 
she paid
 

to 
the provider. Obtaining prices directly from the providers, as hps been
 

done in several studies, may be inadequate because providers may be unable to
 
recall all the insurance features in place, much less identify the community
 

members who qualify for those arrangements. Another reason why price informa
tion obtained directly from providers may be incomplete information is that
 

many providers price-discriminate according to their subjective perception of
 

patients' socioeconomic status.
 

In sum, out-of-pocket price information is the relevant variable to be
 

measured in a demand study that 
is concerned with the impact of providers'
 

prices on demand for their services. Out-of-pocket price data must be ob

tained directly from the patient.
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(ii) Time Costs
 

Most HDSs ask interviewees about travel time to the provider's facil

ity, waiting time at the facility, and in some cases, treatment time. The
 

total timne is usually multiplied by an estimate of the patient's opportunity
 

cost of time 34 to obtain a monetary value of total time costs of treatment.
 

However, some studies 
fail to ask how many times the provider was visited
 

during the treatment of the 
particular health problem, thereby understating
 

total time cost. Data from Zaire indicate that the average number of visits
 

to bealth centers for a given episode of illness varies between 3.3 and 4.3.35
 

Further, many studies ignore the 
fact that some patients are accompanied by
 

relatives to the provider's facility. The relativef,' opportunity cost of time
 

should also be accounted for, and may well exceed that of the patient. (For
 

example, if a two-year-old child is taken by her mother 
to a health center,
 

the mother's opportunity cost of time will exceed that of the child since the
 

mother's contribution to the household's income per unit of time may be far
 

greater than that of the child.)
 

In summary, time costs are important 3 6 and should be accounted for,
 

not only for the patient but also for the household members who accompany the
 

patient throughout the treatment. Tn addition, the total time spent in treat

ment must be also be considered, including the first and repeat visits, as
 

well as the time spent securing medicines and medical supplies.
 

(iii) Othei Treatment-Related Expenditures
 

Studies interested in individuals' total expenditures in health care
 

must consider not only medical fees and time costs, 
but also other treatment

related expenses incurred by patients and their accompanying relatives for
 

transportation, lodging, meals, drugs, and medical supplies. Such expenses
 

are relevant only if they are incremental to the household, i.e., if they are
 

above and beyond what the household would have spent if no medical treatment
 

had been sought. Transportation, lodging, medicine, and 
medical supplies
 

34The opportunity ccst 
of time of a person is usually measured as the monetary value of
 
the resources that can be produced by that person per unit of 
time (e.g., per hour).
 

35See Bitran, Munkatu et al., 1986, Appendix G.
 

36
See Dor et al., 1987.
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costs will most often be incremental since they would not have been incurred
 

otherwise. Meals will constitute an incremental expense only to the extent
 

that their cost to the household exceeds the regular cost of meals at home or
 

in the place of work.
 

Two final comments regarding the way expenditure information should be
 

colled:ted follow.
 

(iv) Aggregated versus Disaggregated Expenditure Information
 

Some research questions make it desirable that patients' treatment
 

costs be disaggregated by category of expenditure; for example: 
 (i) out-of

pocket fees paid to the provider; (ii) time costs; (iii) travel costs; (iv)
 

drug and supply costs; and (v) lodging, meals, and other costs. The reason it
 

may be desirable, in some cases, to 
collect the information in a disaggregated
 

way can be illustrated with an example. Suppose that a government is con

sidering subsidizing user prices of drugs and medical supplies so that pati

ents would only pay 60% of what they wiuld pay without the subsidy for these
 

goods at government health centers. Unless patients' 
actual. expenditures on
 

drugs and supplies were recorded 
separately at the time of the interview, it
 

would be difficult to adequately anticipate the impact that 
the subsidy would
 

have on drug consumption using the aggregate expenditure figure.
 

(v) Perceived versus Actual Out-of-Pocket Fee Paid
 

It wa3 argued in chapter 3 that it is patients ex ante expected price
 

of care that is relevant ror their decisions regarding the choice of provider
 

and the quantity of care demanded. The ex post out-of-pocket fee actually
 

paid by patients is only a proxy variable for 
the ex ante expected price.
 

Many factors contribute to patients' inability to perfectly anticipate tht=
 

out-of-pocket fees. One factor is the subjective nature of the price discrim

ination process. Even if the price of a visit is known by the patient, it is
 

conceivable that he or she may not 
know how much the health center nurse will
 

charge him or 
her since it will depend on the nurse's assessment of the pati

ent's socioecoromic status. Another factor is patients' ignorance about the
 

type and severity of their health problem which limits their ahl*ity to anti

cipate the type and amount of treatment that will be prescribed by a given
 

provider, and therefore the treatment costs.
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Patients' ability to anticipate out-of-pocket treatment costs in

creases, however, with their knowledge of the providers and with their ability
 

to identify their health problem prior to making the provider choice. There

fore, well informed patients are better able to anticipate treatment costs;
 

their expectations will not liffer significantly from their actual expendi

ture. Conversely, patients who have not had enough exposure to health provid

ers or who cannot identify their health problem adequately, will make the
 

choice of provider based on an expected treatment cost which may differ sig

nificantly from the actual cost. Their choice of provider might have been
 

different if they had better ex ante information. An interesting challenge is
 

to design a set of questions which will allow the researchers to measure the
 

degree to which patients' can adequately predict treatment costs. Until such
 
an experiment is conducted, we may be unable to conclude whether or not 
indi

viduals have sufficient information when they make their treatment decisions
 

and therefore, whether or not such decisions are sub-optimal. 3 7
 

7.1.2 Socioeconomic Status
 

Individuals' socioeconomic status (SES) is of importance to research

ers who want to assess the effects that variables such as income, wealth, and
 

education have on health care decisions. SES variables are also important to
 

study the impact that prices of health services have on health consumption
 

decisions. Given to the growing importance of user fees 
in the financing of
 

health services in developing countries, this section addresses the problem of
 

measuring SES and using those measures to analyze the impact of user fees on
 

utilization.
 

In order to measure the effect of SES characteristics on utilization
 

of health 
services, it is desirable to obtain a sample of individuals who
 

exhibit wide variability in SES measures. 
 This may be difficult to accomplish
 

in some rural populations where people are characterized by a rather flat dis

tribution of SES measures. However, in those areas where SES varies widely,
 

researchers have an opportunity to obtain a rich data set 
with which to test
 

their hypotheses.
 

37Consumption decisions may be sub-optimal 
ifconsumers have incomplete information about
 
service or product characteristics.
 

40
 

http:sub-optimal.37


The problem, of course, is how to measure SES. Many HDSs have been
 

conducted in poor rural communities where subsistence farming is the main
 

economic activity (see Dikassa et al., 1986; Shepard et al., 1987; Fiedler,
 

1986). Although household members occasionally engage in temporary employ

ment, most of the working individuals are self-employed and spend their time
 

in farming, herding, or fishing activities. Part of the farm production is
 

consumed by the household and part of it is sold.
 

Some common sense variables that should be obtained from respondents
 

are education, household cash and non-cash income, household wealth (as 
meas

ured by asset holdings), and household consumption (of purchased or self

produced goods).
 

Table 7.1, on the next page, shows SES variables measured in selected
 

HDSs. The major conclusion from table 7.1 is that although a wide variety of
 

SES variable!s have been gathered in questionnaires, only a few of those vari

ables have been used in demand equations. A possible explanation for this is
 

that the authors may have included most of the variables in their original
 

equations but decided to drop them because they were not statistically sig

nificant.
 

The lack of statistical significance of some variables must not dis

courage future researchers from including those variables in their analyses.
 

As was explained in Chapter 6, an SES variable may indeed have a strong
 

explanatory power for demand decisions, yet if the sampling methodology is
 

such that insufficient variation is observed, the econometric results will
 

indicate the variable is not significant. Such a conclusion applies only to
 

the sample of people analyzed, and not to the global population. Unless the
 

study can prove that the sample is statistically highly cepresentative of the
 

total population, generalizations about the explanatory power of some SES
 

variables must be made with caution.
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Table 7.1
 

SOCIOECONOMIC VARIABLES MEASURED IN SELECTED
 

HEALTH CARE DEMAND STUDIES
 

ASCOBAT DIKASSA et al 
 FIEDLER MWABU 
 SHEPARD et al
 
1981 
 19861 19862 
 1984 1987
 

Rural Indonesia 
 Rural Zaire Rura! Guatemala Rural Kenya Rural 
Rwanda
 

Farm Land Ownership Farm Land Ownership (D) Land Owned Size of 
Land
 

Size of Farm Land 
 Use of Land Size of 
Farm Land Size of Farm Land
 
House Ownership 
 House Ownership
 

House Construction House Construction
 

Materials Materials
 

House Furniture House Layout
 

Household Asbets Household Assets 
 Availability of Household Assets 
 Householld Assets
 
Latrines
 

Waste Disposal
 

Mei-hods
 

Source of Drinking Source of Drinking
 
Water Water
 

Size of Livestock Ownership of Livestock Size of Livestock Size of Livestock 
 Monetary Value of
 

Livestock
 
Home Production
 

of Farm Products
 

Last Year's Cash Last Season's Sales Last Year's Cash Sales
 
Sales of Livestock of Crop and Livestock of Crop
 

Types of Crops 
 Last Year's Sales
 

Volume of Crop
 
Time Spent in Harvest
 

Harvest Volume and
 

Cash Value per Season
 

Types of Trees
 
See notes on following page 
 (continued)
 



Table 7.1 (cont.)
 

SOCIOECONOMIC VARIABLES MEASURED IN SELECTED
 
HEALT CARE DEMAND STUDIES
 

ASCOBAT DIKASSA et a; FIEDLER 
 I MWABU 

1981 
 19861 
 19862 
 1984 


Rural Indonesia 
 Rural Zaire Rural Guatemala Rural Kenya 


(D) Weekly Cash Income 3 

Last Year's Cash 
 Cash Income from 

Income from Employment Employment 


(D) Total Family Last (D) Total Family Last 

Year's Cash Income 
 Years' Cash Income 


Occupation in 4-Week
 
Recall 
 Cash Income from Trade
 

Household Cash Expend

itures in 1-Week and
1-Month Recali
 
(D) Years of Education" 
 Years of Education (D) Years of Education
 

Literacy
 

Languages
 

5
 
Religion (D) Religion


* 

Race
 

(D): Variable included in demand equation.
 

Variable statistically significant at the 90% confiden:e 
level, or more.
 

INo statistical analysis available.
 

2
Medical 
care demand equation with disaggregated prices, pp. 
213-14.
 
3
Significant only in demand for traditional 
heaier services equation.
 
4
Significant only 
in demand for physician services equation.
 
5
Significant only for government hosp tals, private clinics, and pharmacies (Model 3, pp. 
187-88).
 

SHEPARD et al
 

1987
 

Rural Rwanda
 

Cash Income from
 

Employment
 

(D) Total Family Last
 

Year's income (per
 

capita)
 



The following is a list of possible variables to be considered when
 

measuring people's SES in poor rural conmunities (an excellent reference is
 

Grootaert, 1986):
 

* Size of land owned
 

" Size of farm land
 

* 	Size of farm land assigned to each type of crop
 

" Last season s cash sales of crop (specify number of seasons 
per year for each type of crop, by type of product) 

" Daily cash sales of crop 

" Production of farm goods (e.g., coconut oil, manioc flour, 
milk, eggs) 

" Number of livestock, by type of animal 

" 	Last year's livestock cash sales
 

" 	Last year's livestock killed or given away
 

• Salary or compensation received by household members last
 
year (by quarter to capture information on nature of tem
porary employment)
 

" Other sources of household cash (e.g., money sent by rela
tives from the city, government pension)
 

" Household assets (e.g., vehicles, radios)
 

" 	Houses' construction materials (cement floors, glass win
dows, indoor latrines) 

" Household consumption of food, clothing, transportation,
 
etc.
 

" 	Education
 

* 	Religion
 

* 	Ethnicity
 

In conclusion, it is reasonable to assume that socioeconomic variables such as
 

cash and non-cash income, wealth, and education have an influence on health
 

care demand decisions. Three requirements must be met to warrant strong
 

results: (1) use an adequate sampling methodology; (2) gather the necessary
 

information; and (3) use the appropriate statistical technique.
 

7.1.3 Classification of Health Problems
 

Most HDSs are interested in household members' demand decisions in the
 

presence of health problems. Because there is a multiplicity of health prob

lems and because the identification of these problems is a subjective process,
 

it becomes difficult to obtain information about them and classify them in a
 

way that is meaningful for the purposes of the study.
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Dikassa et al. (1986) gathered information about symptoms rather than
 

names of illnesses. Ascobat (1981) performed a detailed assessment of ill
 

people's physical conditicn, inspecting head, urinary tract, etc. Shepard et
 

al. (1987) classified all possible illnesses into 12 categories. Certler et
 

al. (1987) considered only three categories of health problems: acute ill

nesses, respiratory illnesses, and digestive illnesses. Finally, Mwabu (1984)
 

recorded patient-reported symptoms or "chief complaints", and used a cluster
3 8
 ing technique to group these complaints into illness groups.


A common and reasonable hypothesis is that the nature of the health
 

problem affects the patient's choice of provider and the amount of care
 

demanded. Therefore, the problem ij how to classify illnesses in order to
 

obtain the greatest possible insight about health problems' influence on
 

demand decisions. There is no unique answer to this problem since the types
 

of variables that will be used to measure health problems will depend on the
 

research question being studied.
 

Consider the question of how health problems affect the choice of pro

vider decision. Clearly, in this case, it is the person's perceived health
 

problem which will be relevant. Unless there is a high correlation between
 

the perceived problem and the provider's diagnosis, the latter will be an
 

inappropriate variable to use in explaining the choice of provider. A reason

able procedure may be to ask the person (or his or her parent if it is a young
 

child) about his or her own assessment or classification of the health problem
 

which led to a visit to a health provider. In this case, symptoms are the
 

logical measure.
 

Information about perceived symptoms can be complemented with informa

tion on patient's perceived severity of the health problem. It is conceivable
 

that for a given symptom, more educated people will seek care at a lower level
 

of perceived severity than less educated persons. The same may be true for
 

rich versus poor people. The appropriateness of using severity measures is
 

less clear than that of using symptoms. In fact, it can be argued that most
 

people will say that they considered their health problem severe enough so
 

38See Mwabu, 1984, pp. 44-50. This technique is discussed in W.F. Fisher, Aggregation
 
Methods in Economics, 1974. For an application of this technique in aggregation of patients'
 
chief complaints, see: A. Mead Over Jr., and Kenneth R. Smith, 1980.).
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that they decided to see a provider. In such a case, severity would show
 

little variation in the sample and therefore would be statistically meaning

less.
 

One problem which may hinder the validity of using patient-reported
 

symptoms is the fact that the questionnaire is administered after the inter

viewee visited the provider. Thus, the person's ex post description of ini

tial symptoms may be influenced by the provider's opinion about the health
 

problem. This problem is analogous to the problem of ex ante perceived price
 

versus ex post actual price discussed earlier in this paper. However, it is
 

possible that if the right questions are asked, the patient's actual 
assess

ment of his or her initial symptoms will be little contaminated by the pro

vider's diagnosis.
 

A few categories of patient-perceived symptoms can be sufficient to
 

cover most of the symptoms reported by the interviewees. For example, it is
 

conceivable that in a rural area of an 
African country, a large proportion of
 

all the reported symptoms will fall into four 
symptom categories: fever,
 

headache, abdominal pain, diarrhea. A small number of symptoms simplifies the
 

questionnaire and data gathering process, and certainly makes the analysis of
 

the data simpler.
 

The above discussion was 
concerned with the choice and classification
 

of illness variables which would best explain people's 
choice of provider.
 

If, on the other hand, one is interested in determining how diffPrent health
 

problems influence the amount of health care 
consumed then the appropriate
 

variable may be the provider's diagnosis. 
 If the patients follow the pro

vider's treatment (i.e., make the prescribed number of follow-up visits, buy
 

the prescribed drugs, etc.), then the diagnosis may be 
a more useful variable
 

to explain health care consumption.
 

One problem in using providers' diagnosis as an explanatory variable
 

for health care consumption is that individuals with similar health problems
 

can be diagnosed similarly but prescribed different treatments by different
 

types of providers. Nevertheless, this problem can be dealt with in part by
 

including the type of provider as an explanatory variable in the demand
 

equation.
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In conclusion, questionnaires should gather information on patient

reported symptoms if the goal is to establish a relationship between the symp

toms or chief complaints and the choice of health provider. Information 
on 

provider diagnosis may be obtained to explain demand decisions where the 

dependent variable is quantity of care consumed. 

7.1.4 Information on Chosen and Non-Chosen Providers
 

As was explained in Chapter 5, discrete choice models such as probit
 

and iogit require information on the characteristics of both the chosen and
 

the non-chosen providers. Thus questionnaires must collect both types of
 

data. The problem is to identify which were the alternatives (i.e., provid

ers) considered by people who sought care. For example, suppose a person is
 

ill and decides to go to a government health center. It is reasonable to
 

assume that prior to making the choice, the person considered other possible
 

providers such as a private clinic or a traditional healer. It is by evaluat

ing the set of attributes (e.g., price, distance) that characterizes the three
 

providers that the person makes his or her final choice.
 

The problem for researchers is to ask the right questions to identify
 

the set of options considered by the patient and to obtain from the patient
 

the perceived attributes of such provider options.
 

Some HDSs questionnaires obtain information from patients about the
 

providers who are close to the patient's home, 
as a way oF deriving the pa

tient's set of options (see Mwabu, 1984). That procedure assumes that in
 

making their decision, people assign a very high weight the distance to the
to 


facility. It is known, however, that 
in some cases ill people will travel
 

hundreds of kilometers to see a particular provider of their choice, bypassing
 

a multitude of alternative providers closer to their homes (see for example
 

Judith N. Lasker, 1981).
 

In brief, information about various providers who were considered by
 

people who sought care must be gathered from respondents. This implies iden

tifying such providers and obtaining information regarding their attributes.
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7.2 Who Are the Respondents?
 

Some questionnaires gather information from household members who were
 

sick during a given recall period, from women who have recently had a baby,
 

and from parents about the use of child health 
prevention and immunization
 

services.
 

The questionnaire will most likely need different respondents for each
 

section. For example, the section about of health services by ill
use people
 

will be answered either by the person who was ill or by a parent if the person
 

is too young to provide adequate answers. The choice of respondent for the
 

maternal portion of the questionnaire must be the mother herself. Information
 

about use of preventive services for children must be obtained from the par

ents.
 

In polygamous societies, the mother usually knows more 
than the father
 

about the health problems of her children and the health-related decisions
 

made on their behalf. In such cases, 
the questions regarding children's use
 

of health services should be addressed to the mother. In contrast, infor

mation about socioeconomic status of the household 
must usually be gathered
 

from the head of household.
 

A problem usually encountered in HDSs is that more than one person
 

within the household might qualify for interviewing. For example, there may
 

be four people in a household who qualified as being ill during the survey's
 

recall period. One possibility would be to interview all four since the mar

ginal cost of each additional interview within a given household is low com

pared to the cost of interviewing someone else from a new household. One
 

drawback of doing so is that the period spent interviewing a single household
 

may become long, with the quality of the answers and the ability of the inter

viewer to induce and interpret answers deteriorating. Another drawback of
 

interviewing more than one household member is 
that one may obtain less sample
 

variation in household characteristics. Finally, when or household
two more 


members are interviewed, a statistical correction must be made to 
maintain
 

independency of the statistical error terms.
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Because surveys are usually tied to a fixed budget and time schedule,
 

interviewers are confronted with the tradeoff between interviewing fewer
 

households but more people overall (e.g., 200 households, 3 people per house

hold), or more households but fewer total people (e.g., 400 households, one
 

interviewee per household). The advantage of alternative is
the first that,
 

for the same total cost, one obtains a larger sample size (600 people in the
 

first case and only 400 in the second). The disadvantage is that one may
 

observe less variability in household characteristics. This last problem
 

could be minirmized with adequate sampling procedures. Unfortunately, since
 

reliable census data are not available in some poor countries, good informa

tion about household characteristics can only be obtained using the data from
 

the survey, when the sampling and data collection processes have already taken
 

place.
 

Finally, if it has been decided that a limited number of individuals
 

will be interviewed from each household, then the interviewer must be provided
 

with a random procedure to choose those to be interviewed. For example, sup

pose that there are two women within the same household who had a baby in the
 

recall period and it has been decided that no more than one woman can be
 

interviewed. The enumerator 
should use a random selection rule such as choos

ing the woman who had the baby most recently. Non-random rules such as choos

ing the oldest mother must be avoided because they will bias the analysis: the
 

sample will be composed mainly of older women who fall on the right hand side
 

of the age distribution of fertile women.
 

In summary, researchers must decide in advance what members of the
 

household will be chosen to respond to each part of the questionnaire. When
 

it is expected that more than one person within a household will qualify foZ
 

interviewing, 
it must be decided how many of them will be interviewcd. The
 

gain of a larger sample size resulting from interviewing several members of
 

the same household must be weighed against the resulting losses in the vari

ability of household characteristics. If only a sub-sample of household mem

bers who qualify for interviewing is chosen, decision rules must be provided
 

to the enumerators so that individuals can be chosen randomly.
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7.3 What Recall Period to Use?
 

Many surveys ask respondents about events that took place or will take
 

place during a certain time period. Such a period is referred to as the
 

recall or reference period.
 

Due to memory loss, the longer the recall period, the greater the
 

degree of inaccuracy of the information provided by respondents. Neverthe

less, long recall periods (e.g., 6 months, 1 year) are sometimes used. A
 

brief discussion about the use of reference periods in health surveys is found
 

in Vital and Health Statistics. 
39
 

NHIS [National Health Interview Survey in the United States]
 
uses various reference periods to reduce the amount of bias
 
associated with respondent memory loss. A 2-week recall is
 
used in collecting data or. the incidence of acute conditions,
 
restriction in activity due to a health problem, and physician
 
contacts. Each of these measures health events that may be
 
forgotten soon after they occur. Examples of measures are
 
telephoning a physician about a minor illness, missing a day
 
from work because of a routine health problem, or having a
 
cold. Either a 12- or 6-month (depending on the type of sta
tistic) reference period is used by the NHIS for hospitaliza
tion data because hospitalization ordinarily involves a major
 
event in a person's life and is not quickly forgotten. Chro
nic condition prevalence estimates are based on a 12-month 
reference period. 

Long recall periods are generally used for convenience. For example, one may
 

obtain much more accurate information about people's use of inpatient services
 

using a short (2 weeks) rather than a 
long (1 year) time period. However,
 

because hospitalizations are relatively infrequent events in people's lives,
 

one would have to choose a large sample in order to obtain a statistically
 

adequate number of respondents who used hospital services during the recall
 

period. Choosing a longer recall period allows researchers to obtain the
 

desired informaticn from a much smaller number of respondents.
 

The above discussion about choice of the most 
adequate reference
 

period also applies to health surveys in developing countries. For example,
 

if a survey has as one of its goals to obtain information about peoples'
 

expenditure in the treatment of acute health problems, 
then a short reference
 

period seems appropriate.
 

39U.S. Department of Health and Human Services, 
National Center for Health Statistics,
 
Series 10, No. 160, p. 133.)
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Recall periods must be defined carefully. Consider the following
 

three definitions of a two-week recall: (1) interview the people who had an
 

illness episode and who completed treatment in the two weeks prior to the
 

survey; (2) interview the people who were afflicted by an illness in the two
 

weeks prior to the survey; and (3) interview the people who had an illn~ess
 

which started in the two weeks prior to the survey.
 

The three definitions above have different implications regarding the
 

characteristics of the sample. In the first case, 
one may get people who have
 

been ill for a long time and who concluded treatment 
in the last fifteen days.
 

In such a case, due to memory loss, it will be difficult to obtain accurate
 

information from respondents about the use of health services throughout their
 

illness episode. In the second case the sample will contain people with
 

chronic illnesses as well as people with acute illnesses and many of the
 

people will not have completed the treatment of their health problem at the
 

time of the interview. Thus, the information about the use of health services
 

will most likely represent only a portion of the services that will be used
 

throughout the episode. Finally, in 
the third case, the sample will comprise
 

mostly persons with acute problems, 4 0 and only a fraction of the respondents
 

will have completed treatment before the interview.
 

Many HDSs are interested in obtaining information about people's use
 

of health services during acute illness episodes. In such a case it may be
 

advisable to use 
a recall period which will be long enough to cover the dura

tion of most acute episodes, from onset to the completion of treatment, but
 

short enough that memory loss will not constitute much of a problem. Thus, a
 

2- to 4-week recall period may be advisable. However, recall periods need not
 

cover the whole duration of the illness episode. 
 One could conceivably use a
 

short recall such as one or two weeks, interview all respondents who had a
 

health ,roblem during that period, and record the duration of the illness,
 

from its onset up to the time of the interview. In the statistical analysis,
 

one may estimate demand equations controlling for duration of illness, in
 

addition to controlling for all other explanatory variables (such as illness
 

or symptom type, socioeconomic status of patient, provider characteristics,
 

etc.).
 

40Although some chronic conditions may have started among a few of the interviewees
 
during the recall period.
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Finally, the use of recall periods which are shorter that 
a year make
 

it necessary to extrapolate the survey information if one wants to obtain
 

annual estimates of demand data. 4 1  The following discussion from the Vital
 

Health and Statistics report (Ibid) sheds some light on che way extrapolations
 

can be done.
 

Because most NHIS estimates based on a 2-week reference period
 
are designed to represent the lumber of health events for a
 
12-month period, these data must be adjusted to an annual
 
basis. Data based on a two--week reference period are multi
plied by 6.5 to produce the 13-week estimate for the quarter.
 
These reference period adjustments are made at the time that
 
the quarterly files are produced. Therefore, the data can be
 
used for each quarter to study seasonal variations. The data
 
from the ,.arterly files are summed to produce the annual
 
estimate.it42
 

In summary, the choice of the recall period depends on 
the types of informa

tion that 
are of concern to the study. The use of recall periods in survey
 

work can involve a certain degree of ambiguity. Thus, recalls must be defined
 

carefully and explained clearly to the enumerators. Short recalls (2-4 weeks)
 

seem appropriate to obtain information about the use of health services, par

ticularly for acute illnesses which do not 
require hospitalization. Longer
 

reference periods are advisable when information about chronic illnesses or
 

use of inpatient services is needed.
 

41But not coefficients on variables like price and wealth. An exception would be when
 

seasonal availablity of cash affects use choices.
 

42NHIS isa permanent survey conducted weekly inthe United States.
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APPENDIX A
 

A.1 Examples of Discrete and Continuous Demand Equations
 

This appendix illustrates with hypothetical examples the conceptual
 

difference between discrete and continuous health care demand equations. Con

sider the following demand equation:
 

Equation A: Discrete Demand Equation
 

Provider 
chosen function of 

patient's 
income, 

distance 
to the, 

provider's 
years of, 

price 
charged by 

facility training the provider 

The equation states that the dependent variable, the provider chosen by the 

patient, depends on, or is a function of, the four independent variables 

listed above. The dependent variable 
,f this demand equation is a dichotomous
 

variable, 
or a "yes or no" type of variable. The term dichotomous is used to
 

reflect the fact that the dependent demand variable can only take two values:
 

yes (the ptovider is chosen by 
the patient) or no (the provider is not cho

6en). Consider now the following demand equation:
 

Equation E: Continuous Demand Equation
 

Amount of 
money spent patient's number of number of 
in provider = function of income, laboratory, visits 
X's facility 
 exams
 

This demand equation states that 
the amount of money spent in health services
 

and goods in the facility of provider X depends on the three above-specified
 

variables.
 

Equations A and B are conceptually different: in the former, the
 

dependent variable can only take two values 
(yes or no, or equivalently 1 or
 

0) while in 
the latter, the dependent variable can take any continuous posi

tive value (for example 35 cents, or $58, or zero).
 

A model, or demand equation, like A is usually calldd a discrete
 

demand equation. A demand model like B is called a continuous demand equation.
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----------------------------------------------------------

A.2 Estimation of Discrete and Continuous Demand Equations
 

As is explained in the first section of this appendix, a demand equa

tion consists of a mathematical relationship between a dependent variable and
 

a series of independent variables.
 

The process of estimating a demand equation consists of determining
 

the magnitude of the effect that each independent variable has on the depend

ent variable; for example, how patient's income affects his or her total
 

expenditure in health services at provider X's facility.
 

The estimation process requires (1) a data set which is a series of
 

empirical observations of dependent and independent variables, 
as shown in
 

Table B.1, and (2) an econometric technique. The econometric technique to be
 

used depends on the researchers' methodology and on the nature of the demand
 

equation (e.g., discrete or continuous), as explained at the beginning of
 

Chapter 5.
 

Table B.1
 

Dependent
 
Variable Independent Variablcs
 

Expenditure
 
of patient Number of Number
 

Patient at provider Patient's laboratory of
 
number X' s facility income exams visits
 

1 $6.5 $1020 2 4
 
2 $3.2 $800 1 3
 
3 $108.3 $970 3 
 8
 
• . . • 

• . . . 

* . . . 

500 $1.7 $640 1 1
 

Econometric techniques are usually implemented through the use of computer
 

programs. The data are entered 
into the computer and the program calculates
 

the effect that each independent variable has on the dependent variable. Such
 

a procedure constitutes the estimation process.
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A.3 Interpretation of Econometric Results and Forecasting
 

The 	output of the demand estimation process may look as follows:
 

Equation C: Output of Estimation Procedure for Equation B
 

Amount of 
money spent 
in provider 
X's facility 

= 0.0015 x patient's 
income 

+ 0.72 x number of 
laboratory 

+ 1.05 x number 
of 

exams visits 

Estimated demand equations may be used for two purposes: analysis and fore

casting. These two uses are illustrated below.
 

Analysis of Estimation Results
 

The numbers in the above equation are the estimated coefficients of
 

the demand equation. The estimated coefficients can be interpreted in the
 
1
 

following way:


The income coefficient (0.0015) is positive, suggesting that
 
a 	patient with a higher income spends more in provider X's
 
facility than a patient with lower income, even if both con
sume the same number of laboratory exams and make the same
 
number of visits. Further, the income coefficient tells us
 
that we can expect that a patient with an income of $1500
 
will spend $0.75 more than a patient with a $1000 income
 
($0.75 = [1500-1000] x 0.0015). The coefficients associated
 
with the laboratory exam and visit variables are also posi
tive, suggesting that as the number of exams required, or
 
visits made, by a patient rises, so does his or her expendi
ture. Furthermore, the coefficients 0.72 and 1.05 are sta
tistical estimates of the price charged by the provider for
 
each laboratory exam or visit, respectively.
 

The above example illustrates the type of analysis involved in the process of
 

estimating a continuous demand equation. The estimation process for discrete
 

demand equations is similar although a different econometric technique must be
 

used. The outcome of the estimation process, instead of establishing an alge

braic relationship between the amount that a person may spend and several
 

explanatory variable3 (equation C), establishes a relationship between the
 

1The interpretation given is implied only if the three coefficients turn out to be sta
tistically significant.
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probability that a given person would see a certain provider and the explana

tory variables.
 

Forecasting
 

Estimated demand equations can be used for forecasting. Forecasting,
 

in the context of the above example, would involve estimating the amount of
 

money that person N would spend at provider X's facility, given person N's
 

characteristics. 2 Suppose that we were interested in forecasting 
how much
 

money a person with income $1210 would spend in provider X's facility if she
 

obtained 3 laboratory exams and made five visits. The estimated demand equa

tion would predict an expenditure of $9.23, since (0.0015 x 1210) (0.72 x
 

3) + (1.05 x 5) = 9.23.
 

2The reliability of forecasting depends on the goodness of 
fit of the estimated equation
-that is,the ability of the equation to explain the observed variations, in the dependent vari-


R2 , 
able. (Goodness of fit is measured by or equivalent in the non-OLS cases.) Some authors 
fall into the practice of making forecasts when the goodness of fit isat very low levels. In 
such cases, the forecast should be used with extreme caution. 
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