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Preface

The acvant of coaputer technology has paraitted policy
analysts to sisulate complex social issues in a sanner sosewhat
similar to controlled experiments perforsed by physical and
biological scientistr. Unfortunately, policy sisulation sodels
have generally not been well received. In spite of their
potential éontribution to the analytical process, these msodels
have been critized for being: too dependent on main—frase
computers; too complicated to be used jointly by decisionmakers
and analysts; too deaanding in the type and oguantity of data
required; too inflexible toc handle changing policy situations: and
too unrealistic to uatiﬁfy decisionmakers’ need for relevance to
the present policy snvironsent.

This sanual has been designad to be used as source matarial
in a food and &agricultural policy workshop devoted to an snalysis
of the interrelationships of key food, agriculture, and nutrition
policy issues. The msajor objectives of the msanual are:

1. Demonstrate the Relevance of Food,

- Agriculture, and Nutrition Policy Analysis
to Overall Agricultural Developmant Planning
and Evaluation.

2. Present & Unified Economic Frasework for
Analyzing Azjor Agricultural Policy lssues.

S. Pressent a Practical Application of Policy
Analysis that Allows Agricul tural Developaent
Specialists with Various Levels of Training in
a Wide Range of Disciplines to Interact
Effectively.

The menual is divided into six sections. The first section
pruesents an overview of the relevance and nature of policy’

analysis to the agricultural developaent process. The sacond



s@ction presants a simple, yet precise overview of consuaer
behavior and its role in the policy process. The third section
presents a similar overview of producer behavicr. The fourth
section discusses the unification of consumer and producer
bshavior intoc a asriket systea and its relevance to policy
analysis. The fifth section susmarizes a policy sisulation acdel
that has been adapted for implesentation on aicrocosputers. The
final section presents selected applications of the sisulation
model to current issuss in food, agriculture, and nutrition

policy.



CHAPTER 1

THE ROLE OF POLICY ANALYSIS
IN ABRICULTURAL DEVELOPMENT

The process of developing a country’s agricultural sector

involves a continual resolution of conflicting goals. The

identification of goals and the choice of actions to accompl ish

those goals lie at the heart of the policy process. Public policy

decisionmakers have a nesd to evaluate alternative goals and

actions and thus have special inforsation requiresents for the

analysts who assist theas in the policy foraulation process.

The Nature of the Policy Process

that

The following questions are examples of typical conflicts
policy analysts and decisionsakers sust 6andnr:
Should the country be self-sufficient in their

own food production or should they ssek food
security thru the international sarkets?

Should the prices farmers recieve and
consumers pay be “iasproved"?

Can the efficiency of the food processing and
distribution industries be increased?

How will a particular food policy affect
households according to income leval and
location?

What will be the nutritional consequences of a
proposed new agricultural policy or project?

These questions, although familiar to policymakers and policy

analysts, require a distinction to be sade about the knowledge and

actors that are relevant to the issue. Knowledge msay be eithér

positive or normative. Positive knowledge is an objective -

statement or description of "the way things are in the real

world.” In contrast, norsative knowledge iz a subjective view of
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“"the way things should be.” Positive knowlerdge is used to
describe the situation &s accurately as possible, while norsative
knowladge reflects the goals, values, and beliefs that the policy
actors deem relevant .to the situation.

The policy actors are the persons and organizations that have
some self-interest in a particular policy issue. Lamwsakers,
policy analysts, farmsers, consumers, farm organizations, and
consumser organizations.are typical agricultural policy actors.
The composition of policy actors will vary with the issus. A
livestock policy issue Qill attract relatively little interest
from crop farmers, particularly farmers who p-oduce crops
unrelated to the livestock sector. Lawsakers choose an
appropriate pclicy option from the alternatives evaluated by the
policy analyst. The analyst evaluates each policy alternative for
its poiitical, social, adeministrative, and economic feasibility in
solving the current policy problea.

Any policy issue involves policy actors interacting in five
distinct phases of the policy process. Table 1.1 presents a
- summary of the policy process.

The first phase of the policy process consists of the
idcntificat;on of the goals, valuss, and beliefs that constitute
the nation’s sense of character and identity. Boal identification
involves a broad description of social welfare staidards such as
attitudes toward ssployment, poverty, sedical care, nutritional
status, and social and economic justice. This activity should
establish a clear understanding of society’s vision of 'thé way

things should be", or norsative ass'mpticns. These assusptions



Table 1.1 The Policy Process

Phase Description Knowl edge Actore
1. Boal ldentification Normative Citizens
Public (¥ficials
Phi losophers
Policy fralyrets
2. Problem Identification Normsative, Citizens
Positive Public Officlals

Interest Groups
Policy Analysts

3. Formulation and Analysis Positive folicy Aralysts
of Policy Options

4. Selection of Policy Norasative, Public Officials
Option Positive

S. Evaluation of Isplesent—- Positive Policy Analysts

ed Policy Option

should be recognized as central 'ingredients in assessing the
political and social feasibility of a particular policy.

The second phase involves the identification of policy
problems, or zituations where there is a strong indication that
positive knowledge (facts) on “"the way things are” is
significantly different from the norsative assumptions. Evidence
that éhn presant situation deviates from society’s norams can cose
from several sources. In most cases, probless are identified
through citizen complaints to public officials or in evaluations
conducted by policy analysts.

In the third phase of the policy process, analysts attempt to
produce inforsation and data (positive knowledge) about thl.lxt.nt

6+ the problea. Issues identified in th® second phase msay still



be valid, but the policy analyst sust strive to ssparate norasative
interpretations of the situation from a relatively objective
survey of the relevant facts. Policy analysts assess the present
difference between norsative and positive views of the problem.

If there is general ;gre--nt that a genuine policy probles
exists, the analysts can then forsulate a series of policy options
and estimate the likely conssquences or impacts of sach. Finally,
the analyst must analyze the impacts of oaéh opfion for
political, social, administrative, and econoaic feasibility.

If policy analysts prepare positive assesssents of several
policy options, their sesasures sight ‘nclude financial costs and
returns, crop yields, income levels, and nutritional status. Each
assesssant should also include a description of the major policy
actors who have interests in that particular option. At a
mininum, the actors should be classified according to whether they
will primarily benefit from the option or pay most of the program
costs necessary to implesent the option. In many cases, the
policy actors who are primarily beneficiaries of a particul ar
policy option do not pay a proportionate share of the program
costs.

In the fourth phase, key decisionmsakers in the executive and
legislative branches of the governsent review the analysts’
positive assessaents of the problem and proposed options, then
select the option that best serves their interpretation of
norsative assumptions. This selection process involves an
intricate mix of economics, politics, sociology, and psychoiogy
that remsains largaly uncomprehendable to researchers. However,

regardless of the decisionmaking sethod, these judgements will be
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sore fruitful if they are the result of a deliberate evaluation of
facts, or a relatively ocbjective assessment of “the way things
are”, in light of the society’s prevailing nora=. If for a
particular policy issue, the analysis results in favorable
assesseents of two or more policy options, the decisionmakers’
choice will depend on how ®ach compares to the desired goal. The
governeent’s decision on a particular policy issus will be more
effective if all of the options can be compared on the basis of a
careful assessment of their respective costs and benefits.
Decisionmakers are often forced by circumutances to make decisions
based on very limited information. If positive information is
available, the decisionmakers will quickly translate it into
values that reflect normative equalivalents. The decisionmsakers
need to know the Qstinatl& burden of program costs on
beneficiaries and nonbeneficiaries in order to assess the policy
option’s compatibality with prevailing nores for social and
economic justice. For every option chosen, the decisicnzakers
will consider its positive assessaant, in normative equilivalents,
Compared to a similar evaluation of the other options. |

Once a policy option has been chosen and iaplesented, the
final phase of the pqlicy process involves a positive assesssent
of the new policy’s effectiveness in solving problems identified
in the sscond phase. The evaluation should offer an objective
assessaent of the policy’s achievesents, which can be entersed into
the next round of the policy process (phases two and three).

It should be emphasized that policy analysts have roles in

all phases of the policy process except the selection of the



. appropriate policy option, which is an essentially political act
that requires decisionsakers to sake both normative and positive
judgements about the effacy of each option. The policy process
operates as a feedback system. Policy analysts collect norsative
and positive informacion about a particular policy issue and
develop an objective analysis of optiong. After a new policy has
been adopted, the analysts again provide the frasework within
which inforsation on the effectiveness of the prograas implessnted
in support of the policy can be evaluated. Evaluations by policy
analysts, along with critiques by citizens and decisionaakers,
provide a new set of knowledge for a seacond iteration of phase
two. If the original problem has only been partially solved by
the new policy, then the process continues in an effort to develop
affective solutions. _
Decisiommakers’ Inforsation Needs

In phase fouw- of the policy process, decisionmsakers use
norsative and positive inforsation to choose an appropriate policy
option. Their norsative information is supplied mainly through
the political process. Their interpretations of prevailing
political and social norms become major criteria in the evaluation
of analysts’ policy options. By virtue of'thcir positions of
trust and responsibility, public officialc who sust select a
pol;cy option for implesentation ars in the best position to
process normative inforsation. However, they will be more
effective in choosing new policies if they also receive relevant
positive information from the analysts.

What kind of information should the policy analyst produce

for tha decisionmsaker? The inforsation should be positive, that



is, reasonably objective in interpreting "the way things are now"
and “"the way things would be if a particular policy option were
implemented. ™

The information should systesatically describe all relevant
aspects of a particul;r policy option and msake the same analysis
of all other cptions for the problem. The decisionmakers will be
confused if each option analysed uses a different frase of
analytical reference.

Decisionmakers need positive information on paramssters that
are important to citizens and are reflected in citizen evaluation
of political effectiveness. Consusers, farmers, and food
processors and digtributors are the key actcis who will foel the
market impact of food and agriculture policy. Prices, employsent,
income, taxes, mortality rates, wage rates;, interest rates, and
literacy rates are of common interest to these citizens and
politicians. Decisionmakers will choose the policy option that
maximires net poiitical benefits. There is as yet no calculus to
measure political costs and benefits, but they surely exist and
decisionmakers are relatively expert practitioners of the art of -
transforming positive inforsation about policy paraseters into a
normative assessasent.

Decisionmakers alsc need disaggregated estisates of policy
i-p!cts on ralevant paraseterx in termss of gains to the selected
subpopulations that are prise or desired baneficiaries, and costs
to the subpopulations that either finance wost of the public
expenditures under the policy or lose benefits en joyed und.? pre-

existing policies. These classifications of policy impacts are



important becausc they allow decisionmakers toc assess the
effectiveness of the policy in reaching subpopulations that have
been targeted for public assistance.

Role of the Policy Analyst

The policy anal&st has the responsibility for interpreting
relevant facts about policy cptions with a strong sanse of
scientific detachsent froa. the norsative judgeaents that are bhest
sade by decisionmakers. A decisionmsaker riskas political
repudiation if he dictates the answers to be gupplicd by thes
policy analyst, for in doing so, he denies himself the vary
information that Qill be most useful in his norsative judgesents.

The analyst should not feel dismayed if decisiocnmakers’
choose policy options that differ from his recomsendations. it is
not the analyst’s job to anc the kind of norsative judguasents
that are required of decisionsakers.

The analyst’s chief contribution to the palicy process lies
with his efforts to interpret the existing policy situation and
proposed policy changes from an vbjective viewpoint. The
analyst’s job is challenging because he must take a
smultidisciplinary approach to sach policy issus. He sust
understand the production and marketing tochnigues of each
commodity affected by a particular policy option. He sust possess
a practical understanding of economic theory and its empirical
application to the current problem, and he sust cope with the
constant pressure to produce extensive analyses with insufficient
data. Above all, he sust render analyses that can be comprehended
by decisionmakers, yet retain the essential empirical attributes

of the issue.
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The policy analyst has sajor responsibility for saintaining a
data base appropriate for policy analysis. The dafa msay be drawn
from censuses and other published, or secondary sources that are
usually aggregated. The analyst should also collect prisary data
on household consumption, fara production, and market comsodity
processing activitiew.. The analyst sust use available data to
.construct a model of mach policy option. Econometric sodels can
be powerful analytical tools for desonstrating the linkages
between the policy actors and the differential ispacts of policy
modifications.

Much of policy analysis involves clarifying the roles of
demand and supply behavior and interpreting their inplicntioni on
food consumption and production for the docisfon-nkcrs. The
analyst’s task of presenting a comprehensive sodel of the food and
agriculture sector is complicated by the fact that two of the
major policy actors, consumers and farsers: have conflicting
objuctives; are on opposite ends of the food market spectrumi are
spatially separated; and both are constrained by the biological
processes of agriculturse.

While the study of market behavior of consusers and producers
gives the policy analyst a key vintagc point for evaluating policy
options, he should also recognize some important limitations of
the market. Although msarkets have been consistently demonstrated
to be efficient means of promoting increasad social welfare, they
are often inappropriate instrusents for redistributing wealth.
Markets also fail to optimally allocate resources in instances

where: (1) there is monopoly behavior by sellers or SONOPSONYy
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behavior by buyers; (2) there are technical externalities in
production or consumption; (3) certain commson property, or public
goods, cannot be reasonably allocated under an individual,
private—property ownership schese; and (4) prices are set at non-
equilibrium levels by the government. Consuser and producer
subsidy schemes, while producing benefits to certain sub-
populations of policy actors, also often distort the sarket to
produce other negative effects that were unintentional.
fMajor Food, Agriculture, and Mutrition Policy Issues

There is a long history of problea identification in food and
agricultural policy. Although the degree of eaphasis say vary
according to the 1¢val.o* developsert, @aost of these policy issues
can be classified into four broad aresas.
1. Employment of Agricultural Resgurces

Most countries seek to fully employ all of their farm workers
and rural lands to provide a stable, adequate supply of food and
balanced econcaic growth in the urban and rural sectors.

Unemployed or underesployed agricultural resources are often
symptosatic of many other social problems that transcend the
agricultural sactor. Inadequate or contradictory financial
incentives to farmsers msay be dus to structural problems in
agricultural markets, trade distortions, or inadequate social
infrastructure.
£: Stabjlization of Commodjity Markets

Agricultural production may be unstable because of weather,
commodity price changes, international trade disequiliberia, and
unreliable supplies of agricultural inputs. The instability of

agricultural supply and the fact that the quantity of food
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demanded is relatively unresponsive to price changes together
cause food prices to be highly variable. Consequently, farsers
seak policies to stabilize their incomes, usually by setting farms
price floors. Urban consumers’ desands for food price ceilings
represent a powerful counterpoint te farm interests.

The most comson methods of attacking market instability have
involved producer and consumer subsidies, price controls, and
trade sanctions. Each approcach has imsposed additional burdens on
the market while producing limited benefits.

The introduction of new agricultural technologies have oftan
increased food and fiber production, but at the cost of adding
futher price variability through increased supply.

3. Trade and Specialization

One of the most crucial economaic policy issues facing
develapinq countries is the question of import substitution. Hany
countries have long term balance of paysents deficits. Thore is
droat financial pressure to strengthen the agricultural sector if
a substantial part of the deficit is due to food imports. If a
country attempts to reduce food importation, it risks absolute
food shortages or reduced foreign exchange @arnings by reducing
the cultivation of export craps.'

The shift toward agricultural self-sufficiency may benefit
the country by reducing the foreign axchange costs of food
imports, but it will likely reduce the cultivation of soes export
crops that produce foreign exchange earnings. If a dosestic crop
has 2 comparative disadvantage in the workd market, its . |

substitutiion for imported food will reduce foreign exchange
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costs, but raise domestic prices. If the shift results in a nat
cost, decisionmakers will have to coapare that cost with the
prasumed, but unseasured, benefits of reduced reliance on foreign
food suppliers.

Specialization in a narrow range of agricultural products
according to a strict interpretation of the Law of Comparative
Advantage tends to esplaoy land and labor resources whers their
returns are highest, but it exposes the country’s agricultural
axport aector to greater instability in the international msarket.

The importation of food undaer the provisinns of fouod aid
agreements, such as Public Law 480, increaser the dosestic food
supply, but reduces domestic production incentives. Tha policy
process will have to asssss the conflict between short-run
benefits to consusers and long—tera disincentives to farsers.

4. Improved Nutritional Status

Evidence from countries throughout the agricultural
development continum indicate that there are substantial lags
between increased agricultural output and sustained improve=sant in
the nutritional status of the poor. The combination of low
income, low nutritional quality of available foods, and adverse
food price ratios often result in delayed nutritional improvesant.
The impacts of agricultural policies are commonly mseasured only in
sarket terms, ie. price and quantity changes. The nutritional
consequences of these policies can often be S0 adverse as to raise
questiors about the merits of the other market benefits.

B8y transforming market changes in food consumption into
nutritional egualivalents, the policy analyst can de.onitrat! the

effectiveness of a policy option in improving nutritional status,
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given current food prices and supplies. In instances where the
sarket effects of an agrizultural developsent policy has an
adverse or limited nutritional impact, the policy analysis should
produce new optiuns for oeeting nutrition goals. Nutrition
behavior is strongly influenced by sarket condtions, but sducation
and training can enable consumars to achieve improved nutritional

status under adverse economic conditions.
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CHAPTER 2

DEMAND

Food consumption always occupies a central place in a
nation’s formulation of social and cconoaic policy. The
wealthiest households within a country typically spond less than
10 percent of their disposable income on fpod while the poorest
households may spend more than &40 percent of their disposable
income for food. Thes2 disparities highlight the critical
importance of food expenditures in most household budgets. In
order to develop agricultural policies that affectively address
consumers’ nutritioral needs and society’s food consumption norms,
policy analysts need positive information from market and
housetiold surveys ancd a working knowledge of econcaetric anal yses
of food demand. The prerequisite of such analyses is a clear
understanding of consuser demand theory.

Consumer Behavior

Any consumer must resoclve the conflict between many or
unlimited needs and a limited set of means (purchasing power) for
satisfying those needs. The resolution of the conflict involves
the consumer’s attempt to maximize satisfaction by purchasing
various goods and services according to their prices and their
individual contributions to satisfaction, subject to the asount of
income or wealth available for purchases.

Utility Maximization
The consumer’s degree of need for a good can be measured by

the amount of satisfaction he derives ¢from consuming the good.
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Although a direct eseasure of
satisfaction has not yet been

devised, the relationships in

Figure 2.1 give some valuable
insights into the prdbl.n. In
Figure 2.1a, the horizontal axis o

measures the units of consumption

Marginal
Deiliey

of a good (Q) and the vertical

axis measures the total utility

Of e = - e — .

(TU), or satisfaction,
()

corresponding to varying levels

of @. As consumption of @ ™

increases, TU increases, but at a

decreasing rate. Within the

range of @ shown in Fiqure :. la,

TU reaches a maximum at E, then © Q
declines. Figure 2.1

In Figure 2.1b, the horizontal axis is unchanged, but the
vertical axis measures marginal utility (MU), or the change in
total utility due to a change in the consumption of Q. The
downward slope of MU indicates that the successive increases in TU
become smaller as Q is increased and become zerc at @ where TU is
maximized.

' Figures 2.1a and 2.1b demonstrate the Law of Diminishing

Utility, which states that as consumption of a gocd increases,
total utility will ultimately increase at a decreasing rate.

Although the law helps explain how satisfaction varies with

consumption, it does not show the optimum level of consumption if
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good @ is not free. To answer the gquestion of the optismua level
of consumer satisfaction, it is necessary to understand the
concept of demand.

Demand

In Figure 2.1c, Figure 2.1b has been reproduced, except that
the vertical scale has been converted to dollars by assuming that
each MU unit is worth one dollar. This assumption may sesem heroic
since satisfaction cannot be measured directly, but the analogy to
observed consumer behavior is appropriate. The vertical axis of
Figure 2.1c can now be interpreted as the price ($/Q) the consumer
is willing to pay for one msore urit of Q. The downward sloping
shape of the curve in Figure 2.1c follows the Law of Demand, which
states that an individual wil) consume@ more of a good if the price
is lowered. The curve is identified as DD to note that is is a
demand schedule.

The consumer’s satisfaction due to consumption of good Q is
jointly determined by tha marginal utility of Q, the marginal
utility of @ with resp;ct to the consumption of other closely
related goods, and the amount of income or wealth available for
purchasing Q and the other closely related goods. The level of
income or purchasing power servaes as a constraint on the quantity
of each good that can be purchased, and therefore added to the
consumer’s level of satisfaction (TU).

The market demand curve for a good is found by sumaing all
individual demand curves horizontally. The market demand curve
shows the set of prices at which consumers are willing to buy

corresponding quantities of the good in a certain place during a
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certain time. The quantity of a good demanded in the market (Qd)
is a function of price per unit (P), prices of closely related
goods (Pcrg>’ disposable income (Y), and population (Pop), or
Qd = f( P, Pcrq y Y , Pop) [2.11]
(=) (=,+) (+) (+)

Price is inversely related to Qd according to the Law of Demand.
Income and population are normally directly related to Q. The
relationship between Qd and the prices of closely related goods
say be either inverse or direct. If the price of a closely
related good is inversely related to Qd, the related good is
tentatively labeled as a substitute for Q. I¥f Qd varies directly
with Pcrg’ then the related good is tentatively labeled as a
compliment for Q.

Figure 2.2 summarizes the

distinctions betweer “changes in ey —
0N 0DWO A DBWHOED
demand” and "changes in the E1ad and Hrection of Campe. e S
quantity demanded”". The phrase, = = = -
rim doorenss | @ evpe fcreme | ns cheng

Compcwrmr Ofspasitile losmm | (ncrwsse | tecrasse (3) ] scromss | voamse (1)

“change in demand” is cosmonly
Pries oad Sabstitety Gas {neresse | incromse (3) | eacrensa | docrease (A}

®2ant to be a chaﬁge in the Prics ¢ Copltmatory Goed | cowrnsse | docrense (A)] fncresse | tncremse (5)
Tams, Prefermen ) facrunse | tacresse (B) | sacrense | decrasse (A)

“hseltcadls maly v speveprte dmmad.

consumers du2 to changes in ’ N O
demand shifters. Tha desand
Semand \ Omand
shifters in equation 2.1 are
w m
prices of closely related goods, 5
Q

disposable consumer income, and, I7 50 sMifts w laft (A}, Dusomd docressra. 1f 80 shifta to right (B), Semand fncresses.

at the aggregate level,

population. When the market Figure 2.2
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price changes, deaand, or the schedule of quantities of the goad
that will be purchased at a corresponding series of prices, does
not change—there is a change in the quantity demanded, which is
represented by sovement along the demand curve. Tastes and
preferences are treated as demand shifters in Figure 2.2, al though
econoaists increasingly arguir~ that tastes and preferences vary
by ethnic or cultural traits, but are ultimately deterained
simultaneously with utility functions and are therefore not truly
independent demand shifters. In Figure 2.2, tastes and
preferences are assumed to reflect habits that increase the
satisfaction or utility associated with the consumption of good Q.
Price Elasticity of Demand

Demand relationships are often described in teras of
elasticities. For the simple demand function in equation 2.1, the

own-price elasticity of demand is defined as:

%40,
E = £2.23
P %ZAP
and
9@, P
E = —& £2.31
P 9P @

In equation 2.3, an/aP is th® slope of the demand curve and
the parameter for price in equation 2.1. Since the slope of the
demand curve is negative, the price elasticity of demand must be a
negative value. For values greater than -1, but less than zero,
the price elasticity of demand is commonly described as price

nelastic. This mezns that a one percent increase in price causes

1N

[

ess than a one percent decrease in the gquantity demanded.

|

price elasticity of demand is exactly -1, demand for the good is

has unitary elasticity with respect to price—a one percent
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increase in price causes a one percent decrease in quantity

demanded. Demand is elastic with respect to price if Ep is less

than -1, meaning that a one percent increase in price causes more

than a one percent decrease in the quantity demanded.
EXAMPLE Z.1

Suppose & simple demand equation is
estimated by statistical sethods as:

Dd = 100 - P [2.4]
By using equation 2.2, the price elasticity

of demand for prices of 20, 50, and 80 can

be calculated as follows:

| da,, P
P Q, — - E
dpP e,
20 80 -1 0.25: -0.25
50 50 -1 1 -1
" 80 20 -1 4 -4

WHAT HAPPENS TO THE ELASTICITIES WHEN THE
PRICE COEFFICIENT IS CHANGED TO -2 (SLOPE
OF THE DEMAND CURVE MADE TWICE AS STEEP)?
WHAT HAPPENS TO THE ELAST :ITIES WHEN THE

INTERCEPT IS DOUBLED (200 INSTEAD OF 100),
AND THE PRICE COEFFICIENT REMAINS -1 ?

A common example of a demand function with unitary elasticity

throughout is the rectangular hypoberla,

R, =~ , [2.5]

where a is a positive constant. The derivative of this function
not only expresses the rate of change in Qd with respect to a unit
change in P, but is also the price elasticity of dcnand. 

The derivative can be found by two different rules. First,
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the function can be restated as a power function:
1

Q, = aP~ [2.65
de
-2 da p —aP~-2pP
where — = —aP -, and E = —= =2 c—— = -1
dP P dp @ _1
aP
Equation 2.6 can be restated in logarithms as:
ler = lna - 1nP £2.71
d lnDd
and ———— = ~1, which is the instaneous rate of proportional
d InP

change in the function, or price elasticity of desand. From these
results, it should be'apparent that the price elasticity of demand
of any double-logarithmic function in the gengral form, 1nQd = lna
+ blnP, is b (which must be negative), the slbpe coefficient for
the logarithm of price. The ease of Ccalculating the price
elasticity has made the double—log function a popular
specification for demand equations.

If a demand function is specified as linear in all variables,
the price elasticity of demand varies at each point on the demand
curve. This can be confirmed by evaluating the elasticities for
equation 2.4. It should also be noted that the absolute velue of
the elasticity varies directly with price.

Double—log demand functions have constant price elasticities
for all points on the demand curve. This fact should be

considered before deciding how to specify a demand function.



EXAMPLE 2.2

Suppose the following price-quantity data are
collected on a particular carket. Ten data
points are observed and prepared for estimation
of the market demand function using regression
methods. The main objective is to estimate the
price elasticity of demand. The datz are as
follows:

abs. Q P
1 8.5
2 12 8.4
3 22 6.2
4 3I7 4.6
oS5 43 9.2
é 51 3.3
7 &2 2.3
8 77 2.8
o 82 1.7

10 95 1.2

A linear demand function is specified as:

Qd = a + bP (b assu~eaod < Q)
Ordinary least squares (0LS) regression
procedures were used to estisate the squation
as.

Qd = 97.8 - 11.1P
2 (1.14)
R” = ,92
Regression std. error of est. = 9.0

The standard error of estimate of the price
parametet+ is in parentheses. The “t" value for
the price variable is 9.8 and the t value for 8
degrees of (reedom at the 1% confidence level
is 2.89, so there is less than a 1% chance that
the price coefficient is zero.

A double-log demand function was specified for
the data as:

InQd = a + b 1lnP (b assused <0)

The OLS estimate of this function using the
same data is:

and = 5.23 - 1.26 1nP

2 (.24)

R = .78

Regression std. error of est. » _47
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Figure 2.3

The “t* value is 5.3, so there is also less
than a 1% chance that the price coafficient of
this equation is zero.

The statistical results show that the linear
equation has better "goodness of fit“, but it
is not necessarily chosen by the researcher.
Figure 2.3 presents the two equations ovar a
plot ot the raw data. Notice that the double-
log function has been converted into a power
function by taking the anti~log of the
intercept, or raising “e” to the 5.22(63) POwear.

It is commonly assumed that observed price-
quantity data points signify the intersection
of a set of supply and demand curves that are
in equilibrium at predetermined values of
varicus exogeneous, supply and demand shifters.
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Following this assumption, what are the price
elasticities of demand for each equation at
observed prices 1.7, 5.2, and 8.47

Price Elasticity of Demand

Eq. P=1.7 P=35.2 P=8.4

Linear

Log-log

How do you interpret the elasticities? Which
equation do you prefer? Why?

The discussion above has been limited to a single demand
equation. Because of consumption interdependence between goods
and the simultaneous nature of many consumption activities, a
single demand equation is often inadequate for‘explaining the
consumption of a good. Chénges in prices and incose have
implications about the mix of goods consumed in the household that
is ultimately reflected in economy—-wide consumption patterns. A
person consumas i=1,2,...,m goads and his & x m demand system can
be aggregated to represent large groups of consumers.

The consumer’s chief objective is to maximize total utility
from the consumption of m goods, subject to the amount of income
he can spend on any combination of the goods. The problem can be
stated as:

-
fKax U(Ql,...,ﬂ') subject tuiflPiﬂi = I [2.81]
where U(Ql,...,Qm) is the utility function for m goaods, Pi is the
unit price of the i-th good, Qi is the quantity of the i-th good
consumed, and I is the total income or wealth available éa spend

on all of the goods. The utility function is assumed to have a
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shape similar to the function in Figure 2.1a, with respect to each
good.
By defining the constrained maximization problem as the

Lagrangian:
L@,\) = u(@ + X(I - P , [2.91]

the necessary and sufficient (Kuhn-Tucker) conditions for a global

saximum are: au
—(a ,..-,n) -XP "0
@, 1 n i
i
(i = 1,...,m) [2.101]
and '
-
I - Pigi = 0
imy

Solving this system yields the optimum levels of @ that
maximize utility subject to the income constraint. The solution
also allows the derivation of m demand functiopns:

Qi = qi(Pi""u’I) £2.111
(i=1,...,m)

The price elasticity of the i-th good with respect to the j—

th price is:
aai P. 61nQi

‘—-J.g

3 3p @, dlnp
J 1 J

£2.12]

Wnere i=j, EiJ

denotes the cross-price elasticity of demand.

denotes the ocwn—price elasticity. For i#j, Eij

The income elasticity of the i—th good is:

Q. I a1n@,
n, = -1 — = T2.131]
a1 a dlnl
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In order for the dsmand equations to seet theoretical
conditions for utility saximization, the system of = equations
must satisfy several restrictions. The budget constraint has
already been imposed. The proportion of income spent on a good is
called the budget share, S

Piui
5 T - [2.14]
I
(i=1l,...,m) ,
and the budget shares sust sum to 1 in order to fully utilize
income.

If all prices and income are doubled, the quantity of a good
demanded will not change. This means that each demand equation is
homogeneous to degree zero. Following Euler’s theorem on
homogeneous functions, the hoaogene;ty rmstriétian on the i-th
demand equation is:

£E. . +n =0 [£2.15]
(i=1)*] *

(J=i’...’m)

The third set of restrictions are the Slutsky conditions,
which require, in elasticity form, the following negativity
conditiong:

E.. +8.9. <0 [2.16]
ij il =

‘i’l’..-’-) ’

and the following symmetry conditions:

—ii+ni=—-’1+n £2.171
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Equation 2.16 is one of the most importanct ¢ .ditions that a
demand system sust satisfy. The equation is usad to Cclassi+y
goeds into one of three categories based on the slope of the
demand curve and the first derivative of Qd with respect to
income. If the price slope is negative, the good is a nornal gqood.
If the price slope is positive, the good is a Giffen good. If the
income slope is positive, the good is a superior good. Finally,
if the income slope is negative, the good is an inferior good.
The combined effects of income and price changes result in
three classifications of goods. A normal, superior good shows
decreased consumption as price increases, but increased
consumption as income increases. A normal, inferior good shows
decreased consumption as bgoth price and income increase. Finally,
a Giffen good shows increasad consumption as price increasas, but
decreased consumption as income increases. It should be svident
from the specification of the utility function that a fourth
category, where consumption increases when both price and income

increase, is inconsistent with basic theory.

EXAMPLE 2.3

The category that describes the price and
income consumption behavior of a good will vary
with the income level of the consumer.
International comparisons of consumption
behavior also demonstrate that a good may not
be in the same category in every country.

LIST SOME FOODS FOR EACH OF THE THREE
CATEGORIES. HOW MIGHT THEIR CLASSIFICATIONS
VARY WITHIN A COUNTRY AND BETWEEN COUNTRIES?

The fourth restriction is the Engle aggregation or “adding

up” condition. This condition follows from the budget constraint
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in elasticity form as:

e sn =1 [2.18]
(i=1)

The final restriction is necessary to satisfy the Cournot
aggregation conditions. This restriction is sometimes Called the
“column®™ restriction. In elasticity form, each price columsn of
the of the demand equation system sust meet the following

conditions:

= —-g [2.201]

E,.s, +"TlE .

3
1i7i (j-l)"i J

(i=1,...,m , and i#j for each Eji)

The Demand Elasticity Matrix

The primary product of any analysis of a demand system should
be the production of a demand elasticity matrix. For an m—gqoads
system, there should be = demand esquations, with the guantity
demanded expressed as a function.af all m prices and the total
expenditures for all m goods. After applying the restrictions
discussed above, statistical estimation should produce price and
income coefficients that can be used to construct an elasticity
matrix that has m rows (1 row per demand equation/goocd) and m+1i
columns (1 column per good for own—price and cross—price effects,

. and an addition column for the income etfect). The price
components of the ;ystam can be spacified as a matrix D with
dimensions m x m. Each element of the matrix, D; ;» is analogous
to Eij above and defines the elagﬁicity of product Qi with respect
to price Pj. Where i=j, Dij is th® Swn-price elasticity of demand

and has a negative sign. For all off-diagonal elenents'(i#j), DiJ
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is the cross-price elasticity of demand and the signs may be
negative or positive.

Changes in quantities demanded AQ, can be predicted with
respect to changes in product prices by measuring changes as
percentages and posé—multiplying the system demand elasticity

matrix, D, by a vector of price changes (percent changes), aP, as

follows:
lr -y L p_—
4@, | = |D ,yeee,D, API—T
. . . . £2.211
AQ- Dul,...,DM :Pn *
ol o -
(m x 1) Grn x @) (m x 1)

where AQ is a @ X 1 coluem vector of changes in quantities
demanded; D is an m x m square matrix of price elasticities of
demand; and A is an m x | column vector of price changes.

EXAMPLE 3.4

Suppose a hypothatical demand systam is
comprised of 3 goods (m=3). Assuming
predetermined values for D and a 3 percent
increase in the price of sach goodf, 2Q is
determined (in percent changes) as follows:

aid S AP

[

-
r"‘3-0 to.a 002 ""0-4

.0

3.0
—2-7 -0-1 _1.1 0-3 3-0
N

CS-SJ _012 -0-4 -0-9

-

Notice how the structure of the D satrix
Causes a gsystem—wi‘.e 3 percent increase in

" prices to have different impacts on
consumer response.

Suppose good 2 (ix2) has a 3 percent
increase in price, but the other two goods
have no price changes. What would be the
predicted percent changaes in the quantity
of each good demanded? Record the new aQ
values in the appropriate blanks and
compare the differences in the two aQ’s.
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The demand elasticity nftrix, D, gives the policy analyust a
Powerful smmans of predicting or simulating consumers’ responses to
assumed or predicted price changes. Before D can be estimated, a
wide assortment of consumption data should be collected and
analyzed. .

Food Consumpticon Data Needs

Food policy analysis recuires several types of data on food
consumption behavior. Inforsation is needed on aggregate,
sconoay-wide consumption levals and corresponding prices. Food
consumption data are also needed from household-level data
collection methods. Food consuvaption patterns should be monitored
over time to detect trénds in habit formation. Finally, any food
consumption monitoring system should make a major effort to
collect data that can be segmentes by geographic area and by
income leveil.

Many countries make periodic estimates of food consueption at
the national level by means of supply-demand balance (SDB) studies
of annual differences imports, «xports, farm production, and food
stocks. These estimates reflect the assumed net results of food
consumption among the economy’s many different socio—aconosic
groups. This methad Produces estimates of quantities consumed
which can be divided by population to arrive at an estimated level
of consumption per capita. Prices paid by consuaers cannot be
reasonably measured by this n-thbd because the procedurez for
tracking prices are usually much more difficult and expensive than
quantity estimation.

Estimates of food consumption by the SDB method should be

complemented by cther data collection systems that monitor food
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consumption directly at the household level. Housshold survey
sethods are costly, but they provide information that cannot be
reasonably estimated by other methods. Food pricas and
expenditures estimated from household surveys are more likely to
measure retail prices than other estimates based on data collecterd
at points in the food msarketing chain bevore the retail level.
Food consumption estimates from housshold surveys are also useful
for making cuomparisons with SDB esitmates to evaluate the
consistency and validity of the two methods. Household surveys
should also provide estimates of food consumption according to
demagraphic characteristics.

Household food censumption surveys should be based on
appropriate randor sampling procedures. The type and quality of
data collected by surveys is related directly to the asount of
resources committed to the survays.

One of the most costly, but useful surveys involves a panel
of households that are reinterviewed several times over a three to
five year period. Survey panels have high start-up costs, but the
respondents become much more proficient than in the case of one—
time interviews.

If a houseﬁold is asked to state 1ts rouo consumption for a
certain time period during one interview, the rnspons¢§ will have
high error rates unless the interviewers: receive extraordinary
training; use a sophisticated questionnaire; and spend weil over
one hour on the interview. Aﬁ’alternative to the one-time
interview is the food consumption/expenditure diary. The

interviewer visits the household at least twice. On the initial



visit, the interviewer establishes rapport with the household and
explains the information to be collécted. During the next few days
or weeks, a designated sember of the household records food
consumption and food expenditure information at frequent
intervals, perhaps once a day. The interviewer may revisit the
household before the diary is completed to make sure the records
are being kept correctly. At the end of the diary period, the
interviewer visits the household a final tine'to collect the diary
and make brief field checks for data consistency, accuracy, and
completeness.

Most household food consumption surveys only collect food
expenditure data because of the great difficulty in measuring
quantities of foods consumaed. Food expenditures do not give
separate estimates of price and quantity, whi&h complicates the
econometric procedure. used in estimating elasticities.
Fortunately, an econometric method aptly named the linear
expenditure system can estimate a theoretically valid set of
elasticities without having separate price and guanty data.

Demand Elasticity Estimation Procedures

The past two decades have witnessed a dramatic increase in
econometric methods of estimating demand elasticities. Much of
the progress has teen due to the increased availability of main-
frame computing systams. Many other advances have occured simsply
through standardization of procwdures. Demand systems are now
estimated with increasing frequency in the United States,
Australia, Canada, and Western Europe. In the developing
countries, demand estimation is primarily by single—equation

methods because of inadequate data, a shortage of trained
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researchers, and limited computing resocurces.
Specification of Statistical Estisation Model

Demand models are classified as either single equation models
or systems of equations models. The linear demand model specifies
the quantity of a good demanded (Qd) as a linear function of the
good’s price, the prices of closely related goods, and income. In
this model, incoee is generally specified as total expenditure or
total dispasable incoma. The specification of the semilogarithaic
demand function the same functional forme and raw variables as the
linear demand sodel, however all "right-hand side™ variablas
(prices and income) are transformed into logarithas. The most
commonly used single equation model is the log linear, double log,
log—-log or constant elasticity form. It is a simple modification
of the linear demand model by converting all variables to
logarithms. It is a popular functional form because the price and
income regression coefficients are also constant elasticities, as
was demonstrated with equations 2.5-2.7. Single equaticn models
often produce biased elasticity estimates, particularly for the
income and cross—-price elasticities.

Systems of equations models allow more rigorous impoasition of
theoretical restrictions than single equation models. There are
three general groups of systems of equations specifications. The
specified utility function group includes the linear expenditure
aodel, which is one of the most commonly used systemas of equations
models. The specified indirect utility function group includes the
indirect addilog system and is generally implemented by.inéerting

demand functions into the utility function. The other group



consists of the constant elasticity system, which in its simplest
form specifies e@ach demand cquation in the system as a double
logarithmic function.

The log linear systems of equations specification is popular
beause of its ease 6{ implementation and interpretation. For a
system of a goods, the i-th demand equation can be specified in a

leg linear regression equation as follows:

In@, = a tisl?ilnpi + b, inl + e £2.221

vhere ani is the natural logaritha cf the quantity demanded of
the i-th gocod; a is the intercept of the equation; bi is the
regression coefficient and elasticity of the price of the i-th
good; 1nPi is the natural logaritim of the price of the i-th good;
biI is the regression coefficient and the elasticity of Qi with
respect to total expenditures on m goods; 1lnl is the natural
logarithm of total expenditures; and ., is the statistical error
associated with the ustimation of the i-th demand equation.
Restrictions on the Demand System

The theoretical restrictions summarized in equations 2.14-
2.20 can be imposed on the regression coefficients of equation
2.22. The m—equation system can then be estimated for m own-price
elasticitios, .2_. cross—price elasticities, and a income or
expenciture elasticities. Symmetry conditions will insure that
the own-price elasticities are negative.
System Estimation Procedure

The m—equation system can be conveniently estimated with a

generalized least-squares estimation procedurz commonly naoted as

the "seemingly unrelated equaticns" or “seemingly unrelated
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regressions” (SUR; technique. SUR estimates all equations in the
system simultaneously, but does not have lxplahatory endogenecus
variables. Each Qi is endogeneous, but appears only in the i-th
equation.

The SUR procedure can be summarized in three steps. First,
OLS is applied to each equation. Next; ah m x m covariance matrix
is created from the residuals of each eguation in the first step.
The degree of correlation of these residuals indicates the axtent
that equations in the system are not independent. The third step
is the generalized least-squares estimation of all paramzeters in
the system using the covariance matrix of step 2.

The Sri Lanka Demand System

Chieruzzi, Morgan, Yetley and Tun have assessed the
application of SUR to a 12-equation demand system. Each equation
was specified in double logarithmic form. The data were collected
in 19649-76. Price and quantity data were collected on houseshoid
consumption of more than 100 food items during a 7 day period.

Table 2.1 presents the matrix of price and income elasticies
created by weighting 10 sub-population elasticity matricies
estimated for five income groups in urban and rural areas. The
first 12 columns (rows) list the own-price and cross—price
elasticities of demand for rice (RIC), cereals (CER), food
consumed away from home (FAH), spices (SPI), vagetables (VEG),
fish (FIS), animal products (ANI), fruits (FRU), sugar (SUG) ,
edible oils (OIL), alcohol-tobacco-betel nuts (ALC), and non—
alcoholic beverages. The thirteenth column (I) lists the .income

elasticities of demand for each of the 12 food groups.



Table 2.1 Sri Lanka Elasticity Matrix for 12 Foods

RIC CER FAH SPI VEGE FIS ANI FRU SUE OIL AL WAL ]
RIC -.63 -.04 -.1&6 =01 -.00 .0f -.08 -.04 .02 -.05 -.14 .02 l.1&
CR .07 -3 -03 -.03 .03 -.42 -0t =00 .01 .07 -.03 -.02 .G82
FAR <-.42 -.12 -.19 -.04 -.05 -.03 -.03 -.06 ~-.0f =-.00 .08 -.01 .90
spr .02 -.08 -.03 -.70 -.05 -.06 -.03 .03 .03 -.0f -03 .04 .90
VE6E .3 -.00 -0 -.03 -73 .47 -.09 .04 -.02 -.09 -.07 -.02 .67
FIS 06 <19 -03 -.07 .f4-1.01 .14 -03 .0¢! -.00 -08 .02 1.08
Al -.07 -.13 -.04 ‘-.05 -.10 .14 -80 .00 .00 .02 -.08 -.02 1.13
FRU -.06 -.03 -.06 .03 .03 -.01 .04 -.B& -.06 .06 .03 ~-.00 .89
Sus .12 -.04 .00 .04 -.00 .03 .03 -.04 -9 -.04 .01 .00 P2
OIL -.42 .17 -0t -.04 -36 -0t .10 .20 ~.06 ~.34 06 -1l .08
AC -2 -12 .05 -.07 -.40 -.07 =03 -0 -.02 .0 =61 -.01 123

NAL .19 - 03 -0 .16 -.08 .08 -.09 -.02 -.01 -1 -.04 -.88 .98

Validity Iscucs

There are several problems that complicate the estimation
procedures when survey data ar® used to estimate demand equations.
Nonconsumption of each food group causes zero values to be used in
a function specified as dcuble logarithmic, which is
mathematically infeasible. Quantity consusption data are
important sources of information for calibrating national SDB
consumption estimates and estimating individual nutritional
status. Food consumption should monitored over time and over wide

ranges of household income in order to have a better understanding
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of changing food consuxption habits and the effects of these
changes on low income hduseholds.

Many household gbservations were removed from the Sri Lanka
datz set becauses at least one food group was not consumed by the
household during the survey period. These observations would have
introduced zero values into a model that requires all variables to
have positive,; non—-zero values in order to be transformed into
"logarithas.

I1¥ the observations were retained in the data set, an
alternative function form would be necessary. Researchers
sometimes include these observations at very low consumption
values (.1) and estimate the price that would have been paid for
that amount as some multiple of the mean price or highest price
paid by other consumers. This technique raises as many validity
questions as the practice of removing the nonconsumers.

One of the greatest advantages of household food consumption
surveys is the opportunity to measure actual food intake. This
information is important for nutritional and medical programs
targeted for undernourished subpopulations.

The guantity measures of household food consumption also help
nation food policy analysts evaluate the accuracy of other msacro
food consumption estimation procedures. The household estimates

are also useful in assessing historical records on food

consumption.



Consumption Over Time, Income, Regions

It ic important to update household surveys at least once
@very decade in order to assess subtle changes in food consumptic
habits that may one day present a sericus fcod policy problem. &
new surveys are completed, newly estimated demand systems can be
estimated and compared with previous estimates. Charnges in price
and income2 elasticities over time and over income classes have
imnortant policy implications for planning new agricultural
de velopment projects.

The surveys should also attempt to improve the knowledge of
food consumption in geographic areas targeted for developmant
assistance, but underrepresented in aggregate food censumption
statistics. Regional variation in food consumption ugsually has an
income component, but ethnic and cultural inffuences can be powar

forces for modifying the elasticity structure.

39



CHAPTER 3
SUPPLY

Food policy analysis ultimately requires a detailed set of
information about the responsiveness of farmers to changes in
product and input prices. The policy analyst sust be concerned
with maintaining current and historical data that can be used to
devaelop models of farm production behavior. Parasetasrs estisated
in supply response madels provide policy analysts the means to
depict interaction between the farm sector and household fond
consumption.

Producer Behavior

Farzers attempt to maximize profits by oroducing a commodity
with *echnical efficiency at 2 lavel that islabpropriatc for the
selling price and the cost.o+ production. In order tou achieve
technical efficiency, the producer must know the nature of the
input—output relationship for the product.

Figure 3.1 shows a production function that exhibits the
three possible input-output relationships. In Figure 3.l1a, the
horizontal axiz measures units of an input (X), such as labor,
fertilizer, or irrigation water, and the vertical axis measures
units of output as total physical product (TPP), such as rice,
wheat, or cotton. As inputs are increased from the zero level,
output increases at an increasing rate until point A is reached on
the TPP curve. As additional inputs are used, output contipues to
increase, but at a decreased rate, until output is at a maximum at

point C. As inputs are added beyond xc, TPP declines. This
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iﬁput—output relationship
coamonly occurs in biological
processes and is ideally sui ted
to demonstrate the economics of
productian.

In Figure 3.1b, the

|
]
horizontal axis is unrhanged, but B X xb X
the vertical axis measures two
attributes of the function in
Figure 3.1a. The slope of the

TPP curve, or change in output

due to a change in input, is

measured by the marginal physical
product (MPP) curve. MR is a
maximum at point A*, where the
inflection point occurs on TPP, but falls to zero at point C7,
where TPP is a maximum. The range of X from Xa to Xc demonstrates
the Law of Diminishing Returns, which states that as inputs are
added to a productiocn process, ocutput will ultimately increase at
a decreasing rate. The law describes physical limits to
production, which occurs at point C in Figure 3.1a. By
understanding this input-output relationship, the producer knows
that any input level greater than xc would be wagteful.

Units of output per unit of input (APP) is a maximum at point
B’ in Figure 3.1b. This point indicates naxinun.technical
afficiency in the production of @. Point B also Indicates the
minimun level of output where the producer @ay be able to earn

P

enough from sales of @ to equal the cost of X.
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If X is not free, then profit will not be maximized at point

C, as will be demonstrated below. Therefore, if any profit is to
be made from this production process, it will come from production
levels somewhere between Qb and Qc in what is called Stage II of
Production. Stage I (all points below B) is irrational because
technical efficiency has not yet been achieved. Stage III (point
C and all points to the right of C) is irrational because either
too many inputs are used, or (in the case of point C) the last
incremental increase in X produces nofhing and therefore cannot
pay for itself. $ 1
Costs of Production

The producer faces two types
of costs in the production of Q.
The cost of the variable input X
is a variable cost. Taxes,

depreciation on equipment and

buildings, land and equipment

rents, and capital charges do not 0
vary with the level of production
and are classified as fixed
costs. Figure 3.2a shows the

costs of producfion whare tot. !

fixed costs (TFC) are constant

for all levels of output and |

total variatle costs (TVC) varies
directly with the price of X and )
directly with @, but at opposite

Figure 3.2
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rates of change from the production function. Total cost of
production (TC) is the sum of TFC and TVC.

The unit cost curves in Fiqure 3.2b reflect the symmetry of
Figure 3.1ib. At output level Qa’ the change in total production
costs per unit change in output, or marginal cost (MC) is at a
ainimum. At Qb’ the beginning of St age II of Production, the
average variable cost (AVC) is a minimum and equal to MC. Average
total cost of producticn (ATC) is a minimum at a point between Qb
and Qc.

Profit Maximization

In Figure 3.3a, profit, the excess of total revenue (TR)
above total proquction costs (TC) is greatest at output level @°.
Since TR is the product of .
selling price and quantity sold,
the TR curve represents a
constant price for all levels of
output.

In Figure 3.3b, the unit

cost curves show that profit

would be zero at price P3 and

output 03" At price P4, the |
producer will produce Q4 and his s :
i /=
]
profit per unit of output will be K '
. ’ ’s \\ m'\
the difference between P4 and - NN
average total cost (ATC) at Q,. " :‘
d
Q t 2 )
At price P2, the producer would ) g
produce Q2, but only for a short
Figure 3.3

period of time because that price
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will only pay for the variable cost of production (the coct of
input X). At price P1, no production will occur because the
product price will not even pay for variable costs.

At @’ in Figure 3.3a, the slope of TC (MC) is equal to the
slope of TR (MR). The corresponding level of output in Figure

3.3b, Q marks the level of output where the selling prica, P4,

47
which is alsu sarginal revenue (HR4), is equal to MC. It should
now be apparent that over the range of production where TR exceeds
TC, profit will be maximized at the level of output gherc farginal
cost equals marginal revenue. It should be noted that MC also
equals MR at output level Qo, but profit is minimized (lous is
maximized) because production is in Stage I.
Supply

Figure 3.4a is a simplified
version of Figure 3.3b. the

that as price varies froa P2 to -

. o Pe = Ave
P output varies frcm Qz to 94, Py \

4!
respectively. When price is in Py =2

the P2-P3 range, the producer 0

will be able to pay for variable d

production costs, but not All of
P

fixed production costs will be

P2
covered. Over a short period of >

time, the producer will tolerate a A Q,h 4

such low prices, but he will A FIR'S SIPPLY CURVE

ultimately have to receive a
price of at least P3 in order to

cover both fixed ard variable

Figure o.4



costs of production.

Figure 3.4b includes only that part of the msarginal cost
curve that is equal to, or greater than average variable cost.
This portion of MC is the producer’s supply curve. It is a
schedule of quantities of the product that will be offered for
sale at a corresponding set of prices. The Law of Supply states
that the quantity offered for sale will increase as the price
increases. At e@ach point on the supply curve, the producer
operates at the level of production where MC=MR, which maxiaizes
total revenue minus total variable costs.

In a simplified view of the producer’®s market, the quantity
of a good supplied (Qs) is a function of unit price (P), the level
of technology (T), and the price of variable inputs (W), or

Q’ =f(P, T, W) £3.11

| (+) (+) (=)

Price is directly related to'ﬂs, according to the Law of Supply.
As technolagy increases;, MPF increases and MC decreases, causing
QS to increase. As input prices increase, MC increases, causing
the new MC=MR point to occur at a lower level of output. In the
case of agriculture, the quantity of food and fiber supplied is
also directly related to weather favorability (w); As weather
conditions become more favprable for the biological process,
production increases (or output per; unit of variable input
increases). Optirum weather conditions will vary according to the
biological requirements cof the respective production process.

The sum of each farmer’s quantity supplied at a particglar
price is the aggregate quantity supplied at that price for all

farmers cospeting in the market for the commodity in question. In
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terms of Figure 3.4b, the aggregate supply curve represanting all
farmers producing a particular commcdity is the horizontal
summation of each farmer’s supply curve. The aggregate supply
curve will therefore have approximately the same range of values
for the vertical axis as Figure 3.4a. The horizontal axis of the
aggregate supply curve will range from zero to the amount of the
commodity that all farmers will supply at the highest market
price.

The phrase, "change in supply" is commonly seant to be &
change in the amount of the commodity offered for sale due to
changes in supply shifters. The supply shifters in equation 3.1
are technology, input prices, and, in the case of agriculture,
weather. If trade is considered,

imports of the commodity are an

additional supply shifter. When SPPECTS OF OWRAES [N PRICT ARS SUPWLY SNIPTERS
N SUPPLY AD QUATTTTY SPPLIDD
the market price changes, supply, Clad and Ofrection of AT A
L - A AS (Y] 43
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the product that will be offered Teamerlecy” fnerecen | fncroasa (3] {dscreass | decresse (A)
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between “changes in supply" and

“changes in the quantity supplied”.
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Price Elasticity of Supply
Supply relationships are often described in teras of
elasticities. For the simple supply function specified in equation

3.1, the own—price elasticity of supply is defined as:

Za0Q
E = £3.21]
P AP
and
aQ P
E = —— - [3.33
P P @
EXAMPLE JI.1
Consider the following simple supply equations:
a =1.5 + 5P [3.41]
s
and
Q = &P [3.53

S

Considering the disucssion on elasticity
calculations in the demand section, what is the
price elasticity of supply of each of these
equations for price levels of 1, 3, and S?

Price Elasticity of Supply

Eq. P=1 P=3 P=3

The Supply System

Thus far, the concept of supply has been presentad in teras
of only one commodity produced with one variable input. In
actuality, farmers often produce more than one commodity and each
commodity is produced with more than one variable input. Changes
in the national availability of food from domestic sources derive

from farm—level praoduction responses to changing input and product
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prices. The farmer produces i=1,2,...,m products with j=1,2,...,n
inputs, and his a x n supply system can be aggregated and
generalized at the national level.

The farmer’s demand for the j-th input for the production of
the i-th commaodity is a function of all input prices and alil

product prices as follows:

(ial,--a- ; j‘”l,a-.,ﬂ)

where Xij is the amount of the j—th input utilized by the farm in
the production of the i-th commoditys; Nj is the unit price of the
j=th input; and Pi is the unit price of the i-th commodity. Each
input is assumed t2 be normal ie., the quantity of the input
demanded varies inversely with its price and directly with the
price of the commodity produced.

The production f.unction for the i-th commodity is defined as:

Qi = qi(xij""’xin) £3.71

where Qi is the level of physical output of the i-th commodity and
Xij is the amount of the j-th input used in the production of the
i-th commodity. The function a; is assumed to be twice—
differentiable and obeys the Law of Diminishing Returns.

The profit function for i=1,2,...,m commodities

produced with j=1,2,...,n inputs is specified as:

@ " n
M=fPaq =~ E IWX. [3.8]
i=1 i=1 j=1 1 ™

where II is profit, or total revenue (sum of Pi X q; over =
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co&.odities) ainus total cost for n inputs allocated to a
production functions (su®» of HJ X xj over n inputs and m
production functions).

The first—order conditions for profit maximization of the i-
th commodity can be expressed as:

P — (X.,.-.,Xn) = “J. [3-9]

i ax . J
J

Equations 3.7-3.9 define equilibrium inputs, outputs, and
profit for the s—commodity, n—-input system. The production
functiﬁn (equation 3.7) also yields the output supply function.
For the i~th commodity the supply function is defined as:

Qi =3 si(Pi,...,Pm,Hj,...,Nn) [3.101
where S; is the supply function for the i-th commodity, in
contrast to equation 1 where input desand (Xij) is also a function
(xij) of all input and product prices.

Differentiating profit maximizing conditions with respect to
input and product prices yield symmetry and homogeneity

comparative static conditions. For input demand functions, the

synmetry conditions are:

ax. axk
—L = —= | all j,k inputs £3.111
auk a“j

For j=k inputs, the sign of the partial dervative will be
negative, signifying a negatively sloped input demand curve.
For j#k inputs, partial derivatives with positive signs define
inputs j and k as substitutes. If the partial derivatives are

negative, inputs j and k are complements.
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For output supply functions, the syasetry conditions are:

aai 801
—= = —=  for all i,l outputs [3.12]
apl an

For i=]1 outpuis, the sign of the partial derivative will be
positive, signifying a positively sloped output supply curve.

For i#l outputs, partial derivatives with positive signs define
products i and 1 as complements in supply. If the partial
derivatives are negative, products i and | are substitutes.

The conditions that are necessary and sufficient for profit
maximization also reveal that all input demand and ocutput supply
functions are homogeneous to degree zero in all wages and prices,
following Euler’s thecrem. Homogeneity conditions for input

demand and output supply functions, Fespectively, are:

n ax. & . ax.
zwk——1‘+ }:Pl—-l = 0 [3.131
k=t © W, 1=1 ° 3P,

n anq . m IR .
LW, —L + P, —L =9 £3.14]
k=1 aw, 1=1 ° 3P,

(for 1=1,2,...,m products)

If each term in equation 3.13 is divided by Xj and each te;m
in equation 3.14 is divided by Ql, the homogeneity conditions for
all input demand functions and output supply functions can be
stated in elasticity form respectively as:

n m

=0 [3. 151

(faor k=1,2,...,n inputs)



and

n [
r quuk + L qupl = Q0 [3.16]

k=1 1=
(for‘1=1,2,...,m products)
whore Exw is the input price elasticity of demand for an input;
Exp is the product price elasticity of demand for an input; Eqw is
the input price elasticity of output supply; and Eqp is the
product price elasticity of supply.
The Supply Elasticity Matrix

Analysis of the supply system is more complex than demand
analysis because of the inclusion of input prices as crucial
supply shifters. A simplified supply system that is compatible
with the demand system presented in chapter 2 can be specified as
a matrix S with dimensions m x &. Each element of the matrix, 511’
is analogous to Eqp above and defines the elasticity of product Qi
with respect to product price Pl' Where i=], sil is the own-price
elasticity of supply, and has a positive sign. For all off-
diagonal elements (i#l), Sil is the cross-price elasticity of
supply, and the signs may be negative or positive.

Changes in quantities supplied, AQ, can be predicted with
respect to changes in product prices by measuriég changes as
percentages and poast-sultiplying the system supply elasticity
matrix, S, by a vector of product price changes (percent changes),

AP, as follows:

[ pad o P
Ami s- 1’...’51" APi
. =1, - - [3.171]
:Q“'J ‘_Sml gmcay Sm‘ :Pn ’
(m x 1) (m X m) (m x 1)
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where AQ is an ma x 1 colusn vector of changes in quantities
supplied; S is an @ x @ square matrix of price slasticies of
supply; and AP is an m x 1 column vector of changes in product

prices.
EXAMPLE 3.2

Suppose a hypothetical supply system is
comprizsed of 3 productes (@=3). Assuming
predeterained values for S and a 5 percent
increase in each product price, 4o is
determined (in percaent changes) as follows:

AQ S AP
L

1.0l 0.5 -1.1 o.8] [s.0]

4.5} =} 0.2 1.5 -0.8 9.0

6.0 -0.1 0.4 0.9 5.0 ]
iy L. -9

L C

Notice how the structure of the S msatrix
causes a system—wide 5 percent increase in
product prices to have much different
impacts on the supply response of each
product.

Suppese product 1 (i=1) has a 5 percent
increase in price, but the other two
products have no price changes. What would
be the predicted percent change in the
quantity of @ach product supplied? Record
the new AQ values in the appropriate blanks
and compare them with the estimates where
all prices increase 3 percent.

The supply elasticity matrix, S, gives the policy analyst a
powerful means of predicting or simulating farmers’ responsas to
assumed or predicted product price changes. Before S can be
estimated, a wide assortment of production data should bae
collected and analyzed.

Agricultural Production Data Needs

The policy analyst needs several kinds of supply response

data. As a minimum, historical data are needed on physical
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production of each commodity by region. In addition, production
data should include specifications of fara size, enterprise six,
cultural practices, farm product prices, production costs, and
farm input prices. These data are necessary to establish a
realistic description'of the conditions tarmers face as they
decide whether to produce solely for household use or produce
additional amounts for sale in lozal markets.

Supply response data collection methods should consider the
importance of variation in time, location, esarket level, and the
observational unit. First, the data should reflect variation in
supply response over tiame. As the number of annual production
estimates increases, the data set becomes mora valuable because it
includes impcrtant trends that cannot be percqived in a single
annual estimate. Changes in technology, mar ket structure, and
enterprise mix occur over time periods that are generally.lnnger
than one year. Although the data collection system may be
designed to include these factors, their direct msasurement is
difficult. Hence, time—series data provide one of the best
opportunities tn measure their etfects on supply.

Production estimates should include disaggregated estimates
according to geographical variation in so0il and climatic
conditions. Climatic variation is the major cause of variation
in livestock breeds and species and plant varieties and species.
Climate also imposes constraints on cultural practices appropriate
for each enterprise. In most instances, reqgional and local
political subdivisions are a practical smeans of classifying

geogruphic areas according to climatic homogeniety.



Tise and location interact to affect supply response at every
level in the market chain from farm field production to the retail
food market. Data should be collected to reflect crop planting
and livestock breeding activity, as well as actual crop and
livestock production gold by the farmer. On—-farm crop and
livestock production losses are often a significant proportion of
total farm production. At each successive level in the processing
and distribution of farm supply, storage, spoilage, and procassing
losses reduce the amocunt of farm production ultimately available
to the consumesr. Estimates of the amount of comeodities clearing
the market at various levels between the farm and the consumer
allow supply and demand models to be balanced to reflect market
processing losses, lavels of imports and exports, and changes in
comrodity stocks.

Finally, the choice of cbservatioen unit has a crucial
influence on the usefulness of supply response data. Sampling
frames should include observations at the farm ievel and at
significant collection and distribution points in the marketing
chain beyond the farmgate. Farm level samples drawn from
production interviews of farmers and estimates using remote
sensing technigues can offer survey cost savings, compared to
estimates solely from farm interviews, while producing validity
checks of alternative estimation procedures. Periodic farm
management interviews should be conducted with representative
furmers to determine current yields, production costs,
technologies, enterprise mixes, input usage, and on—farm
production losses. Budgets constructed from these interviews may

be used to develop agricultural production functions.
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Beyond the farmgate, data should be collectad at major
collection and distribution peints in the marketing chain in order
to systematically measure storaqe, processing, and spoilage
losses. Marketing records of central grain elevators, livestock
markets, processing facilities, and wholesale distributors should
be surveyed fregquentiy.

At whatever market level an chservational unit is sampled,
the relative merits of one—time sampling versus panel sampling
should be considered. At the farm level, one—time sampling frasws
have the advantage cf speed and ease of administration. Panels of
farmers who are reinterviewad over several seasons have the
advantage of more accurate responses and greater comparability of
data over time. Beyond the farmgate, other market samples may be

permanent panels because of small populations.

Supply Elasticity Estimation Procwdures

The supply elasticity matrix, S, (equation 3.17) has received
far less empirical attention than its corresposiding demand
elasticity matrix. In spite of data limitationc, aggregation
problems, and market spatial complications, considerable effort
should be made to estimate S. Imﬁroved paositive knowledge of S
will finally allow policy analyses to be couducted in a general
equilibrium framework based on a aystem-wide approach to
proguction and consusption [Theil, 19801. Imsproved understanding
of supply elasticities will permit more accurate estimates of
farm—level supply response, and maore realistic analyses of the
market linkages between farm production and non-—-farm huuseﬁold

food consumption.



Specification of Statistical Estimation Model

The Constant Elasticity of Substitution (CES) production
function is a special function that is compatible with the Law o¥
Diminishing Returns. “f the production function is assumed to be
CES, the supply function can be specified as a log—-linear
function, which satisfies certain restrictions in a msanner siailar
to the demand system. For a system of m products, the i—-th supply
equation can be specified as a linear regression msodel as follows:

[ ]

InQi = a +i£1bilnPi + birlnR + e £3.181
where 1nQi is the natural logarithm of the quantity supplied of
the i—~th product; a is the intercept of the equation; bi is the
regression coefficient and elasticity of theti—th product prices
1nPi is the natural logarithm of the i-th product price; bir is
the regression coefficient and elasticity of Qi with respect to
total revenue earned from m products; 1lnR is the natural logarithm
of total revenue earned from m products; and e, is.the statistical
erraor associated with the estimation of the i-th supply equation.

Equation 3.18 can also Lv written in multiplicative form (ignoring

the error term) as:

a. ™ b b
Q, = e® (M PJi) R'ir [3.191
i=q

whare e is the natural logarithm base.

Restrictions on the Supply System
Following the same methods used to estimate a demand system,
an m—equation system can be estimated for m own-price

. ias 2 . . s
elasticities, m"-m cross-price elasticities, and a revenue
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eélasticities. Restrictions on elasticities to satisfy homogeneity,
symmetry, "Engle aggregation’, and Courriot aggregation conditions
also apply to supply systems with one important difference:
symmetry conditions for the supply system require each own-price
elasticity to be positive.

System Estimation Procedure

Once each equation has been specified in such a manner that
itsi elasticities satisfy the theoretical restrictions, statistical
estimation can commence. If the log-linear specification of
equation 3.18 is adopted, the regression coefficients for prices
and revenue are also constant elasticities and can be restricted
with econometric programs run on main—frame computing systems.

The Seemingly Unrelated Regression procedure discussed in Chapter
2 is also quite convenient and appropriate for estimation of
supply systems.

Other Estimation Methods

Single—~equation estimation methods are inadequate methods of
estimation supply elasticities because the restrictions are
difficult to satisfy and the simultaneous aspects of the supply
system are not incorporated in the estimates.

Shumway and Chaing [1977] have estimated a system of supply
elasticities by using linear programming and ordinary least
squares regression. First, they ran a regional linear programming
model for each of 15 years of actual farm prices for m products.
Each product and its resource requirements were subjected to
flexibility constraints to approximate each year in the time-—
series. The results produced 15 sets of price—quantity data for m

products supplied. Finally, each Qi was regressed on m prices,
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with 15 observations for each equation. Shuaway and Chaing did
not address the restriction issue although all of the necessary
data were avalable.
Validity Issues

Almost no supply-elasticitins have been estimated on a
systems basis 2 liscussed above. Most supply equations have been
estimated wi! .gle—equation sethods using either market level
price—quanti Jata or derivations from productiun functions. A
major reason for the slow adoption of system—wide supply analysis
has been due to the preoccupation of policy analysis with
individual commodities on a regional basis. Several data and
theoretical problems have &lso impeded the systems approach.
Farm Supply Aggregation

A supply system specified for the national fars aconomy
raises serious questions about how each farmer’'s supply response
behavior is being represented. Most farmers gpecialize in only a
few of the many enterprises that exist throughout the economy.
Agri—-climatic variation often prohibits a farmer from engaging in
some enterprises that enjoy a comparative advantage in other
regions of the country. This suggests that the national S matrix
should be expected to have some zero cross-price elasticities
because the two products do not realistically compete for the same
land and labor resources.

The aggregation question also involves the sethod of data
collection. The most convenient price—quantity data will likely
be a national time—series generated from a wide variety of samples

and estimates. Nation—wide farmer panel surveys of production
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Are usuxlly not available. If panel data were available, the
national price—quantity estimates would again have to deal with
the zero production problem in the aggregation proceduire.

The Time Problem

The supply system presented above implicitly assumed that
price and quantity changes occur in the same time periocd, but
agricultural production methods challenge that assumption. Most
agricultural production cecivions for the present growing season
(or generation of liveciock) are heavily dependent on the price
situation in the previous growing season ‘or generation of
livestock).

If the supply system is simply specified to assume that
production in the present time period is a function of prices in
the previous time period, the msodel may be more dynamically
consistent, yet futher complicated by the fact that not all
products would have the same production time period. Some crops
can only be produced once per year. In some cases, two or more
crops can be produced on the same land during a year. A tree crop
can require several decades.

The Market Entry Problem

Specification of the supply system is also complicated by the
various levels of asarket entry of food products. If all food
products were produced on farms of similar size or scale, the
market entry problem would be less serious. Because some food
products are produced on plantations or in factory settings and
may be completely processed and packed before leaving the firm.
These products have marketing components in the farmgate price

that are not included in raw, unprocessed farm product prices.
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CHAPTER 4
THE MARKET SYSTEM

" The actions of producers and consumers are influenced by
market forces that opérate to reduce conflicts between buyers and
sells. Farwers often sell directly to consumc?s in economies
where markets do not have significant transportation, storage, and
processing industries. As the marketing system matures and begins
to offer more processing and transportation services, the farmer
and the consumer begin to have lass contact.

In a highly developed eccnomy, farmers are usually a smally
proportion of the labor force and their oroducts undergo several
time, form, and place transformations off the farm before being
purchased by consumers.

1f the policy forsulation process is to be succaessful in
dealing with major agricultural issues, the analysts need a clear
understanding of how the market seﬁds economic signals that serve
as valuable indicators of policy priorities.

The market determines the level of prices, and over the long-
run, allocates the economy’s capital, labor, and natural
resources. The market sends sigrals on opportunities to isport
and export goods and se}vices.

Price Deteraination

Producers use n inputs to produce a products, which are
purchased by consumers. If thnre‘is free mobility of products and
inputs, the market determines product and input prices as huyers

and sellers meet and attempt to satisfy their selfish interests.
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Producers respond to rising
prices by increasing output.
Consumers respond to rising
prices by reducing consumption.
The aggregate demand and supply
FRICE SETENEMTION
schedules ultimate cross each
other like a pair of scissocrs and o
set a so——called equilibriun price
and a corresponding quantity that P
are somewhere between the extress

goals of producers and consumers. )

In Fiqure 4.}, the

O o = e o -

equilibrium price (P) and the
equilibrius quantity <6> are
determined simul taneously by Figure 4.1
the values of exogeneous supply and demand shifters. The same
process that occurs in Figure 7.1 for one good, occurs
simultaneously for all goods and the inputs used to produce them.
At the farm level, the farmer receives price signals from the
results of other farmers entering the market to sell their
products. The price that the farmer is offered is determined by
the “industry" supply—demand situation. The industry consists of
all farmers produciag a particular product and their buyers. Onece
this large graup has agreed on a price that is lower than the
farmers’ most optimistic level, but higher than the buyers’ most
optimistic level, the lone farmer has little alternative except to
tuke the price set by the *industry”.

The farmer considers the industry price to be fixed in the
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short-run, or insensitive to his
own productian efforts. He
therufore faces a flat demand
curve at price leveal P. In
Figure 4.2, the farmer msakes
praoduction decisions basad on the
point where the desand curve
(marginal revenue) intersects his
supply curva (marginal cost of
production) to maximize profit.
1f the market price and
quantity are thwarted by an
intervention into msarket
coerations, such a governaant
price commission, the sarket will
not clear products properly if
the controlled price is not the
same as the price determined by
market forces. Figure 4.3 shows
that a surplus will develop if
the controlled price exceeds the
market price, while a shortage
will develop if the controlled
price is less than the market
price. In both cases, producers
and consumers react in opposite

directions, but their compromise
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price is overruled.
One of the ways a farmser
tries to protect himself fros
the risks of being a price
taker is to shift his supply
THE “FARER'S DILEMW®

curve to the right (increase

his supply) by adopting some

new technology. Once the " 7
5y

technology becomes productive, . o

his supply increases. Iivioua Famen AmicmrimaL InusTRY

Srer 1. InowsTaY D & S TERMINE PRICE Py, 90 THE FARMER RECPONS

Ultimately, other farmers will ev receucim Q).

Ster 2. WAILE 1nousTRY [ £ S REMIN UNCHANSED, THE FARMER [NTRODUCRS
adopt the new technology and A NEN TECHWOLOSY AND ERJOYS Py s pmocucine U9,

STEr 3. SoON, HOST FABMERS HAVE THE REW TECHNOLOSY, 80 [mousTRY §
cause the industry supply SMIFTS TO S, wiiLe [nousTRY D sHiFTs To D, DUE TO POPULATION

INCREASE. THE RESULTING WEW INDUSTRY PRicE P, FORCES THE
PANER TO CUT PRODUCTION BACK TO O3,

curve to shift to the right, M THE FANER SEAMCRES FOR A NEY TECHWOLOY AW THE CYCLE REPEATS ITSELS
which causes the market price
to fall. Once the price
Figure 4.4

falls, the farmer will begin
the search for a new technology to repeat the process once again.
Figure 4.4 describes this process as the "farmer’s dilemma". It
is ironic that the long-run benefits of agricultural technology
accrue more to food consumers than to farmers because of the
process described in Figure 4.4.
Product Transforsation

In addition to determining prices and the amounts of goods
that trade among buyers and sellers, markets also serve to
transform goods and services as they pass through the aarketing

chain from producer to consumer. In the case of agriculture, the

transformation includes: transportation to places more convenient
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to consumers; processing and packaging to change the shape and
appearence of the good; and storage to allow the product to be
offered to consumers at a auch later date than when it was
harvested.

As the product leaves the farm prodis:tion procass, two
important factors begin to work. First, the msarketing process
causes a decrease in the quantity originally produced because of
processing wasta, storage losses, spoilage, and grading.
Inefficient processing equipment such as rice mills and oil
extractors can easily lose one-half of the product raceived for
processing.

Second, the unit price of the product begins to rise as the
product is passed through additional marketing firms. The
marketing msargin is the percentage of the money spent by a
'consumer on a food produci that is received by the farmer. For the
United States, the marketing margin has remained at about 40
percent for many years.

Market Failure

The central theorems of welfare economics demonstrate that
economic welfare is maximized when markets determine prices and
quantities to be traded as in Figure 4.1. In several notable
instances, however, markets fail to allocate resources
efficiently. First, imperfect markets such as concentrated
ownership of selling (monopoly) activities or buying (monopsany)
cause market failure. The policy analyst should be aware of the
degree of market inperfection in an economy and atteampt to

determine how the present situation occurred.
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Markets also fail to operate efficiently when a resource is
marketed that cannot be completely controlled or owned by one
person. Water resources are an example of a publiz goaod that is
ofter misallocated because property rights cannot be assigned in

the conventicnal sense of private property.
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CHAPTER S
THE FOOD AND AGRICULTURAL POLICY SIMULATION MODEL

A computerized model has been developed to help agricul tural
policy analysts simulate many of tha fundamental food and
agricultural development policy issues. The model is national in
scope and attempts to simulate many of the food production-—
consumption policy issues. Using the simulation wmodel, policy
analysts can routinely investigate the systea—wide effects of
simple or complax policy changes.

Thecgretical Model

The general model can be specified in 13 equations. Each
equation is in matrix form and represents the respective
attributes of m major food groups in the msarket.

1. Percent Changes in Retail Prices

Although there are various ways to begin or enter the
simulation of a market, this model assumes that an initial
exogeneous change in‘the quantity of food in the retail mar ket
causas a shaock that induces changes throughout the system. This
axogenecus change in food marketed could be the resuit of changas
in PL-480 or commaercial shipments, changes in food production due
to weather, or a new developrent project. The change in quantity
marketed shifts the food supply curve. The impact on retail
prices is specified as:

2dp_ = D% 20 [5.11
where ZdPr is the percent change in the retail price of food; D-l
is the inverse of price elasticity of demand (sometimes referred

to as price flaexibility matrix); and %er is the percent change in
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the quantity of food on the retail msarket. In msatrix
noasencl ature, ZdPr and Zdﬂr are a X 1 column matricies and D_1 is
an m x m matrix. Income i3 assumed constant in the shortrun.
2. Percent Change in Farmgate Prices

The shock to retail food prices is transferred to the farmer
in a two—stage process. First, the farmer’s rational expectations
about the impact of retail price changes on his farmgate price is
not likely to be a one—to-cne correspondence. For thia model his
perception of farmgate price changes is defined as:

Zde = ZdPr # R £5.21
where ZdP¥ is the percent change in farmgate prices and R is the
farmer’s coefficient of rational expectations.

knile expectations are a behavioral parameter, the marketing
margin, or the proportion of a consumer’s expenditure for a food
item that is ultimately received by the farmer, reflects many of
the structural characteristics of the marketing norocesses bgtween
the farmgate and the final consumer. The farmer’s expected
price change, based on the retail price change, must now be
discounted as:

%ZdP = J7dP_»* M [5.31

fm f

where %LdP is the expected farmgate price, adjuated for the

fm
mar keting margin, and M is the marketing msargin for each of N +ood

groups.
3. rercent Change in Far. Production

The effective farmgate price change (equation J) is
translated into production response through a2 supply elasticity

matrixs:
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Zde = S & ZdP" [3.4]
where Zde is the percent change in farm production and S is an =
x m matrix of supply elasticities. It is assuned that Zde is in
the present time period (t), but is a lagged response to a price
change (%ZdPfm) that occurred in the previous time period (t-1).
4. Quantity of Farm Production

Equations 5.1-5.4 exprass price and quantity changes in
percentage terms. Percent change in farm—level production is
transformed into total production by:

Qp = Qpi((Zde/IOO) + 1) £3.31
where @ is total production per time period and Qp is average
levei of production assumed to exist over an intermediate time
period.

5. duantity of Farm Produ;tion Marketed

The amount of actual farm production, Qp , is rarely the
amount supplied by the farmer at the farm gate. A lesser amount
is usually supplied because of on—farm harvest and storage loses
and farm consumption by livestock or the household. The amount of
farm production leaving the farmqgate is defined as:

Q =Q #*H £35.61
fs P

whet e Qfs is the amount of farm production offered for sale at the
farmgate and H is the proportion of fara production offered for
gale, i.e., nat of harvesting and farm gtorage losses and farm
consusption.
&. Quantity of Retail Food Supply

Additional losses occur as the farm product moves from

the farm gate through the marketing chain to the retail market.

Milling, processing, storace, and spoilage losses can be a
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significant proportion of the product supplied at the faregate.
The quantity of food supplied at the retail level is defined as:

Q.= Q§5 + D £5.71
where Qrs is the quantity of food supplied at the retail level and
D is the proportion of farmgate food supply that remains for
retail supply net of processing and distribution losses in the
fara-retail marketing chain.

7. Market Balance

One of the most important problees in any mar ket simulation
model is the reconcilliation of the quantities supplied and
demanded in the retail market. In this model, a balance equation
is used to measure the deviation of actual retail supply in a
particular time period, t, from tha level of retail demand assumed
to hold over an intermediate pericd of tisa. The equation is
specified as:

Q =Q - a [5.81
where Qb is the balance, or difference between the quantities
supplied and demanded in the retail market, and Qrd is the
quantity af food demanded in the retail market over an
intermediate period of time. If the balance is positive, it
implies that there is a food surplus in the market, which will
tend to dampen food prices. If the balance is negative, it
implies a market food shortage, a atimulus to raise food prices.
No attempt is sade to partition the food balance into stock
changes and trade components, although successive simulations of

food balances would be a useful point of departure for a subset of

analyses dealing with stock changes and trade policy.
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Y. Self-Sufficiency Ratio

As a ceasure of a country’s self—sufficiency, the ratio of
market balance to intermediate term retail market demand is
defined as:

R = Qb'/ Qrd [5.91]
where R is the self-sufficiency ratio. A positive ratio would
imply the amount of excess domestic retail food supply as a
proportion of domestic retail food demand. A negative ratio would
imply the amount the shortfall in domestic retail food supply as a
proportion of dosestic retail food demand.

9. Percent Change in Retail Market Quantity

Because the model does not incorporate provisions for trade
or changes in food stocks to absorb the balance, the quantity of
food supplied to the retail rarket, Qr’ y i8S fhe amount that
clears the market. The percent change in the quantify of food
marketed is defined as:

derm = (Qrs - Qrd) / Qrd #* 100 [5.101
where Zerm is the percent change in the quantity of food marikated
in th» present time period, t , compared to the quantity of food
consumed "on average".

10. Percent Change in the Market Quantity of Food Demanded
The simulation of changes in basic market parameters during
the present time period ends by defining the following identity:
zanr = Zer. £5.111
where Zer is the percent change in the quantity of food demanded
in the market in time period t. If an additional time period is

to be simulated, Zer from the presunt period will enter equation

1 at the beginning of the next time period.
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11. Nutritional Impact of Market Changes
The percentage change in the gquantity of food aarketed
(equation S5.10) permits the estimation of changes in caloric and

protein intake by:

dC = Zer # E » F # Cal [5.121
and

dP = Zer # E#» F % Pro [5.131
where dC is the per capita daily change in calories; E is the
proportion of the food that is edible/digestible; F is the units
of fond consumed dailybper capitay Cal is the number of calories
per unit of F; dP is the per capita daily change in protein; and
Pro is the amount of protein per unit of F.
Summary of the Model

The model is formulated as a simple cobweb supply-demsand
system for m food groups. It is assumed that declining demand
functions and rising supply {functions exist for each food group.
It is further assumed that the functinns of consumers in the
retail food markets and producers at the farm level represent
effective retail demand and effective farm field supply.

The simulation cycle for time period t begins by assuming an
exogeneous chénge in the quantity of food supplied at the retail
level. While this change would be expected to intitally shift the
ret2ii supply along a relatively stationary retail demand curve,
the model concentrates on the resulting price changes (Equation
1), which are then followed to the farmer to measure his response
(Equations S5.2-5.3).

Farm field production is then transformed into farmgate

supply (Equation 5.6), and finally into retail food supply
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(Equation S5.7). For the purpose of analytical sisplicity, and
because empirical estimates of trade and stock change behavior are
largely unavailable, the difference betw.=n retail food supply and
some average level of consumption based on an intermediate time
period is defined as the market balance (Equation 3.8). A self-
sufficiency ratio .Equation 5.9) mseasures the extent to which
retail market supply is sufficient for retail market demsand.

The aodel reaches the end of the current time pericd by
transforming the change in retail market quantity into a
percentage basis (Equations = 10-5.11). This percentage change now
enters Equation 5.1 as the "exogeneous quantity change” in the
next time period.

During each time period, the sodel generates data on price
and quantity changes across all food groups in the Systnm. The
demand elasticity matrix, D, in Equation 5.1 allows the price
simulation of cross—price effects of a quantity change in one food
group on all other food groups. Yaetley and Tun have empirical
estimates of D for 12 food groups in Sri Lanka. The supply
elasticity matrix, S, in Equation 5.4 similarly allows the
simulation of cross—price enterprise substitution effects of
changes in retail food prices on farm production. Far less
empirical work has been done on farm supply elasticity systums
but, as will be shown in the program saction, the supply
olaéticity matrix ran be easily changed to represent the analyst’s
choice of empirical and conditional subjective estimates.

The quantity changes in food consumption generated by the
model are also quite useful in analyzing changes in nutritional

status, in calorie and protein equilivalents, for each food group.
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Simulations of such fundasental agricultural developaent policy
issues as iﬁcreased food production due to improved technology or
increased food supply due to PL-480 shipments can be evaluated for
nutritional efficacy.

Limitations of the Model

The sodel does not explicitly deal with the trade sector or
domestic food stock changas. [{jowever, the "“balance" quantity
generated in Equation 5.8 offers valuable insights into the need
for trade and stocking policies to moderate domestic price and
quantity fluctuations.

Although the model has dynamic features, income changes have
been deliberately excluded. The nature of the model dictates that
it avoid introducing too many extenuating cirtumstances into the
model. Income growth, and its crmcoaitant impact on foad
consumption, are obviously central to any agricultural policy
analysis, but their inclusion complicates the analytical focus of
the model and drastically reduces the audience that can use the
results effectively. Consequently, the demand elasticity matrix,
D, is not income compensated.

The model was converted to computer interpretation using
BASIC lanquage. Source listings for the three prograss are
reqorted in documentation by Morgan. The programs are designed to
be chain-merged into computer msemory. Cossent statements are used
liberally throughout esach program.

Program 1

The first program, M1I1.BAS, initializes the beginning



variables, introduces the user to the sisulation, and initializes

! (Equation S.1), R (Equation 5.2), M

the default values for D
(Equation 5.3), S (Equation 5.4), H (Equation 5.6), and D
(Equation 5.7). Four of the program’s major features are
described below in more detail.
#++t4# Read in Default Data

Default data are read into the active seaory for the

following variables:

Model Program Prograa

Name Name Label
R Vi "EPSILON, Expectation Values"
™ v2 “C, Marketing Margin (Farm
Price/Retail Price"
H v3 “Z1i, On—Farm Net Harvested
M v4 "22, Off-Farm Net Marketed
-1 (Proportion)”
D VS “INVDij, Inverse Demand Elasticity
Matrix"”
S Vé *"Sij, Supply Elasticity Matrix":
D v7 "Dij, Demand Elasticity Matrix*"

Program variables V1-V7 are stored on a data file, M1II.DAT which
was created with the word processing program, Wordstar. Program
lines 650-990 open data file M1II, read in variables vi-V7, and
close the file.

The demand elasticity matrix, D, and its inverse, Dﬁl, are
based on empirical estimates by Yetley and Tun using household
consumptin data collected in 1969-70. The demand elasticity

matrix was estimated using Zellner’s Ssemingly Unrelated

Regressions (SUR) procedure.
The remaining five variables in the data file MiII.DAT are

subjective estimates. All expectation values, R, ar® assigned a
value of 1 because no empirical estimates are available for Sri

Lanka. All own—price supply elasticities are assigned a default
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value of .5, while all cross—price elasticities are set at zZero.
Few supply elasticity systems have been estimated. Because such
estimates are not avalilable for Sri Lanka, own—price elasticities
ere assumed to be inelastic, with no cross-price effects.
#### Review Default Values of Variables V1-V7

Program lines 1070-1550 describe a menu that asks the user
which of the variablee are to be printed for review. If a
variable is selected, it is sent to the printer for a hard copy.
Otherwise, the program skips to a value change section.
#He## Change Default Values of Variablgs V1-Q7

Lines 13560-1810 prompt the user for new values for any of the
seven variables (Note the warning to the user in lines 1120-11%50).
As the user requests the location of a value *o change, the screen
replies with the presant valus for the cell and waits for the
replacement value.
% Chain Merge Program 2

Lines 1950-1940 define variables from Program 1 to be
retained, delete all linaes of Program 1, and enter Program 2 into
the active maemory.

Program 2

The secord program, M2II.BAS is the heart of the s.smilation
madel. The major operations invoive reading in additional default
data and making any data changes requested, simulating Equations
S5.1-5.13 of the guneral model, and chain merging Program 3.

#+-+* Reading In and Changing More Default Data

Lines 1630-1780 open data file M2II1.DAT, read in default


http:5.1-5.13

values for "average consumption® (Qrd), “average field production®
(Qp), and the exogeneous change in quantity marketed that
initially starts the simulation in Equation S.1. The program
defines these variables as W1-3, respectively. Lines 1790-2040
prompt the user for any values that'are to be changed. All
"quantiy change®” values have zero default values, so the value for
at least one food item must be given a non-zero value in order for
the simulation model to produce fruitful results.

HHeH+ Simulation of Equations S5.1-5.13%

Program lines 2110-3280 use variables Vi-V46 from Progra.. 1
and variables W1-3 from Program 2 to simulate Equations 5.1-5.13.
Twelve commodities are presently included in the model, although
the structure allows the number to be changed @asily A).
The simulation of the equations can be repeatad for up to 12
cycles or time periods. At the end of each cycle, the rasults of
the simulation of a particular variable can be printed out on hard
copy (lines 1410;1540 and 3430-3&630) .

##w% Chain Merge Program 3

Upon completion of the simulation, lines 3320-3330 define
variables to be retained for Program 3, delete lines 1000-3630,
and enter Program 2 into the active memory.

Program 3

Program 3, M3I1.BAS, essentially prints a hard copy, at the:
discretion of the user, of the data generated in Program 2. Lines
3300~346C produce a menu of printing options for the user. Lines
9470-3730 print the value of each variable, for each commaodity, by
cycle. Lines 5740-5940 print the data for only one variable, for

each commodity, by cycle.
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CHAPTER 6
APPLICATIONS OF THE POLICY SIMULATION MODEL

The model discussed in Chapter 5 has been developed to run
on a microcomputer. The user is urged to become familiar with
Chapter 5 before proceeding.

Starting the Computer

The programs that run the msodel were written in BASIC and
therefore run on many computers. The genaral procedure for
starting a computer is turn it on and "boot" a copy of the Mbasic
language into the "A" drive, insert the policy simulation
diskette into the "B" drive and type “LOAD "“B:M1II"" <Carriage
Return>. The diskette should be read and the introduction tc the
model will appear on the video screen.

Options

The programs have been written to pose questions relevant to
the model that require only yes or no answers (Y or N) or
choosing a number from a senu that represents the desired option.

The first option on the screen asks if you want to look at
the default values for V1-V7. If you do, choose the appropriate
nusber and the values will be printed. You are than asked if you
want to make any changes. If you want to change values, the
screen will prompt you by food name, row, and column to locate
the cell you want to change. The present value of the cell will
be printed on the screen. When you type in the new value and hit
the return key, the old value is replaced by the new value.

After you finish data changes on V1-V7, the scresn asks



which policy parameter you want to watch at t~e end of each
cycle. If you decide to view a parameter, its values will be
sent to the screen at the end of each cycle.

Default values for average production and consumption
percent changes in quantities demanded are initialized then you
are asked if you want to make any changes. All food categories
have zero values for percent change in quantity demanded, so at
least one food aust be assigned a nonzero percent change. After
these changes are made, you are asked how sany cycle you wish to
run the mode. Since the cobweb model can be unstable, you are
cautioned to run only one cycle initially until you become more
familiar with the model and the data.

The model then runs the requested nuaber 94 cycles, stopping
(if you requested) at the end of ®ach cycle to'sand the results
for a selected parameter to the scree. When all cycles are
completed, you are asked which of the parameters you wish to have
printed for all cycles. You may choose one, all, or stop the
program. After the requested data are printed, the program ends.
Policy Option Simulations

After becoming familiar with the msodel, you will he able to
simulate various policy options based on changes that you make in
the default data. Changes in marketing margin assumptions can
have a dramatic impact on the amount of farm production.

At the beginning of each simsulation, be sure you have noted
the assumptions (data changes) you have made. The main value of

the simulation model is to compare the results of successive runs

to measure the sensitivity of policy parameters.
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