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PREFACE

This report discusses the value and the limitations of
statistics in fertility research. Prepared by David R.
Brillinger, it is designed to complement the other
methodological and substantive reports of the Panel on
Fertility Determinants and to focus attention on issues
involving the use of statistics that too often are brushed
aside in fertility research, as in other areas of social
science research.

With the rapid expansion in world population, fertility
and its determinants have been urgent topics for research
in recent decades. Attempts to control population growth
have focused on reducing fertility, with some apparent
effect. The peak rate of growth in the world's population
has now been passed, although growth is still at a high
level in almost all the developing countries. In absolute
numbers, the increase in the world's population continues
to rise, according to United Nations medium projections,
more people will be added each year for the next 50 years
than were added in 1980.

The Panel on Fertility Determinants was created by the
Committee on Population and Demography and the Commission
on Behavioral and Social Sciences and Education of the
National Research COuncil in response to a request from
the Agency for International Development. In addition to
this report, the panel has prepared studies of several
developing countries, a few illustrative cross-national
analyses, and two volumes that review the research
evidence about determinants of fertility differentials
and fertility change in the developing countries. TO
encompass such research, the panel was of necessity a
heterogeneous group, including scholars from several
disciplines: anthropology, demography, economics,
epidemiology, psychology, sociology, and statistics.
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Part of the background for the panel reports was
provided by previous work of the COmmittee on Populat~on

and Demography and its other panels to try to determine
actual fertility levels and trends in selected developing
countries: that work, also supported by the Agency for
International Development, is detailed in a series of
country reports from the National Academy Press, the
demographic methodology developed for the work is
presented in a volume issued by the United Nations and
several reports on data collection, all prepared by the
committee.

During its deliberations, the Panel on Fertility
Determinants wanted a critical review of the uses of
statistical techniques in fertility research. In
response, this report examines some of the cam.on
statistical methods used by fertility researchers,
focusing on their limitations. To guide the review, the
panel provided a selected bibliography of recent papers
on the topic, that bibliography is reproduoed in the
Appendix with annotations by the author of this report.

It became apparent early in the preparation of this
review that there are few, if any, statistical problems
unique to fertility studies, rather, the focus must be on
the values and limitations of the statistical techniques
used throughout the social sciences. Because this report
is limited in length, it is necessarily somewhat incom
plete, but it points out some problems that fertility
determinants researchers need to consider and potential
solutions to those problems, thus helping to make their
work more convincing. Although much of the report's
content will be well known to statistically inclined
demographers, the newer references may nevertheless be
helpful.

Some might view this report as an attack on the use of
formal analytic methods in fertility research. They
should not. Although the discussion here describes many
limitations to the analytical approach, the purely quali
tative descriptive approach obscures critical issues, it
either does not go far enough (if it consists of merely a
record of observations) or is overly subjective (if it
goes too far with imprecise concepts). Tight argument is
necessary if the conclusion of research are to be con
vincing to properly skeptical scientists and policy
makers.

The panel expresses sincere appreciation to several
persons for contributions to this report. In addition to
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panel and committee members, John Tukey provided advice
and comments on an early draft. Irene Martinez assisted
with typing, Rona Briere edited the report, and Elaine
McGarraugh handled the production editing details.

w. Parker Mauldin, Chair
Panel on Fertility Determinants
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INTRODUCTION

Variations in human population numbers and composition
are of concern to all, especially to those involved in
planning and policy. Fertility, a major element of such
variations, differs greatly with age, socioeconomic
class, time, location, and a number of other factors. In
attempting to explain the ·causes· of these differences,
fertility researchers try to provide reliable information
about the current state of fertility, as well as careful
projections of trends and of the effects of changes in
exogenous variates. Knowledge in this field is a balance
of observation and theory, some is largely descriptive,
while some is based on high-powered analytic procedures.
Workers in the field often use statistics to justify their
methods and conclusions, addressing questions of interest
by the gathering and analysis of data. In drawing con
clusions from the data collected, they typically use the
arguments of statistical inference. If statistics is to
be of value to these researchers, its limitations must be
recognized and statistical techniques themselves criti
cally evaluated. This is the objective of the present
paper.

First, the statistical approach is described--its
variations and its different roles in research. Next,
some general statistical tools are examined, including
models and various data collection techniques. This is
followed by brief descriptions of a number of specific
statistical methods. The paper concludes with a summary
discussion and some recommendations for the field of
fertility research. The Appendix presents an annotated
bibliography of recent fertility research literature
items used in the preparation of this paper.

1
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THE STATISTICAL APPROACH

The field of statistics· plays several roles in the empiri
cal sciences. The traditional one is that of efficiently
summarizing large and complex sets of data of the sort
frequently produced by fertility studies. The summariza
tion involves the computation of characteristics (for
example, sample means and variances) whose properties are
fairly well understood, followed by a search for patterns.
In this process, existing knowledge and theories are
taken into account, as are the needs of the particular
situation.

A more important role for statistics is that of guiding
the whole flow of an empirical study: the initial for
mulation of goals and hypotheses in the light of existing
knowledge, the effective collection of information, the
formulation of strategies for analysis, the choice of
tools for insightful analysis, and the selection of
indicators to be used to draw conclusions and generate
new hypotheses leading to the reanalysis of existing data
and the design of new studies. Tukey (1980) has specified
two basic modes in which statistics operates--exploratory
and confirmatory--with the strength and character of any
inferences made at the end of a study depending strongly
on the mode adopted. In exploratory data analysis, as the
name suggests, the researcher allows the data to generate
suggestions, hypotheses, and statistical (mathematical)
models, a flexible attitude is adopted while employing
all the available analytic and computing skills (see
Tukey, 1977, McNeil, 1977, Velleman and Hoaglin, 1981).
The intention is to make discoveries among the data,
recognizing that artifacts may be turned up as well. The
techniques used are meant to be robust (not strongly
dependent on specific distributional assumptions) and
resistant (not overly affected by unusual observations),
and to summarize the data no more than is necessary. (POr
an example of an exploratory analysis of fertility data,
see the section by Sykes in Mauldin and Berelson, 1978.)
Confirmatory data analysis approaches the data with
specific hypotheses and a specific stochastic model
(enforced by the experimental design, whenever possible).
In contrast with exploratory analysis, in the confirma
tory case the model is inflexible, rather than the data.
Generally, confirmatory analysis is followed by explora
tory analyses, some of which may lead to later confirma
tory studies, this is of course the usual iterative
pattern of scientific research. In the case of empirical
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research on fertility, the mode most frequently used is
exploratory: models are constructed and assumptions are
checked with the data at hand. This generates a concern
that the conclusions are (mentally) fragile.

Another role of statistics is the formal analysis and
description of the variations present in data sets, this
includes the realistic assessment of the stability of
meaningful quantities extracted from the data. TO this
end, statisticians have developed specific variance
estimates for particular models and data quantities.
They have also developed general procedures useful in a
broad class of situations. Foremost among these is the
-jackknife,- which involves carrying through the computa
tions of interest on representative subsets of the data
and then combining the results of the separate computa
tions in a particular fashion (see, e.g., Mosteller and
Tukey, 1977:Ch. 8). Pertility researchers usually try to
provide measures of the statistical uncertainty of their
computations, especially in the case of sample
survey-based quantities, in fact, for real use to be made
of any estimate, such a measure must always be provided.

Perhaps the key role of statistics in the scientific
process is to restrain researchers from viewing their
results with unrealistic enthusiasm and from drawing
improperly qualified conclusions. Assumptions and pro
cedure~ must be evaluated critically before conclusions
can be drawn, SUbjective elements must be distinguished
from objective ones, anecdotes and specific cases must be
treated as such. There is a need to counter the great
temptation in fertility research to describe factors as
causative that have really only been established as
correlative (being based on observational studies alone).
Statistical criticism of fertility studies is not meant
to be destructive. Rather, its call for the use of formal
procedures for drawing conclusions and the making of
inferences is meant to strengthen fertility research.

It should be noted that fields other than statistics
have much to offer fertility researchers in the way of
quantitative analysis and the logic of inference. FOr
example, econometrics is concerned with complex multi
variate (economic) systems and has developed and inves
tigated powerful techniques for dealing with systems of
simultaneous equations and errors of measurement. The
economist's supply/demand.approach also appears pertinent
to many fertility discussions. The field of biometrics,.
concerned with the description and analysis of biological
phenomena, uses procedures for involving theoretical
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background (••g., g.n.tic.) in .~irical analy••• that
are worth noting. Pinally, .piduiology has had to
wr••tl••xt.naiv.ly with the probl... of drawing
conclu.ion. frca oba.rvational (v.r.u••xperi..ntal)
.tudi•• and of cauaation ver.u. corr.lation.

SOMB GEHBRAL S'l'ATIS'l'ICAL TOOLS

MODBLS

Mod.l. play an ••••ntial role in contemporary f.rtility
r•••arch. Th• .cd.l••~loyed vary wid.ly in c~l.xity

and .ubtl.ty and have ba.n put to div.ra. u.... This
.ection r.vi.va aaae of the ..aning., u••• , and liaita
tiona of .cd.ling.

Sci.ntific work.r. attach a broad array of meaning. to
the word. -.cd.l- and -.cd.ling.- (Ind.ed, Suppes in
1960 r.vi.wed 16 diff.r.nt d.finition. of the .ci.ntific
notion of .cd.l.) To .ome, a .cd.l is .i~ly a framework
of word. u.ed to organize thought. and fact.. To oth.r.,
it i. a highly cc.plicated c08PUt.r prograa for .iaulating
a .ituation of int.re.t and may have tak.n year. to
dev.lop. It is ..ant to r.pre••nt a real proc••• , but to
prove u••ful it auat .i~lify that proc•••, it auat
r••ellbl. r.ality, yet be IIOre ea.ily handled. Soae would
vi.w a flow chart or block diagraa a. a .cdel, while
oth.r. would duand a total d••cription by preci•• math.
aatical r.lation.hips. In the former ca.e, conclu.ion.
are r.ached by thinking through the con••quence. of the
.teps of the flow chart, in the latt.r ca.e, conclu.ion.
are drawn ba.ed on the value. of nu.erical quantiti••
d.rived frca the .cd.l. Mod.l. aay be d.t.raini.tic or
.tochaatic, with their ••timation and u•• d.pending
.trongly on which sort i. at hand. A .cdel may be
g.n.rated by theor.tical r.asoning or by .~irical

analy••• , although the .oat caa-on are a coabination of
th••• two. A .cd.l ..y be .tatic (cross-sectional),
r.f.rring to a .ingl. point in ti.., or dynaaic (longi
tudinal), d.acribing the evolution of the variates of
inter••t ov.r ti... Th. type. of conclusion. produced by
these two fOraB vary gr.atly, a. do the techniqu.s u••d
in their d.v.lo~nt.

Pertility re••arch.rs have provided d.scriptions in
block diagraa fora of the ••s.ntial f.ature. of huaan
f.rtilityand the ca.pon.nts that affect it (•••, ••g.,
Freedman, 1967, MFS central Staff, 1977, Bulatao .t al.,



5

1983). Such block diagrams help suggest data to be
collected, experiments to be organized, and analyses to
be carried out, as well as the authors' opinions of the
important causal directions and relationships involved,
they are meant to provide some qualitative understanding.
On other occasions, fertility researchers have provided
complicated analytical models of the fertility process
through symbols and equations. These require statistical
implementation for estimation, testing, use in fore
casting, and so on (see, e.g., Heckman and Willis, 1976,
Mode, 1975, Hermalin and Mason, 1980).

There are a number of formal statistical models and
associated computer packages that are of great use in
fitting empirical models to data. These include multiple
regression (see, e.g., Mosteller and Tukey, 1977), the
log linear for contingency tables (see Bishop et al.,
1975), the generalized linear interactive model (GLIM)
(see Baker and Nelder, 1978), and proportional hazards
(see Kalbfleisch and Prentice, 1980). (GLIM is available
from the Royal Statistical SOCiety, the others are in
BHOP. )

Models and their fitting, or identification, have
inherent limitations. First, because the assumptions on
which the models are based cannot be expected to be
exactly true, conclusions drawn from work with models
cannot be expected to be exactly true. The model cannot
be expected to be better than the data on which it is
based. Effort spent auditing fertility data is well
worthwhile since, even if the data are left unaltered,
conclusions can be drawn with greater confidence.
Residual plots are one elementary way to check a variety
of assumptions and are part of modern regression packages.
It may be noted that much contemporary statistical
research is devoted to developing procedures that are
insensitive to moderate departures from assumptions. Use
of such techniques as robust regression is clearly called
for in fertility work (see Mosteller and Tukey, 1977:
Section 10F). such nonsubjective procedures are needed,
for if one simply rejects extreme data points, one will
make the apparent inherent errors seem too small. Also,
if the data set is large, as is the case with much fer
tility research, one cannot realistically scan the data
for strange values.

The next difficulty is with fitting a model: there
may be insufficient data, the data may be autocorrelated,
truncated, or missing (see Dempster et al., 1977, for a
general method useful in addressing this last problem),
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the data ..y be subject to .asur...nt error, feedback
aay be present, the model may be so irr8CJular and rel.
tionships so nonlinear that no reasonable fitting proce
dure suggests itself, or the model may be too ca-plicated
for the ca.puting facilities at hand. When difficulties
such as these are encountered, the model is often st.pli
fied, with the consequence that the "sUIIPtions are then
farther froa being true.

Once a model has been fit, difficulties frequently .
arise that ca.plicate its use. Por ex.-ple, values of
exogenous variates may have to be assu.ed before fore
casts can be constructed. Provision of adequate uncer
tainty measures for derived values may be analytically
intractable. The researcher aight wish to ..nipulate the
equations in a logical fashion, e.g., interchanging X8
and Ys, such manipulations may be inconsistent with the
fitting procedures e~loyed.

Pinally, one all too caa.on occurrence with data sets
is that several models appear to fit the data equally
well. This serves as a clear warning to those trying to
interpret estt.8tes of specific parameters of an analytic
aodel. These difficulties as they relate to the interpre
tation of regression parameters are discussed further
below.

On the positive side, it may be remarked that there is
now a growing collection of results and procedures for
use in'the validation of models (see, e.g., Gass, 1980).
Many of these procedures appear applicable to analytic
fertility models.

DA.TA COLLECTION TECHNIQUES

There are two principal types of studies through which
fertility data are collected--observational and experi
aental. These will be described shortly, but briefly in
the foraer, the assig~nt of trea~nts to units is
beyond the researcherls control. This causes substantial
difficulties of interpretation. In the latter, the
investigator controls trea~nt assig~nt.

The subeections below briefly describe several types
of study, eaphasizing sOllIe cautions that aust be exercised
in their application. In this connection, it is worth
repeating that .aet of the difficulties mentioned below
and found in fertility research generally are caa.on
features of research in the social and huaan sciences.
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Observational Studies

If the results of an observational study are treated as
purely descriptive, no controversies arise. However,
researchers generally try to get beyond simple descrip
tion in their collection and analysis of data. Their
objective may be to explain some response in te~ of
predictor variables, perhaps providing measures of the
importance of the various predictors. More often, they
seek understandings of basic mechanisms, in the present
context, the mechanisms of fertility. These uy be used
for forecasting, for regulation, or for policy recommenda
tions. It is important to clarify at the end of a study
just which inferences uy validly be drawn, which are
plausible in light of the data, and which are pure sPeCu
lation. In observational studies, difficulties in
reaching strong conclusions result from causal factors
going unmeasured, key factors being outside the
researcher's control, and ·observed· factors being
subject to large measur...nt errors. In fertility
research, these difficulties appear to arise often.

In the case of huun fertility, the three key sources
of data are censuses, civil registrations, and saaple
surveys (eee National Research Council, 1981). All of
these have substantial limitations for the worker seeking
to draw causal conclusions. Censuses aay aiss individuals
in a biased fashion and may not record pertinent variates,
individuals may provide incorrect inforution. Data
obtained by civil registration suffer from the same
difficulties and can often generate conflicting inter
pretations. Well-designed sa.ple surveys are no panacea.
An effect may be due to a factor of relevance, or it uy
be due to the choice of fraae. Moreover, one aust always
keep in mind the distinction between the target popula
tion (i.e., the population to which one wishes to extend
inferences) and the saaple population, these are rarely
the same. Another important difficulty with sa.ple
surveys is that the results are subject to sa.pling
fluctuations, and some measure of the size of these muat
be computed before conclusions can properly be drawn. If
the survey is complex, confidence intervals and hypothesis
tests uy not be easily constructed (though some useful
general construction procedures are discussed below).

Observational studies may be cross-sectional or time
series. They aay also be retrOSPeCtive or prOSPeCtive•.
The literature of epidemiology (see MacMahon and Pugh,
1970, for exa.ple) contains some discussion of the
benefits and drawbacks of these various forms.
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In th.ir us. of ob••rvational .tudi•• , fertility
r •••arch.r. want to provide .uitably qualified con
clusion. couched in car.ful languag., th.y want to .peak
cl.arly and truthfully. Ob8.rvational .tudi•• play an
••••ntial role in .ugg••ting cau.al factor.. In .oae
c.... , it will be appropriate to act a. if a factor is
cau.al .v.n ¥ben this has not be.n .stabli.hed rigidly
y.t (.uch a. a moth.rls .moking reducing the birthw.ight
of a baby), howev.r, the r•••arch.r need. to d.lin.at~

the•• ca••• car.fully.

B~rimental studies

In an experimental .tudy, explanatory variable. are
chos.n by the r•••arch.r, and data are g.n.rated by
applying th••• trea~nts to unit.. The pertinent
variabl., or variabl.s, may be changed at will by the
inv••tigator. Th. n.ed for .xperiments in the f.rtility
field, wh.r. on••0 oft.n has qu.stions conc.rning cau.al
issu.s, is w.ll illu.trated by the following remark (Box,
1966:629): -To find out what happen. to a system when
you int.rfer. with it you have to int.rfere with it (not
just passiv.ly obs.rve it).- One branch of fertility
r •••arch, namely faaily planning studi.s, has made .xt.n
siva us. of experiment. and reached d.finitive conclusion.
in a number of cas.s.

Th. primary difficulty with obs.rvational studi•• is
that chang.s may be resulting from some outside factor
that is also causing corresponding changes in a proposed
.xplanatory variabl.. By changing the explanatory vari
able ind.pend.ntly, one can br.ak that connection.

Another potential problem is that naive experiments in
which tr.a~nts are not assigned randomly have a high
risk of being invalid if bias or s.lf-s.lection enters
into the a.sig~nt of trea~nt. to units. A cla.sic
example of this i. provided by the Lanarkshir. _ilk
experiment (Stud.nt, 1931), in which the value of giving
milk to childr.n at 8Chool was studied. In the course of
the experiment, the t.ach.rs apparently tended to give
the l ••s robust childr.n the milk, the value of the milk
tr.a~nt h.nc. remained in doubt. If the units to which
the tr.a~nt. were applied wer. identical, randomization
would not be needed, howev.r this is s.ldoa if .v.r the
ca... By applying tr.a~nt. to unit. in a for..l random
fa.hion, bi.... are avoided on av.rag.. An inv••tigator
..y th.n be willing to infer causation becau•• many indi-
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vidual factors have been controlled, and because randomi
zation has eliminated systematic effects due to uncontrol
led factors. Gilbert et ale (1975) describe many medical
and social experiments, some randomized, some not. '!'hey
find that even well-executed nonrandomized studies often
have conflicting interpretations, even after large,
expensive, tiae-consuming evaluations. On this basis,
they argue forcefully for the practicality and necessity
of randomized studies.

Randomization alone is not a cure-all. Other aspects
of a study must be carefully controlled. Por exaaple,
the researcher aust avoid the Hawthorne effect, in which
people who know they are being treated differently do
-better- for that. reason. Studies often need to be blind,
or double-blind, if valid conclusions are to be drawn. A
substantial issue related to random experiments with
humans is whether it is ethical to give an individual a
treatment (for example a poorer diet) when it is virtually
certain that a better trea~nt is available (see Gilbert
et al., 1975). -unethical- experiments may be applied to
animal and insect populations, however, the researcher
then haa the problem of the extent to which inferences
drawn may be extended to the human case.

On balance, it appears that fertility research could
benefit from many more randomized controlled studies.
Such studies appear practical in a wide variety of cir
cumstances (more often than might be expected initially).
'!'he results are bound to be clearer than the findings
from observational studies.

Comparative Studies

Comparative studies are parallel investigations of some
what similar populations. '!'hey are both c~n and
valuable in fertility research. '!'he World Pertility
Survey is a primary exaaple. A comparative study aay be
either observational or experimental, randomized or not.
'!'he issues discussed above may all arise (see Freedman,
1979, Berquo, 1981).

The data used for comparative analysis are generally
quantities ca.puted for the units (e.g., countries) being
compared (i.e., through higher-order analysis). '!'he
researcher must therefore adjust for systematic differ
ences in background variables (since the units are not
randomly constituted.) Comparative analyses are also
often secondary, that is, making use of the data and
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r••ult. of oth.rs. 'l'b. prilllary d.ta collector and
analys.r thus has the r••pon.ibility of .pecifying the
liJIit.Uon. of the r••ult. (for exUIP1., providing
.UlPling .rrors), whil. the .econdary r •••arch.r has th.
r ••ponaibility of not forg.tting tno.. liJIitationa.

Other S1;udies

Meet.ll.r (1977) li.t. a number of oth.r tyPe. of .tudi••
and _thode beyond tno.. consid.red above, II08t, if not
all, of which have alr.ady played a role in f.rtility
r •••arch. 'l'be•• includ. theory, .iJlulaUon, .UlPl•
• urv.y., regr••sion -.d.l., quui-.xperi_nts, lIIUlagaunt
inforaation sy.t.... , gu•••ing, data bank., and coat
b.nefit analy••s. Meet.ll.r (1977,13) ~nt. that
th••• _thod. -have the weakn••• that th.y ca.par.
diff.r.nt situations as th.y .tand but do not actually
.ak. chang.. in tr.at.ent in th. fi.ld and obs.rv. th.ir
.ffect. - In .ach cue, recognition and .tataunt of th.
liJIitation. of th••tudy technique employed are nec••••ry
and proper.

SOMB SPECIPIC STATISTICAL MBTBODS

A number of specific .tatistical techniques and proc.
dur.s are .specially important in f.rtility r•••arch.
'l'b.se are d.acribed in the subsectiona below.

RBGRBSSION ANALYSIS

Th. importanc. of lin••r regr••sion analysis in obs.r
vational and .xpert.8nt.~ .tudi.s cannot be ov.r.tated.
Meet cQllllOftly, th••xplanatory variables are •••u.ed to
be _a.ured .xactly and given in th. aatrix X. 'l'b. valu.s
of th. d.pend.nt variable are a••u.ed giv.n by y • Xb '+ .,
with b an unknown paramet.r, and with th••rror. of mean
0, con.tant varianc. and giv.n by.. 'l'b. entri•• of • are
usu.ed ind.pend.nt of .ach oth.r and of X. 'l'b. value of
b i•••tt.8ted by ordinary l.ut equar... Expr•••ion.
exi.t for ••tilllating th. varianc. of b and for construc
ting confid.nc. interval. and t.sting hyPOth..... Wh.n
th••• a••u.ption••r••ati.fied and th. aatrix XIX i. not
n.ar .ingul.r, ••riou. difficulti•• of ••tt.Ation and
int.rpr.tation do not ari... Howev.r, difficulti•• do
ari•• wh.n on. -av•• outside thi. fr.-.work.
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In f.rtility analysis and the social sci.nces g.n.r
ally, it is traditional to try to int.rpret the valu.s of
the .stimat.s of the individual coeffici.nts, and if not
the valu.s, their signs. The probl.m is that the m.aning
of a coeffici.nt is strongly d.pend.nt on which oth.r
explanatory variabl.s are consid.red sillultaneously. Th.
most one can say about a particular coeffici.nt is that
it tells about the appar.nt .ffect of its corresponding
variable in the pr.s.nc. of the particular oth.r .xplana
tory variabl.s that have be.n used. Th. practical diffi
culty is that unused, ev.n unMasured (lurking), variables
oft.n playa role in s.tting the value of y. This l.ads
to nu.erous paradoxical--and incorrect--r.sults (s••
Mostell.r and Tukey, 1977:Ch. 13, Box, 1966, Join.r, 1981,
Yat.s, 1981:Ch. 8). If the results of the regression are
us.d to predict values of the dependent variate, the
problea is not too great, it is wh.n the results are us.d
for explanation and interpretation that the most trouble
aris.s.

Furth.r complications come when the XiS are subject to
measurement .rror (being proxies for some key variabl.)
and when X and ear. correlated. Sillultaneous .quation
methods (of modern econom.trics) .xist for dealing with
such problems, in part. It aust be remellbered, how.v.r,
that the justifications of these methods are asymptotic
(based on large s.-pl.s). The estimat.s are not ordinary
l.ast squar.s, they can differ fro- the ordinary l ...t
squares .stimat.s substantially, as can the appropriate
procedur.s for d.riving measures of their uncertainty.

There are other difficulties as well: missing valu.s,
bad valu.s (outliers), autocorr.lation of the .rrors, and
nonlin.arity. Fortunat.ly, a nWlber of procedur.s and
computer programs have been developed rec.ntly to h.lp
addr.ss such problema (see Mosteller and Tukey, 1977).

Por the f.rtility investigator, the k.y point is that,
although regr.ssion is a most useful technique, its jus
tification is based on a nWlber of critical ass~tions.

Th. plausibility of these ass~tions for the situation
at hand aust be .xaained before the investigator can draw
conclusions with any real confidence. Regression is II08t
us.ful for approximating a -nice- function in a region
cov.red by data valu.s. Using regr.ssion to und.rstand
-.chanis.. and phenOIMna is quit. another matt.r, hovev.r.
In particular, it s.... that hardly any variable can be
tak.n at fac. value in f.rtility research. Furth.r, it'
s .... that many of the explanatory variates are highly
int.rcorrelated, i ••• , XIX is n.ar singular. Th...thod
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of ridge or damped regression (Boerl and Kennard, 1970)
might prove useful here.

Path analysis adds causal assumptions (a path diagraa)
to a regression analysis and thereby seeks to extract
causal information from the data. 'l'be technique is dis
cussed for fertility data by Kendall and O'Muircheartaigh
(1977) (see also Little, 1980, Kendall, 1976, Hermalin
and Mason, 1980). 'l'be difficulties of reaching causal
conclusions with observational data, described elsewhere
in this paper, are paramount, however.

INDEXES

Special indexes have long been used in demography gener
ally and in fertility research in particular. Index
numbers are meant to measure the effects of variables
that cannot be observed directly, but are felt to have a
definite influence on other variates that can be observed.
They are used to make complex situations more understand
able. 'l'bey do so by quantification. Indexes .ay be used
to measure change or to coapare groups among other things
(see Cox, 1950).

An obvious weakness of any idex is that, being an arti
ficial construct, it may simply not be measuring the
intended effect, but merely covarying with that effect
for the data at hand.

In fertility research, indices have been constructed
to avoid separate analyses for each age group, the index
being a weighted average of age-specific rates of interest
(the problem of which weights is that of standardization,
discussed below). Because of this averaging, infor_tion
will be lost, and on occasion, important differences will
be obscured. In other words, the phenomenon of interest
may be so complex that there is no useful way to express
it through a numerically defined index.

Other less important but still significant problems
arise with indexes. These include how to handle .issing
values and how to attach measures of uncertainty (see
Kish, 1968, on the latter).

STANDARDIZATION

Users of indexes have found that difficulties resulting
from reducing multi-dimensional data to single
dimensiQnal, as is done in formulating an index, could be
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alleviated somewhat by standardization. This is an
analytic procedure, taking several forD, designed to
t.prove the understandability of quantities ca.puted from
data with aultiple classes, especially when several
quantities are to be compared or when change with time i.
to be exaained. It is a crucial procedure in deDlOCJraphy.
The need for standardization results, in part, fra- the
investigator's inability to impose experimental controls,
and from the desire to address differences in background
variable. with respect to what is being compared, to
correct for imbalances,' and to reduce bias. (The back
ground variables are assu.ed here not to be of intere.t
theDelves, but to be obscuring the relationship of
interest.) A n~r of standardization techniques are
available, some formal, some ad hoc, including direct,
indirect, matching, analysis of covariance, and borrowing
(see Mosteller and Tukey, 1977:Ch. 11, Maxwell and Jone.,
1976, Pullum, 1978).

The standardization technique is not without Hait.
tions. Since several forD are available, the investi
gator aust decide which to use in a particular situation.
The assumptions on which each form is based are not clear,
though some conments are made in the references li.ted
above. Moreover, the technique is sometimes based on a
·standard· population, the choice of which can be somewhat
arbitrary. Also, the attachment of a measure of uncer
tainty to an end result can be complicated (Mosteller and
Tukey, 1977, do suggest some procedures). Adjusting for
some background variables aay systematically unaatch
others. Apparent changes with tt.e may be due st.ply to
changes in proportions in the classes involved, not to
fundamental changes within classes. Mosteller and Tukey
(1977:238) pre.ent an ex.-ple taken from WOOdward showing
that standardization can reverse the order of rates in an
unsettling way. Thus the technique, though clearly
potent, must be handled carefully.

CONTINGENCY TABLES

The most ca..on data structure is perhaps the table.
Quite possibly, demographers initiated the field of con
tingency table analysis. In the simplest case, a table
is rectangular, with the rows corresponding to one factor
and the columns to a second, although multi-level table.
have recently become ca..on, difficulties in printing
arise when more than two variables at a tt.e are used.
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(Although the statistical package S [Becker and Cbaabers,
1981) offers a useful method.) The factors may be
qualitative or quantitative, ordinal or cardinal. The
data may be observational or experimental. The table may
have been formed by cross-tabulation. The tables may be
intended to convey information or to suggest patterns of
relationship.

The analysis of contingency table data may consist
simply of forming and scanning the table, or it may
involve fitting complicated and subtle lIOdels. The
loglinear is a current popular and useful lIOdel (see
Plackett, 1974, Bishop et al., 1975, Pienberg, 1977).
Computer prograas are commonly available (e.g., in BMDP
and GLIM).

Difficulties in modeling arise because the data values
are counts, rather than continuous. Difficulties in
interpretation and even paradoxes arise if the popula
tions involved are not hOiJl10geneous. Wagner (1982)
presents two elementary exaaples (magazine renewal rates
and income tax rates) of Simpson's paradoxa when two
populations are separated in parallel into a set of
descriptive categories, the population with the higher
overall incidence of some characteristic may exhibit a
lower incidence within each table.

Finally, there are two complementary operations on
tables. The first is collapsing or marginalization,
which can lead to paradoxes like that described above.
The second is disaggregation (also known as subclassifi
cation and poststratification).

TIME SERIBS ANALYSIS AND PORBCASTING

The situation of interest is often dynaaic, rather than
static. This leads to possibilities, difficulties, and
questions. Bow should change be measured? Bow should
one test for structural change? Is an apparent change
due to shifts in relationships over time or in the
relative sizes of subgroups of the population? Bow
should tt.e lags of effect be dealt with? If projections
are ca.puted, how should their uncertainties be indicated?
Bow are the data to be handled if prograa goals are
altered in the course of the data collection? (Indeed,
if anything should alert fertility researchers to the
limitations involved in applying statistical techniques
to demographic data, it should be the succession of
population-level projections that have proved badly in
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error with the passing of time. Cohen [1979] presents
graphic ex.-ples of this for the official projections of
births in England and Wales.) Nor can tiM effects be
ignored totally in most static situations. Because
causation has a temporal t.plication, causal diacussions
are not immune. It may be that changes in the basic
variates, not their levels, are what is affecting fer
tility. Cross-sectional data cannot be used or inter
preted as longitudinal without a strong assu.ption that
the situation is stationary (that is, time invariant) or
evolving in an understood fashion. Further, the path of
a process developing in tt.e in the presence of delays
and even simple nonlinearities (due to huaan anticipation
and behavior) can, be exceedingly complex (see May, 1974,
Brillinger, 1981). Modeling such behavior is fraught
with difficulties, even when high-quality data are avail
able at many time points and the situation is stationary.
These laat conditions rarely exist for fertility data.

Time series proble.. are critical to fertility
research. Bow is one to detect, measure, and understand
change? Bow is one to prepare forecasts? Modern tt.e
series analysis does have some techniques designed to
address these questions. However, because these tech
niques are generally ·correlational· rather than ·causa
tional,· the difficulties remain, so, too, do the probl..s
of adjust.8nt, missing values, incorrect values, insuffi
cient data, and the like. A further difficulty emerges
from a time series view of a situation. The usual statis
tical procedures, especially those for estt.ating the
level of uncertainty, assu.8 the statistical independence
of the basic data. If the data are serially correlated,
the construction of tests and confidence intervals is
greatly complicated, and the blind use of the procedures
of the independent case is bound to deceive.

For those researchers who engage in forecasting, it is
well worth repeating Lincoln Moses' admonition, ·There
are no facts about the future· (from Energy Information
Administration, 1978:iii).

BYPO'l'BBSIS TESTING

Two very common features of fertility research are the
developBent of hypotheses (for parameter values or for
the validity of concepts) and the testing of those
hypotheses. This is, of course, the natural way in which
science progresses.
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Besides the difficulty of deciding wbich formal test
procedure to use in these efforts, other proble.. arise.
If a (null) hypothesis is rejected, what does one do
next? Bow exactly is one to take note of the fact that
typically, many tests will be made on the same set of
data? (If tests are made at the 5 percent level of
significance, then even if no effects are present, 5
percent of the test statistics .ay be expected to be
significant.) The distinction between the exploratory
and confirmatory modes of statistics, emphasized earlier
in this report, is pertinent here.

If the data are observational, then the justification
of ~st tests is very tenuous and the substantial advan
tages of having run a randomized experiment are clear
once again. In practice, careful interpretation of test
results (both significant and insignificant) is required
in fertility situations. Variables are typically con
founded, and a variable other than the obvious one may be
leading to an apparent association.

THE MEASURBMENT OF ASSOCIATION

Many of the problems of fertility research come down to
measuring and modeling the strengths of association among
variates of interest. For exa.ple, one question is how
much of an apparent decline in fertility is associated
with various socioeconomic variables such as health,
education, economic status, and urbanization? sometimes
the researcher measures association with a factor totally
outside his or her control, such as age, sometimes the
researcher uses a factor whose values can be regulated.
As mentioned previously in this report, a key distinction
is between causal and statistical association, with the
former being more important. Addressing causal relation
ships in the fertility situation is extremely difficult
because of multiple causes, complex connections, and the
fact that some things can be regarded as both causes and
consequences (for example, the decline in fertility and
changes in marriage and the family). As indicated
earlier, the most satisfying way to establish a causal
relationship is by means of a randomized experiment. As
noted above, however, in the absence of complete knowl
edge, in many circumstances, it may be wise to act on the
assumption that an association is causal. (For some
general discussion of the association/causation issue,
see Mosteller and Tukey, 1977aCh. 12, MacMahon and Pugh,
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1970, u.s. Surgeon General's Advi80ry Committee on
S~king and Health, 1964, WOld, 1956.)

THE FORMAL ANALYSIS OP ERROR

A principal advantage of using formal statistical tech
niques is that a variety of procedures are available for
estimating and describing the errors in results due to
sampling fluctuations. Such quantification of the
uncertainty of one's results is always important and
sometimes essential. Statistical fluctuations in the
variates analyzed have several sourcest sa.pling error,
measurement error, and model disturbance. To begin, the
data should be audited prior to analysis to reduce • __
surement errors such as outliers. At the next stage,
there is currently an extensive literature concerned with
estimation of the variability of si~le statistics co.
puted for sa.ple survey data. However, there is al80
increasingly extensive computation on analytically complex
quantities, so that alternate procedures have had to be
developed. '!'hese include replicated sa.pling (Kish,
1965:127, Kish and Prankel, 1974), the jackknife (Miller,
1974, Brillinger, 1976, Mosteller and Tukey, 1977),
linearization (MOodruff and causey, 1976), and the boot
strap (Bfron, 1979). Once standard error estimates are
available, one can go on to construct confidence inter
vals, c08PUte ·prob-values,· and carry out hypothesis
tests. In complicated situations (such as those that are
highly structured or involve time series data), standard
errors typically have to be estimated in an ad hoc
fashion, unfortunately.

GRAPHIC METHODS

Graphic techniques have long played an important role in
population research. Early procedures include Lexis
diagrams and age pyramids. Modern computing and display
equi~nt makes their use elementary. Indeed, graphs and
more complicated displays lie at the heart of aodern
statistical analysist they are essential for checking
ass~tions (e.g., the use of residual plots in regres
sion analysis), for discovering unexpected phenomena, and
for cOlllllunicating the results of studies. '!'he display may
be static or dynaaic. In the case of multidimensional
data, satisfying nonlinear relationships, the one hope
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for insightful analysis see.. to be dynaaic displays such
as PRI~9 (Tukey et al., 1975, see also Donoho et al~,

1981, Kolata, 1982). The statistical language ·S· is
particularly convenient for preparing el...ntary yet novel
graphic displays (Becker and Chambers, 1981). One learns
from an early age, though, that graphic methods have
Haitations, misleading graphs seem always to be included
in works on how to ·lie· with statistics.

COMPUTING

Co~uters are essential to modern fertility researchers
who deal with large data sets and cc.plicated .adels.
The computer's impact, already great, can only increase.
Computers provide nu.erous opportunitiesl siaulations
aay be run, parallel analyses may be carried out easily
and completely, complicated quantities may be evaluated,
and sensitivity studies may be done. Large-scale (inter
active) cc.puter packages of statistical routines are now
available, including SPSS, BMD, and ISP. Zlotnik (1981)
has prepared a report on programs specifically intended
for demographic estimation, and progr.-s are now publicly
available for the vast majority of the statistical tech
niques mentioned in this paper. The user should not
forget, however, to inquire into the nu.erical accuracy
of such progr.-s as i~lemented on the ca.puter being
e~loyed. Because of the fact that computers work with a
finite number of digits, round-off error can occasionally
make the computed results wildly incorrect. It aay also
be noted that with the opportunities arising from the
existence of modern computing facilities, there also
arise new concernsl it has never been si~ler or less
costly to carry out inappropriate analyses.

OTHER MB'l'BODS

The preceding sections have described SOIM of the
statistical methods that se.. especially useful in
fertility research. A few others of possible use might
also be mentionedl factor analysis, Markov processes (to
aodel, for exaaple, the stages of fertility), spatial
statistics, nonparametric procedures, general robust/
resistant techniques (see Mallows, 1979), the Cox .adel
of proportional hasards (see Kalbfleiach and Prentice,
1980), and the direct modeling of probabilities used in
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modern point process research and in risk analysis (see,
for example, Brillinger, 1981).

SOMB ISSUES AND DIFFICULTIES

A number of basic issues arise out of the preceding dis
cussion: the choice of the unit of observation, the
basic measurement, and the explanatory variablesr the
selection of a design for collection and analysisr the
specification of quantities to be comp'-ted and graphedr
and the assessment and analysis of variability. Several
questions also arise: Is analysis to be micro or macro?
What is the sensible level of sophistication of technique
and analysis? What are valid and proper inferences in
the light of the data and analyses? How and what are the
results to be released? Basic difficulties have emerged:
non-normal data, missing values (nonresponse)r outliersr
high intercorrelation of explanatory variatesr communica
tion of results to policy makersr measurement of changer
data releaser incorporation of external informationr data
reliabilitYr incorrect modelsr systematic biasesr degree
of generalizabilityr handling of proxy variatesr nonaddi
tivitYr incorrect assumptionsr control of background
variatesr allowance for variates remaining constant
throughout the course of the study, but probably causal
in naturer competing risksr expenser evaluation in the
absence of experimentationr misclassificationr multiple
sources of variation, and the question of how far
extrapolations can be pushed.

DISCUSSION

A review of the recent fertility literature has shown
that a large number of statistical techniques are used in
that field, many of which are mentioned in this paper.
The review also found that those techniques are sometimes
misused and, more importantly, that unjustified inferences
are made based on the data collected. several SPecific
limitations of the use of statistics in fertility research
were notedr these include the following:

o An effect found bya correlational analysis to be
highly associated with a variate of interest is
often described as having a causal effect.
Although this may be true, it cannot be demon-
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strated by correlational analyses, any causality
claillS must be justified and qualified
appropriately.

o !his review further noted that in the use of
statistical techniques, it is rare for inves
tigators to examine the assumptions that serve as
a basis for the techniques being used. This is
eSPecially distressing for techniques (e.g.,
multiple regression) where there is currently a
substantial collection of procedures available for
checking those assumptions.

o Not many of the papers that construct models
ca..ent critically on the general limitations of
the modeling approach, some authors may even have
preferred to reason with words, rather than
equations, so as not to raise doubts about the
validity of their analytic procedures.

o Typically, there is no critical evaluation of the
data employed in analyses, even though the authors
did not collect that data thellSelves.

o Finally, all too seldom is enough information
presented about computations so that others can
assess or duplicate the results presented.

SOME RECOMMENDATIONS

A nuaber of suggestions for the field of fertility
research can be made based on the review conducted for
this paper:

o More resources should be devoted to auditing data.
o There should be reporting standards for the

results of statistical studies.
o Measures of sampling uncertainty should always be

provided.
o Assumptions and conclusions should be critically

evaluated.
o !here should be more exploratory analyses.
o There should be more confirmatory studies and

randomized experiments.
o Basic data should be released for independent

study.
o Substantial use should be made of robust/resistant

techniques.
o !here should be validation of models constructed.
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APPENDIX: ANNOTATED BIBLIOGRAPHY

This appendix presents an annotated bibliography of the
papers reviewed for this report, the papers were selected
by the panel.

Bongaarts, J. (1978) A framework for analyzing the
proximate determinants of fertility. Population and
Development Review 4:105-132.

The stated goal of the paper is to present a model for
analyzing the relationships between intermediate fer
tility variables and the level of fertility. A fertility
level is parcelled out into proximate deteraining c~
ponents via the relation TPR • C~ce~iTP, with the terms
appearing estimated in ad hoc fashion. The relation is
called a model, but it is not one in the usual statistical
sense. Measures of uncertainty are not provided. A
regression line is fit, however, the usual summary
statistics are not provided, nor is there any indication
that the assumptions of the regression were examined
critically. The author states that -the model can be
used in cCBparative fertility analysis to determine the
intermediate fertility variables responsible for fertility
differences among populations or among sUbgroups within a
population.- If all that is meant is that arithmetic may
be carried out and some quantities computed that is one
thing, however any inference that those quantities cor
respond to biologically relevant entities requires an
assumption that many may not be prepared to make.

Beckman, J., and R. J. Willis (1976) Estimation of a
stochastic model of reproduction: An econometric
approach. In N. E. Terleckyj, ed., Household
Production and COnSumption Studies in Income and
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wealth, vol. 40. New Yorkl National Bureau of
Bconoaic Research.

The goal of this work is the development of an integrated
theoretical and econometric .adel of fertility behavior
within a sequential stochastic fr.-ework. The paper
includes some economic theory, a dynamic stochastic .adel,
and some e~irical analysis (including significance
testing and .axt.ua likelihood estimation). There isa
fair ..aunt of discussion of the assumptions employed.
One can certainly quibble about many things in the paper,
but it does seea a good one.

Be~lin, A. I. (1978) Spatial Analysis of Pamily
Planning Program Effects in Taiwan, 1966-72. Paper
No. 48. Honolulu 1 East-West Population Institute.

-!bis paper uses regression analysis of areal data in
Taiwan to examine the effects of the national family
program on fertility • • • • Tests produce the general
finding that the program did contribute to the decline in
fertility •••• - A clear assumption of this author,
then, is that the units (after some correction for
covariates) differ only in having the program or not.
The traditional assumptions of regression analysis are
apparently not examined critically for the data sets
employed.

Hobcraft, J., and G. Rodriguez (1980) Methodological
Issues in Life Table Analysis of Birth Histories.
Paper presented at the Seminar on the Analysis of
Maternity Histories, London.

!bis paper discusses aethodological aspects of life tables
for birth histories based· on data from retrospective
maternity histories from surveys. Some exploratory data
analysis (B~) is employed. Selection effects and cen
soring are discussed critically and the conclusions
offered are mainly descriptive. Both the approach and
conclusions seem quite reasonable. One interesting
statement is the followingl -A disadvantage of a
aodel-based approach is that it raises doubts in the
ainds of many people about the validity of applicability
of the .adel.-

Lee, R. D. (1980) Aiaing at a moving target1
fertility and changing reproductive goals.
Studies 34(2)1205-226.

Period
Population
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The author .ets up a theory r.lating fertility targets
and period fertility rates. A key as.umption i. mad••
Fertility of a cohort is closely related to the gap
between their desired family sise and the nWBber of
birth. to date. ~lications of the a••umption are
derived and held up against some data. (The data .tudi••
referred to are not criticised although the analy.i. i. a
secondary one.) The contributions are .ainly theoretical.

Mauldin, w. P., and B. Berelaon (1978) Condition. of
fertility decline in d.veloping countries, 1965-1975.
Studies in Family Planning 9(5).87-147.

-This paper is a.-cro-analysis of the correlates of
fertility decline • • •• The analysis focuses on how
.uch of the fertility decline is associated with •••• 
The analysis is based on secondary data. Regression is
.-played, apparently without checking assumption.. Indi
vidual coefficient. are recorded and di.cussed .xt.n
sively, without strong warnings about their dependence on
the variate. e.played in the regre.sion. (The value of a
regression coefficient depends critically on which vari
ate. are included.) Bale EllA i. pre••nted. The conclu
sions are typically carefully qualifiedl - ••• we have
pushed them to their li.its, well beyond the scientifi-
cally provable •• -

Mode, C. J. (1975) perspectives in stocha.tic .adel. of
human reprQduction. A review and analysis.
Theoretical Population BiologY 8.247-291.

This is a substantial and careful att.-pt to .adel fer
tility by means of age dependent branching proce•••••
The model is .iaulated on a computer, but i. not fit (in
entirety) to any data sets. Statistical independ.nce i.
crucial in the development of results for branching
processes, and covadates are not ea.ily included in the
lIOdel. The general approach seems well worth pursuing.
However, whether it is an effective one reaains to be
seen.

Potter, R. G., and J. Phillips (1980) Fitting and
Extrapolating Contraceptive Continuation Curve. by
Logit Regression. Paper prepared for the IOSSP
Seminar on the Use of Surveys for the Analysis of
Family Planning Programs, Bogota, Colombia.
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This paper considers the specific problem of .adeling the
probability of a contraceptor terminating use as a
function of duration of- usage. The .adel is legit and
piecewise linear in duration, fitting is by aaximum
likelihood. Hierarchical hypotheses are examined, and a
number of contraceptives are caapared. The data are
observational. The legit asswaption is not examined in
any detail, and there is apparently no examination of the
extent to which groups using different contraceptives
differed with respect to other variates, all contra
ceptors in a group are assumed to have the s...
probabilities.

PUllua, T. W. (1978) Standardisation. WOrld Fertility
Survey Technical Bulletin No. 3/Tech. 597. The
Hague: International Statistical Institute.

This paper provides some critical discussion of stan
dardisation, proxies, and path analysis in studying the
t.pact of education on cumulative fertility in Malaysia.
The data are observational. COmparisons are made by
standardising with respect to marital duration and
ethnicity, for example, and interactions are examined.
Although there is discussion of causation versus asso
ciation, one reads: -For Chinese and Indians, an
increase in education produces a decrease in fertility
(holding duration constant).- It is unclear that stan
dardization is a suitably efficient tool for addressing
the problem considered. It is rec~nded for use if
resources are limited, this may be an improv...nt on
doing nothing, but leads to scientific difficulties.

Retherford, R. D., and N. Ogawa (1978) Decc:.position of
the change in the total fertility rate in the Republic
of Iorea, 1966-70. Social BiologY 25(2):115-127.

This is an attempt to understand a sharp decline in Korean
fertility during the 1960s. The data are retrospective.
The decline is partitioned out into several factors in a
linear fashion, with no clear criteria of selection
presented for those factors. The partitioning technique
is also subject to a variety of criticisms: What are the
measures of uncertainty? What about negative cc:.ponents?
Moreover, unjustified stat...nts are made: -Changes in
education composition in turn largely explain the con
tribution of changes in residence cc:.position to the
decline in the TFR.-
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Rodriguez, G., and J. Cleland (1980) SocioeconOlllic
Determinants of Marital Fertility in Twenty
Countries I A Multivariate AnalysiB. Paper prepared
for the WOrld Fertility Survey Conference, London.

WOrld Fertility Survey data are used to examine the
relationship of level of childbearing to various soqio
econOlllic characteristics of couples. This work uses the
technique of multiple regression extensively. There is
some critical discussion of regression as a technique,
yet the assumptions are not much explored. Sever~l.of

the conclusions seem unjustifiedl -. •• the statis
tical analysis has shown that the expected rural-urban
differences in fertility is universal- and - ••• we have
shown the existence of a substantial effect of feaale
labour force participation on marital fertility.- Here,
however, the authors add that -this effect reaains after
adjusting for all other variables in the model and
therefore cannot be attributed to other socioeconoaic
factors.-

Rosenzweig, M. R., and K. W. Wolpin (1980) Testing the
quantity-quality fertility modell The use of twins as
a natural experiment. Econometrica 48(1)1227-240.

The proposition that the quantity and quality of children
interact is analysed. The paper begins with an extensive
theoretical discussion. The theory is tested on twin
data--a clever idea--by reg~ession analysis. However,
the conclusion is stated too stronglyl -The results
obtained are thus the first to confirm the hypothesis
that exogenous increases in fertility decrease child
quality •• -

Schultz, T. P. (1974) Birth rate changes over space and
timel A study of Taiwan. pp. 225-291 in T. W.
SchUltz, ed., BconOlllics of the Family. Chicago I

University of Chicago Press.

Six years of aggregate econOlllic and d.-ographic data for
some 361 administrative regions of Taiwan are analysed.
Some econOlllic theory is presented for a dynamic study of
birth rates. A linear .adel with lags is set up, but its
underlying assumptions are apparently not checked. Least
squares is the estimation technique and there is
discussion of the problems of aggregation.
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Sheps, M. C., and J. A. Menken (1973) Mathematical
Models of· Conception and Birth. Chicago. university
of Chicago Press.

The stated topic of this book is -the reaction of
natality indices to variation in the physiological
as~ts of reproduction.- It pr.sents a nu.ber of
el...ntary models for the birth process, but there is not
lIuch eapirical work. In the time since the book was
written, the statistical models described have been
replaced by auch ,broader ones, and in particular by
models with covariates. If the authors' el...ntary
models fit the data of inter.st, all is well, but it is
not clear that this is the case.
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