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Preface
 

The roots of the technological revolution in
 
agriculture of the past century can be traced in the
 
history of 
 scientific discovery and the dpvelopment of
 
university 
 research and training programs. Dramatic
 
improvements in production per hectare 
and per farm,
 
however, are a comparatively recent phenomenon. The first
 
major breakthroughs occurred in the biological sciences
 
with the development of 
 hybrid maize in the ]930's,
 
followed by the expanding use of complete fertilizers and
 
improved weed and pest control technology following World
 
War II. Scientific knowledge in the basic 
 and applied
 
agricultural sciences continues to advance 
 at an
 
accelerating rate 
 and is the basis for confidence that
 
food and fiber production can keeF pace with growing world
 
demand.
 

It is clear that not all farm households and family
 
members have benefited equally from technological
 
progress. 
 Yields per hectare and per agricultural worker
 
vary greatly among the regions of the world, among
 
countries within regions, and among farms within each
 
country. As a result, average farm 
 incomes and the
 
percentage of a nation's population engaged in agriculture
 
also vary greatly among countries and regions. While the
 
overall pattern of differences can be explained with
 
reference to natural soil fertility, rainfall, product
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demand, availability of inputs,and educational 
 levels,
 
these only partially explain the disappointing rate of
 
progress in improving the productivity and income level of
 
the smaller farms and those with 
 relatively severe
 
resource limitations.
 

Examining the history of research and extension (R&E)
 
systems in the low- and middle-income countries of the
 
world reveals four distinct phases. The first phase,
 
which 
 began prior to World War II, was marked by the
 
construction 
 of a limited number of research stations,
 
either by public authorities or by international
 
corporations interested in improved 
 technology for
 
commercial export crop production. Also, technical
 
training programs were started, often outside colleges 
and
 
universities. The focus of this first 
 phase was on
 
scientific research and the exploration of new crop
 
production opportunities.
 

The second phase, datinq from the postwar period, was
 
characterized 
by a focus on rapid industrial development
 
and by the rapid expansion of publicly supported community
 
development and extension education programs for farm
 
families and rural residents. The explicit assumption was
 
that a backlog of technology available for adoption
 
existed, so programs should focus on technolo:Iy transfer
 
and the motivation rf target groups to accept change.
 

When this technology transfer strategy did not give
 
the desired or 
expected adoption rates, a third phase was
 
initiated in 
the late 1950's, with renewed emphasis on
 
technolog. development and research institution building.
 
Research 
programs emphasized genetic improvement,
 
agronomic practices, and livestock management in an effort
 
to identify "packages of practices" appropriate for small
 
farms for which technology was not available. In this
 
phase, the international research centers came into
 
existence with their very strong, well-financed programs
 
of genetic improvement for major food crop species. At
 
the same time, cadres of scientists and agricultural
 
specialists from developing countries were trained,
 
leading to significant strengthening of their agro-biology
 
research systems.
 

This third phase of agricultural research and
 
extension system development is responsible for the marked
 
growth in food production which has taken place in the
 
past two decades. Total food production in developing
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countries has beer, increasing more rapidly than in
 
industrialized countries because of 
increased yields per
 
hectare on some farms and because 
 of a significant
 
expansion in land under cultivation. Still, with higher
 
population growth the rate of in
rates, increase food
 
availability per capita in developing countries has been
 
less rapid than in developed countries. On the African
 
continent, where agricultural research systems are less
 
developed, per capita food availability has been
 
declining.
 

Throughout 
this period, evidence began to accumulate
 
that the supply of unused arable land was 
rapidly being
 
exhausted and that existing 
 research and technology
 
transfer systems were still not meeting 
the needs of a
 
majority of 
 farm families who could be characterized as
 
being on small-scale, limited-resource holdings. If
 
adequate food and fiber production targets are to be met
 
in the future, a new approach to applied research,
 
technology development, and dissemination has to be
 
implemented 
 to generate the kinds of new technology
 
acceptable to these limited-resource farmers.
 

Research and extension programs are now entering 
 a
 
fourth, client-participatory phase. The 
 term "farming
 
systems" was applied in the 1970's to 
several different
 
activities that common
had threads and similar purpose,
 
but used different methods to pursue their goals. 
 The
 
common threads wera:
 

1. A concern with small-scale, limited-resource
 
family farmers who were reaping a disproportionately small
 
share of 
the benefits of organized research, extension,and
 
other developmental activities.
 

2. Recognition that a firsthand and thorough
 
understanding of the farmers' situation is critical in
 
increasing their productivity and helping to improve their
 
welfare.
 

3. The use of scientists and technicians from more
 
than one discipline as a means of understandirn the farm
 
as an entire system, rather than isolating components
 
within the system.
 

Farming systems research and extension (FSR/E) is an
 
approach to technology generation, evaluation, and
 
delivery. It is applied, farmer-oriented, agro-biological
 
research, supported by the socioeconomic sciences in a
 
team effort that includes extension responsibilities. The
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principal product is technology. The primary clients 
are
 
farmers. Since FSR/E concerns technology generation,
 
evaluation, and delivery, there are more agrobiological
 
than socioeconomic scientists involved, and methodology
 
emphasizes on-farm biological research as an 
 integrated
 
and critical portion of a sequence oF activities.
 

In that context, this book addresses an important
 
problem in agricultural technology innovation, namely that
 
of technology development methodology. The problem is not
 
new; it had been recognized explicitly before 
the rise in
 
popularity of so-called farming systems research.
 

Traditionally, agricultural personnel have seldom 
made the important distinction between science and 
technology and between research and development. 
Counterparts in industry, with their well-known R and 
 D
 
designation, have long recogni7ed the distinction. It is
 
time that agricultural personnel did, and this book takes
 
a step in that direction.
 

Technology is a synthesis, and technology development
 
is synthesizing. Technology combines knowledge and other
 
pieces of information into "something that works."
 
Technology can be embodied in a machine, in a chemical
 
product, in a seed, or in a cultural practice. Technology
 
can be biological (seed), mechanical (machine), chemical
 
(fertilizer), 
 economic (policy), or intellectual
 
(practice). A technology, to be useful, must 
 serve
 
without control over the other variables, and the wider
 
the range of environments in which it can serve, the 
 more
 
valuable it is.
 

Agricultural technology is used in production
 
systems. Thus, it must be tested in production systems,
 
it must be adapted to production systems, and it must be
 
integrated into these systems. An agricultural experiment
 
station is not a production system. This simple truism
 
has given rise to such terms as "farming systems research"
 
and "on-farm research."
 

In the training of agricultural personnel, research
 
methodology h~s always heavily emphasized science and 
 a
 
degree of control possible only in the laboratory or on
 
the experiment station. The value of this activity and of
 
science is not being challenged in this book. Most
 
breakthroughs in agriculture have come 
from science, and
 
the term "science-based" agriculture is an accurate one.
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However, science and new knowledge is not enough.
 
The new knowledge must be worked into a technology that in
 
turn can be worked into a production system. Note tho
 
time span between discovery of the principles of
 
hybridization and the use of hybrid maize 
in production.
 
Note also all that had to happen in this period.
 

This book facrs the technology issue squarely. It
 
recognizes that farmers use technology, not science, even
 
though the technoloqy is science-based. It recognizes
 
that most agricultural workers serving the technological
 
needs of farmers deal more with technclogy than with
 
science. 
 It faces the need for an authentic methodology
 
of technology development, to be used by those working in
 
innovation without the luxury of laboratory and experiment
 
station control. Technologists need their own technology.
 
It is not enough to make do with the traditional research
 
methodology, even with improvisations and ad hoc
 

adaptations.
 
This book is an early step toward a methodology of
 

technology development. It will be unfortunate, indeed,
 
if it is the last word.
 

It is the on-farm biological research sequence that
 
is the focus of this volume; its objective is to provide a
 
practical guide to the design and analysis of on-farm
 
agronomic experiments or field trials. Although FSR/E
 
involves livestock components, as well as family and
 
household components, this volume concentrates on the
 
design and analysis of the agronomic components. The
 
subject matter 
is organized following a logical sequence
 
of the various types of on-farm trials: exploratory,
 
site-specific, regional, and farmer-managed.
 

The book developed from a workshop on the design and
 
analysis of on-farm trials in San 
 Jose, Costa Rica,
 
September 
 5-10, 1982. A number of experienced
 
professionals participated in this workshop and an early
 
version of the book 
was drafted. Original optimistic
 
plans called for rapid editing *jf the draft and early
 
publication. Subsequent revisions by the autmiors, an
 
extensive search for 
empirical examples, and contributions
 
by a number of other people eventually resulted in the
 

present version.
 
Deciding what to 
include or add was a formidable
 

task. The book reflects experience gained in the Farming
 
Systems Support Project and has benefited from lessons
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learned in training courses offered through the FSSP in
 
North and South Americd, the Caribbean, and Africa. In
 
its present foim, the book does three things:
 
1) It presents the role and philosophy of on-farm research
 

in FSR/E activities and describes a logical sequence
 
for technology development.
 

2) It presents the most -used statistical procedures in
 
simple, easy-to-follow steps. This is a service for
 
technicians who are often isolated and would like to or
 
must analyze their own data.
 

3) It presents new ideas and methods for analyzing
 
agronomic data obtained without the effect of 
 usual
 
experiment station controlled conditions.
 

In an undertaking of this magnitude, many people are
 
involved. Sponsors of the worKshop were the Office of
 
International 
 Cooperation and Developient (OICD), United
 
States Department of Agriculture (USDA), who funded it;
 
the University of Florida (International Programs and the
 
Food and Resource Economics Department), who arranged it;
 
and the Interamerican Institute for Cooperation in
 
Agriculture (IICA), who hosted 
it. The facilities at IICA
 
and the hospitality of its staff were greatly appreciated
 
by the participants, who put forth an unusual effort
 
themselves trying to draft a book in one week. The
 
authors wish especially to acknowledge the efforts of the
 
participants in San Jose, and those them
among who
 
reviewed the final draft and made useful suggestions.
 

Special recognition is made to the Instituto de
 
Ciencia y Tecnologia Agricolas (ICTA) of Guatemala for
 
permission 
 Lo use their data and to Juan Manuel Herrera,
 
who, with the collaboration of former ICTA scientist Rene
 
Velasquez, searched and adapted many of
for the examples.
 
Ramiro Ortiz, former Technical Director of ICTA, was
 
especially helpful in making many suggestions regarding
 
the statistical analyses and provided a great deal of help
 
in editing several versions. Recognition is also due to
 
CIMMYT, IRRI, and CATIE for the data furnished by them.
 
Finally, particular 
 gratitude is expressed to Jeannette
 
Romero for 
her patience, understanding, and efficiency in 
preparing many drafts and the final version of the 
manuscript. 
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at the
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 or comission
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Collaborating Farmers 

Collaborating farmers are thinking human
 
beings. They know the characteristics of their
 
land better than the technician; they have worked
 
it 	for many years. They are proud, have
 
self-esteem. They are pragmatic: if they invest
 
in 	their land they expect tangible results, 
so
 
much the better if obtained in the short-run.
 
They keep using "wrong" practices which they
 
believe in although it may be difficult to
 
determine the source of their beliefs. They do
 
not like to waste time. They are appreciative and
 
hospitable. They are sure to obtain better
 
results than the researcheis if both use limited
 
resources. They perforr various activities in the
 
cropping cycle according to the phases of the
 
moon. To be polite, they may indicate
 
understanding what- they have not understood. They
 
are interested, more than anything else, in their
 
current crop or crops. They want to show us how
 
much they know, and thay know a lot. They like to
 
ride in cars. They don't bother talking about
 
things that do not relate to agriculture. Their
 
income and education are low.
 

For 	these and other reasons:
 
1. 	Let's try not to make mistakes either
 

in or beyond their presence.
 
2. 	We must not lie to them.
 
3. 	Let us be punctual.
 
4. 	Let us respect their point of view.
 
5. 	Let us not take advantage of their
 

oversights or lack of knowledge.
 
6. 	Let us talk less and work more.
 
7. 	Let us make them pcrticipants in our
 

activities and help them understand
 
what we are doing.
 

8. 	We should repeat what they have not
 
understood until they really do.
 

9. 	Let us treat them as friends.
 
10. 	They have a great deal to teach. Let us
 

learn from them.
 

Lee Roy Gillespie
 
Translated and adapted
 
from Noticta
 
Novemer 1978
 
ICTA, Guatemala
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I
 
The Role of On-Farm Research 

in Technology Development 

The client-participatory approach 
 to the
 
generation, 
 evaluation, and dissemination of technology
 
developed in recent years 
 involves a sequence of
 
activities in which 
the clients (in this case, usually
 
small-scale, limited-resource family farmers) 
are involved
 
in most of the steps. This sequential procedure, known 
as
 
Farming Systems and
Research Extension- (FSR/E), is
 
flexible and adaptable to different conditions encountered
 
in the field and in the institutions involved. It is
 
iterative in 
 the sense that new information is used
 
immediately 
 and is also fed back into the sequence to
 
improve earlier stages being repeated in another cycle.
 

Initial activities involve a characterization of the
 
farming systems in an area, 
through discussions with the
 
farmers themselves and through 
the tentative partitioning
 
of the systems 
into homogeneous groups, or recommendation
 
domains, which 
become the basis for making specific
 
technology recommendations. A major portion 
 of the
 
biological research conducted in an 
 area to help solve
 
problems encountered there is carried out on farms with
 
the participation of 
the farmers. Eventually the farmers
 
are asked to 
manage simple trials themselves in order to
 
assess the acceptability of the technology when 
 it is
 
completely under their control.
 



DESCRIPTION OF FARMING SYSTEMS RESEARCH AND
 

EXTENSION (FSR/E)
 

Although FSR/E is flexible enough to adjust to 
 the
 
agricultural and institutional conditions existent in
 
different countries and cultural settings, it will usually
 
involve a sequence of steps similar to 
 the following
 
within a previously determined geographical or political
 

region.
 

1. 	 Initial characterization and analysis of existing
 

farming systems through close consultation with
 

farmers
 
a. 	 First estimation of problems and constraints
 
b. 	 Tentative partitioning into homogeneous farming
 

systems, or recommendation domains
 

2. 	 Planning and design of first-phase work
 

a. 	 Biological research
 
b. 	 Continuing agro-socioeconomic characterization
 

3. 	 Selection, generation, and evaluation of technologies
 
a. 	 Commodity and discipline reseatch on experiment
 

stations and laboratories
 
b. 	 Researcher-managed on-farm trials with farmer
 

participation
 

(i) 	 Exploratory trials
 
(ii) 	 Site-specific trials
 

(iii) 	 Regional trials
 

c. 	 Farmer-managed trials
 

(i) 	 Individual evaluation of acceptability by the
 
farmers themselves
 

(ii) 	 Refined partitioning of recommendation domains
 

by r2searchers
 
(iii) 	 Initiation of technology transfer activities
 

4. 	 Collection and analysis of data
 
a. 	 Agro-technical data from on-farm and 
on-station
 

trials
 
b. 	 Economic records of farm enterprises from farmers
 
c. 	 Additional agro-socio-cultural and political
 

information from farmers and other area
 
residents
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5. 	 Frequently programmed multidisciplinary
 

re-evaluation of 
research activities and
 
information to 
do the following:
 
a. 	 Redefine partitioning of recommendation domains
 
b. 	 Make recommendations ok acceptable technology for
 

dissemination into specified 
recommendation
 

domains
 
c. 	 Introduce feedback into 
the 	sequential process
 
d. 	 Serve as a basis for planning future work
 

6. 	 Promotion of acceptable technology throughout
 
appropriate recommendation domain(s)
 

In many ways, this sequence parallels what farmers have
 
always done. 
 Farmers manage a complex set of biological
 
processes which transform the resources 
at their disposal
 
into useful products, either for home consumption or for
 
sale or trade. The choice 
of crop and livestock
 
enterprises and 
 the methods and timing of cultivation,
 
husbandry, and harvesting are determined 
not only by
 
physical and biological constraints, but also by economic
 
and sociopolitical factors which make up 
the larger milieu
 
within which 
the 	farmers operate. Conceptually, there 
are
 
many 
 sets of choices and outcomes which would 
have direct
 
consequences 
on the welfare of farm families.
 

Within this complex milieu, through 
a process of
 
trial and error 
 and over a number of seasons or
 
generations, farmers move 
toward appropriate technologies
 
and allocations of resources, given their 
 specific
 
objectives. 
 While the choices available to each farmer
 
are different, those with 
similar sets ot resources and
 
constraints tend to make similar choices as 
 to crops,
 
livestock, and management 
 practices. Those 
who have
 
responded in similar ways can 
be grouped together into
 
homogeneous 
 farming systems. The current technology they
 
are 
 using, which has evolved over a long period of time,
 
will be similar within these similar groups.
 

FSR/E brings scientific 
 method and additional
 
expertise to bear 
 on this process of problem
 
identification and technology 
 generation. Teams 
 of
 
scientists from 
 different disciplines, working with
 
farmers, can speed up 
 the 	process and it
make more
 
efficient in responding to a rapidly changing world. 
 The
 
on-farm trials 
 (3b 	and 3c, above), represent a sequence
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desig.ied to 
assure the advantages and acceptability of new
 
technology by the collaborating farmers. Materials 
 and
 
methods that move through this evaluation phase come 
from
 
exper.ment stations and 
other sources. Depending upon the
 
nature of the technology being evaluated, it is 
usually

possible to 
initiate on-farm activities with site-specific
 
or regional trials.
 

On-farm research is not a substitute for experiment
 
station research--it 
 is a means of providing mucl, wider
 
exposure to station results, 
 both with respect to
 
environment and to potential users. It is also of
a means 

conveying to station researchers any probleias that require

experiment station facilities for solution. That is,

on-farm research provides an opportunity for station 
researchers to expose their results to a much wider range 
of environmental conditions. On-farm research also
 
provides an opportunity for 
more and smoother interaction
 
between extension personnel and the research procedure. 

In moving through the sequence from experiment 
station results to extension and farm production, the 
complexity of the trials (number of treatments and 
replications) at each location diminishes as plot size and 
number of locations increase. in this sequence, the 
extent of farmer management of the trials increases, and 
the need for researcher management decreases (making
possible the larger number of locations). Concomitantly, 
the capability and need to control sources of variation
 
decreases, while the need aid possibility of measuring the 
sources of variation increases. 
 As the above changes
 
occur, biological precision and discrimination among

variables decreases, while the ability 
 to test
 
socioeconomic interactions 
 under farmers' conditions
 
increases. 
 All of the above changes increase the number
 
of farmers involved in formalized research and increase
 
the direct investment farmers make that
in research.
 
Finally, as the number of farmers increases, the potential 
interaction of extension with research is enhanced.
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PURPOSES OF ON-FARM RESEARCH
 

On-farm research in this context can 
become a focal
 
point for developing a technological system to serve
 
farmers, opening up several 
 new possibilities for
 
improving the effectiveness of research:
 

1. 	On-farm research 
can serve as a linkage for ongoing
 
research and extension and the improvement of both.
 

2. 	It can make component research more purposeful. It
 
serves as 
 a basis for evaluating the output from
 
discipline and commodity research, 
 because it can
 
function to integrate the results from that 
research.
 

3. 	it can serve as 
 a basis for the orientation of
 
component, commodity, and discipline 
research and the
 
selection of priorities.
 

4. 	It can make research more comprehensible, and
 
therefore more attractive to decision makers.
 

5. 	It can furnish information and introduce checks 
and
 
balances (evaluations) 
that can improve research and
 
extension management.
 

6. 	It can be a hands-on experience to improve 
 the
 
effectiveness 
and 
the image of research and extension
 
workers, typically viewed by farmers 
as inhabitants of
 
ivory towers who do not understand the reality of
 
farming.
 

7. 	It can add to biological research, making it more
 
effective by evaluating responses 
 when the
 
non-experimental 
 variables, including management, are
 
allowed to fluctuate within 
 the farmers' normal
 
conditions 
 of production. The conventional research
 
system gives an estimate of what happen if
would 

farmers were to control variables as the researcher
 
does. It does not, however, furnish an estimate of
 
results if farmers 
 were to actually use the new
 
technology. Both estimates are 
important, but without
 
on-farm research, the latter is missing.
 

8. 	The entire 
 sequence can be considered as a learning
 
process for researchers, ?xtension personnel and
 
farmers. It helps to refine both technology and the
 
definition of the recommendation domain(s) 
for which
 
specific technology is appropriate.
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TYPES OF ON-FARM TRIALS
 

Types and numbers of trials are planned for each
 
recommendation domain previously identiied by 
an initial
 
characterization of a region. The nature of the problems,
 
the availability of personnel, and budget considerations
 
all influence this allocation. Except for exploratory
 
trials, which can 
 be used at any time to learn about
 
unknown situations, the other on-farm trials are
 
sequential, with specific purposes at each stage.
 

Exploratory Trials
 

Exploratory trials are used when little 
is known
 
about an area or about possible effects in an area of a
 
specific type of technology. They can be considered as
 
complementary to, o: part of, characterization and usually
 
precede site-specific or regiconal trials. These trials
 
normally provide more qualitative than quantitative 
information about several factors. Frequently, two levels
 
of each factor are included and few replications are used.
 

2nThe most common designs are the factorial and plus or 
minas trials. Exploratoty trials can sometimes be 
superimposed on farmers' fields without the necessity of 
special preparation of the experimental area.
 

Site-Specific Trials
 

These are similar in design to on-station trials, but
 
usually fewer treatments are involved. Perhaps as many 
as
 
20 to 25 treatments can be included, although this is not
 
recommended unless a more complex type of design (e.g.,
 
lattice or Latin square) is used to keep the experimental 
error at an acceptable level. Because of the requirement 
for intensive reseircher management, few of thesc trials 
are normally conducted. The most common design is 
randomize( complete blocks witi four replications. 
Analysis of variance (ANOVA) can include site as 
a source
 
of variation, and combined analyses _an be performed.
 



Regional Trials
 

Regional trials are amenable to agronomic and
 
agro-socioeconomic analysis. They are designed to expose
 
the best treatments from site-specific trials to a much
 
wider range of environments within a recommendation
 
domain. Perhaps six of the best treatments are included,
 
and five to ten sites can be utilized. A recommended
 
design is randomized complete blocks with two to four
 
replications per site. ANOVA, regression, or modified
 
stability analysis (see Chapter VII) can be 
 utilized.
 
Combined analysis with site as 
a source of variation can
 

be used in ANOVA.
 

Farmer-Managed Trials
 

These trials provide the opportunity for the farmers
 
themselves to manage and evaluate the one or two most
 
promising treatments from regional trials. Large plots
 
with no replications are used. The purpose is for the
 
farmers to be able to compare the treatments with their
 
own practices, so one plot with these practices can be
 
included in the design. In practice, this check plot
 
serves the researchers more than the farmers, because the
 
farmers will be able to evaluate results based on their
 
own fields. If researchers wish 
to measure results of the
 
farmers' own practices, they can also sample from the
 
farmers' fields. However, agronomic and economic reccrds
 
of the farmers' practices must be kept to provide the
 
necessary information. It is desirable to havp at least
 
30 farmers in these trials in a recommendation domain.
 
Larger numbers improve the precision of the conclusion,
 
but smaller numbers can still provide useful information.
 

The remainder of this book deals with considerations
 
related to on-farm trials; the different kinds of on-farm
 
trials are discussed in separate chapters. Stressed
 
throughout is the concept that each kind of trial is part
 
of a sequence through which technology passes as it is
 
being designed, evaluated, and disseminated. None of the
 
steps in this sequence is sufficient in and of itself, and
 
all, taken together, depend on other on-farm research not
 
covered in the book. Some of these are preliminary or
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special surveys, farm production records, and other formal
 
and informal contacts with the farmers and other residents
 
in the area.
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II
 
General Considerations
 

Related to On-Farm Trials
 

Management practices 
and field conditions on most
 
farms differ from those found on experiment stations.
 
These differences need to be considered 
in any strategy to
 
obtain meaningful experimental d&ta from on-farm trials.
 
On-farm trials are not meant to try 
to simulate experiment
 
station conditions in farmers' fields. 
 Rather, they are
 
designed to help detect differences under typical farmer
 
management practices and environmental conditions.
 

On-farm research is characterized by farmers'
 
participation 
on their own land. This participation
 
varies according to the nature of the experiments. In
 
exploratory and site-specific trials, it is limited to
 
providing the land and some or all of 
the inputs. At this
 
stage, farmer participation in information gathering 
 and
 
decision making is secondary to that of the researcher who
 
controls the trials. 
 i regional trials farmer
 
participation is greater, contributing heavily to the
 
interpretation of 
 results and eventual recommendations.
 
Finally, farmer-managed trials are conducted by the
 
farmer, while the researcher becomes the collaborator.
 

Researcher-farmer relations, 
location of trials on
 
the farm, on-farm experimental designs, and field data
 
management, 
 including recording, processing, and
 
standardization, are a few of 
the many facets that need to
 
be viewed from a proper perspective when doing research in
 

9
 



farmers' fields with their active participation.
 

ON-FARM RESEARCH PRACTICES
 

Researcher-Farmer Relations
 

When conducting research on farms, researchers are
 
intrudin- upon the farmers' land and taking their valuable
 
time. The research may be 
using other of the farmers'
 
scarce resources. Because of this, it is well for 
 the
 
researchers to act always in 
the best interest of the
 
farmers, treating them 
as equals in the research process
 
and considering them as desirable, 
not just necessary,
 
components in the technology generation, evaluation,
 
and dissemination procedure. 
 Farmers understand exper­
imentation and are willing to 
 participate if they
 
feel they will possibly benefit from it, and if they
 
understand what is happening. It is of utmost 
importance
 
for researchers to explain fully why they 
are there, what
 
they would 
like to do, what is going to be required of the
 
farmers, and what the 
farmers can expect from the results.
 
It is most important to explain why it will be 
of value
 
and of interest to the farmers 
to be participants in the
 
undertaking.
 

Listening to and working with farmers
 

From the very first contact made with farmers in the
 
initial survey, or 
 in looking for collaborators for
 
on-farm trials or enterprise records, it is extremely
 
important that the researchers begin by listening to and
 
working with the farmers. Farmers resent being told by
 
"government people" that they are doi, things wrong, and
 
that the "outsiders" know how the farmers 
should do it
 
better. If the researchers convey this attitude to the
 
farmers from the beginning, the relationship will get off
 
to a slow start, i it gets started at all.
 

Care mus' be exercised by the researchers to
 
ascertain which of the household members 
are the decision
 
makers and to 
 talk with those who are responsible for
 
specific crops. A wife may 
know little about her
 
husband's 
 cotton crop; he may know little about her
 
cassava or peanut crop.
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The nature of the relationship
 

Farmers shoull be aware from the beginning exactly
 
what to e):pect from the relationship. Above all, they
 
must be informed that the work is research, from which
 
both researcher and farmer will 
 learn, and not a
 
demonstration designed 
 to show how inuch better the
 
researchers 
 can do what the farmers are already doing.
 
(In most cases, the farmers know how to do it better, but
 
they cannot afford to.) Farmers must be aware of who will
 
be expected to provide what, who will take what risks, who
 
will get what product. It is critical that farmers
 
understand 
 the timing of the various activities and
 
whether it is to be 
 at their initiative or at the
 
initiative of the researchers. For example, in a yellow
 
maize area, if some white varieties are to be used, the 
farmers should know if they can expect some yellow 
maize
 
in return ,or 
the white maize they will not want, or if
 
they should just expect to lose that which was 
 produced. 
They should also agree to include white maize and 
understand why it should be included. They must know who 
should provide the fertilizer, if it is to be used, and
 
when it must be available; who is going to harvest, when
 
and how.
 

Farmers understand risk and are willing to (or are
 
forced to) accept it as 
a normal part of their production
 
environment. If an experiment is lost because of 
 normal
 
environmental conditions, farmers will understand it 
 and
 
will not be concerned about compensation (although they
 
would probably accept it if offered). In order to avoid
 
paternalism in 
the research process, it is better not to
 
consid,, compensation for these cases. If, 
on tie other
 
hand, certain treatments are lost because they were poorly
 
thought-out or obviously not adapted to 
 the production
 
environment of 
the farmers, the farmers can be expected to
 
think compensation is warranted unless they were well
 
advised beforehand of this eventuality. In this case,
 
payment in kind, of the quantity and qua'ity that
 
otherwise would have been produced, 
is probably indicated. 
It is better, of course to avoid the situation by having 
well-thought-out, simple interventions and adequate farmer
 
involvement in the design of the trial.
 

Farmers must understand th, importance of the trial
 
to the researchers. The risk of not completing 
 on-farm
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trials is higher 
 than with experiment station trials,
 
because much depends 
on the cooperation of the farmers.
 
There are many examples of "lost" on-farm trials due 
 to
 
decisions made by the 
farmers without consultation with
 
the researchers. An increase in the market price of 
 the
 
product might cause a decision for an early harvest of
 
part or all of 
the trial. A new variety or crop that is
 
considered especially attractive might promote harvest by
 
farmers or their neighbors before the final data are 
recorded. Under some circumstances, preliminary results 
satisfy the curiosity of the farmers and they lose 
interest before the trial is completed. When trials
 
involve 
 more than one cycle of production, or when it is 
necessary to evaluate a rotation of crops, 
the risk of not
 
completing an on-farm experiment incr, ases. 

Farmers who d- not fully comprehend the nature of the 
trial may enter into competition with researchers. For 
example, a check treatiment that is meant to simulate the 
farmers' practices and is to be conducted by the farmers
 
may receive special care because the farmers know how to 
do it better and want 
to [prove this to the researchers. 
On a small plot, they can afford to do it even if they 
cannot do it on their own fields. Or, the farmers may not 
understand fully that they are supposed to manage the plot 
exactly the way they do their own fields, so they wait for 
the visits of the researchers before they carry out 
practices that they normally do earlier on their 
own land.
 
In either case, 
 errors are created in measuring the
 
farmecs' level of production. 

Finally, periodic review of 
all aspects of the trial,
 
along with frequent conversations between the researchers
 
and the farmers concerning the 
progress being observed, is
 
critical 
to fruitful on-farm research.
 

On-Farm Experimental Procedures
 

Location on the farm
 

Homogeneous o;: uniform experimental areas are the 
rule rather than the exception on e':periment stations.
 
The opposite 
is true on farms. Nevertheless, researchers
 
can reduce experimental error by following a few common­
sense rules. For example, it is never wise to locate a
 
research area adjacent to a habitation unless that is the
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environment in which the crop in the trial 
is going to be
 
planted normally. Likewise, paths, canals, large trees,
 
and other conditions which are not normally part of the
 
environment should be avoided. If the crop is usually

planted in these special environments, of course, it is
 
appropriate to locate the experimental area ii,them.
 

Experimental designs
 

Conducting field trials on farms does not mean that 
scientific 
 methods can be overlooked. 
 The same basic
 
methods are used 
 as for any other research. The 
experimental design or arrangement depends on the results 
of the preliminary reconnaissance of the reg ion, the 
variables to be ineasu r -d or contlol led , environmental 
variability, and the spec fic objectives of the trial. It 
should be stressed that a good design is essential for 
trials conducted con farms, as it is often the key to 
helping farmers retain their beliefs and confidence in the 
research institution and in the researchers themselves. 

Using specific designs simply becau:;(, they were used 
elsewhere in similar experiments is disCeeUraged. Whether 
or not to use blocks, how many replications to make, plot 
size, and other design considerations will depend on the 
particular problem in the particular location. The number
 
of controlled variables and the amount of data 
 collected 
should not be more than necessary for attaining trial 
objectives. There is a natural tendency to record as much 
information as possible, on the assumption that it might
help explain findings that may emerge upon completion of 
the trials, or simply that it might be "interesting." But 
experimental information, particularly at the farmer's 
field level, 
is costly to obtain, and it is preferable to
 
limit data recording only to those data which 
are useful.
 

Another consideration in planning a field trial is to
 
specify 
who will conduct it. The degree of complexity 
will depend largely oln who will be ia charge of 
implementation. Implementation may be assigned to 
personnel working on an experiment station, or to a 
multidisciplinary field orteam that planned th trials, 
perhaps to technical assistants trained for this purpose. 
Extension agents or farmers may also be involved in the
 
management of trials.
the Farmers' participation, in
 
particular, should be carefully defined 
in order to make
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their contribution as effective and valid as possible. It
 
should be remembered that they also participate in
 
reaching conclusions and recommendations from the trials. 

The most common experimental design used in on-farm 
research is probably randomized complete blocks, usually 
with four replications. Splt-plot arrangements are not
 
encouraged, 
 but may be necessary when ecological
 
conditions or the nature of the variables prevent a
 
complete randomization of plots, as, for example, when
 
comparing fertilizer levels with and without irrigation.
 
The fertilizer levels are randomized within larger blocks 
that are either irrigated or rainfed. Another example 
would ne to miim ze cultivar border effects by 
randomIzing plant populations within larger blocks that 
are cultivars. 

FIELD DATA MANAGEMENT
 

Recording
 

By it; very nature, the information recorded in
 
on-farm trialsz must be less than in 
trials conducted on
 
experiment 
stations. The minimum necessary information
 
should be taken. Since experiments on farmers' fields
 
cannot reccive the same day-to-day attention as station 
experiments, it is al' sable to increase the number of 
locations rather than become involved in data collection 
with too ouch detail in fewer locations. Those in charge 
of on-farm trials must make every possible effort to 
reduce to a nininum the time between completion of 
recording data and the issuing of recommendations. Never 
forget that farmers develop high expectations when 
something is done on their farms, and their curiosity must 
be satisfied as quickly as possible if their support and 
assitance are to continue. 

It is important to decide how records are going to be 
managed before experiments are conducted. Developing 
standard procedures of data recording helps speed 
processing and analysis, and contributes in turn to faster 
conclusions and earlier recommendations. It also makes 
information more reliable and 
easier to file and retrieve.
 
The availability or absence of electronic data-processing
 
facilities should be a prime consideration in planning
 
recording techniques.
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Recording sheets should meet the 
 following require­
ments:
 

a. Field data should bE. usable directly for
 
processing; eliminating transcriptions saves
 
time, cuts the costo of 
trials, and eliminates
 
one source of error.
 

b. There should always be at least one
 
original and one copy of records.
 

c. Records should be easy to read; this
 
implies not tco many records per sheet.
 

d. Sheet size should be such that it can easily
 
be handled in the field, as well as 
 filed in
 
standard files.
 

Processing
 

Before data are analyzed, they must be inspected for
 
irregularitie-, processed,and standardized.
 

Unusual values
 

Before any data analysis is attempted, the patterns
 
of variation in 
the data should be studied. Attention
 
should be given to numbers which appear to be unusual
 
(called outliers), and those which are missing (called
 
missing plots). An attempt should also be made 
to see if
 
the variation is homogeneous throughout the data set. 
 The
 
range 
 is a useful device for this. An example of the use
 
of the range, to look for non-homogeneity of variation, is
 
illustrated with field data 
 from a trial with six
 
treatments and three replications:
 

BLOCK I BLOCK II BLOCK III
 
Treatment 1 
 40 60 80
 
Treatment 2 
 30 55 120
 
Treatment 3 
 20 70 92
 
Treatment 4 
 20 42 60
 
Treatment 5 
 40 58 
 80
 
Treatment 6 
 50 68 
 92
 

The 
 range in yield for each of the treatments is obtained
 
by finding the difference between the highest and lowest
 
values in each treatment:
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Treatment 1 
 80-40 = 40
 
Treatment 2 
 120-30 90
 
Treatment 3 
 92-20 72
 
Treatment 4 
 60-20 = 40
 
Treatment 5 
 80-40 = 40
 
Treatment 6 
 92-50 = 42 

Treatmentr. 2 
 and 3 have very large ranges, so the data
 
should be inspected further to find out why. Upon
 
inspection, the 
value 120 for Block III, Treatment 2 seems
 
too high, and the value 20 
for Block I, Treatment 3 seems
 
too low. The researcher should look for specific physical
 
reasons why these numbers 
are unusual. Sometimes they can
 
be traced to copying or typographical errors to
or some
 
unusual situation that occurred in a plot but 
 did not
 
affect 
 the other plots. If a specific reason not
 
associated with the experiment can 
be found, the numbers
 
may be replaced by new values obtained 
by checking
 
original field records, using 
 missing plot formulas,
 
covariance,or other suitable methods.
 

Standardization of field data
 

The field information taken directly from the
 
experimental plts (raw data) 
can seldom be utilized as
 
such for statistical analyses. Depending on the type of
 
crop, time of harvest, part of the plant of interest, and
 
many other factors, it is usually necessary to make some
 
numerical transformations that will provide more 
reliable
 
interpretations 
 of the data. A common correction is made
 
when comparing yields of maize varieties with different
 
rates of maturity; if grain moisture is 
not standardized
 
to a uniform content, the excess moisture in the grain of
 
late-maturing varieties will 
 cause an upward bias for
 
those varieties if 
direct plot weights are interpreted.
 
Also, plot 
size needs to be transformed in order to
 
produce more meaningful values. For example, 
it is better
 
to interoret 
 tons, or kg/ha, of grain at a constant
 
moisture, than to consider just kilograms or grams per
 
plot, with no reference to the moisture content or plot
 
size. The correction procedures for these 
 and other
 
factors are illustrated with field data.
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Moisture and area. 
 Table II-1 describes yield and
 
moisture content at 
 time of harvest and the converted
 
yield in kg/ha at 14% moisture. There were 
three blocks
 
containing plots of 
50 m2 net area.
 

TABLE II-1. Field data and standardized yield of wheat
 
from a phosphorus experiment 
in Guatemala.
 

Field kg/ha
 
Moisture 
 at 14%
 

Block P. 
level kg/plot % moisture
 
01 0 
 3.08 20 
 569
 
01 40 3.68 21 
 676
 
02 0 6.52 22.0 1183
 
02 40 
 7.44 20.0 
 1384
 
03 0 6.25 19.8 1166
 
03 40 6.28 20.0 
 1168
 

Source: ICTA
 

Correction Factor 
 for Area (CFA) to convert weight to
 
kg/ha is calculated as follows when plot size 
is measured
 
in square meters (m2):
 

CFA 	= 10,000 / net plot size
 

The 	Correction Factor for Moisture (CFM) to convert weight
 
to a constant moisture content 
is estimated as follows:
 

CFM 	= (100 - % hvs-. moist.) / (100 - % constant moist.)
 

As 	 an example, in Table II-1, for first
the row the
 
calculations are:
 

CFA 	= 10,000 / 50
 

= 200
 

CFM 	= (100 - 20.5) / (100 - 14)
 

= 0.924
 

Then, for the first row, kg/ha at 
14% 	moisture is
 

3.08 x 200 x 0.924 = 569
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PRACTICAL FIELD ADVICE
 

The farmer estimates yield without correction
 
for moisture. If 
treatment differences aLe so
 
small that moisture adjustments must be made, the
 
farmer will not be 
able to detect them.
 

Maize shelling percentage. In maize, field weight is
 
normally reported as kilograms of ears per plot.
 
Converting 
 these values to grain weight is necessary when
 
comparing varieties that differ 
 in the ratio of
 
grain-to-cob weight.
 

PRACTICAL FIELD ADVICE
 

The farmer will often express this difference
 
by saying the variety "does not yield as much,"
 
meaning a net or basketful or other standard farm 
measure of ear volume does not "yield" as much 

grain. 

The 	Correction Factor for 
Shelling (CFS) percentage
 
can be obtained from the grain and ear weight of 
a random
 
sample of ears, as follows:
 

CFS = kg of shelled grain / kg of ear corn
 

For example, if 20 ears weigh 4.1 kg 
and the shelled grain
 

weighs 3.3 kg, then
 

CFS 	= 3.3 / 4.1
 

= 0.805
 

This correction factor is then multiplied by the
 
total ear weight of each plot of the same variety.
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Missing plots. Frequently in on-farm research,
 
animal intervention or other unusual occurrences can 
ruin
 
one 
 or more plots in a trial. A decision must be made by
 
the researcher on how to adjust the trial to account for
 
these missing data. There are several ways to do this:
 
generate a value for the affected plot, Irop the block or
 
replication from the analysis, or 
analyze all remaining
 
plots as if they were a fully randomized design with
 
unequal numbers of replications. Still another
 
alternative, if the plot is not completely destroyed, 
 is
 
to harvest the parts of the plot that are undamaged and
 
proceed as for missing plants (see ne't section).
 

If fewer than four replications were used in the
 
original design, dropping an entire replication is a
 
fairly drastic measure, and other alternatives should be
 
considered. If only one or two 
plots were affected and
 
there were several treatments in the trial, then
 
generation of estimated values would 
 be the best
 
alternative. If regression rather than analysis 
 of
 
variance is to be used to analyze the data, 
then a mir-,ing
 
plot is less of a problem and may be omitced without
 
significantly affecting the analysis.
 

Standard statistical texts recommend a procedure not
 
too complicated for field use, if only one, or at most
 
two, plots are missinq. For a randomized complete block
 
design a single missing plot value can be estimated by the
 
following equation:
 

Y = (bB + tT - G) / (b - 1) (t - 1) 

where b and t are 
the numbers of blocks and treatments,
 
respectively, B and T are totals of observed plot values
 
in the block(s) and treatment(s) containing the missing
 
information, and G is the grand 
total of all observed plot
 
values. The calculated or estimated value Y is entered
 
into the data where the plot was missing. Analysis of
 
variance is performed as usual, except that one degree of
 
freedom is subtracted from total degrees of freedom (and
 
therefore error degrees of freedom will also have 
one less
 
than if the plot vaie had not been missing). Treatment
 
sum of squares will have to be reduced by an amount equal
 
to:
 

[B - Y(t - 1)] 2 / t(t - 1) 
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where 	 Y comes 
 from the previous equation. An example
 
follows:
 

Treat-
 BLOCKS
 
merts I 
 II III Ti 

D 30 26 ( ) 56 
E 35 27 33 95
 
F 43 35 
 45 123
 

Bi 108 88 78 
 274
 

Y = [3(78) + 3(56) - 274] / (3 - 1)(3 ­ 1)
 
= 32
 

The value 32 
is used in block III for treatment D.
 
For the analysis of variance, ANO/A (described in detail
 
later in this chapter), total degrees of freedom (d.f.) is
 
(rt - 1) - 1 = 7 and error degrees of freedom will be
 
[(r - l)(t -1)] 
- 1 = 3. Treatment sum of squares 
 when
 
calcul~ted is reduced by [78 
- 32(3 	- 1)12 / 3(3 - 1) =
 
32.67. Then treatment mean square and 
the F value can be
 
calculated.
 

Sum of squares calculat c with the estimate
 
of missing plot value:
 

Source 
 d.f. Sum of squares
 
Blocks(r-l) 2 
 98.67
 
Treatments(t-l) 
 2 228.67
 
Error 
 4 10.67
 

Total rt-l 
 8 338.00
 

Note: 	 r = Number of replications or blocks
 
t = 
Number of treatments
 

d.f.= degrees of freedom
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ANOVA as adjusted:
 

Source d.f. Sum of squares Meat square 
Blocks 2 98.67 
Treatments 2 228.67-32.67= 196.00 98.00 
Error 4-1 = 3 10.67 3.56 
Total 8-1 = 7 305.34 

Fc = 98.00 / 3.56
 
= 27.53 

CV = 5.55% 
=
Note: Fc Calculated F value
 
= Mean square of treatment/error mean square.
 

The calculated F value, Fc, is larger than the 5% F value 
found in a table for 2 and 3 degrees of freedom (9.55), so 
there is a significant difference among treatments at the 
5% level based on the adjusted ANOVA. Had the ANOVA been 
performed with the non-adjusted figures it would have 
indicated significance at the 1% level.
 

Missing plants. Other common corrections include an
 
adjustment for plant population 
when this factor is
 
affected by an outside influence that is not part of
 
natural environmental conditions. 
 This is the case, for
 
example, when animals (or persons) interfere in ap
 
experiment, removing 
or damaging plants. Since population
 
correction procedures tend to favor (increase) treatment
 
values, these should be made only when truly 
 justified.
 
Judgement should be exercised in aL)plyin1g these correction 
factors, because generally, in on-farm research, the
 
differences sought among treatments is much larger than 
effects from usual plant population \ariability. This
 
judgement should take into consideration the variability
 
that can be attributed to normal environmental or local
 
conditions. For example, i7 germination is affected by
 
normal environmental conditions, correction 
 for stand
 
should not be practiced. This is the case in some parts
 
of the highlands of Guatemala where maize is planted 
very
 
deep two months before the rainy season starts. If an
 
experimental variety does not have the ability 
 to
 
withstand that condition, correcting for plant population
 
would be a mistake.
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PRACTICAL FIELD ADVICE
 

A practical method of adjusting plot 
 yield
 
values for missing plants is to harvest only those
 
plants that have full competition, then calculate
 
the appropriate area for that number of plants and
 
adjust for normal plot size. 
This can work for
 
crops such as [aize or 
for many vegetables, where
 
individual plants easily
are distinguished and
 
harvested and 
 for which a specified number of
 
plants is expected in a 
full plot. For example,
 
if 25 plants should be in a plot and only 18 are
 
found 
 with complete competition, then the yield
 
for these 18 
can be increased by multiplying by a
 
factor of 25/18 to get 
the estimated yield for the
 
full plot, had it not 
been damaged by outside
 
causes. An alternative method for 
crops which are
 
not so easily separated into individual plants, 
or
 
for which plant numbers are not calculated for the
 
plot (such as wheat), is to locate small 
areas in
 
the plot which have not been damaged and harvest
 
them, leaving an unharvested boundary. Then 
 the
 
total area harvested can be adjusted to 
the size
 
of 
the normal plot and yield adju1;ted accordingly.
 
In both of these cases, the impli,:it assumption is
 
that the parts of 
 the plot harvested were
 
representative 
 of the whole ulot, a possible
 
source of increased experimenta'. error. However,
 
this reduces the calculations which are necessary
 
for more sophisticated adjustments.
 

If correction needs 
to be made, by no means should a
 
direct relationship of the average weight of all 
remaining
 
plants be used as 
 the estimate. Those 
 plants,
 
individually, would 
 have higher than normal production 
because of a ]v of nearby competitive plants. 

Analysis of covariance. A more complete and accepted
 
method to standardize plant population is through 
 the
 
analysis of covariance of plot weights and nur&Lbe 
 of
 
plants reported. The following explanation and example
 
illustrate the use 
of this method.
 

The ana'ysis of covariance is a statistical method
 
that allows valid treatment comparisons using observations
 

22
 



of one variable (yield), after the effect of a possible 
disturbing variable (incomplete plant stands) has been 
removed. The application of covariance must be justified 
in the sense that the correction is being made because of 
an uncontrolled environmental condition that does not 
affect all the observations (plots) in the trial in a 
homogeneously constant fashion. The example to be
 
presented in this section is a correction of yield in a
 
trial where animals ate plants in different plots, more in
 
some 
 than in others. This exogeneous effect is not
 
related to the ability of the cultivars under evaluation
 
to withstand adverse environments. However, if grazing is 
part of the environment in which the crop will be 
produced, corrections should not be made. 

The example presented is an evaluation of six new
 
maize hybrids in a randomized complete block design with
 
four replications.
 

Step 1. Table 11-2 shows the of number of plants (X) and
 
kilograms per plot (Y) for each cultivar.
 

TABLE 11-2. Number of plants (X) and kilograms per
 

plot (Y) of six maize hybrids. 

Treat- B L 0 C K S 
ment I II -III IV TOTAL 
No. X Y X Y X Y X Y X Y 
1 60 3.42 59 
 5.25 62 4.52 60 6.24 241 19.43
 
2 47 2.87 63 3.97 61 3.12 51 4.82 219 14.78
 
3 51 4.21 
 35 3.29 60 5.58 40 3.82 186 16.90
 
4 58 2.58 32 1.93 62 3.07 50 4.05 202 11.63
 
5 62 3.28 54 4.13 60 4.05 62 5.38 238 16.84
 
6 40 1.98 62 5.02 61 3.89 61 5.20 224 16.09
 

TOTALS 318 18.34 23.59 366 324
302 24.23 29.51 1310 95.67
 

Source: ICTA, Guatemala
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Step 2. Perform an analysis of variance (ANOVA) for 
number of plants (X) to get the sum of squares (Ex2 ) 
values: 

(CF) = Correction Factor
 
= (1310)2 / 24
 
= 71504.17
 

SST 	= Treatment sum of squares 
= {[(241)2 + (219)2 +...+ (224)2] / 4 - CF 
= 561.33 
= (yx2 )trts 

SSB 	= Block sum of squares 
= [[(318)2 + (302)2 +...+ (324)2] / 6) - CF 
= 372.50 

= (Ex2 )blocks 

SStot = Total sum of squares
 
= [(60)2 + (47)2 +...+ 
 (62)2 + (61)2] - CF
 
= 1999.83
 

= (2x2 )total
 

SSE = Error sum of squares
 
= SStot - (SST + SSB)
 
= 1999.83 - (561.33 + 372.50)
 

= 1066
 

= (Ex2 )error
 

Step 3. Perform the ANOVA for yield (Y) to get the 
Ey2
 

values:
 

CF = (95.57)2 / 24
 
= 381.36
 

SST 	= [[(19.43)2 +...+ (16.09)2] / 4) -
CF
 

= 8.47
 

= (Zy2 )treatments
 

SSB 	= {[(18.34)2 +...+ (29.51)2] / 6) - CF 
= 10.44 

= (Ey2 )blocks 
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SStot = [(3.42)2 + (2.87)2 +...+ 
 (5.38)2 + (5.20)2] - CF 
= 29.17
 

= (Fy2 )total
 

SSE 	= 29.17 - (8.47 + 10.44)
 

= 10.26
 
= (Ey 2

)error
 

Step 4. 
 The third ANOVA is for the cross-product XY of
 
each corresponding cell of Step 1, to get the 
 Exy values: 

CF = (1310 X 95.67) / 24 
= 5221.99 

(Exy)T = H(241X19.43) +...+ (224X16.09)] / 4) - CF 

= 34.06 

(Lxy)B [[(31.8 X 18.34)+...+(324 X 29.51)] / 61 - CF 
= 8.96 

(Exy)tot = ([(60 X 3.42) 	+ (47 X 2.87)+... 

+(61 X 5.20)]1 - CF 
= 110.80 

(Exy)error= 110.80 
- (34.06+8.96) 

= 67.78 

Step 5. Perform the analysis of covariance.
 

Source of 
 Deviations
 
variation 
 from regression
 

Zx2 Xy2
d.f. 	 Exy d.f. SS 
 MS Fc
 

Total 23 1999.83 110.80 29.17
 
Blocks 3 372.50 
 8.96 10.44
 
Cultivars 5 561.33 
 34.06 8.47
 
Error 15 1066.00 
 67.78 10.26 14 5.95 0.43
 
Cultivars
 
+ error 20 1627.33 101.84 18.73 19 .2.36 

Adjusted means 5 6.41 1.28 	2.98
 
Note: 	 SS = sum of squares 

MS = mean squares 
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The values of the SS of the deviations from regression for
 
error and cultivars + error are calculated as follows:
 

SSdy.x(error) = Ey 2error
 
2 2 
- H(Exy)error] / Zx error) 

= 10.26 - ((67.78)2 / 1066] 

= 5.95 

SSdy.x(cultivars+error) = 18.73
 

- [(101.84)2 / 1627.33]
 

= 12.36
 

d.f. = (t-1) + [(t-l) (b-l)-l]
 

SSdy.x(adjusted means) 	= 12.36 - 5.95
 

= 6.41
 

d.f. = (t-l)
 

The MS values for these sources are estimated by dividing
 
each SS by its corrcsponding d.f.:
 

MSE 	= SSE / d.f.
 

= 5.95 / 14
 

= 0.43 and
 

MS adj.means = SS adj. means / d.f. 

= 6.41 / 5 

= 1.28 
The F test for adjusted means is performed by dividing 

MS adj. means / MS error : 

F c = 1.28 / 0.43 

= 2.98 

d.f. = 5.14 

Step 6. Since there is significance at the 5% level when
 
testing the 
adjusted means, the covariance is necessary
 
and the mean values for cultivars should be adjusted. The
 
error regression coefficient, byx, is calculated as
 

follows:
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Ex2
byx 	= Exy error / error
 

= 67.78 / 1066
 
= 0.0636
 

Step 7. The adjusted mean treatment values are calculated
 
as follows:
 

Yi 	= Yi - byx(Xi - X) 

As 	an example, for cultivar 1, the adjusted mean treatment
 
value is:
 

Y 	= Y - byx(X 1 - X) 
= (19.43 / 4)- 0.0636[(241 / 4) - (1310 / 24)] 
= 4.8587 0.0636 (60.25 - 54.58) 

= 4.4981
 

and for cultivar 2,
 

Y2 	= Y2 byx(X 2 - X)-


= 14.78 / 4 - 0.0636[(219 / 4) - (1310 / 24)] 
= 3.695 - 0.0636(54.75 - 54.58) 

= 3.684
 

Step 8. Comparison of adjusted treatment (cultivar) means
 
is made individually for each pair of adjusted means since
 
the value of Sd is different for each comparison.
 
Comparison of cultivars 1 and 2:
 

Sd(1,2) 2 	= (MSE)((2 / b) + [(xl-x 2 )
2 / Ex2 error] I 

= 0.43 {(2 / 4) + [(60.25 - 54.75)2 / 10661) 
= 0.2272 

Sd(1,2) 	= (0.2272)1/2
 

= 0.4767
 

where b = number of blocks, and the calculated t value
 
comes from:
 

tc(l, 2 ) = (YI - Y2 ) / Sd(l,2)
 
= (4.4896 - 3.6844) / 0.4767
 

= 1.6891
 

and 	since tl4df,.05 = 2.145, then tc = 1.6891 N.S.,
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so there is no significance at the .05 level, and
 
cultivars 1 and 2 are not significantly different.
 

Now, doing the comparison for cultivars 1 and 4: 

Sd(1,4)2 0.43 [(2 / 4) + (60.25 - 50.5)2 / 1066] 
= 0.2533 

Sd(1,4) 	= (0.2533)1/2
 

= 0.5033
 

tc(1,4) 	= (4.4896 - 3.167) / 0.5073
 
= 2.628
 

and since tl4df,.05 = 2.145, then tc = 2.628,
 
and cultivar 1 is significantly different from cultivar 4.
 
The same procedure is followed for all possible
 
compar isons.
 

28
 

http:tl4df,.05


III
 
Exploratory Trials 

Exploratory on-farm research 
is normally conducted at
 
the same time as initial characterization, and as a
 
complement to that process. It can 
also, however, be used
 
throughout the technology development process.
 
Exploratory trials are useful in at least two 
 types of
 
situations: when research is initiated 
in a new region,
 
or when no previous information to estimate response 
 to
 
potential new alternatives is available. In 
new areas,
 
more efficiency can be obtained if diagnostic activities
 
are complemented by exploratory trials. There are two
 
advantages: I) periodic interaction with farmers provides
 
additional information to complement the diagnosis, and 2)
 
these 
 trials produce valuable information for the design
 
of site-specific and regional trials. In later stages of
 
on-farm research, exploratory trials help redefine 
or
 
produce new research guidelines, as it is common for good
 
research to generate new questions.
 

Normally, exploratory trials provide qualitative
 
results that later can be quantified by other types of
 
experiments. Exploratory trials commonly include several
 
(usually three or four and occasionally up to seven or
 
eight) factors, using at least two levels for each 
factor,
 
with few replications. When available agronomic
 
information 
 is scarce, the number of variables and
 
treatments 
may be high, and the design may be relatively
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complicated. One way 
to keep down the number of variables
 
in these trials, and keep them small 
in size, is to design
 
two or more different experiments. 
 By using only Three or
 
four variables in each 
 trial and choosing groups of
 
variables that interact frequently (e.g., fertilizer and
 
cultivars, 
weed control and plant density) the design 
 is
 
further simplified. uor the evaluation 
of potential
 
alternatives, such as introducing a new crop in the
 
region, the number of 
treatments can be reduced and 
 the 
design will be simplified. These trials are mostly 
researcher-managed, though the farmers' previous 
experience makes their input and opinions in the design of
 
treatments essential. A discussion of 
 the types of
 
exploratory trial designs follows, along with 
examples for
 
each case.
 

SUPERIMPOSED TRIALS
 

A relatively simple, convenient, and efficient means
 
of exploring the effect of different factors in 
a new area
 
is a superimposed trial. 
 In this type of trial,
 

TABLE III-1. Example of a superimposed six-treatment
 

N-P-K trial in rice.
 

- _Grain yield 
Treatment 
 Farm Number
 
N P K 1 2 3 5
4 G x 

(metric ton x 100) 

50- 0- 0 336 434 451 402
411 375 401.5 
90- 0- 0 439 416 506 459 482 431 455.5 
70- 0- 0 443 398 457 370 454 350 
 412.0 
70-30- 0 419412 412 
 398 499 386 421.0
 
70-30-30 416 368 370
482 397 402 405.8
 
70- 0-30 417 377 364
493 490 387 421.3
 

410.5 402.0 466.8 395.3 454.0 388.5 419.5
 

Source: Zandstra et al. (1981), p.107.
 

treatments are placed on 
fields which are being managed by
 
the farmers themselves. Treatments are marked by suakes
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or other means, and individual treatments are installed
 
either by the researcher or the farmer. Together, the
 
researcher and the farmer harvest the crop when it is
 
mature. The design of a superimposed trial should be
 
simple. Replications should be used at each location,
 
although data from designs without replications at each
 
site can be combined for regional analysis and
 
interpretation.
 

An example of a simple superimposed trial fiom IRRI
 
is shown in Tables II-i and 111-2. Previous information
 
indicated that responded to at least
rice 50 kg/ha of
 
nitrogen, but response to potassium and phosphorus was
 
uncertain. A simple six-treatment superimposed trial 
was
 
established ol 
 a number of farms and information was
 
obtained from six of them (Table III-1). The design at
 
each location was without replication. The six treatments
 
included three levels of nitrogen 
(50, 70, and 90 kg/ha).
 
At 70 kg/ha of N the treatments explored the application
 
of 30 kg/ha phosphorus and potassium individually and
 
together. Analysis of variance (Table 111-2) 
indicated a
 
significant effect for nitrogen but none for the 
 other
 
elements. The conclusion was that more nitrogen would
 
have a positive effect on yield, and cost were
if the less
 
than the value of the additional crop, more nitrogen
 
could be recommended. Furthermore, it would indicate that
 
additional work should 
 be done with nitLogen, but the
 
other major elements (P and K) need not be studied further
 
in this context.
 

TABLE 111-2. 	 Analysis of variance of a superimposed
 

N-P-K rice trial.
 

Source d.f. SS MS Fc
 

Total 35 69,071 
Farms 5 32,178 
Treatments 5 11,212 2,242 

N 2 9,837 4,918 4.79 
Remainder 3 1,375 458 0.45 

Error 25 25,681 lo27 
CV = 7.6% 

Source: Zandstra et al. (1981), p. 107 
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THE 2n-FACTORIAr TRIAL
 

A useful arrangement of treatments that produces
 
exploratory information on several factors 
 and their
 
interaction is a 2n-factorial trial. 
 This is an
 
arrangement of n factors taken at 
two levels each. An
 
example of a 23-factorial experiment will be used to
 
illustrate the detailed methodology of analysis. 
 The
 
nature of the trial was 
to explore three factors: plant

density, nitrogen, 
 and variety in a 23 factorial. The
 
levels of the variables in this trial 
are given for plant
 
density (P), nitrogen (N), 
 and variety (V) as follows:
 

Po 25,000 plants/ha
 
= 
P1 50,000 plants/ha
 

No = Norse applied
 

=
N1 100 kg N/ha
 

VO = Local variety
 

V1 = Tuxpefio
 

Table 111-3 shows the field design by blocks and the grain
 
yield in kg/plot. To estimate the factorial effects and
 
perform 
 the analysis of variance, the following procedure
 
is applied:
 

Step 1. Using treatment yield totals 
from Table 111-3, a
 
two-way table can be constructed in which the 
 treatments
 
are placed on the horizontal axis and 
 the factorial
 
effects are listed vertically as shown in 
Table 111-4. In
 
each of the factorial 
 effects, half the treatment
 
combinations receive 
a plus (+) sign and half receive a
 
minus (-) sign. The 
row corresponding to M (mean of the
 
entire experiment) has only plus signs. When the higher

level of L factor (Pl, N1 , Vl) in the factorial effect is
 
present 
 in the treatment combination, it receives 
a plus

(+) sign; it receives 
a minus (-) sign if not present (Po,
 
No , Vo). When two or more factors at higher levels are
 
present in the treatment combination, the sign is found by
 
using the algebraic rule for signs.
 

32 



Example: pn (+) = p(-) x n (-) 

pnv (-) = p 	(-) x nv (+) 

TABLE 111-3. Example of a 23 trial 
on maize with
 
plant density (P), nitrogen (N), and
 
variety (V).
 

Treatments 
 Treat- Treat-

Code Block I Block I.J ment ment
 

totals 
 means
 

kg/plot
 

P N V (1)* 4.3 3.9 8.2 4.1 

P1 N V p 4.5 5.9 10.4 5.2 
P N

1 
V 
o n 4.5 5.4 9.9o 4.95
 

Po No V v 
 5.7 6.6 
 12.3 6.15
 

PI N1 V 	 pn 6.4 6.7 13.1 6.55 

P1 No V1 	 pv 6.9 7.1 14.0 7.0 

nvPo N1 V 1 6.4 7.0 13.4 6.7 

P1 N1 V1 pnv 8.6 8.8 17.4 8.7 

Totals 
 47.3 51.4 98.7
 

Source: Adapted from CIMMYT data.
 
*(l) is or
the local traditional treatment or the 
 lowest
 
level combination.
 

Table 111-4 has 
the following characteristics: 1)
 
every 
 row has an equal number of 
plus and minus signs,
 
except for row M; and 2) 
the sum of products of signs ii:
 
any given pair of rows is zero 
(Montgomery, 	1976). 
 For
 
another reference 
 on the signs 
 for these contrast
 
coefricients sl CcchLjn and Cox (1957, p 157).
 

Step 2. The total factorial effects are calculated by the
 
algebraic addition of the yields of 
the same treatment
 
using the corresponding plus (+) or minus (-) sign of each
 
component, 
 and the result is written in the space for the
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total of each treatment (Table 111-4).
 

Example:
 

Total factorial effect for (p):
 
p = (Pl No Vo) 

= -8.2 + 10.4 - 9.9 - 12.3 +...+ 17.4 

= 11.1 

Total factorial effect for (pn) is:
 
pn = 8.2 - 10.4 - 9.9 +...+ 17.4
 

= 3.3 

Step 3. In the analysis of variance 
(Table 111-5), since
 
there are 16 observations (eight treatments and two
 
replications), the square of the total of each 
 factorial
 
effect is divided by 16 Lo obtain the sum of squares (SS)
 
for each treatment.
 

Example: SS for (p) = (11.1)2 / 16
 

= 7.7 

The total sum of squares (SStot), the sum of squares

for blocks (SSB), and the sum of squares for the error
 
(SSE) are calculated in the usual form.
 

TABLE 111-4. 	 Calculation of the total factorial effect
 
in the 23 factorial with two
 

replications.
 

Treatment combination:
 
code and total yeld (kg)
 

Factorial (1) p n v 
 pn pv nv pnv total
 
effect 8.2 10.4 9.90 12.3 13.1 14.0 13.4 17.4 98.7 
M + + + + + + + + 
P - + - ­ + - + 11.1 
N ­ - + - + - + + 8.9 

- +- - - + + + 15.5 
PN + - + - +- + - 3.3 
PV + - 4 - - + - + 0.3 
NV + - . ++ . + 0.1 
PNV - + + + - - - + 1.3 
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Correction factor (CF) = (Grand total) 2 / n
 
= (98.7)2 / 16
 

= 608.856
 

where 	n = number of observations 

Total 	sum of squares (SStot):
 

2
SStot 	= E(each observation) - CF 
= [(4.3)2 + (4.5)2 +...+ (7.0)2 + (8.8)2] - CF 

= 639.45 - 608.856 

= 30.594 

Sum 	of squares for blocks:
 

2
SSB 	= [ (each block) / tj - CF
 
= [[(47.3)2 + (51.4)2] / 8) - CF
 

= 609.906 - 608.856
 

= 1.05
 

where 	t = number of treatments
 

The sum of squares for treatments (SST) is calculated in a
 
different manner the
because factorial effects have
 
already been calculated (Table 111-4).
 

Sum 	of squares for treatiments (7 treatment combinations):
 

SST 	= E(each factorial effect) 2 / n
 
= [(11.1)2 + (8.9)2
 

+ (15.5)2 +...+ (0.1)2 + (1.3)2] / 16 

= 28.46 

and SSE 	= SStot - (SST + SSB) 

= 30.594 - (28.46 + 1.05) 

= 1.084 
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Step 4. In the analysis of variance for a 2n 
 fActorial,
 
one degree of freedom 
is always assigned to 
each factor or
 
interaction 
of factors bocause the factor effect is
 
calculated 
 by comparing two 
 levels of the 
 factor or
 
interaction 
 and 
 one degree of freedom is lost in the
 
estimation.
 

Perform the analysis of variance (ANOVA):
 

TABLE 111-5. ANOVA for the 
23 factorial 

-

Source of Degrees of 
 Sum of Mean
variaLiun freedom Squares Squares 

Fc 

Blocks (b-l)=1 1.05 
 1.05 
 6.77 * 

Treatments (t-l)=7 28.46 
 4.066 
 26.23 ** 

Factor P 
 1 7.77 7.77 
 50.129 ** 
N 1 4.95 
 4.95 31.935 ** 
V 1 15.016 15.016 96.88 ** 
PN 1 .681 .681 4. 39 NS 
PV 1 .0056 .0056 .036 NS 
DV 1 
 .000625 .000625 
 .004 NS 
PNV 1 .1056 .1056 .68 NS 

Error 7 1.084 .155
 
Total 
 15 30. 594
 
CV = 6.38%
 
* Significant at 5% level
 
• Significant at 
1% level
 

Interpretation of Results
 

By examining the treatment mean yields in Table
111-3, and the analysis of variance, Table 111-5, it can

be determined that each of 
the three factors individually

(plant density, nitrogen, and variety) had 
 a highly

significant effect 
on yiel1d. Out of 
the three factors,

the new variety (V) produced the greatest increase (2.05
kg/plot), and plant 
densit, (P) was second with a 
1.1
kg/plot increase. Although nitrogen (N) had 
a significant

effect, increasing the 
yield by 21%, an economic analysis

should be conducted to determine whether its 
 application

is an economically good choice. 
 (Does the yield increase
 
cover the 
 cost of buying and applying the 
 nitrogen
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fertilizer?) On the other hand, 
 variety produces a
 
significant yield increase 
and its effect on cost is
 
minimal, making it 
a good alternative to introduce in the
 
production system in which the factors 
were evaluated. If
 
the plant density change does not require too much additional
 
labor at planting time, this may also 
 be a good
 
alternative to introduce.
 

Comments on Reducing the Size of the Trial
 

Generally, many degrees of freedom in this type 
 of
 
design (2n) 
are associated with higher-order interactions
 
which are 
 difficult to interpret. If the higher-order
 
interactions 
 (third order and higher) are not considered,
 
the size of the trial would be 
 substantially reduced,
 
keeping some of the advantages of the basic factorial
 
arrangements. 
 In this case, it is advantageous to use the
 
fractional factorial (Cochran and Cox, 
1957). Example:


=
with n 
 8, main effects and first-order ir,eractions 
can
 
be estimated with 
 only (1/8) x 28 = 32 treatments.
 
Equally, main effects and second-order interactions can be
 
estimated with only (1/4) 
x 28 = 64 treatments.
 

Another way to reduce the 
number of treatments in a
 
2n factorial is to select 
 factors based on their
 
importance. Factors and 
combinations which are considered
 
of little 
 interest from the biological and economic
 
viewpoint, 
or those which do not interact, can be
 
eliminated. For instance, if selecting two 
factors, A and
 
B, the 
following treatments can be established, with 
 two
 
levels eacii: 
Al BI, A2 Bl, Al B2, and A2 B2. If there is
 
no interaction between the two 
factors, determined from
 
previous experimental information, 
the main effect of A
 
corresponds to the 
average difference between A2 B1 
and Al
 
B1, and the effect of B to 
the average difference between
 
Al B2 and Al Bl.
 

THE "PLUS" TRIAL
 

Exploratory information on new variables as they

relate 
 to existing practices can be obtained by testing,
 
one at 
a time, a series of alternatives that include 
 the
 
new variables. The following example compares 
 a
 
traditional 
 maize practice with three alternatives. It
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consists of four treatments with two replications.
 

Treatment Description
 
Traditional (T) 25,000 plants/ha, no N applied,
 

local variety.
 

T + density 	 50,000 plants/ha, no N applied,
 

local variety.
 

T + nitrogen 	 25,000 plaits/ha, 100 kq/ha of N,
 
local variety
 

T + variety 	 25,000 plants/ha, no N applied,
 

Tuxpefo variety
 

Results of this trial are shown, in 
Table 111-6.
 

TABLE 111-6. 
 Maize yield data for a four-treatment
 
"plus" 
trial.
 

Treat­

ment x
 
Treatment Block I Block II 
 totals 

- kg/plot - -

Traditional (T) 4.3 
 3.9 8.2 4.1
 
T + density 4.5 
 5.9 10.4 5.2
 
T + nitrogen 4.5 5.4 
 9.9 4.95
 
T + variety 5.7 6.6 
 12.3 6.15
 

Totals 19.0 21.8 
 40.8 5.1
 

Source: Adapted from CIMMYT data.
 

After calculating the sums of squares the ANOVA table 
 is
 
shown in Table 111-7.
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TABLE 	111-7. ANOVA for maize "plus" trial.
 

Source of d.f. SS MS F
c
 
variation
 

Blocks 1 0.98 0.98 3.3 NS
 
Treatments 3 
 4.27 1.423 4.8 NS
 
Error 
 3 0.89 0.2967
 

Total 7 6.14
 
C.V. = 10.68 % 

CF = [(40.8)2] / 8 

= 208.08 

SSB 	 = [[(19.0)2 + (21.8)2] / 4) - CF
 
= 209.06 - 208.08
 

= 0.98
 

SST 	= {[(8.2)2 +...+ (12.3)2] / 21 - CF
 
= 212.35 - 208.08
 

= 4.27
 

SStot 	= [(4.3)2 +...+ (6.6)2] - CF
 
= 214.22 - CF
 

= 6.14
 

SSE 	= SStot - [SSB + SST] 

= 6.14 - (0.98 + 4.27)
 

= 0.89
 

The analysis of variance does 
 not show significant
 
differences at the 5% level, although it is very close to
 
being significant at the 
10% level. It seems unlikely
 
with such a low C.V. value that no significant difference
 
has been detected when there is a 50% increase in yield
 
when the new 
variety is used. This is the type of problem
 
encountered in performing ANOVA when the number of degrees
 
of 	 freedom for the error is small, making the F. 
values
 
high and difficult to surpass. One solution would 
have
 
been to increase the number of replications to five to
 
obtain more degrees of freedom for the error.
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If a "t" test is performed for the two treatments
 
with the 
largest difference (e.i., traditional vs. T + new
 
variety), a procedure that 
is v 't statistically orthodox,
 

the following would result:
 

t = (xl
1 - x2 ) /Sx- 2 

= (6.15 - 4.1) / 0.4924 

= 4.1629 

There are 2(r-l) = 2 degrees of freedom, where r = number
 
of replications blocks.
or The calculated t values for 2
 
degrees of freedom 
are 	 2.920 for a 10% level 
 of
 
significance 
 and 4.303 for a 5% level. Hence, in this
 
case, the use 
of the new variety is not significant at the
 
5% level, but there is a strong indication that it does
 
make a difference in yield under 
 these otherwise
 
traditional practices. Because the seed 
cost of maize is
 
a relatively small proportion of total production cost,
 
this 	may still be worth testing further.
 

The step by step procedure for calculating the above
 
t value is as follows:
 

S- = (2S-/ r 1/2 
'2
x1 x
 

= [2(0.2425) / 211/2 

= 0.4924
 

and
 
2 2 2
 

s- = (S + S ) / r
 
x 1 2 

= (0.08 + 0.405) / 2 
= 0.2425 

and 
2S1 = X. 2 / (r-l) 

=0.08 / 1 
= 0.08 

2 2 2
EXl	 = EXI - [(EXI) / r]
 
= [(4.3)2 + (3.9)2] - [(8.2)2 / 2]
 

=[18.49 + 15.211 - (67.24) / 2] 

= 0.08 
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2 2S2	 = Ex 2 / (r - 1) 

= 0.405 / 1 
= 0.405 

2
x2 2 	 = EX2- [(X 2 ) / r]
 
= [(5.7)2 + (6.6)2] - [(12.3)2 / 2]
 

= 0.405 

THE 	"MINUS" TRIAL
 

This is the opposite of a "plus" trial. compares
It 

a technological package with alternatives that reduce the
 
package by one variable at 
a time. An example consisting
 
of three factors follows:
 

Treatment Description
 
Tech. pack. (TP) Tuxpefio variety; 100 kg/ha of N,
 

50,000 plants/ha
 

TP - variety local variety; 100 kg/ha of N;
 
50,000 plants /ha
 

P -	nitrogen Tuxpefio variety; 
no nitrogen;
 
50,000 plants/ha
 

TP - plant density 	 Tuxpe~o variety; 100 kg/ha of N;
 
25,000 plants/ha
 

Results of the trial 
are 	shown in Table 111-8.
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TABLE ITI-8. 	 Maize yield data for a four-treatment
 
"minus" trial.
 

Treatment Block I Block II 
 Treat­

ment 
 x
 

totals
 

kg/plot
 

Tech. pack. (TP) 8.6 8.8 17.4 
 8.70
 
TP - variety 6.4 6.7 13.1 6.55
 
TP - nitrogen 
 6.9 7.1 14.0 7.00
 
TP - plant density 6.4 7.0 13.4 6.70
 

Totals 28.3 
 29.6 57.9 7.24
 

Source: Adapted fromn CIMMYT data.
 

After calculation of the sums of squares for each of the
 
sources of variation, the ANOVA table 
is as follows:
 

TABLE 111-9. ANOVA of a maize "minus" trial.
 

Source of d.f. SS MS 
 F
c
 
variation
 

Blocks 1 0.2113 
 0.2113 11.79 NS
 
Treatments 3 5.91375 1.9713 
 110.02 ** 
Error 3 0.0538 0.0179 

Total 7 6.17875
 

C.V. = 1.85%
 

** Significant at 1% level.
 

CF = (GT)2 / n
 

= (57.9)2 / 8
 

= 419.05125
 

SSB 	= {[(28.3)2 + (29.6)21 / 4) - CF
 

= 0.21125
 

SST = ([(17.4)2 +...+ (13.42)] / 2] - CF
 

= 5.91375
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SStot 	= ((8.6)2 +...+ (7.0)2] - CF
 

= 6.17875
 

SSE 	= SStot - (SSB + SST)
 
= 6.17875 - (0.21125 + 5.91375)
 
= 0.05375
 

The highly significant effect among treatments
 
indicates that a mean separation test should be performed
 
to look for statistical differences. For this specific
 
case Duncan's New Multiple Range test (Little and Hills,
 
1978; 	Steel and Torrie, 1980) is used.
 

First start by computing least significant ranges
 
(Rp) by the following formula:
 

Rp = qaSR
 

where qa = significant "studentized" ranges taken from a
 
table (Steel and Torrie, 1980).
 

a = level of significance (.05)
 
p = number of treatment means involved 
in the
 

comparison
 

= 2,3,4
 

The 	values are summarized below:
 

p 
2 3 4 

q.05(p,3df) 4.50 4.50 4.50
 
and Rp is 0.426 0.426 0.426
 

NOTE: the values for qa in the table (see Steel and
 
Torrie, p. 586) are taken for
 

p = 2, 3, 4 and
 

d.f. = 3 

The values for Rp were calculated by using the form.,la
 
previously shown, where
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Sg = (S 2 / r) 1 / 2 

2
 
= (MSE / r)1/ 

= (.0179 / 2)1/2, 

= 0.0946
 

Then, a summary for 
the test is shown by calculating the
 
mean separation. First the treatments are listed in order
 
of decreasing means.
 

Treatment 
 kg/plot
 

t8.7 a
tp
 

tp - nitrogen 7.0 b
 

tp - plant density 6.7 bc 

tp - variety 6.55 c
 

Each Rp value is compared to the observed difference
 
between 
two means. Here it is important to take into
 
consideration 
the range of number of means involved.
 
For example, to compare xtp with 3tp-v 
 calculate
 
8.7 - 6.55 = 2.15. This is compared to Rp = 4.26, which
 
would be in the column p = 4, because Xtp-yariety is the
 
fourth mean in 
 the range starting at The
Xtp. mean
 
separation is shown above.
 

The results of 
this test show that the "tech pack"

treatment is significantly different from the other three
 
treatments (95% level of probability). This means that
 
the lack of any of the 
three factors 
that form the "tech
 
pack" will cause a significant reduction 
in the yield of
 
maize under the conditions of this trial.
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IV
 
Site-Specific Trials 

Experiment station to
trials are often designed 

search for "potential" 
or maximum effect of a technology.
 
Experimental cultivars, 
 for example, are frequently
 
screened under conditions which do limit
not their
 
expression of genetic potential. This potential, however,
 
is measured only for 
the one location -- the experiment
 
station. To obtain more 
useful information, two or more
 
farm locations 
 can be used with the same type of
 
experimental design and analysis in order to measure
 
"deviations from 
 potential" independently at different
 
locations. This 
type of trial is called a "site-specific"
 

trial.
 

Because they are usually complex, with a relatively
 
large number of treatments and replications, site-specific
 
trials are only conducted in limited
a number of
 
locations. Information sought is agronomic and not
 
socioeconomic, 
 so plots are small. Many possible sources
 
of variation, such 
as soil fertility, are frequently
 
controlled at the 
 same levels found or used on 
 the
 
station. Farmers' participation is minimal 
 in these
 
researcher-managed trials.
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BASIC CONSIDERATIONS
 

Results from site-specific trials should define a
 
limited range of alternatives to be evaluated regionally
 
before a technology can be passed on for farmer-managed
 

trials.
 

When designing site-specific trials it is important
 
to keep the recommendation domain concept in mind in order
 
to make the resulting data usable for regional
 
interpretation. For example, all site-specific trials in
 
one recommendaticn domain should 
have equal treatments,
 
replications, and plot size. This allows researchers to 
combine data for regional interpretation (see next 

chapter). 

Plot Size
 

Plot size must be adequate to achieve trial
 
requirements. While requirements vary from trial to
 
trial, the size of experimental units must both fulfill
 
research requirements and be adapted to practical
 
circumstances. What is desirable must also be in balance
 
with what is possible; common sense must guide the team's
 

work.
 

It is important for the number of replications to be
 
the same with large or small plots. There is a tendency
 
to believe that larger experimental units make "better"
 
trials and therefore fewer replications are needed. This
 
is not true. Larger plots will increase the cost of
 
trials and they will also increase the probability of a
 
larger experimental error due to heterogeneity within the
 
blocks. In general, plot size will be limited by the
 
amount of land available for the trial on the farm and by
 
the amount of labor or inputs of other resources available
 
during the experiment.
 

Variety Evaluation
 

Testing improved genetic material is common for
 
research in farmers' fields. 
 The following five
 
considerations are important in variety testing:
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1) Control treatments should include the recommended
 
variety for the region 
 as well as one or more local
 
materials used by farmers. 
 Comparison of experimental
 
varieties against these standards helps to make 
 more
 
meaningful recommendations. The on-farm researcher will
 
not be interested in identifying only the highest-yielding
 
cultivar, but will also be interested in other agronomic
 
characteristics of interest 
to the farmer.
 

2) The farmers own 
agronomic practices should be
 
strongly respected. The main objective of 
 on-farm
 
evaluation of njw varieties is to 
 know their real
 
potential under farmers' conditions. Therefore special

"experiment station" handling of 
these trials should 
 be
 
avoided.
 

3) Experimental varieties selected for 
 testing
 
should include all available alternatives with a
 
theoretical potential of excellence. This means that not
 
only the experimental varieties of the official 
 research
 
sector should be 
tested along with local materials, but 
also varieties from private research programs and from 
national or international centers and seed companies 
should be considered. 

4) Randomized couiplete blocks 
is the experimental
 
design most often appropriate for these types of
 
experiments.
 

5) The experimental unit should be protected from
 
environmental bias coming from growth habits of neighboring
 
varieties. 
 In maize, for example, where varieties may
 
differ widely in plant 
size, extra rows of the same
 
variety at each side of the experimental unit should be
 
added. Those border rows 
 are not harvested for
 
experimental purposes. A common practice in maize is 
to
 
plant four rows of each variety but only use the inside
 
two rows to constitute the experimental unit.
 

Crop Assoiciations
 

A common practice among small farmers is to grow two
 
or more crops in 
 the same area. Different crop
 
combinations, row spacing, management, and planting
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sequences are common. When typical 
farmer practices are
 
to be included, a superimposed field trial 
 may be
 
appropriate. On the other hand, when 
 alternatives 
 are
 
dramatically different from 
 typical practices,
 
conventional 
field trials should be 
defined. A split-plot
 
arrangement can be appropriate when working with mcre than 
one variable. For example, when 
one variable requires
different row arrangements, or 
if there is a large border
 
effect and the experimental 
unit size is large, it can be
 
assigned 
 to the main plot. The other variables, such 
 as
 
planting distance, varieties, or 
 secondary crop

alternatives can then be assigned to tihe subplots.
Precision bewi 1 greater for the variables in the 
subplots hecause more degrees of freedom are associated 
with subplot than with main plot error. An economic 
interpretation of these types of trials is mandatory since 
the crops involved generally have different market values,
making yield relat.vely less important (see Chapter VII). 

Plant Nutrition
 

Fertilizer trials are commonly conducted as 
site-specific experiments. Information 
 on soil
 
characteristics, previous management, and scil analysis
should be determined before locating the experiment.
Generally, at least three levels of each factor should be
 
considered 
 in order to estimate a response curve.
 
Experimental designs 
 should al low for measurement of 
interaction effects which are common in fertilizer trials. 
Factorial design-s arrainged 
in randomized complete blocks 
(RCB) offer a better estimate of interactions among
 
factors 
than split-plot arrangements. The reason is that,
 
in analysis of variance for the 
RCB design, the error 
mean
 
square (MSE) is estimated 
with more degrees of freedom. 
The split-plot design has 
the same number of degrees of
 
freedom for interactions 
 as the RC13, hut the residual 
degrees of freedom have to be distributed between the main 
plot error and the subplot error.
 

Special care must be used 
in field design to avoid
 
fertilizer 
 runoff effects from adjoining plots. 
 Border
 
rows or ample distance should 
 be considered 
 between
 
experimental units. 
 When the local practice is not to use
 
fertilizer, 
 the check 
plot should reflect that practice.
 
When farmers' practices 
include some fertilizer use, the
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check plot should not be an absolute check, but should
 
reflect the common practice.
 

Plant Protection
 

Evaluation of pest (insect, and
weed, disease)
 
problems is more difficult than the other agronomic trials
 
discussed. The main reason is that causal agents vary in
 
intensity and mode of action, not only from year year,
to 

but also within a small area. Therefore, pest protection
 
trials require large experimental units with many

replications, repeated 
 for various cycles. A factorial
 
arrangement in randomized complete blocks or 
 split-plot
 
designs is convenient. Superimposing the trial on a
 
farmer's field is also a logical option.
 

The probability distribution of pest damage does not
 
commonly assume a normal pattern. Sample data need to be
 

to 

which is a theoretical requisite for common 


transformed in order approximate a normal distribution,
 

statistical
 
methodology. 
 The most frequent transformations for these
 
kinds of data are logarithmic [log X or log (X + i) when
 
zero values are present]; square root [of X, (X + 1) or 
(X
 
+ 1/2)]; and the angular transformation ARCSINE (%)1/2 when
 
data are given in percentage values between zero and 
20 or
 
80 and 100.
 

ANALYSIS OF RESULTS
 

The randomized complete block design is perhaps 
 the
 
most common for site-specific trials. When repeated 
 in
 
other locations, the 
results can be grouped for a combined
 
analysis, allowing 
a more meaningful interpretation of
 
site-specific trials.
 

The *example selected to illustrate the statistical
 
methodology is a randomized complete block 
 design that
 
comes from the Chimaltenango area in Guatemala. The
 
experiment is a maize variety trial that 
was established
 
following a recommendation from the previous year to
 
compare the farmers' own varieties of the region with
 
varieties bred selected the
and at 
 local experiment
 
station. It had been concluded in exploratory trials that
 
the station varieties interacted with environment in the
 
region, in many cases yielding less than the local
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farmers' own seed selections. Therefore, good 
 varieties
 
selected 
by the farmers and identified by the FSR/E team
 
were compared with 
the station varieties.
 

The farmers' varieties, most of them identified by

individual farmers' names, 
and four station varieties are
 
presented in Table IV-l.
 

TABLE I -l. 	Description of 15 flint cultivars included
 
in site-specific trials of maize in
 
Chimaltenango, Guatemala.
 

Varieties 
 Color of endosperm Code
 

Los Pitos 
 White 
 1
 
Garcia 
 Yellow 
 2
 
Cojobal 
 White 
 3
 
Ajquejay 
 Yellow 
 4
 
Lopez 
 Yellow 
 5
 
Unec 
 Yellow 
 6
 
V-304!/ 
 White 
 7
 
Argueta 
 Yellow 
 8
 
Marrin 
 Yellow 
 9
 
Santizo 
 Yellow 
 iO 
Tsut 
 White 
 11
 
Ordofiez 
 Yellow 
 12
 
Don Marshall!/ Yellow 
 13
 
Sintetico Chanin!/ 
 Yellow 
 14
 
Chanin-4!/ 
 Yellow 
 15
 

l/ Experiment Station Varieties
 
Source: ICTA, Guatemala
 

In Table IV-2, the standardized field values are
 
presented for treatments 1, 2, and 
15 to illustrate the
 
methodology for the analysis of variance.
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TABLE IV-2. 	 Standardized field data (partial) for yield
 
of maize varieties in four replications in
 
Chimaltenango, Guatemala.
 

Cultivar 
 B 1 	o c k s 
 Total
 
II III IV
 

-- metric ton/ha
 

1 4.20 5.04 5.10
4.90 19.24 4.81
 
2 5.20 5.54 
 5.30 5.80 21.84 5.46
 

15 2.98 
 3.00 10.36 2.59
 

Totals 56.97 
 72.18 265.20 4.42
 

The sums of 	squares for each source of 
variation and the
 
correction factor are calculated as 
follows:
 

CF = (Grand total) 2 / n
 
= (265.20)2 / 60
 

= 1172.184
 

SStot = [(4.2)2 + (5.04)2 +...+ (2.98)2 .. 

+ (3.00)2] - CF
 
= 1192.564 - 1172.184
 

= 20.380
 

SSB 	= {[(56.97)2 +.....+ (72.18)2] / 151 - CF
 

= 1173.293 - 1172.184
 
= 1.109
 

SST 	= {[(19.24)2 + (21.84)2 +...+ (10.36)2] / 41 - CF 

= 1180.434 


= 8.250
 

SSE 	= (SStot) ­

= 20.380 ­

= 11.021 

- 1172.184
 

(SSB + SST) 
(1.109 + 8.250)
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Then the degrees of freedom (d.f.) 
are estimated for each
 
source of variation, considering four replications (r =
 

=
4) 	 and 15 treatments 
(t 15). 	 With this information,
 
calculate 
mean squares by dividing the sum of squares for
 
each source of variation by its corresponding degrees of
 
freedom:
 

MSB 	= SSB / (r-l) 
= 1.109 / 3 

= 0.3697 

MST 	= SST / (t-l)
 
= 8.250 / 14
 

= 0.5893
 

MSE 	= SSE / [(r-l) (t-l)]
 
= 11.021 / 42
 

= 0.2624 

Now calculate 
 F values (F.) by dividing the MS of the
 
sources of variation by the 
MS 	of the error.
 

Fc (blocks) 	= MSB / MSE
 

= 0.3697 / 0.2624
 

= 1.4089
 

Fc treatments 	 = MST / MSE
 

= 0.5893 / 0.2624
 

= 2.2458
 

The coefficient of variation of the 
 experiment 	 is
 
calculated 	 from the 
 square root the and
of MSE, the
 
general mean of all obset.ations:
 

CV 	 = [(MSE)1/2 / x] (100)
 
= [(0.2624)1/2 / 4.42](100)
 

= 11.59 % 
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15 
TABLE IV-3. Analysis of variance for yield of 


maize varieties with four 
replications,
 
Chimaltenango, Guatemala.
 

Variation 
 d.f. SS MS Pc F.0 5
 

Blocks 
 3 1.109 0.3697 
 1.4089 N.S. 2.83

Treatments 
 14 8.250 0.5893 2.2458 * 1.94
 
Error 
 42 11.021 
 0.2624
 

Total 
 59 20.3800
 

Source: 
 ICTA, Guatemala
 

CV = 11.59% 
 N.S.: Not significant
 

*: Significant 
at 5% level
 

The calculated 
 F values 
(1c) are compared with 
 the F
values from a 
table to determine 
levels of significance.

For blocks there are 
3 and 42 degrees of freedom, and for
 treatments 
 14 and 42 degrees of freedom. 
 The statistical
 
significance 
obtained 
for treatments 
indicates that yieldof at least one of the varieties differs 
from the 
 rest.In order 
 to further 
 define 
 which varieties are
statistically 
 different, a Tukey multiple range test forcomparison of 
means is perforned (Steel and 
Torrie, 1980).
This method consists of computing a difterence (1)), which
would be significant at 
the 5% level, and comparing 
 it
with the differences between each pair 
of treatment means
in the experiment. 
 If a difference 
between 
two means is
equal 
 to or greater than 
the value for D, then 
 the two
 
means are significantly different.
 

The calculations are 
as follows:
 
D = Q Sx where:
 
Q = Value which 
is taken from 
a statistical 
table
 

(see Steel 
and Torrie, 1980, pp. 588-589),

and which is a function 
of number of treatments
 
and degrees of freedom of 
the error.
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and Si 	= (MSE / r)1/
2
 

= (0.2624 / 4)1/2
 

= 0.256 

where r = number of replications
 

Then D 	= 5.11 x 0.256
 

= 1.31
 

The 15 varieties are then grouped in descending order of
 

yields, as shown in Table IV-4. Taking each treatment
 

mean, all possible comparisons are made starting from the
 

top and working down. From the largest mean value (5.52)
 

the value of D (1.31) is subtracted to find all mean
 

yields which are not different from the largest.
 

TABLE IV-4. 	 Mean yields of 15 varieties of maize
 

evaluated in four replications,
 

Chimaltenango, Guatemala.
 

CODE Variety 	 ton/ha
 

3 	 Cojobal 5.52 a
 

2 Garcia 5.46 a
 

9 Marroquin 5.01 a b
 

5 Lopez 4.93 a b
 

4 Ajquejay 4.83 a b
 

1 Los Pitos 4.81 a b
 

6 UNEC 4.80 a b
 

7 V-304 4.72 a b
 

10 Santizo 4.57 a b
 

8 Argueta 4.55 a b
 

11 Tsut 4.54 a b
 

12 Ordofiez 4.00 b c
 

13 Don Marshall 3.14 c d
 

14 Sintetico Chanin 2.92 c d
 

15 Chanin-4 2.59 d
 

Source: ICTA, Guatemala
 
= 
CV = 11.59; Sx 0.256; x = 4.42
 

The range is indicated by the letter "a" at the right.
 

The range for the next highest yield is from 5.46 to
 

(5.46 - 1.31) = 4.15, which includes the same cultivars.
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The range for the third highest yield is from 5.01 to
 
(5.01 - 1.31) = 3.70, which includes all but the lowest
 
three indicated by the letter "b". The letters at the
 
right of the treatment means in Table IV-4 indicate the
 
four groups within which there is no significant
 

difference.
 

Table IV-5 presents the agronomic characteristics of
 
the varieties under evaluation.
 

TABLE IV-5. 	 Agronomic characteristics of 15 varieties
 
evaluated in a site-specific trial in
 
Chimaltenango, Guatemala.
 

Variety 	 Days to lant Ear
 
Flower Height Hieight
 

(m) (m)
 

1. Los Pitos 129 2.85 1.60
 

2. Garcia 127 3.25 2.40
 

3. Cojobal 127 3.35 2.20
 
4. Ajquejay 126 3.10 2.15
 
5. Lopez 	 128 3.45 2.30
 
6. Unec 	 127 3.15 2.90
 
7. V-304 	 117 2.25 1.15
 
8. Argueta 124 2.55 1.25
 
9. Marroquin 120 3.40 2.25
 

10. Santizo 119 2.50 1.45
 
11. Tsut 	 128 3.55 2.40
 
12. Ordofez 129 3.40 2.25
 
13. Don Marshall 107 2.00 1.00
 
14. Sintetico Chanin 102 2.20 1.15
 
15. Chanin-4 103 2.70 1.20
 

Source: ICTA, Guatemala
 

The analysis shows the nighest-yielding group of varieties
 
among which there is no significant difference (varieties
 
3, 2, 9, 5, 4, 1, 6, 7, 10, 8, and 11), and two
 
(varieties 3 and 2) which are significantly different from
 
the four lower-yielding varieties (12, 13, 14, and 15).
 
The best varieties were the local materials and the
 
lowest-yielding were the experiment station varieties Don
 
Marshall, Sintetico Chanin, and Chanin-4. These last
 
varieties were selected for earliness and lower plant
 

height.
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Farmer evaluatioi of 
the materials in 
this trial
 
indicated that shorter plants were 
not generally desired
 
because 
corn stalks 
 are used for fences and 
 walls.
 
However, the 
 station varieties, although 
 Iower-yielding
 
and more than one meter shorter, proved to be nearly 30 
days earlier than most local varieties. 
 It was concluded
 
that these characteristics 
offer good potential for
 
alternative cropping systems 
 (intercropping, 
 relay
 
cropping, consecutive cropping).
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V
 
Researcher-Managed Regional Trials: 

Agronomic Evaluation 

Regional trials are 
a set of similar trials conducted
 
in a region previously identified 
 as a recommendation
 
domain. 
 Their main objective is the evaluation of data
 
from on-farm and on-station trials define
to the
 
interaction of technology with environmental conditions,
 
both from an agronomic and a socioeconomic viewpoint.
 
Verification of homogeneity within the previously
 
identified recommendation domain may result, 
or evidence
 
supporting the necessity to partition the recommendation
 
domain can be obtained. Recommendations for treatments
 
(technologies) 
 to be submitted to farmer-managed trials
 
rhould result from analysis and interpretation of regional
 
trials.
 

In designing regional trials, the 
number of locations
 
should be as high as resources permit, with the 
 regional
 
experiment station serving as 
one site. In a single
 
recommendation domain 
 there should probably be no fewer
 
vhan five locations. Analyses can be made with fewer
 
locations, but precision will 
be questionable.
 

Farmers should participate in the management of the
 
trials with full knowledge of the variables studied 
and
 
the results expected. Throughout the experiment, farmers
 
should be in close contact with the person or persons
 
responsible for the 
 trials. Farmers' active
 
participation adds resources and reduces 
 the required
 
researcher input each
at location; it therefore
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facilitates the 
use of more locations.
 
If a sufficient number of locations have been used
 

for site-specific trials, and 
if they have designs and
 
treatments in common, 
they can be analyzed as regional

trials -- a cost-effective utilization 
 of information.
 
Usually though, 
 a trial will 
be designed especially for

regional analysis 
 with fewer treatments than typical

site-specific trials 
 but with a design common 
 for all

sites. Variables included 
in regional trials, then, can

be the same as those that were 
included in site-specific
 
trials, a subset of them, or others based upon 
 different
 
criteria.
 

The methodology of combining an 
analysis of variance
 
of data from all locations permits a measurement of 
 the

interaction of technology 
with environment. 
 It also
 
allows for 
 a statistical interpretation of 
the relative
 
stability of each 
 technology by a partitioning of the

total degrees of freedom 
due to treatments, and for
 
utilizing regression techniques involving 
 envijonmental

indexes (see Chapter VII 
for a description of modified
 
stability analysis).
 

Fara rs' participation in these 
trials contributes to

the researchers' focus 
on the farmers' reality, allowing

adjustments in experimental 
 design and generating

conclusions 
 that would not be possible from a strict
 
numerical interpretation 
 of resulting trial data. 
 For
 
example, farmers could readily reject the color 
or shape

of an experimental bean cultivar 
in a vaLiety trial, or,

in the case of maize, point out the inadequacy of husk
 
coverage, 
 or the impo:]sibility of 
a suggested thinning

practice because of 
local religious beliefs.
 

DESIGN AND METHODOLOGY
 

Technologies to be evaluated in regional 
 trials

usually are selected 
on the basis of results from

exploratory and site-specific trials conducted during the
 
previous year or 
 years. Perhaps such trials were
 
concerned 
with individual components, such variety,
as 

fertilizer, or insecticide. In regional 
trials these may

be combined into a more comprehensive system. From all
 
previous trials 
 in a region, a consensus is formed by a

multidisciplinary 
 team as 
 to what factors need to be
 
researched on 
a broader basis.
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The general approach is to conduct a set of trials
 
having standard experimental and treatment design, plot
 
size, and number of replications throughout the region. A
 
brief description of some of the more important choices to
 
be made in designing these experiments follows.
 

Experimental Designs
 

A randomized complete block design is preferred,
 
because of its simplicity and precision. Split-plot or
 
Latin square designs are also possibilities, Lut they may
 
be unnecessarily complex. A separate randomization should
 
be carried out for each block of the trial at each site.
 
In other words, a standard randomization 3hould not be
 
used for all sites.
 

Number of Replications
 

To provide an estimate of the experimental error from
 
each site, replicates within sites are necessary. Three
 
or four randomized blocks are recommended, although in
 
extremely limited land situations two blocks per site
 
could be used if compensated for by more sites. For
 
highly variable conditions (such as plant disease control
 
experiments), more than four replications may be required.
 

Number of Treatments
 

In order to keep the land area small and to limit the
 
complexity of the trials from a management point of view,
 
the number of treatments should be as small as possible
 
and not exceed 15 to 20. As an example, a complete 33
 
factorial N-P-K rate trial would require 27 treatments,
 
which would be too many. The nui-ber of treatments can be
 
reduced by such techniques as confounding to generate
 
incomplete factorials or using other appropriate treatment
 
designs (double square, central composite, etc.).
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Control Treatments
 

Specific treatments 
to include in 
a set of 
 trials
will depend upon 
 the factors 
 being studied and the
combinations 
 of levels needed. 
 Whenever possible,

regional trials 
should 
include the following 
treatments 
as
 
controls:
 

1) 
 At each site the individual 
farmer's 
own
 
technology for 
the crop;


2) 
 Technology representative or 
typical for 
the
 
crop in the recommendation domain; 
and


3) The currently recommended technology for 
the
 
recommendation domain.
 

The first control is 
to give each farmer a basis for
comparison 
and to 
 provide researchers 
 an estimate 
of
experimental 
 bias. 
(Is yield within the experimental 
area
at each site greater or 
less than ie farmer's yield?)
The second 
 control cJmpares the 
typical practice in 
 the
region with 
 the other treatments. 
 This second control,

when used 
 unchanged 
 year afer year, serves also
benchmark to 

as a

evaluate 
the year effect for trials 
conducted
 

dver time. 
 A third control, representing 
 the current

recommendation, 
 is included to 
see how the 
new technology
being studied compares. 
 The second and 
 third controls
 
provide 
control conditions for 
all remaining treatments.

If the treatments are 
considered 
additive 
 to present
practices, 
 the second contiol provides these 
 conditions.

If the treatments 
 are considered 
 as additive 
to
recommended 
 practices, 
 the third control provides these
 
conditions.
 

Kinds of Treatments
 

Analysis of 
the data should be anticipated 
 when
choosing treatments. 
 Care should 
be taken to assure that
 
necessary comparisons 
 can be 
 made readily and 
 that
differences 
 may be found if indeed they exist. 
 For
quantitative 
variables, 
 the total range and 
the spacing

between 
 levels should 
be carefully chosen to 
assure that
the treatment 
range will p :ovide the response desired and
that regression may be estimated with adequate precision.

Equal spacing 
 of the levels, although recommended and
convenient from 
a statistical point of 
view, is not 
always
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necessary.
 
Two multi-location examples are 
given to show what
 

types of treatments 
 might be chosen in particular

situations and how these treatments might relate 
to one
 
another. The first example is a set 
of trials at ten
 
locations to evaluate five varieties (Vl,...V5 ) each at
 
three nitrogen fertilizer rates , N 3), as
(N1 , N2 shown in
 
Table V-I. 
 The major portion of these fifteen treatments
 
is a 5 x 3 factorial. In addition to 
these 15 treatment
 
combinations, three controls are 
included.
 

TABLE V-1. 
 Treatment combinations
 
(5 X 3 factorial + 3 controls).
 

VlNOCPc V4NOCPc
 
VlNlCPc V4NlCPc
 
VlN2CPc V4N2CPc
 
V2NOCPc V5NOCPc
 
V2NICPc V5NlCPc
 
V2N2CPc V5N2CPc
 
V3NOCPc VfNfCPf
 
V3MlCPc VcNcCPc
 
V3N2CPc VrNrCPr
 

The controls represent:
 

1) each farmer's variety (Vf), nitrogen fertilizer rate
 
(Nf), and cultural practices (CPf);
 

2) the variety (Vc), nitrogen rate (N.), and cultural
 
practices (CPc) typical of the area, or 
those
 
commonly used by most farmers; and
 

3) the variety (Vr), nitrogen rate (Nr), and practices
 
(CPr) currently being recommended for the region.
 

In this trial, 
the variety and fertilizer treatments are
 
considered additive 
to the common technology of the 
 area
 
(CPc), so 
those practices which constitute that technology
 
are used in the major portion of the treatment set.
 

A second example illustrated in Fig. V-1 represents 
a
 
fertilizer 
 trial in which the intention is to measure the
 
response to nitrogen (N) and phosphorus (P) over a range

of rates, and 
to estimate a yield response surface within
 
this range. It 
is assumed that a good variety has al:eady
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been adopted 
by the farmers within the region, so this
 
factor will not need to be included within the trial. The
 
ranges in rates to be used are 0 to 100 kg/ha for N and 0
 
to 120 kg/ha for P.
 

N
 
(+2,0)
 

(+1,-i) (+l,+l)
 

(0,-2) (0,0) (0,2)
 

(-1,-i) (-l,+i)
 

(-2,0)
 

P
 

The coding scale is as follows:
 

Actual N: 0 25 50 75 100 Actual P: 0 30 60 90 120
 
Coded N:-2 -1 0 +1 +2 Coded P:-2 -1 0 +1 +2
 

FIG. V-1. Modified central composite design.
 

The design selected is a modification of the central
 
composite response surface (described by Cochran and Cox,
 
1957).
 

Selection of Sites
 

Sites should normally be selected to cover a range in
 
the environmental characteristics whose interaction with
 
the technologies to be tested is considered to be of
 
interest. These environmental characteristics could
 
include soil nutrien.- levels, soil moisture, climatic
 
effects, management, etc. The number of sites required
 
will depend upon the variability in the region and how the
 
results will be used (that is, the analysis or analyses to
 
be employed). For example, if modified stability analysis
 
is to be used where an environmental index is estimated,
 
as suggested in Chapter VI), a minimum of eight to ten
 
sites (perhaps as few as five) is necessary. This may
 
also be a reasonable number for estimating the 
 component
 
of variation due to sites by analysis of variance. 
 One
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might also consider the magnitude of differences that one
 
wishes to measure, and then adjust the number of sites so
 
that the error variance component is small enough to
 
detect such a difference.
 

Complexity
 

It is desirable that these trials not be highly
 
complex. This is one reason why use of the randomized
 
complete block design is recommended. As mentioned above,
 
treatments may be arranged with either complete or
 
incomplete factorial structure. Treatments in incomplete
 
factorials should be chosen in such a way that undue
 
difficulty in analysis is avoided. Every attempt should
 
be made to standardize the number of blocks, the
 
treatments, and the plot and block dimensions, and to
 
avoid missing values for any of the plots. Trials that
 
differ from the others with respect to these
 
considerations could complicate the analysis. All
 
management operations should be recorded at each site
 
for use in interpreting results.
 

Replications over Years
 

Multi-year testing to ascertain stability of results
 
occurs in the farming systems approach as alternative
 
technologies move through the sequence of researcher- and
 
farmer-managed trials. Evaluating technologies over a
 
range of environments also aids in the evaluation of
 
stability. For this reason, it is not normally necessary
 
to repeat the same trial for two or more years, as is
 
usual on experiment stations, which represent only a
 
single site.
 

COMBINING DATA OVER SITES
 

One of the goals in regional trials is to provide an
 
estimate of interaction of sites (environments) and
 
treatments. One way this can be accomplished is with a
 
combined analysis of variance over sites. If this
 
interaction is negligible, estimates of the treatment
 
effects over sites, which would be used for
 
interpretation, would be stable. This would imply that
 
the recommendation domain is homogeneous with respect to
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the treatments 
included and need not be partitioned.
 
Data for the first of 
the three control treatments
 

(the individual farmer's own technology) would normally be

omitted in a combined analysis of 
variance because it 
is
 
somewhat different at each location. The second and 
third
 
kinds 
 of controls would be comparable from site 
to site
 
and can therefore be included. 
 In general, a format for
 
an 
 analysis of variance which combines data 
over sites is
 
as follows:
 

TABLE V-2. 
 Combined analysis of variance procedure.
 

Source d.f. 
 S.S. M.S. 
 F
 

Site (s) .3-1 SSS 
 SSS MSS 
 MSS
 
(s-l) MS(SxT)
 

Blocks
 
within s(b-1) SSB(S) SSB(S) = MSB(S) MSB(S)

sites 
 s(b-l) MSE
 

Treat- t-I 
 SST SST_ MST 
 MST
 
ments 
 (t-l) MS(SxT) 

Site x
 
treat- (s-l) (t-l) SS(SxT) SS(SxT) MS(SxT)
- MS(SxT)
 
ment (s-i) (t-l) MSE
 

Error s(b-l)(t-i) SSE SSE 
 MSE
 
s(b-l) (t-l)
 

Total sbt-i
 

Combined Analysis of Variance
 

The combined analysis of variance and 
a test for

multiple comparison of treatment means 
is the procedure

often chosen to 
 evaluate technologies across 
 a region

and/or over time. The new 
technologies under analysis are
 
very often new varieties or hybrids, but any other
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TABLE V-3. Plot yields of 15 maize cultivars evaluated 
in
 
three sites by ICTA, Chimaltenango, Guatemala
 

Site Cultivar I 
-- Replications 
II III IV Totals 

Alameda 1 2.10 2.27 2.34 2.67 9.38 
2 2.54 2.56 1.94 2.42 9.46 
3 3.16 3.29 2.63 2.36 11.44 
4 2.39 2.56 3.20 2.40 11.55 
5 3.65 3.24 3.25 2.40 12.54 
6 4.65 3.42 2.48 2.42 12.97 
7 3.43 3.44 3.02 3.42 13.31 
8 2.12 3.13 3.64 2.41 11.30 
9 3.39 3.73 3.46 3.64 14.22 

10 2.44 2.16 1.90 1.27 7.77 
11 4.67 3.14 3.15 2.87 13.83 
12 2.61 3.40 3.90 2.84 12.75 
13 1.95 ..44 2.99 3.49 11.87 
14 2.67 3.16 2.58 2.56 10.97 
15 3.33 3.13 2.18 2.59 11.23 

Site totals 45.10 47.07 42.66 39.76 174.59 

Parramos 1 4.59 6.26 6.32 4.64 21.81 
2 3.86 6.24 4.10 6.01 20.21 
3 4.75 4.21 4.48 4.65 18.09 
4 6.20 7.00 4.57 5.37 23.14 
5 5.97 7.09 4.29 6.09 23.44 
6 6.43 6.09 5.88 6.70 25.10 
7 6.59 6.21 7.19 5.41 25.40 
8 5.24 6.17 6.33 7.74 25.48 
9 6.40 6.68 5.56 6.00 24.64 

10 3.46 4.08 2.89 3.06 13.49 
11 6.31 6.19 6.52 7.13 26.15 
12 5.03 6.36 4.80 4.10 20.29 
13 6.92 5.85 6.49 6.40 25.56 
14 5.95 6.32 7.30 7.23 26.80 
15 5.35 5.33 4.99 3.64 19.31 

Site totals 83.05 90.08 81.71 84.17 339.01 

Itzapa 1 2.56 3.40 3.68 2.22 11.86 
2 3.51 3.71 3.22 3.37 13.81 
3 3.78 3.15 3.27 3.48 13.68 
4 
5 

3.62 
3.64 

2.65 
2.39 

3.25 
2.37 

3.39 
2.76 

12.91 
11.16 

6 3.26 3.26 3.29 2.98 12.79 
7 1.92 3.68 3.53 2.40 11.53 
8 2.81 3.20 4.04 3.40 13.45 
9 2.90 2.78 2.99 3.04 11.71 

10 1.65 1.38 2.04 1.94 7.01 
11 2.82 2.03 2.75 2.73 10.33 
12 4.15 3.08 2.92 1.74 11.89 
13 2.53 2.42 3.54 2.29 10.78 
14 3.60 3.32 3.16 3.35 13.43 
15 2.08 3.04 2.26 3.33 10.71 

Site totals 44.83 43.49 46.31 42.42 177.05 
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management practice or technological innovation generated
 
for the region that shows variation due to soil,
 
management, 
 and/or climatic factors could be analyzed by
 
this procedure. Tvable V-3 shows a group of three 
 trials
 
illustrating the combined analysis procedure. 
 This group
 
of trials was evaluating the response of yield and
 
morphological aspects of 15 maize cultivars to prevalent
 
conditions in a region.
 

The procedure for the combined analysis of variance
 
for the cultivars across the three sites was 
 shown in
 
Table V-2. Each of the 
 sums of squares (SS) was
 
calculated as follows:
 

CF = Correction factor 
= [(Grand total of trials) 2 ] / tbs 
= [(tot site 1 + tot site 2 + tot site 3)2] 

/ (15 x 4 x 3) 
= (174.59 + 339.01 + 177.05)2 / 180 

= 2649.986 

where t = number of treatments
 
b = number of blocks or replications
 
s = number of sites
 

SSS 	= Sum of squares sites
 
= [[(tot of observations in each site) 2] / tbj - CF
 
= ([(Tot site 1)2 + (tot site 2)2
 

+ (tot site 3)2] / (15x4)} - CF
 
= ([(174.59)2+(339.O1)2+(177.O5)2j / 
 60) 

- 2649.986 

= 295.950 

SSB(S) = SS blocks (within sites)
 
2
= [(tot observations ea/block, ea/site) / t]
 

- SSS - CF 
= {[(tot block l,site 1)2 +...+ (tot block 4, 

site 3)2] / 151 - SSS - CF 
= ([k45.lO) 2 + (47.07)2 +...+ (42.42)2] / 15) 

- 295.968 - 2649.986 
= 5.2908 
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SST 	= SS treatments 

= [(tot of each trt across sites) 2 / bs] - CF 
= 2(trt tot 1 all blocks and all sites)
 +...
 

+ (trt tot 15)2] / (4 x 3)) CF-
= ([(9.38 + 21.81 + 11.862 +... 

+ (11.23 + 19.31 + 10.71)2 / 121 - 2649.986 

= 41.3328 

SS(SxT) = Sum of squares site 
x treatment
 

= [(trt tot ea/site) 2 ] / bi SSS - SST CF
-
 -

= (tot trt 1, site 1)2 +...
 

+(tot trt 15, site 3)2] / 4)
 

- SSS - SST - CF
 
= ([(9.38)2 (9.46)2 +...+
+ 	 (10.71)2 / 4)
 

-
 295.950 - 41.3328 - 2649.986 
= 28.5818 

SS (tot) = Total sum 
of squares
 
2
= E(each observation) - CF 

= [(trt 1, block 1, site 1)2 +... 
+ (trt 15, block 4, 
site 3)2] - CF
 

= [(2.10)2 + (2.27)2 +...
 

+ (3.33)2] - 2649.986
 
= 421.049
 

SSE 	= Sum of squares error
 
= SS(tot) - [SSS + SST
+ SSB(S) + SS(SxT)]
 
= 421.049 - (295.950 + 5.2908 + 41.3328
 

+ 28.5818)
 
= 49.8936
 

To obtain the mean squares, each sum of 
squares is divided
 
by its corresponding degrees of 
freedom (Table V-4). 
 The
 
F values for sites and treatments are calculated from MS
 
(SxT) and not MSE. 
 The F value for site-by-treatment
 
interaction is calculated from MSE.
 

For sites: F = MSS / MS(SxT)
 

= 147.975 / 1.021
 
= 144.93**
 

67
 



For treatments: F = MST / MS(SXT)
 

= 2.952 / 1.021
 
= 2.89**
 

For site-by-treatment interaction: F = MS(SxT) / MSE 

= 1.021 / 0.394 

= 2.59 

All of these F values are highly significant (P<0.01).
 

TABLE V-4 Combined analysis of variance for yield of the
 
maize varieties evaluated in three sites,
 
Chimaltenango, Guatemala.
 

Sources of d.f. SS MS F.O1
Fc 

variation
 

-Sites (s-l)=2 295.950 147.975 144.93 7.64 
-Blocks s(b-l)=9 5.2908 0.588 
(within 
sites) 
-Trts. (t-l)=14 41.3328 2.952 2.89 2.80 
-Sites x (s-l)(t-l)=28 28.5818 1.021 2.59 1.87 
trts. 

-Error s(b-l)(t-l)=126 49.5936 0.394 
-Total (sbt)-l=179 421.049 

Source: ICTA
 

CV = 16.4%
 

The treatment means for each site and overall
 
treatment means are presented in Table V-5. As one
 
studies this table, the reason for the very highly
 
significant effect of sites becomes obvious. The mean
 
yields for the cultivars in Site 2 (Parramos) are, in most
 
cases, nearly double those of the other sites, so this
 
site is responsible for the highly significant difference
 
among sites. The effect of the site-by-treatment
 
interaction is evident when studying individual cultivars.
 
As an example, cultivar 2 has a high yield in Site 3 and
 
a low yield in Site 2. Cultivar 13 responds the opposite
 
way. See Chapter VII for a means of further analyzing
 
this interaction.
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TABLE V-5. 
 Site and overall mean yields 
of 15 maize
 
genotypes evaluated 
in three sites,
 
Chimaltenango, Guatemala.
 

Treatment 
 Site 1 Site 2 
 Site 3 Overall
 
(Cultivar) Alameda 
 Parramos 
 Itzapa Mean
 

-metric ton/ha
 

1 2.345 
 5.452 2.965 3.587
 
2 2.365 
 5.053 
 3.451 
 3.623
 
3 2.861 
 4.524 3.420 3.601
 
4 2.888 
 5.785 
 3.226 3.967
 
5 3.136 5.861 
 2.789 3.928
 
6 3.244 
 6.277 
 3.199 4.240
 

3.326
7 6.349 2.882 4.186
 
8 2.824 6.369 
 3.363 4.185
 
9 3.553 
 6.161 2.927 4.214
 

10 
 1.942 
 3.373 
 1.755 2.357
 
Ii 
 3.460 
 6.537 
 2.583 4.194
 
12 
 3.186 
 5.072 
 2.972 
 3.744
 
13 
 2.969 
 6.415 
 2.693 4.026
 
14 
 2.742 
 6.702 
 3.357 
 4.267
 

2.808
15 4.826 2.677 3.437
 

Source: 
 ICTA, Guatemala
 

To determine where 
the differences 
exist among

cultivars, Tukey's 
multiple range 
test for means (see

Chapter IV) 
was performed:
 

D = Q Sx 

= Qt,df (S 2 / bs) 
1 /2
 

2
= Q15, x (0.3958 / 4x3)1/
1 2 6 


= 4.90 x (.1816)
 

= 0.89 ton/ha
 

The smallest difference between 
the mean yields of two

cultivars 
 that will make them significantly differert 
at
 
the 5% level of confidence is 
0.89 ton/ha.
 

All treatment means 
are listed in descending order
and the same letter is placed 
next to all 
those that are
 
not different when compared:
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Cultivar Overall mean
 

(Metric ton/ha)
 

14 4.267 a 
6 4.240 a 

9 4.214 a 

11 4.194 a 

7 4.186 a 

8 4.185 a 

13 4.026 a 

4 3.967 a 

5 3.928 a 

12 3.744 a 

2 3.623 a 

3 3.601 a 

1 3.587 a 

15 3.437 a 

10 2.357 b 

For this case, Tukey's multiple range test shows that with
 

the exception of cultivar number 10, there are no
 

significant differences in yield. Cultivar 10 is
 

significantly lower in yield.
 

Tukey's multiple range test for means is considered
 

by many researcners as too severe since differences have
 

to be large to be statistically significant (5% level).
 

For example, in this case there were differences of up to
 

20% in yield (.85 ton/ha) among the group where no
 

differences were detected. lowever, with this test there
 

is little risk of adjudging significant differences that
 

actually do not exist. There are i number of multiple
 

range tests for means and the most appropriate should
 

always be chosen. For a discussion on multiple range
 

tests for means refer to Chew (1977). Had two more sites
 

been included in this trial, a modified stability analysis
 

(Chapter VII) may have been useful for detecting superior
 

cultivars.
 

Agronomic data serve to complement yield information.
 

In this case, when yield shows no significant differences,
 

the agronomic information is particularly important.
 

Table V-6 shows the mean values on the farm sites for days
 

to flower, ear height, and percentage of rotted ears.
 

Varieties are ordered according to yield.
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TABLE V-6. Evaluation of days to flower, 
ear-height,and
 

rotted ears in 15 maize variet-ies grown in
 
three sites, Chimaltenango, Guatemala.
 

Treatment Days to 
 Ear Rotted
 
(cultivar) flower 
 height ears
 

(cm) (%)
 

14 128 117 
 6.3
 
6 127 124 
 6.3
 
9 130 132 
 5.0
 

11 	 132 135 6.1
 
7 129 127 
 6.1
 
8 134 135 
 5.8
 

13 125 105 
 4.9
 
4 129 128 
 6.7
 
5 129 130 
 6.9
 

12 132 118 
 5.6
 
2 125 121 
 2.5
 
3 130 123 
 4.8
 
1 127 125 
 5.5
 

15 131 126 
 7.1
 
10 127 
 119 14.2
 

x 	 129 124 
 6.3
 
CV% 2.02 9.91 50.4
 

Source: ICTA, Guatemala
 

Variety 10 showed the lowest yield and also 
the highest
 
percentage of 
rotted ears (14.2%). Other varieties ranged
 
from 2.5% to 7.1%. Days to flower and ear height show
 
very contrasting values. 
 Varieties 11 and 13 are the
 
earliest (128 
 and 125 days to flower) and also have the
 
lowest ear height 
 (117 and 105 cm). Concomitantly,
 
varieties 
 11 and 8 are the latest flowering (132 and 134
 
days) and the tallest (135 and 135 cm).
 

These observations contributed to 
the conclusion that
 
these varieties, in 
view of their contrasting phenotypes,
 
should be considered for further evaluation in regional
 
trials, as well as in exploratory trials designed to
 
idEntify novel crop associations and 
plant distr.butior,.
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VI
 
Researcher-Managed Regional Trials:
 

Socioeconomic Evaluation
 

Economic evaluation of agronomic research data 
 from
 
on-farm trials can involve little 
more than gathering and
 
using appropriate information. For example, if 
a change
 
of fertilizers is involved, 
the researcher should have 
the
 
price of the fertilizer currently being used and 
the price
 
of the fertilizer being substituted. The difference
 
between the rate applied, 
times the price of each, is the
 
difference 
 in cost of the change. Yield differences are
 
evaluated on the basis of the price of the 
 crop. If
 
yields change sufficiently so that harvest 
costs are
 
modified, this should be taken 
into consideration also.
 
Other economic analyses, however, 
can be more complex and
 
may require or benefit from 
different analytical or
 
statistical techniques. 
 They may also require different
 
experimental designs 
 from those utilized for agronomic
 
evaluation. Some of 
these differences include choice 
 of
 
evaluation criteria (the means 
of measuring results),
 
effect of a technology on other enterprises on the farm,
 
effect on farm labor and its 
 distribution within 
 the
 
family, the potential risk involved,and the demand 
created
 
for other kinds of inputs. Many of these 
 considerations
 
are 
too complex to be considered in this 
volume. However,
 
some warrant discussion, since 
 they are of basic
 
importance to interpreting agronomic trials 
 and making
 
recommendations from them.
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CHOICE OF EVALUATION CRITERIA
 

One of the most important and critical decisions to
 
be made when designing research and evaluating data is the
 
selection of 
 choice criteria for evaluation. The most
 
common 
 evaluation criterion used by agronomists is yield
 
per unit of land area, frequently kg/ha. The use of this
 
criterion implies that land is the most 
limiting resource
 
on the farm and that therefore productivity of the land .s
 
the most important evaluation criterion. This is not
 
always the case. On many small farms, even though 
 there
 
is little 
land, land is not the most limiting constraint.
 
Nor is the same constraint necessarily the most limiting
 
for different crops. For example, small farmers 
 in
 
Narifo, in the south of Colombia, traditionally plant
 
their scarce potato seed by spacing it widely to maximize
 
the productivity per unit of potato seed. The amount of
 
seed determines the size of 
the potato field. Hence, land
 
is not the most limiting resource with respect to potato
 
production on these small farms. However, the rest of the
 
land on these farms is planted into grain crops. For
 
grain, land is a limiting resource. For this reason, in
 
the case of potatoes, technological changes which increase
 
the productivity per unit of land 
area but decrease the
 
productivity to
per unit of seed will not be attractive 

these farmers. 
 On the other hand, the same kind of
 
technology for 
 grain crops could be acceptable. The
 
importance of using 
 the relevant choice criterion in
 
evaluating on-farm trials is obvious in this case.
 

In large areas of Africa, land is not a limiting
 
resource. Farmers can plant as much 
land as they are ahle
 
to manage. However, in these 
same areas, rainfall is
 
scarce, 
 so weeding the crops becomes a critical factor.
 
These farmers tend to plant the amount of land 
they can
 
effectively weed, because planting 
more land is a waste of
 
effort if it cannot be weeded. In this case, labor for
 
weeding becomes 
 the most important evaluation criterion
 
and changes in crop production practices must be evaluated
 
against this factor.
 

In some areas, such as eastern Guatemala, crops must
 
be planted as soon as possible after the initiation of the
 
rains. Delayed planting reduces yield heavily because of
 
a mid-season dry spell, increased pest problems, or
 
because the 
 crop does not mature before the rains
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terminate. In this case, labor 
available for planting
 
becomes the most 
important evaluation criterion. For
 
most small farmers, cash is 
a very limiting resource. For
 
these farmers, the needs of the family and the home
 
compete directly with the needs of 
the crops and livestock
 
for the limited cash resources available. Non-cash inputs
 
are more important on 
these farms and only a limited use
 
is made of inputs which require a source of cash. In this
 
case a relevant 
choice ,riterion is the comparison of
 
return to cash costs.
 

Labor Input as an Evaluation Criterion
 

In all of the above cases, it is necessary for the
 
researcher to have information 
on the use of the resource
 
in question in order to be able 
to employ the appropriate
 
evaluation criterion. For example, 
if labor at weeding
 
time is critical, any changes in technology which
 
influence weeding will create a need 
'or the researcher to
 
monitor weeding labor. Weeding of the 
individual crop in
 
question is important, but the effect of utilizing more
 
labor on any one particule: crop can also have an
 
influence on labor availability for other crops,
 
livestock, or household activities. This should also be
 
taken into consideration. 
 Other important considerations
 
are which members of the household are involved and
 
whether or not 
labor is hired.
 

In order to evaluate changes in labor requirements
 
from on-farm or on-station research, it is usually
 
necessary to have larger plots than 
 are required for
 
strictly agronomic evaluation. Plots need not be full
 
field size, however. In on-farm research, records must be
 
kept of the labor utilized by farmers on their own fields
 
for the particular operations in question. Labor use
 
should take into consideration the time lost in going to
 
and from the field, and for resting, drinking water,
 
eating, sharpening implements, or anything else that
 
reduces the amount of time that land 
can b,-,worked in a
 
day. Records should also be kept of 
the labor required
 
for the same tasks in the trial plots. Usually, a test
 
plot will be completed without 
 any :est, implement
 
sharpening, or other 
 delays which are normal in field
 
work.
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PRACTICAL FIELD ADVICE
 

Farmers have standard estimates of the amount
 
of time required to do most traditional field
 
operations. The amount of land a person can 
weed,
 
plant, or clear in a day is established as much by
 
custom as by measurement. 
 Where these
 
measurements are available, they should 
be used
 
for the traditional treatments because it 
reflects
 
reality in the area.
 

The problem comes when changes in the amount
 
of labor required to accomplish specific tasks 
are
 
made. If more time is 
required to weed a certain
 
area, the people who are 
doing the work may demand
 
more pay. On the other hand, 
if less time is
 
required, 
 the farmer may try to increase the area
 
which is completed in 
a day's time. Evaluating
 
these possible changes must 
be done by asking the
 
opinions of farmers and laborers or by waiting to
 
see what happens in practice.
 

Having the information from farms and 
 plots, the
 
researcher can make 
appropriate adjustments in plot data.
 
By converting plot size to hectares or 
some other measure
 
of land area commonly utilized by 
farmers, a factor 
 is
 
available for comparing plot 
labor usage with real farm
 
data. For example, 
if a 10 x 10 meter plot requires one
 
half hour for an operation, this is equivalent to 50
 
hours/ha or 
 6.25 workdays of 8 hours/day. If the same
 
operation on 
 a farm basis requires 20 workdays per
 
hectare, then 20 
/ 6.25 = 3.2 is the conversion factor.
 
In other words, multiplying labor operations done on a 10
 
X 10 plot by 3.2 and adjusting plot size to a normal land
 
unit size reqults in an estimate of the 1 'or required on
 
a -rmal 
land unit bass. For example, if labor required
 
for another 10 
X 10 m plot is 20 minutes (1/24 workday),
 
then workdays per hectare 
for this technology is:
 

(1 / 24) x 3.2 x 100 = 13.3
 

If labor for weeding is the limiting resource in a
 
recommendation 
domain, then production should be divided
 
by weeding time 
to get an estimate of labor productivity
 
(product 
per unit of labor). For 
example, consider the
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following situation: under traditional practices, 20
 
workdays are required to weed a hectare of land that
 
produces 3200 kg 
 of product. A new arraigement in
 
planting density and spacing adds 20% 
 to labor
 
requirements for weeding and results in 500 kg of
 
additional production. Traditional practices result in
 
160 kg per workday spent in weeding (3200 / 20) but the
 
alternative technology yields 3700 kg for 24 
workdays or
 
154.2 kg per workday. Because labor for weeding is
 
limiting, the relevant evaluation criterion is not yield
 
per hectare (3700 vs. 3200 kg). If farmers are limited to
 
30 workdays of 
labor in the weeding period, during those
 
30 workdays They are able to weed less land in the new
 
system. Because 
each workday results in 154.2 kg of
 
product with the new technology, rather than 160 kg with
 
the traditional technology, the 30 workdays produce only
 
4626 kg under the 
alternative technology, compared with
 
4800 kg under the traditional technology. In this
 
example, it is evident that the criterion of yield per
 
hectare (3700 kg compared with 3200 kg) results in a false
 
conclusion regarding the value of 
the technology to the
 
farmers. 
 With a limit of 30 workdays of labor available
 
for weeding, this leaves farmers with a choice of 4800 kg
 
of product with the traditional system or 4626 kg using
 
the new technology. 

Measures of productivity of labor (kg/workday) are
 
subject to the same kind of variation as other measures of
 
productivity, such as kg/ha. A common mistake in 
making
 
an economic analysis 
 is to make only one estimate and
 
assume 
 it is firm. Measures of productivity (evaluation
 
criteria) can be subjected to the 
 same kinds of
 
statistical 
 analysis as dre commonly used for biological
 
or agronomic criteria. For example, net income can be
 
affected by variation in yield, price of the product, uze
 
of inputs, and price of 
inputs. When farmers' practices
 
and prices paid or received vary, separate income
 
calculations should 
 be made for each farm, just as
 
separate yields are measured for 
each farm.
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Cash as an Evaluation Criterion
 

In commercialized and monetized agriculture, cash 
can
 
effectively substitute for 
most other inputs. If more
 
seed is needed, it is purchased with cash (or credit,
 
which is another form of cash). If more labor needed,
is 

it is also purchased with cash. However, many
in small,
 
limited-resource farm situations, nearly all 
 resources
 
used in the production process come 
from the farm. Only
 
a very few inputs are purchased. These include inputs
 
which available on the
are not farm, such as chemical
 
fertilizer, insecticides, herbicides, and improved or
 
hybrid seed. farms where
On farmers are unaccustomed to
 
making purchases with cash, great 
care must be taken to
 
evaluate the productivity of, 
or return to, the additional
 
amount of 
cash required for alternative technologies.
 

On fully commercialized farms, w. 3re 
 cash is
 
basically not a 
limiting factor, the criterion of profit
 
maximization may be relevant. 
 Profit maximization is
 
achieved where the value of 
the product obtained from the
 
last unit of input is just equal to the cost of that
 
additional unit. However, farmers 
 with very limited
 
amounts of will
cash riot usually be interested in
 
utilizing as much cash in an individual enterprise as 
 is
 
required to maximize profit. Rather, they will be looking
 
for ways to achieve the highest return (or productivity)
 
per unit of cash invested in the enterprise. In this
 
situation, the amount 
of product per unit of cash (similar
 
to the amount of product per unit of is
labor) a relevant
 
evaluation criterion. 
 Calculations can be 
 made in a
 
manner similar to those shown above for 
returns to labor.
 

Because cash can be converted into many different
 
kinds of inputs, it is more critical to look at
 
alternative 
 uses for cash and not just consider return to
 
rash investment for individual enterprises. This is even
 
more critical on small farms where 
 family ne(- soities
 
compete directly 
 for limited cash resources, if
 
researchers consider only 
the return to cash investment in
 
the commodity in which they are interested, they may well
 
find that what appears to be a "good" technology is not
 
acceptaLle to farmers, who would rather use the cash in
 
another way, such as for a wedding or to repair the house.
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RESPONSE SURFACES*
 

What They Are
 

A response surface is a representation of the natural
 
relationship which 
 exists between the quantity of a
 
product and various levels of 
one or more inputs used to
 
produce 
 that product. That is, a response surface is an
 
estimate of the response of a 
 product to different
 
quantities of one 
 or more inputs utilized in the
 
production 
 process. This representation can be physical,
 
tabular, graphic, or mathematical. A true response
 
surface with three dimensions (width, depth, and height)
 
results in graphic form when only 
two inputs are used to
 
obtain one product. In this 
form, the surface is similar
 
to a hill with quantities of the two 
 inputs measured
 
toward the north and east 
 and quantity of product
 
rearesented by height, or altitude. Each point on the
 
surface 
 represents a combination of different 
quantities
 
of input A, input B, 
and yield of the product. In the
 
simplest case of only 
one input, the "surface" is a
 
straight 
 line or a curve. In a more complex case with
 
three or more inputs used to produce one product, it is
 
impossible to imagine or draw the 
response "surface," so
 
it must be represented in mathematical form.
 

The graphic or mathematical form of a response
 
surface is an artificial estimate of real
a phenomenon
 
that exists in nature. The surface can represent the
 
response of a product 
to a continuous input, 
 n as a
 
crop to fertilizer or animals 
to feed, etc. Because the
 
response is 
 a natural biological phenomenon, it is not
 
constant for a fixed 
level of inputs. Rather, it is
 
subjected 
 to a random variance. The granhic or
 
mathematical response 
 surface represents the central
 
tendency of 
the Lesponse in terms of magnitude (level) and
 
of form (curvature).
 

Representative Forms
 

To demonstrate the forms which 
response surfaces can
 
take, a two-dimensional 
:ase will be used with one input
 

*Much of this section was translated and adapted from
 

Hildebrand (1972).
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and one product. Surfaces can be represented either
 
graphically or mathematically in generalized form.
 
Mathematically, yield (Y) is a function of the quantity
 
of input (X), that is Y = f (X).
 

The simplest 
form of a response surface, one that is
 
seldom useful, is a straight line (Fig. VI-la).
 
Generally, linear responses are found only 
 with small
 
changes in the level of the input.
 

1a. lb. 

Product Product Quadratic 

Input Input 

1c. 1d. 

Product Square Root Product Cubic 

Input Input 

1e. 

Product L Logarithmic 

Input 

FIG.VI-l. Two-dimensional response surfaces.
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Perhaps a more useful form of curve is the 
parabola,
 
or quadratic function (Fig. VI-ib). This type of curve 
is
 
representative 
 of part of the law of diminishing returns.
 
It has a maximum and can demonstrate a decline 
 in
 
production resulting 
from high or toxic use of an input if
 
that phenomenon iF,present. A similar form 
is the square
 
root function 
(Fig. VI-Ic). The square root function also
 
has a maximum but it is less sharp than 
the parabola. In
 
iome cases, data represent surfaces which 
are more complex
 
than can be represented by the previous 
curves. If the
 
response surface contains all three economic 
stages of
 
production, a form such 
as a cubic function (Fig. VI-id)
 
is required. A cubic function can have 
a portion that
 
increases at an increasing rate (Stage 1), another part
 
that increases at a decreasing rate (mo:stly in Stage I),
 
and finally a portion that decreases with increases in the
 
level 
 of the input (Stage III). Another useful function
 
is the logarithmic function 
 (Fig. VI-le), called by
 
economists the Cobb-Douglas function. 
 This function does
 
not 
 have a maximum and is therefore useful for responses
 
that display this characterl3tic (for example, herbicides
 
and insecticides if 
they do not induce decreasing
 
production). 
 it is also an easier function to work with
 
than are some other forms.
 

Economic Analysis
 

The analysis of data by response surfaces is related
 
to analysis of variance, but 
it is more efficient in
 
describing the relationships and results in 
more directly 
applicable information for researchers and farmers. The
 
least-squares method, which is used to 
 calculate the
 
statistical values of 
the surfac.s by regression, is based
 
on all usable observations and 
is therefore efficient in
 
the use of the 
data. Also, once a researcher has a
 
mathematical fun-tlon, it is possible 
to interpolate and
 
predict responses for 
input levels not included in the
 
original experimental design. 
 With care, estimated
 
responses can be extrapolated beyond the range of the
 
data. Also, with a curvilinear function it is possible to
 
find the quantity or the combination of inputs which
 
result in maximum physical production by equating the
 
first derivative of the response surface 
to zero.
 

Perhaps 
the most useful reason to calculate response
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surfaces is to facilitate economic analysis. After
 
researchers have calculated the equation for the response
 
surface, they can calculate the quantity or combination of
 
inputs which are most profitable for commercial producers
 
from any combination of prices of inputs and product. The
 
economic optimum combination of inputs is the amount which
 
results in maximum profit for farmers (Fig. VI-2). Using
 
U for profit (utility), which is the difference between
 
income (I) and cost (C) for one input, the following
 
calculations can be made:
 

I = Y (Py) 
C = X(Px) + PC
 
U=I-C
 

= Y(Py) - X(Px) - PC
 

where: 
I = total income 

Y = quantity of product (generally yield per ha) 
and is a function of X: Y = f (X)
 

C = total cost (variable + fixed cost)
 
Py = price of the product
 
X = quantity of input
 

Px = price of the input
 
PC = fixed costs that include all costs except
 

the purchase of X, which is the input under
 
consideration
 

U = profit or net income (utility)
 

In the rational or economic stage of production, the
 
response curve is increasing, but at a decreasing rate.
 
Therefore, the function of I (total income) will have the
 
same form. Cost is a straight line with an intercept
 
equal to PC. The difference between I and C, which is
 
utility or profit, is a curve which has a maximum at the
 
point where the vertical difference between I and C is
 
greatest. The quantity of the input that results in this
 
value is the quantity which maximizes profit.
 
Mathematically, this can be calculated as follows:
 

U = Y(Py) - X(Px) - PC
 
dU/dX = [(dY/dX) Py] - N
 

= (marginal profit)
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$ ~FC 

Quantity of Input X 

Maximum 
Prof it 

U i 

Quantity of Input X 

FIG.VI-2. Variable cost 
(VC), fixed cost (EC), income
 
(I), and profit (U) functions.
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When marginal profit is equal 
to zero, th2 profit curve U
 
is at a maximum. Therefore, in order to find 
the amount
 
of the input which results in maximum profit, 
 the
 
following relationship is calculated:
 

[(dY/dX) Py] 
- Px = O , or
 

dY/dx = PX/Py
 

In other words, to maximize profit, the derivative of the
 
response surface (dY/dX) is equated 
to a ratio of the
 
price of the input to 
the price of the product (Px/Py).
 
The prices of the inputs and the prices the
of products
 
must be measured in same
the units used in calculating
 
regression.
 

For two or more inputs, the solution is an
 
extension of 
the above: 

U = Y(Py) - Xl(Pxl) - X2 (Px2 ) .. Xn(Px - FCn ) 

where X1 , X2 ,..., are):n the 
inputs included as variables
 
in the response surface. 
 The partial derivatives (these
 
are partial derivatives because 
there is now more than one
 
input, X) are:
 

6U/6XI = [(6Y/6xI) Py] - Pxl = O
 

6U/6X 2 = [(6Y/6X 2 ) Py] - Px 2 = 0
 

6 U/6Xn = [(6Y/6Xn) Py] - Pxn = 0
 

The simultaneous solution of this set of partial

derivatives will 
result in the combination of the inputs
n 

to produce product Y that maximizes profit 
for farmers.
 

There are various ways 
to estimate response surfaces.
 
The best in 
 any case will depend on the quantity of
 
inputs, 
 the number of treatments, and the 
 type of
 
calculating or 
 -omputiny equipment available to
 
researche's.
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METHODS OF OBTAINING RESPONSE SURFACES
 

Simple Regression--Visiogra hic
 

If an experimental design includes only one input and
 
few treatments, and the researchers desire a quadratic
 
form of response surface, a simple and practical method is
 
to estimate the curve visually and graphically. This
 
requires only the simplest type of calculator. A design
 
using three 	levels of an input provides an exact estimate
 
of a quadratic curve. With more than three levels, the
 
method is less exact but still functional. Table VI-I
 
shows partial data from a fertilizer experiment on rice
 
conducted in Colombia.
 

Table V1 1. 	Nitrogen effect on yield of IR-22 rice in
 
Corinto, Cauca, Colombia.
 

Treatments 
 Yields
 

Replications
 
N P205 K20 I II Average
 

kg/ha
 

0 40 40 5500 5200 5350
 
150 40 40 7000 6350 6675
 
300 40 40 6950 7000 6975
 

Source: Hildebrand, 1972
 

Nitrogen is the only input that varies in these data. 
 The
 
yield of the individual replications and the mean of each
 
treatment level are shown graphically in Fig. V1--3. The
 
researchers desire to estimate a quadratic function of the
 

form
 

Y = a + blX + b2X
2
 

which represents the response of rice to nitrogen under
 
these conditions.
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6500 
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5500 

0 Observation 
X Average 

5000.--. 

0 75 150 225 300
 

N - kg/ha 

FIG.VI-3. Response of 
IR-22 rice to nitrogen in Corinto,
 
Cauca, with P205 = K20 = 40 kg/ha. 

The method is based 
on the fact that the first
 
derivative of quadratic
a function is straight
a line
 
(Fig. VI-4). The first derivative is 
a value equal to the
 
slope of the function for any value of or in
X, this case
 
the input nitrogen. Associated with an 
 increase in 
nitrogen from 0 to 150 kgiha (:Nl) is an average increase
 
of 1325 kg in 
the yield of rice (VYi). Here, the symbolA 
means "change in." Hence, 6N 1 can be read, "the change
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FIG.VI-4. 	 Method for estimnting a quadratic
 

response surface.
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in NI." The ratio AY, / AN1 is equal to the slope of Lhe
 
line which connects the mean yield values for 0 and 
 for
 
!50 kg/ha of nitrogen. This is also the average slope of
 
the curve 0 150 kg/ha of or
between and nitrogen 

equivalent to 75 kg of nitrogen (Fig. VI-4). Hence, the
 
value of AY1 / AN1 = 8.83 is plotted on the lower portion
 
of Fig. VI-4 for N = 75. The slope of tfle response
 
surface between 153 and 300 kg/ha of nitrogen is
 
calculated the same way. Here, AY2 is 300 and AN is 150,
2 

so 
 AY2 / AN2 = 2. This value is plotted midway between
 
150 and 300 or equivalent to N = 225. The straight line
 
drawn between the two values of AY/AN plotted on 
the lower
 
part of Fig. V1-4 is the function of the slope, or the
 
first derivative of the quadratic response surface.
 

Having two points on a straight line, it is simple to
 
calculate the equation of 
this line. The slope is derived
 
in the same manner as the slope for the curve. Find the
 
change in value of the derivative and divide that by the
 
change in value of N. In this case there 
are two known
 
points. For N = 75, the value of AY/AN is 8.83 and for N
 
= 225, the value of i.Y/.'N is 2. Hence, for the straight 
line the value of !i(,"Y/'N) = 8.83 - 2.00 = 6.83. The 
difference between 225 and 75 is 150, so the slope of the 
straight line is: (.Y/'N)/,N = -6.83 / 150 = -0.0455. It 
is negative because the value 'Y/AN diminishes between the
 
values of N = 75 and N = 225.
 

To this point, then, a portion of the equation of the 
straight line is known. That is, the value of the slope b 
equals -0.0455, so Y = a - 0.0455 
N. To find the v,leIue of
 
a, known values of AY/L.N and N can be substituted to solve
 
the equation for a. For N = 75, the value of AY/ AN =
 
8.83. Substituting these in the above equation, produces
 
-8.83 = 
a - 0.0455 (75). Solving this equation for a
 
gives a = t2.25. The equation of the derivative of the
 
quadratic cur x , then, is
 

ZY/A.N = 12.25 - 0.0455 N
 

Mathematically, tha quadratic response 
curve is the
 
integral of the straight line equation above. A simple
 
means of finding the integral of a straight line is to
 
multiply the equation by N (in this 
case) and divide the
 
slope of the straight line by 2. The result,
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12.25 N - 0.0228 N2 , is part of the quadratic function.
 
To this a constant of integration must be added, which is
 
equivaleBnt to tie intercept or the value of Y when N 
 is
 
zero. When a zero-level treatment 
is included in the data
 
set, and 'here are only three levels of input, the average 
yield at the zero level can be used as C, the constant of 
integration. In this case the average yield of the zero 
treatment 
 for IR-22 rice in the trial is 5350 kg/ha, so 
this becomes the value of C. The complete quadratic 
equatibn, then, is: 

Y = 5350 + 12.25 N - 0.0228 N2 

Later, using more orthodox statistical procedures, we will 
show that this is the same equation that can be derived by 
the method of least squares.
 

If no zero treatment is included in the data set, it
 
is still possible to find the value of C, 
the constant of
 
integration. 
 This is done once again by using known
 
values of Y and N and solving for the unknown constant of
 
integration. For example, "n T-his case, for a 
value of N 
= 150 the average value cf Y = 6675 kg/ha. Hence, the 
following information is available:
 

6675 = C + 12.25 (150) - 0.0228 (22,500)
 

which comc:s from the values of N = 150 and N2 = 22,500. 
Solving thi.s equation for C results 
in C = 5350.5, which 
is essentially the same value that was calculated before. 
Another alternative is to use 
the mean value of N and the
 
mean value of Y. However, care must be taken 
to calculate
 

N2
the mean value o. from the original levels of N. For
 
example, the three levels of N are 0, 150, and 300.
 
Squaring each of these values gives 0; 
22,500; and 90,000.
 
The average of these three numbers 
is 37,500.
 

The quadratic response surface being used to
 
represent the data is shown in Fig. VI-5. Note that in
 
order to make the curve smooth, the equation can be solved
 
for levels other than those used in the experiment. For 
example, a level of 
50 kg/ha of N results in an estimated 
value of Y for rice cf 5905. 

Now that the response surface has been estimated, it 
can be used to help analyze the data. First, find the
 
level of nitrogen which maximizes physical production. As 
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stated previously, this value of nitrogen can be found by
 
taking the derivative of the response surface and equating
 
it to zero. The derivative of the quadratic function is
 

dY/dN = 12.25 - 0.0455 N
 

This equation is then set equal to zero and solved for 
N. 
In this case, N = 270 kg/ha, which will result in a
 

7500­

7000. 0 0 

6500 .
 
Rice .
 
kg/ha
 

6000...
 

5500
 

5000­

0 75 150 225 300 

Nitrogen kg/ha 

FIG.VI-5. Estimated quadratic surface.
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maximum yield per hectare of rice. Solving the equation
 
of the response surface for 270 kg of N shows that maximum
 
expected rice production would be 6995 kg/ha. This point
 
can be plotted on the curve.
 

Economically, a more important value would be the
 
amount of nitrogen which would maximize profit for the
 
farmer with abundant resources. Once again, referring to
 
a previous discussion, this value can be found by equating
 
the derivative of the response surface to the ratio: price
 
of nitrogen/price of rice. Remember that the prices must
 
be inithe same units of measurement as the equation. At
 
the time of the study, IR-22 rice had a value of $2.80/kg
 
and the price of nitrogen as urea was $4.40/kg, both
 
expressed in Colombian pesos. Therefore, the following
 
relationship can be found:
 

dY/dN = 12.25 - 0.0455 N = 4.40 / 2.80,
 

from which N = 235
 

In other words, 235 kg/ha of N will maximize profit for
 
farmers with the prices as stated. Once again, solving
 
the equation of the response surface for N = 235, the
 
value of Y = 6970 can be found. Although it is possible
 
to produce 6995 kg,'ha of rice with 270 kg of N, it is not
 
profitdble to apply more than 235 kg/ha, because the cost
 
of the additional 35 kg/ha of N is greater than the value
 
of the additional 25 kg of rice.
 

It is possible to use the visiographic method to
 
calculate response surfaces for more than three levels of
 
one input, but the results are less precise. It is
 
necessary to draw a curve through the data points visually
 
in a form that approximites quadratic curve and appears
 
to be representative of the data. Once the shape of the
 
curve satisfies the researcher, three points along that
 
curve can be chosen and the same calculations made as
 
abo'e. When the equation of the estimated response
 
surface is found, if it does not satisfy the researcher,
 
it is possible to begin again with a new curve drawn
 
visually. Obviously, this method is subject to human
 
error and the bias of the researcher. However, with
 
practice it is possible to achieve acceptable results (see
 
Fox, 1968, p.102.) even though no estimates of sampling
 
error will exist.
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Simple Regression--Least Squares
 

With hand-held calculators, simple regression can he
 
figured easily. However, it is wurthwhile to understand
 
the procedure in case such a calculator is not available.
 

Table VI-2. 	Data and calculations for quadratic
 

regression.
 

Xl 
 X2 	 Y
 

0.0 
 0.0 	 5.50
 
0.0 
 0.0 	 5.20
 
1.5 2.25 7.00
 

I.F 	 2.25 6.35
 
3.o 	 9.0 6.95 
3.0 9.0 7.n0 

Total 9.0 22.50 38.00 

or Y 	 1.5 
 3.75 	 6.333
 

N2

Note: = 	 N and X2X1 


In order to compare the statistical method with the 
visiographic method, the same data set will be used. To 
facilitate 	 the 
calculation 	by a calculator, the data will
 
be tabulated in a somewhat different form (Table VI-2). 
To avoid the use of very larye numbers, the data have been 
coded. An appropriate codiny procedure is to consider N 
in units 
of 100 ky and yield of rice in metric tons. In
 
this way, all the values fall between ( and 10. The
 
required calculations follow. 
 Take careful note of
 
capital and lower-case letters.
 

2Xl2= X1 - [(XI) 2 / n 

2 +
where 'X 1 = (1.5)2 (1.5)2 + (3.0)2 + (3.0)2 

and ('.Xl) 2 / n 	 = 92 / 6
 

= 13.5
 

2
then iZxl	 = 22.5 - 13.5
 

=9.0
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2
x2 2 = EX22 - [(X 2 ) / n]
 

= 172.1.25 - 84.375
 

= 87.750
 

Zixx2 	 = EXIX2 - [(ZXI ) (xX2 ) / n]
 

= 60.75 - 33.75
 

= 27.00
 

Exly 	= EXIY - [(EXI)(TY) / n]
 
= 61.875 - 57.000
 

= 	 4.875 

Ex 2 Y 	= EX2Y - [(EX 2 ) ('Y) / n]
 
= 155.5875 - 14 .5000
 

= 13.0875
 

y2 	 = Ey2 - [(y[y) 2 / n]
 

= 243.9150 - 240.667
 

= 3.2483
 

The desired function has the general form
 

Y = a 	+ blX 1 + b2 X2
 

The values of a, bl, and b2 must be found. First, find
 
the value that is normally called D:
 

D 	= (lX )(x 2
2 ) - (EXlx 2 ) 2
 

= (9.0)(87.75) - (27)2
 

= 60.75
 

Then 	calculate bI by the following equation:
 

bl = 	 !(Ex 2 
2 )(Exly) - (xlx 2 )(Ex 2y)] / D 

and b2 as follows:
 

2b2 = 	 [(xI )(Ex 2 y) - (Xxlx 2 )(Ex l Y)] / D 
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In 	the example:
 

b, 	= [(87.750) (4.875) - (27.00)(13.0875)] / 60.75
 
= 1.225
 

b2 	= -13.8375 / 60.75
 
= -0.228
 

Now that and b2
b1 are known, find the intercept a by
 
using the mean values of Y, X1 , and X2 as follows:
 

6.333 = a + 1.225(1.5) - 0.228(3.75)
 

from which
 

a = 5.350
 

Remembering 
 that X1 ;s N and X2 is N2 , the ccmplete
 
equation is:
 

Y = 5.350 + 1.225 N - 0.228 N2
 

This is the same equation as was found by the visiographic
 
method, using the average values of 
the replications. The
 
values in this equation have been coded 
so the magnitude
 
of the numbers is different. Here N is measured in units
 
of 100 kg and Y in metric tons. Maximum production
 
results from N = 2.7 
units (270 kg), and production at
 
this level is 6.99 
tons (6990 kg) . These are essentially
 
the same values found before.
 

In order 
to find the level of N which maximizes
 
profit, use the prices for the same unit! in which N 
and
 
rice are measured. Because 1 kg of N costs $4.40, the
 
price of 
100 kgs is $440. With rice at $2.80/kg the price
 
of a trn is $2800. In order to find the amount of 
N which
 
will maximize profit, calculate:
 

dY/dN - 1.225 
- 0.456 N = 440/2800
 
so N 2.34 units or 234 kg
 

This is essentially the same value as was found by the
 
visiographic method. The difference is due to slight
 
roundoff error from coding.
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ANALYSIS OF RESPONSE SURFACES
 

Statistical tests of 
response surfaces are based on
 
three mearures of variations in the dependent variable
 
(frequently yield): 1) the variation explained by
 
regression, 2) unexplained variation, and 3) total
 
variation or the sum of 
1) and 2). A surface relating the
 
response of rice to N can be described as:
 

Y = f(NIP, K, water, soils, management, etc.),
 

where N is the variable input and those factors to the
 
right of the vertical line I are fixed or non-variable.
 
In the generalized function, there are terms relating the
 
yield to quantities of N and there is an error term:
 

N2
Y = a 4 bl N + + eb2 


Included in 
the error term (e) are errors in measurement
 
of the quantity of N applied (although this is assumed to
 
be precise); error in controlling levels of P, K,
 
irrigation, etc.; differences in management; and other
 
factors, such as incidence of pests that affect some plots
 
more than others. Also included in the error term is the
 
error which results because the form of curve
the utilized
 
does not perfectly fit the curvature of the biological
 
phenomenon. In summary, explained variation is comprised
 
of a + biN + b2 N

2 , and unexplained variation is contained
 
in the term e.
 

Total variation in yield is measured by the sum of
 
the squared deviations of yield from the average yield,


2
designated as y . The deviations from the mean value of
 
Y are shown in Fig. VI -a. Explained variation (variation
 
die to regression) can be shown as:
 

Z 12 2 = Z~b i ( F[ x i y ) } 

Unexplained variation 
(the sum of squared deviations from
 
the regression) is:
 

Y)2 2 

-(y- = Ey - E912 2 
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FIG.VI-6a. Deviations from the mean value of Y.
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FIG.VI-6b. Deviations from regression.
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Deviations from regression are shown in Fig. VI-6b.
 

Measures for evaluating the regression will be based 
upon 
the rice data previously used for the visiographic 

estimates. 

Coefficient of Determination
 

One of the best-known statistical measures of how
 
well a regression fits the data is the coefficient of
 
determination or the "goodness of fit," R . This


2
 

coefficient is the oroportion or percentage of the total
 
variation which is explained: explained variation divided
 
by total variation. Explained variation for the quadratic
 

function is:
 

2
Z912	 = blZXly + b2 Zx 2 Y
 

or in 	the example:
 

2
EY12	 = 1.225(4.875) - 0.228(13.0875) 

= 2.9879 

Total 	variation is
 

Zy2 = 	3.2483
 

Therefore,
 

R2 = 	(blxly + b2 Ex 2 Y) / Ey 2
 

= 2.9879 / 3.2483
 

= 0.920
 

This value of 0.920 means that 92% of the variation in
 
yield, when nitrogen is added, is explained by the
 
calculated quadratic response surface. As a general (but
 

R2
not 	 firm) rule, the value of should be greater than
 
0.5. In other words the response surface calculated
 
should 	 explain at least half the variation in the data.
 

2
An R value of 0.92 is considered high for the kind of
 
data being used here.
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Variance, Standard Error,and Confidence Intervals
 

The standard 
error of the estimate of the regression
 
is the square root of the unexplained variation adjusted
 
for degrees of freedom. Unexplained variation, or the
 
variance of the regression, is
 

2
Sy.12	 = (Ey2 - EY12 2 ) / (n - k - 1) 

where k is the number of coefficients estimated (bI and b2
 

in this example). In the example:
 

Sy.12 2 	 = (3.2483 - 2.9P79) / (6-2-1)
 

= 0.0868
 

Standard error is 
the square root of the variance:
 

Sy.1 2 	= (Sy.122)1/2
 

= (0.0868)1/2
 

= 0.29462
 

This value indicates the precision with which the
 
regression measures the average value of 
 yield, Y =
 
6.333 	 tons/ha. This value is used to 
 calculate the
 
confidence interval around 
the mean yield as follows;
 

1
± ta [Sy.12 / n /2]
 

where ta is the tabulated value of t for the level of
 
significance a and with n k degrees of
-	 freedom.
 

For example, at the 95% confidence level (a = 0.05) with
 
n = 6 and with 6 - 2 = 4 degrees of freedom, the
 
confidence interval is:
 

6.333 ± (2.776)(0.29462 / 2.45)
 

or
 

6.333 	± 0.334
 

With this result, there is a 95% confidence that the true
 
mean yield for the same treatments is included between
 
5.999 	and 6.667 metric tons/ha.
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Significance of the Coefficients
 

The confidence interval about the mean is a way 
 to
 
measure the error associated with the level of the
 
response surface. It is also possible to have errors in
 
measuring the slope and the curvature of the response
 
surface, represented by the values of bI and in the
b2 

example. The usual test is to determine whether the
 
values of the b's 
 (the regression coefficients)
 
individually are different from zero. This is done by the
 
use of the "t" test. If the value of t is not sufficient
 
to provide confidence that the value of a certain is
bi 

different from zero (either positively or negatively) it
 
is concluded that yield is not affected by the term
 
corresponding to the hi being 
tested. This follows,
 
because if the value of bi is not different from zero,
 
then it must equal zero and the term disappears from the
 
equation. Hence, in tie equation
 

Y = 5.350 + 1.225 N - 0.228 N2
 

if 	it is determined that b2 (-0.228) is not different from
 
N2
zero, the will disappear because it is multiplied by
 

zero and the equation left is of the form 
 Y = a + bN.
 
The value of b in the new equation would have to be
 
calculated 
 again because it would ')e different from bI in 
the quadratic form. 

The t values for each of the coefficients are 
calculated as follows: 

2 /tI 	= bI / [(Sy.1 2 )("x2 D)/ 2 ]
 

= 1.225 / [(0.29462) (87.75 / 60.75)1/2]
 

= 3.459
 

2
t2 	= b2 / [(Sy. 1 2 ) ('x2 / D)1/2] 

= -0.228 / [(0.29462) (9.0 / 60.75)1/2] 
- -2.0160 

Because it 
is known that the value of bl should be
 
positive and the value of should be
b2 negative, it is
 
possible to use a one-tailed "t" table for testing the
 
level of significance of these coefficients. If one does
 
not know beforehand whether a coefficient should be
 
positive or negative, it is necessary to use a two-tailed
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table because the coefficient could be either greater 
 or
 
less than zero. Frequently, a two-tailed table is
 
required to test 
 the value of interaction terms, for
 
example. Note 
Lhat the most commonly available "t" table 
is the two-tailed table. Returning to the example, find 
that for n - k ­ 1 = 6 - 2 - 1 - 3 degrees of freedom, the
 
value of t in a one-tailed table for 
the 0.025 level of
 
confidence is 3.182. The value of t for the 0.05 'e%2l of
 
confidence 
 is 2.333 and for the 0.10 level of confidence
 
the value of t is 1.638. From this, it can be seen that
 
the coefficient b, is significant at the 2.5% level and b2
 
is significant at the 10% level. These values of t
 
(one-tailed) can also be 
taken from a two-tailed table, as
 
follows:
 

Distribution of t for 3 degrees of freedom
 
Probability of a larger value
 

One-tailed 0.100 
 0.050 0.025
 
Two-tailed 0.200 
 0.100 0.050
 

t 1.638 2.353 3.182
 

The confidence interval for the two bi coefficients
 
is a function of ta and Sy.1 2. Obviously, different
 
values of the 
 hi within the confidence interval will
 
create different kinds of response surfaces. Errors in
 
estimating the bi coefficients create wider errors one
as 

moves further 
from the mean value. Hence, the confidence 
band (Fig. VI-7) is narrowest near the mean values of 

and Y. Errors in estimating the coefficients plus error
 
in estimating the level of the regression 
 create the
 
confidence band for the regression.
 

Significance of the Equation
 

The t test determines the significance of each of the
 
coefficients individually. Each coefficient can be
 
accepted or rejected in accordance with results of the
 
test. 
 The F test is a test of the significance of the
 
complete equation and, at the same time, a test of all the
 
coefficients combined. 
 The value of F is calculated from
 
already-known values of explained variation and the
 
variance of the regression, as follows:
 

100
 

X 



Fc = (E9122 / k) / Sy.12 2
 

= (2.9879 / 2) / 0.0868
 
= 17.2114
 

The F value in the table for (k) and (n - k - 1) or 2 and 
3 degrees of freedom is 16.04 for the 
 0.025 level of
 
probability. This means that the response surface being
 
calculated is highly significant (the calculated value of
 
F is larger than the value in the table).
 

Y 

Confidence
Band 	 , 

~Error 	 in 
Estimating81o°pe (b i)
(
////--/.(ErrorIn 


/ 	 Estimating 

x 

FIG.VI-7. 	 Errors in estimation contributing to a
 
confidence band in regression.
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In partial summary, the following values have been
 
calculated to help determine the significance of the
 
equation:
 

R2 
= 0.920
 
tI = 3.459 (2.5%)
 
t2 = 2.0160 (10%)
 
Fc = 17.2114 (2.5%)
 

In general, these values and levels of significance are
 
high, which indicates that the response surface calculated
 
is very representative of the real biological response
 
demonstrated by the data. For this reason, it is probably
 
not necessary to make other calculations to study the
 
significance of the response surface. Nevertheless, in
 
order to demonstrate the use of other analyses, the same
 
equation will be used.
 

Linear versus Quadratic Surface
 

In some cases, it may be logical to wonder if a
 
linear response better fits the data than a curvilinear
 
response. From the same rice data (Table VI-2), a linear
 
equation of the form Y = a + bN can be calculated. The
 
value of b is:
 

b = YxlY / Yx1
2
 

= 4.875/9.0
 

= 0.5416
 

Using the mean value of Y and X, the value of a is:
 

a = Y - b(l)
 

= 6.333 - 0.5416(1.5)
 

= 5.5206
 

The linear equation is:
 

Y = 5.5206 + 0.5416 N
 

Note that th- b in the linear equation is different from
 
the value of bI in the quadratic equation.
 

The "goodness of fit" of the linear equation can be
 
evaluated by
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R2 = b~xiy / Ey2 

= 0.5416(4.875) / 3.2483 
= 0.81 

which is lower than for the quadratic equation.
 
The significance of b can be tested using
 

tb = b
 
2


(y2 _ [(Exly) 2 / Exl2] i/ / [(n2)Ex 1 2]i/2 

= 0.5416 / [(3.2483-[(4.875)2 / 9]) / 4(9)11/2 
= 4.1686 

and with - - = 4n k 1 degrees of freedom, b is
 
significantly different from zero.
 

The F value for the linear equation is:
 

2
 
Fc = tb


= 17.38
 

With k and n - k - 1,or 1 and 4,degrees of freedom this is
 
significant at the 5% level.
 

Another test of the linear the
versus quadratic
 
equation is the "F" test, based on an analysis of
 
variance. 
 The method is used for evaluating the
 
significance of additional terms. Total variation (Z y 2 )
 
is divided into three parts: (1) the variation explained
 
by the equation without the additional term, that is, the
 
linear equation; (2) the increase in the 
 explained
 
variation resulting 
from adding the additional (quadratic)
 
term; and (3) the error or residual. The part explained
 
by the equation without the additional term is
 

E(biFxiy)
 

where i varies from 1 to k - 1, and the increase in
 
explained variation from the additional term is
 

E(bj~xjy) - E(bixiy) 

where j varies from 1 to k and i varies from 1 to k ­ 1 as
 
before. The term k is the additional term. Because
 
different terms 
 are included in the two equations, the
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1;alues of b i will be different in each equation. For
 
this reason, the increase obtained from 
 the additional
 
term is not simply bk Xky.
 

The value of the sources of variation for the ANOVA
 
(Table VI-3) in the rice example are calculated as
 
follows:
 

Linear: blXly 	= 0.5416(4.875)
 

= 2.603
 

Addition of quadratic term:
 

blxly + b2Yx2 Y - biXly 
= 1.225(4.875) - 0.228(13.0875) - 0.5416(4.875) 
= 5.972 - 2.984 2.6403 

= 0.3477
 

Total Ty2 = 3.2483
 

Error: total 	- linear - quadratic
 

= 3.2483 - 2.6403 - 0.3477 

= 0.2603
 

TABLE VI-3. 	 Analysis of variance comparing linear and
 
quadratic equations.
 

Source of Degrees of Sum of Mean
 
Variation Freedom Squares Squares
 
Linear
 
equation k-1 = 1 2.6403
 

Addition of
 
the quadratic
 
term 
 1 0.3477 0.3477
 

Error or
 
variation of n-k-i 0.2603
= 3 0.0868
 
the quadratic
 

equation
 

Total n-i = 5 3.2483
 

The mean square values in Table VI-3 are obtained in the
 
usual way, by dividing the sum of squares by the
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appropriate degrees freedom.
of The value of Fc iS
 
calculated by dividing the mean 
square of the additional
 
term by the mean square error or
 

Fc 	= 0.3477 / 0.0868
 

= 4.0058
 

d.f. = (1) and (n-k-i) or 1 and 3
 

In comparing the calculated value of Fc with the
 
value of F in the table, it is found that the aeditional
 
term is not significant. 
 This means that, according to
 
this test, the quadratic equation does not result in a
 
better representation of the response surface 
 than the
 
linear equation. But this is a contradiction of earlier
 
findings. Which of the statistical tests can be believed?
 
What can be conclude ? If statistics is a precise
 
science, how it result
can in cont.adictory conclusions?
 
Can we not have confidence in statistics? Some of these
 
questions are answered in the 
following section.
 

A Priori and A Posteriori Information
 

Statistics is not a science in itself. Rather 
it 	is a
 
tool to aid in scientific studies. Isolated from reality,
 
statistics produces little information. For this reason,
 
it is necessary that researchers know their data and have
 
a sound base in the theory of their science. Above all,
 
experience is highly valuable to the 
 researcher when
 
analyzing and interpreting information collected 
 from
 
experiments and other research.
 

In Figure VI-8 the rice data and two which
the curves 

were calculated are plotted. The problem is to choose
 
between the two 
 curves -- is the quadratic or is the
 
linear more representative of reality? Table VI-4 is a
 
summary of the statistical values calculated for 
the two
 
equations. The value of 
Fc for each of the equations is
 
similar and both are significant at the 5% level of
 
confidence. However, the F test the
ot quadratic term
 
indicates that it does not significantly improve the
 
representation of response
the phenomenon. This is
 
supported by the lower value of t 
of the quadratic
 
coefficient, which is significant only at the 
10% level.
 
On 
 the other hand, the variance or standard error of the
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regression for the qLoadratic equation (Sy.1 2 2) is half
 
that of the linear equation (Sy.x2) and the coefficient of
 
determination R2 for the quadratic is much better than the
 
R2 
for the linear equation.
 

7500­

7000--0 

6500--


Rice 
kg/ha
 

6000­

5500­

5000--

I I I 
0 75 150 225 300 

Nitrogen kg/ha 

FIG.VI-8. Comparison of lineFar and quadratic response
 
surfaces.
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TABLE VI-4. 	 Summary of statistical values calculated
 
for the linear and the quadratic equations.
 

Statistic 
 Linear Quadratic
 
R2 
 0.813 0.920
 

Sy.x2 or 	 0.152
Sy.122 	 0.0868
 

tb 
 4.1616**
 

tb-
 3.4590**
 

tb2 	 -2.0160*
 

Fc (equation) 17.38** 
 17.21**
 

Fc (quadratic 
 4.0058 N.S.
 
term)
 

**Sir..ificant at 
a 5% level
 
* Significant at a 10% level 

On the basis of pure statistical analysis, the
 
quadratic surface might be rejected in favor of the linear
 
surface even though the R2 is better for 
 the quadratic
 
surface. The rejection of the quadratic surface would be
 
based on the t test of the coefficient b2 and of the F
 
test of the same term, The t test indicates that the
 
coefficient b2 is significantly different from zero 
 only
 
at the 10% level, and the F test 
indicates that including
 
the quadratic 
 term does not improve the estimate of the
 
response.
 

Theory and experience with surfdces, and in
 
particular, response to nitrogen, assure us that ovet 
 a
 
wide range of application, response should not he linear.
 
In 
this case, the range of application of nitrogen appears
 
to be adequate to give a curvilinear response, and it does
 
appear that the mean values ot the observations fall on a
 
curve, not on a straight line. On 
the other hand, it is
 
possible that experimental resUlts indicate a curve 
 that
 
is more complex than a quadratic curve. That is, within
 
the range of application in the experiment it 
is possible
 
that all three stages of production exist. However, with
 
only 
 three treatment levels in this experiment it is not
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possible to make this 
kind of conclusion.
 
Then what can be concluded? Statistical calculations
 

have resulted in a curve, but with tests of 
 significance
 
which lead one to reject the curve. Even though the
 
statistical tests are not significant 
at:high levels such 
as 1%, 5%, or even 10%, if one were to conclude that the 
curve is more significant than the straight line, it would
 
be a correct conclusion in more than POe% of the cases. In 
this specific case, the calculated value of Fc indicates 
that the quadratic term is significant at a level between 
15% and 20%. 

To make a conclusion based on the data presented and 
with theoretical logic -and experience, the best evi .ence 
available indicates the ofthat response IR-22 rice to 
nitrogen with 40 kg/ha of and 40P2 0 5 kg/ha of K20 in 
Corinto, Cauca, is curvilinear between 0 and 300 kg/ha of
 
N. Furthermore, it appears that production reaches a 
maximum near 270 kg/ha of N. Usinj a csIrcilinear equation
it is possible to calculate the profitability of capital 
invested in fertilizer and to determine cptimum doses for 
different comnbinations of 
prices for fertilizer and rice.
 
If, on the other band, one concludes that the linear 
response is the correct response, those kinds of 
interpretations cannot be made. The only conclusion that 
can be reached from the linear equation is that it pays to 
apply 100 or 150 kg/ha of N, but it also pays to apply 200 
and 300 kg and even more. This type of conclusion is not 
very reasonable. 

It can be seen that theory, logic, experience, and 
other 
 a priori and a posteriori information provide much
 
of the basis for analysis and interpretation of data, and
 
that statistical analysis is not sufficient by itself. In
 
summary, in addition to statistical analysis, the
 
researcher must count 
on: 1) apriori information such &s
 
theory and experience; 
and 2) a posteriori information
 
such as the physical and economic feasibility of the
 
results.
 

MULTIPLE REGRESSION--VISIOGRAPHIC
 

A visiographic method 
can also be used to estimate a
 
responsa surface from 
a two-input experiment, if several
 
levels of each input are included. However, the method is
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graphic and does not result in a mathematical equation. 
If the data are reasonably good, the method can be 
precise, and with practice different persons will achieve 
similar results. The procedure is amenable both to 
agronomic and economic analyses. Data from a rice trial 
in La Virginia, Riseralda, Colombia, provide an example. 

Table VI-5. Partial results from an N-P-K experiment 
with IR-22 rice in La Virginia, Risaralda,
 
Colombia, conducted hy The National Rice 
Program, Colombian Agricultural Institute
 

(ICA).
 

Treatments ± pl ications
 
N P K I if Mean
 

------- kg/hak---------


75 20 20,60 5435 5170 5302
 
75 60 20,60 6275 4535 5405
 

225 20 20,60 5715 6330 6022
 
225 60 20,60 6805 C130 6468
 
150 40 0,40,80 6540 5907 
 6223
 

0 40 40 4440 4500 4470
 
300 40 40 69r0 6800 6875
 
150 0 40 5400 6450 5925
 
150 80 40 5670 5280 5475
 

Source: Hildebrand (1972)
 

The experimental design of the original trial was a
 
partial or incomplete factorial arrangemc.t in a modified
 
central composite design (see Chapter V) with five levels
 
each of N, P, and K. 
 Response to N and P were stronger
 
than response to K, so for purposes of this example
 
differences in K levcIs will be ignored. Partial data 
are
 

shown in Table VI-5.
 

The first step is to construct a graph with the axes
 
representing quantities of and quantities of
P2 05 N (Fig.
 
VI-9). 
The mean yield levels for each known combination of
 
N and P are then plotted onl this graph. These values
 
represent different levels 
on the response surface. Then,
 
with these values as guides, topographic contour line; are
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drawn visiographically (Fig. VI-9). Unfortunately, 
 a
 
zero-N, zero-P treatment was not included in this trial,
 
so no value is available for the origin. However, with
 
care, reasonably smooth contours can be drawn. In this
 
example, contour levels of 5000, 5500, 6000, 6200, 
 6400,
 
6600, 6800, and 7000 were drawn. It appears that the
 
maximum yield level will approximate 7000 kg/ha.
 

100 5000
 
5500 

5475 6000
 
80 
 6200
 

P205 6400
 
(kg/ha) 600
 

60 
 6800
 
.-7000
 

40 04470 e6223 6875 

5302
 
*6022
20 


5925
 
0 0 

0 50 100 150 200 250 300 

N (kg/ha) 

FIG.VI-9. Response surface estimated visually.
 

The contours in Fig. VI-9 can be smoothed by another
 
simple process (Fig. VI-IO). Slices of the response
 
surface in Fig. VI-9 are taken for several levels of 
 P.
 
These represent single variable response surfaces for N.
 
The points estimated from the surface are plotted as in
 
Fig. VI-lO, and then a smooth curve is drawn through the
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7000 P =40 

P= 60 

Rice 
kg/ha 

..P= 20 

6000 

5000 

4000 
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 50 100 	 150 200 250 300
 

N kg/ha 

FIG.VI-l0, 	 Smoothing the surface with levels of
 
phosphorus.
 

points, as illustrated for P = 40 in Fig. VI-IO. The
 
contours in Fig. VI-9 are then Emoothed by taking the N
 
and P values from Fig. VI-1O for each contour level. Fig.
 
VI-11 shows the smoothed contours.
 

The graphic response surface in Fig. VI-11 can be
 
used for economic interpretation. Consider the price of P
 
as 
$2.00 and the price of N as $4.00. Budget lines can be
 
constructed as in Fig. VI-iI. The first budget line (the
 
furthest to the left) represents a cost of $200. If a
 
farmer 
 has only $20) to spend for fertilizer, he can
 
purchase any combination of N and P along the $200 budget
 
line. The highest yield which can be achieved with $200
 
of fertilizer is approximately 4950 kg/ha. This would be
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FIG.VI-11. Smoothed product contours and budget lines.
 

achieved with approximately 37 ky/ha of N and 18 kg/ha of
 
P, represented by point A on 
Fig. VI-lI. If a farmer has
 
$400 to spend, maximum yield will approximate 5450 kg/ha
 
and will be achieved with approximately 80 ky/ha of N and
 
25 of P, ai: the intersection labeled point B. With $600
 
to 
 spend, maximum yield would approximate 5930 ky/ha and
 
would be achieved by utilization of approximately 123
 
kg/ha of N and 30 kg/ha of P (point C on the figure).
 
Similarly, best combinations and yield levels can be
 
estimated for other budget amounts, such as $1000 and
 
$1400. The cost of moving from one budget line to the
 
next and the value of added yield can be calculated to
 
determine profit or net return for 
different levels of
 
fertilizer 
 use (Table VI-6). In this example, taken from
 
an earlier period when fertilizer prices were low, it pays
 
to apply fertilizer to produce nearly 7000 kg/ha 
of rice.
 
If the price of fertilizer were double that used in the
 
example, profit would decrease after the 
 $1200 tudget
 

line.
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TABLE VI-6. 
 Costs and returns from most economic
 

combinations N and P fertilizer 
for vice,
 
visiographic estimation, 1970.
 

= 
Pn $4.40/kg, Pp= $2.00/kg, Pr= 
2.80/kg.
 

Levels of 
 Cost of Value of Net
 
N P 1
Y fert. rice return
 

kg/ha 
 - -- Colombian pesos 

0 0 4400 0 12,320 12,320
 
37 18 4950 200 13,860 13,660
 
80 25 5450 400 15,260 14,860
 
123 30 
 5930 600 16,604 16,004
 
166 35 6280 800 17,584 16,784
 
210 39 6550 i00') 18,340 17,340
 
253 43 6775 1200 18.)70 17,770
 
29" 47 6900 1400 1.9,320 17,920
 

I.Excluding fixed costs; that 
is, net only of the variable
 
cost of fertilizer.
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VII
 
Farmer-Managed Trials 

Previous chapters have described a process by which
 
researchers evaluate technological alternatives 
over one
 
or more locations and years, utilizing 
their own
 
understanding of farmers' resources, desires, and
 
capabilities, and with increasing 
farmer participation in
 
researcher-managed trials. 
 After analyzing results from
 
previous trials, the best alternatives are then placed in
 
farmers' hands for their evaluation. Keeping in mind that
 
it is the farmer who must ultimately make decisions
 
concerning adoption 
 or rejection, farmer-managed trials
 
(FMTs) provide the opportunity for farmers to become the
 
primary evaluators of new technology. In order for the
 
farmer to be able to evaluate the results of 
a trial, the
 
trial must possess three critical characteristics: 1) the
 
technology must be simple enough for 
farmers to comprehend
 
and manage it; 2) farmers must use their own resources so
 
they 
 can understand all implications of the alternatives;
 
and 3) design of must be simple
the trial enough that
 
farmers can observe differences in treatments and/or
 
measure them, 
 with their own means of measurement. An
 
example of an FMT might be the testing of a new 
cultivar
 
under the farmers' normal planting and cultivating
 
procedures. The farmers pay all 
their usual costs plus
 
the cost of the seed of the new variety. Design of the
 
trial would be simple: farmers plant one plot with the
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new variety and a similar check plot with their usual
 
variety.
 

FMTs can be designed to provide agronomic and
 
economic data for the researcher, but the trial proces­
must not interfere with 
the farmers' normal activities and
 
their ability to interpret results as they see them.
 
Because there is little control of variability, a large
 
number of farms across a region 
 are required for
 
researchers to measure treatment 
 effect. Regional
 
analysis will determine the level of stability of the new
 
technology and the degree of 
 homogeneity of the 
recommendation domain. It is important to recognize that
 
trials "lost" for purposes of researcher evaluation are
 
not necessarily lost for the purpose of farmer evaluation. 
Farmers will decide on the merits of the alternatives 
without drawing on the kind of technical data needed by 
the researcher.
 

Conducting an FMT is relatively easy because of 
 its 
simplicity. Tt has a reduced number of treatments 
(sometimes just one), and usually has no replications. 
The simplicity of FMTs makes it possible for other 
institutions to play a role in the evaluation process in 
the region. For example, being involved in on-farm 
trials provides an opportunity for extension personnel to 
become familiar with the technology. A major advantage of 
this involvement is the establishment of stronger 
institutional linkages, which can accelerate adoption of 
newly developed technology. 

Recommendation domains are tentatively defineu in the 
initial characterization and are redefined or partitioned
 
during the research procedures described in previous
 
chapters. For purposes of 
the FMTs, only farmers who fall
 
within the specific recommendation domain for which the 
alternatives were designed should be chosen to 
participate. 

DESIGN
 

Because there are 
large numbers of farmers involved
 
in FMTs and because the trials are not managed by the
 
researcher, there is a limit 
to the number of measurements
 
the researcher, personally, will be able 
to make during
 
the trials. The most important, and usually the only one,
 
will be yield. Other information will be available from
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crop records maintained in collaboration with the farmers.
 

Check Plots
 

At each location (farm) there must be a means for
 
comparing the new technology with that of the farmer.
 
This may come from a check plot or from sampling the
 
farmer's yield, 
 Both of these methods have advantages and
 
disadvantages. One of 
the main advantages of the check
 
plot is that it is identified ah-ad of time on a
 
representative part of the farm, 
anc : can be harvested
 
at the same time as the treatment pl Jr plots. then a
 

PRACTICAL FIELD ADVICE
 

Farmers may treat identified check plots
 
differently from their own fields for a couple of
 
reasons.
 
1) They usually know how to produce more than
 
they do produce and want to prove this to the
 
researcher. The reason they do not produce more
 
on their own fields should be investigated.
 
Results will usually reflect constraints that are
 
imposed on 
a whole farm but that can be relaxed on
 
a single small plot. The tendency to prove
 
something to the researchers is reduced 
 as
 
confidence builds between researchers and farmers.
 
2) Because check plots are part of the "trial,"
 
farmers may wait until researchers tell them
 
something needs to be done before doing it and 
not
 
do it at the same time they do their own fields.
 
Good communication between researcher and 
 farmer
 
reduces this problem.
 

The first case results in higher yields in
 
the check plot than on the farmers' own fields.
 
The second case results in lower yields on the
 
check plot. Both kinds of error have been
 
otserved.
 

sampling procedure is used, it may slow harvest 
 because
 
sample sites must be harvested prior to the regular
 
harvest of the farmer. If delays are encountered, the
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farmer may harvest the 
 whole field before data are
 
collected. An advantage of 
the sampling procedure is that
 
the fa... - has 
 no means of previously identifying the
 
check a-..a, so it cannot be _reated differently from the
 
rest of the field.
 

If check measurements are to be taken by sampling, it 
is important 
 that the locations be chosen completely at
 
random. One convenient method is to choose a row and a
 
distance into the field (in that row) from a table 
 of 
random numbers, and to harvest a set distance in that row 
,probably the net row length in the trial plot). The 
procedure is repeated until sufficient replications have 
been made to make the area harvested by s~impling equal to 
the net size of the treatment plot. Another method of 
measurinq the results of the farmer's practice is to 
locate a check plot on paper, positioned randomly in the 
field, and mark its location at the time of harvest. 

Plots should be large enough to allow realistic 
estimates of labor requirements and other economic 
factors. They should also facilitate evaluation by 
farmers. The unit or units used should be related to
 
those commonly used by farmers in the area 
 (hectare,
 
manzana, 
 cuerd), tarea, etc.). It is important that the 
area be large enough on each farm that it can be of 
significance to the farmer. If possible, 10% to 20% of
 
the area allocated for that crop on 
 each farm should be
 
included, so the
that farmer must give it appropriate 

attention. 

Number of Sites
 

The number of sites needed in an FMT to test 
 an
 
alternative in 
 a homogeneous recommendation domain will
 
depend on several factors, including:
 
1) the nature of the alternative to be tested;
 
2) the budget available to researchers;
 
3) demands on their time for other kinds of trials; and 
4) the number of farmers in the recommendation domain. 

Usually, the 
 fourth factor is not limiting. The first
 
factor is important because a more 
complex technology or
 
alternative requires more learning time from each farmer,
 
and the researcher will have to visit each 
farm more often
 
for supervision.
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Field researchers will 
be involved in several 
 kinds
 
of trials and must regularly spend time at those they 
are
 
managing. They 
 need time to analyze data and write
 
reports. 
 They require transportation to be able to move
 
among widely dispersed trial sites. 
 All these factors
 
modify the number o-
 farmers each researcher can include
 
in FMTs. For 
 a team of three to five researchers
 
operating in one recommendation domain a minimum number of
 
farms participating in on-farm trials is probably around 20.
 

ANALYSIS AND INTERPRETATION OF RESULTS
 

There are four different kinds of evaluation that can
 
be made from farmer-managed trial.-:
 
1) the farmers' personal evaluatiors, from which they
 

decide whether to accept the technology, reject it, 
or 
continue testing it; 

2) a survey evaluation by researchers in the year of 
the
 
trial to ascertain what farmers say about 
the
 
alternative tested;
 

3) a technical evaluation made during the year of the
 
trial from 
data collected by researchers and/or
 
farmers; and
 

4) an evaluation of acceptability made 
the year following
 
the trial, based on 
farmers' active acceptance or
 
rejection of the alternative.
 

Farmers' Evaluation
 

This is the most important evaluation in an FMT.
 
Farmers know their 
land, climate, and families' needs and
 
capabilities and 
have a built-in method of evaluating new
 
technology based on their 
interpretation of what 
they see
 
or measure in 
the trial (in some cases taking into account
 
opinions from neighbors). From the time they need 
 to
 
obtain any 
new inputs (e.g., fertilizer, seed) or follow a
 
new procedure, their evaluation mechanism is 
in operation.
 
It is not always necessary for farmers to measure the
 
harvest 
 from a plot i;, order to make a decision about the
 
acceptability 
of an alternative. 
When farmers do measure
 
the harvest, 
 they will be more interested in their own
 
means of measuring than those 
 of the researcher.
 
Researchers' needs 
 should not interfere witi farmers'
 
evaluation.
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There are two phases in fatmers' evaluation. One,
 
passive evaluation, is accomplished the year of the
 
trial. Farmers decide what they think they will do with
 
the new technology the next year (accept, reject, or 
continue exper imen t i ng with it). The second phase is 
active evaluation. This occurs the year after the trial,
 
when the farmers actively decide whether or not to use the 
new technology, of their own volition, with all the 
associated costs and risks. 

Passive evaluation
 

It is often convenient or necessary for an FSR/E team 
to make a formal evaluation of how farmer. feel about the 
alternatives they are testing during the year in which the 
test was made. The purpose is to measure the potential 
acceptability or rejection of new technology to determine 
whether it may have to underjo furthLr evaluation in FMTs 
the following cycle or is ready for wider distribution. 
If it is ready, it will be necessary to assure the 
availability in the market of any components to be 
purchased; or assure that there is a .aarket outlet for the 
product. If reaction from farmers is negative, pertinent 
feedback to the research team is necessary for 
modi f icati on of the technology or to recommend its 
elimination from further testinq. Farmers' passive 
evaluation of acceptability can be assessed by a simple 
directed survey of some or all of the participating 
farmers to ascertain what they think about the 
alternatives. The farmers might indicate which of 
 two
 
tested varieties they consider more resistant to a certain
 
disease, which resulted in the best yield, which had the 
best eating quality or was better for storage, etc. Most
 
important, perhaps, is whether the farmers think they will 
implement the new alternative the following year. It is 
also important to ask farmers interviewed why they think 
they will or will not use the alternative the next year. 

In the eastern part of Guatemala, ICTA developed an 
early, high-yielding, open-pollinated white maize variety 
that had performed well in on-farm tests for three years 
(Table VII-I). The new material, B-5, was compared with 
H-3, a popular, high-yielding hybrid from El Salvador, and 
with Arriquin, a local early variety. 
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TABLE VII-1. Maize yields from on-farm trials in Jutiapa,
 

Guatemala.
 

Genotype 1978 
 1979 1980 Avg.
 

tons/ha 

B-5 4.56 2.80 3.72 3.69
 
H-3 3.68 2.61 3.69 
 3.33
 
Arriquin 3.15 
 2.48 3.17 
 2.93
 
Source: ICTA
 

In 1981, there were 25 
farmers collaborating in this
 
FMT (Samayoa, 1980). A preliminary survey to ascertain
 
farmers' passive evaluation was conducted before 
harvest.
 
lalf the collaborators had planted second or 
 third
 
generation 11-3 and other hybrids from seed they had saved. 
Six planted Arriquin, and the 
 remaining collaborators
 
planted other local varieties. 
 Results indicated that 71&
 
of tile farmers said they intended to plant B-5 the
 
following year. 
 More than one-third indicated that their
 
neighbors wanted B-5 seed. 
 Those collaborators who did 
not indicate that they would plant 13-5 seed were waiting 
for the harvest before deciding. (It can be seen that it 
would have been better to conduct the survey after harvest
 
but other demands on the researchers at that time 
prevented it.) In other results, 74l considered B-5 to be 
resistar.t to drouth, 63i thought the height of the plant 
was adequate (not too low, in this case), 75L liked the 
size of the ear, and 83' agreed that the material was 
earlier than the variety they planted. As a result of
 
this evaluation, it was recommended that B-5 seed be
 
multiplied so that sufficient amounts would be available
 
the following year for interested farmers. 

Active evaluation
 

In the year that farmers are participating in an FMT, 
they are continuously making judgements about the
 
technologies being 
 tested. When questioncd about their
 
evaluations, they will respond according to how they 
 are
 
thinking at that particular moment. But real
the test of
 
the technology is its acceptability. This comes at the
 
time when farmers actually decide whether 
or not to use
 
the alternative. 
 Even though they may previously have
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indicated their intent 
to use it, now that they must go to
 
town to buy new seed or a new product, or must spend more
 
time working in the field in order to use it, they may
 
decide against it. Or, they may decide to use the
 
alternative but to modify it; for example, they may use
 
only half as much fertilizer as recommended and tested the 
previous year.
 

Through another directed survey the year after the
 
FMT, researchers can obtain the information necessary to
 
make an assessmenc of farmers' 
 active evaluation of
 
acceptability. Permers are asked if they are using the
 
alternative and, if so, on what proportion of 
the area of
 
that particular 
 crop fo,: which it was recommended. An
 
index of acceptabiLity can be calculated 
 from this
 
information:
 

Ia (C x A) / 100 

where: la = Index of acceptability 

c 	 =The percentage of the farmers interviewed
 
who used the practice on at least part of
 
the crop the year following the FMT in
 
which they participated
 

A From among those farmers who used the
 
practice the next year, the percentage of
 
the area they have planted to that crop on
 
which they are using the practice
 

As an example, of 60 farmers who collaborated in an 
FMT the year before 40 were interviewed for purposes of 
calculating an index of acceptability. Of the 40, there 
were 20 (C = 50) who used the alternative on 70% of their 
crop (A = 70). Thus,
 

Ia 	 = (50 x 70) / 100
 

= 35
 

Experience has suggested that if Ia exceeds 25 and C
 
is equal to or greater than 50, there is a good
 
possibility that adoption of the 
 technology in the
 
recommendation domain will follow. Note that this is an
 
evaluation of acceptability of technology to the farmers.
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It is not a measure of "acceptance," which would imply
 
adoption or impact. However, a high Ia can be used to
 
predict a high rate of adoption.
 

Results of a directed survey to evaluate active
 
acceptability can provide additional information. For
 
example, consider the following possibilities:
 

C A Ia
 

Case I 90 10 9
 

Case I 10 90 9
 

In Case I, farmers were generally interested in the
 
alternative (90% continued using it) but they 
were not
 
completely convinced and continued experimenting with it
 
(they used it on only 10% of their crop). In this case,
 
it would be worthwhile for the researchers to continue
 
working with the farmers for another year on the same
 
alternative and to make follow-up evaluations the second
 
year. In Case II, 90% of the farmers rejected the
 
alternative, so it cannot be considered "acceptable" as 
it
 
is. However, there is a subgroup who considered the
 
alternative very acceptable because they planted most of
 
their crop with the new technology. Therefore, the
 
researchers should define the characteristics that
 
differentiated these farmers from those who rejected the
 
technology and consider partitioning their recommendation
 
domain with respect to this alternative.
 

A second use of the survey the year after the FMT is
 
to ascertain why farmers accepted or rejected the
 
alternative or alternatives. T~is information can be used
 
to help guide the development of other alternatives and
 
usually provides additional insight into problems and
 
concerns of target farmers. In the case of a rejected
 
alternative that shows great potential to increase the
 
productivity of a farming system, a further analysis of
 
why it is not acceptable will guide researchers both on­
and off-station in how to improve it to meet the farmers'
 
demands. This may be the case of a maize variety for which
 
the ear is not completely covered, causing a high
 
incidence of ear rot. The course of action here would be
 
a breeding project to remove that defect.
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In September and October 
1980, a sample of 29
 
collaborators from a 
group of 35 involved in an FMT for
 
new upland rice varieties was surveyed 
 in eastern 
Guatemala (Ruano, 1981). The farmers had planted the new 
varieties the year before and compared them with their own 
varieties, using 
 their own cultivation and management 
practices. Of the 29 farmers surveyed, 27 (93') used the 
new varieties the following year. These 27 farmers 
planted 81i of their rice in 1980 with the new varieties. 
The index of acceptability is calculated as follows:
 

la = (93 x 81) / 100 

= 75 

This high value indicates that the new varieties possess 
characteristics that are quite acceptable to the farmers 
in the recommendation domain. (Unfortunately, this report 
does not differentiate between the two improved lines 
tested 
 in the trial.) Following are the major
characteristics and reasons given by the farmers for using 
or not using the new varieties the second year. 

Reasons for using No. of responses (n = 29) 

Excellent yield 13 
Easy to thresh 
 10 
Appropriate growing period 
 5
 
Others 10 

Reasons for not using
 
Could not find seed 
 3
 
Shatters easily in the 
field 
 1
 
Less straw than local varieties 1
 

The reasons given by the farmers for using or not using 
the new varieties support the high value of the
 
acceptability index. These 
 varieties can be promoted on a 
large scale with confidence that they will find a high 
degree of acceptability and ultimately be widely adopted 
in the recommendation doa in. 

In another area, 30 farmers participated in an FMT in 
maize in 1979, and 27 were interviewed in 1980 
 to
 
ascertain 
 their evaluation 
of varieties and fertilizer
 
practices (Ruano, 1981). The 
results for the fertilizer
 
practices 
 are in Table VII-2. The recommendation for 
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fertilizer was 
to apply 97 kg/ha (150 lbs per manzana) of
 
20-20-0 at planting and 45 kg/ha of urea 25-30 days after
 
planting.
 

TABLE VII-2. 	 Index of acceptability for maize
 
fertilization practices.
 

Applications
 
1st 2nd
 

% of collaborators that
 
fertilized as 	recommended 41 41
 

% of their maize area fertilized
 
as recommended 
 32 47
 

Index of acceptability 	 13 19
 

Of the 27 farmers interviewed, six of them (22%) did
 
not use fertilizer at all in 1980 because the price 
was
 
too high and/or they did not have the money for it.
 
Another 10 farmers 
(37%) applied some fertilizer, but not
 
at the recommended rates. The remaining 11 farmers 
(41%)
 
made both applications. They used recommended rates on
 
32% of their maize in the first application and applied
 
recommended rates to 47% of 
their maize the second time.
 

The recommended practice for fertilizer 
 application
 
does not appear to be as generally acceptable as were the
 
rice varieties in the previous example. Perhaps there is
 
a difference in economic capacity or there may be a soil
 
effect 
 that accounts for the difference found in
 
acceptability. There may be two recommendation domains
 
involved so that further analysis of 
the situation 	appears
 
warranted. A directed survey or an analysis of field
 
notes and field histories may be used to determine whether
 
that is the case and 
to help partition the recommendation
 
domain.
 

Researchers' Evaluation
 

Because only the 
treatment variables are controlled,
 
technical analysis of the results of 
 FMTs requires
 
different procedures from 
 those used for the usual
 
experimental designs. A useful method of 
analysis is to
 
combine a modified stability analysis and a frequency
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distribution of confidence intervals. Modified stability
 
analysis is based on a procedure long used by plant
 
breeders. It is a means of using the variability found on
 
different farms to hclp confirm recommendation domains or
 
indicate a need to partition the domain. The modified
 
stability analysis is a relatively simple procedure which
 
utilizes an environmental 
index created by on-farm trial
 
data as a means of measuring all the factors which
 
influence response to a technology. These factors include
 
climate, soils, and farmer management practices. 
A simple
 
associated procedure, a graphic distribution of confidence
 
intervals, is used to evaluate the variability in results 
to be expected from a technology within a recommendation 
domain. Both procedures are amena', 1 e to calculation with 
simple calculators; neither requires, though 
 both can
 
benefit from, replicated designs. They are specifically
 
useful for on-farm tria s conducted at several locations.
 

Modified stability analysis 

To understand modified stability analysis
 
(Hildebrand, 1984), consider farmer-managed trials
 
conducted over a large number 
 of farms within one 
preliminary recommendation domain and utilizing an 
improved cultivar compared with a local variety. No other
 
changes are made from farmers' usual practices. The only
 
constant at location
each (farm) is the cultivars. Each
 
farmer subjects them to 
 different soil conditions,
 
planting dates, 
 pest control, fertilizer, and other 
management practices. A farm for which the average yields 
of the two cultivars is high (for whatever reason) is
 
considered to be a "good" environment for the crop as 
measured by the average yield. A farm for which yields 
are low (for whatever reason) is considered to be a "poor" 
environment. Environment, then, becomes a continuous, 
quantifiable variable whose range is the range of average
 
yields from the trial. Yield 
for each of the varieties
 
can be related t:oenvironment by simple linear regression,
 
based on the following equation:
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i = a + be 

where: Yi = yield of variety i, and
 
e = environmental index equal 
to the average
 

yield of all treatments at each location
 

By fitting the eqcpitici independently for each variety,
 
then plotting the yield response to 
environment for each
 
variety 
 on the same graph, it is possible to visually
 
compare varieties. Using the same procedure, it is easy
 
to generalize these equation 
sets to any number and kind
 
of treatments.
 

TABLE VII-3. Maize yield from farmer-managed, on-farm
 
trials, Phalombe, Malawi, 1981/1982.
 

Farmers in first village
 
Trts 
 1 2 3 4 5 6 7 8 TMV
 

-- t/ha -

LM 2.2 2.2 
 1.9 1.2 1.3 0.9 1.0 0.5 1.4
 
LM-F 3.6 3.7 
 4.3 3.2 2.3 2.3 3.1 2.8 3.2
 
CCA 3.5 
 2.0 2.9 0.4 0.6 0.5 0.6 0.3 1.3 
CCA-F 5.0 4.7 4.3 3.5 2.4 1.7 3.0 2.8 3.4
 
MF = e i 3.6 3.2 3.3 2.1 1.7 1.3 1.9 1.6
 

Farmers in second village
 

1 2 3 4 5 6 
LM 1.8 1.1 1.6 1.0 1.6 0.6 1.3 
LM-F 3.2 2.5 2.9 1.2 1.9 0.8 2.1
 
CCA 2.2 0.7 0.9 0.3 1.1 0.3 0.9 
CCA-F 2.9 2.5 2.1 1.1 0.8 0.4 1.6
 
MF = ei 
 2.5 1.7 1.9 0.9 1.4 0.5
 

Source: Hansen et al., 1982.
 
LM = Local Maize 
 CCA-F = Fertilizer CCA
 
LM-F= Fertilizer Local 
 MF = Mean for farmer
 
CCA = CCA Maize 
 TMV - Treatment Mean 

for Village
 

Data for a maize trial from the Phalombe Project in
 
Malawi (Hansen et al., 1982) are analyzed as an example.
 
Fourteen farmers from two 
villages participated in trials
 
conducted on their respective farms. A simple,
 
non-replicated 
 2 x 2 factorial arrangement with two maize
 

127
 



varieties and two levels of fertilizer (0 and 30 ky N/ha) 
was used. All maize was intercropped with cowpeas and 
sunflowers, a common practice in the area. Maize 

varieties tested were the "local" flint variety and CCA,
 

an improved semi-flint composite. The data for the 
Phalolnbe Project area are in Table VI1-3. 

Data for each fertilizer level and for each variety 
are fit by simple linear reg ressio n . Th is can be 
accomplished easily on simple, pre-projramied electronic 

calculators. 

The calculations for simple linear reqress ion for 
non-programmed calculators fol low, based on usinq local 
maize without fterti Ii zer (IN) as an example_,. The values 
of Yi are the individual 1-rm yields for Lm, or 2.2, 2.2, 
1.9,..., 0.6. The va LLeS of o in th0 OCIuat ion are the 
mean yields for each farm, or 3.6, 3.2, 3.3, ... , 0.5. By 

convention, X is used for e in the ol[owino. 

>x 
2 	 = - [(X) 2 / 

= (3.6)2 + (3.2)2 +...+ (0.5)2 - [(27.6)2 / 14] 

= 65.02 - 54.41 

= 	 l0.r 

X:xy = EXY - (YXEY / n) 

= (3.6 x 2.2) + (3.2 x 2.2) +...+ (0.5 x 0.6) 

- [(27.6) (18.9) / 14] 
= 42.68 - 37.26 

= 	 5.42 

2 
b 	= Exy / x
 

= 5.42 / 10.61
 

= 0.511
 
and 

a = Y - bR 
= 1.35 - 0 .511(1.97) 

= 0.34 

2 
 2
To estimate R it is necessary to calculate Ey :
 

2I:y2 	 = ) y 2 _ ((Xy) / n] 

= (2.2)2 + (2.2)2 +...+ (0.6)2 - [(18.9) / 141 

= 29.41 - 25.52 

= 3.89 
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and
 
2
 

R2 = b)xy / yy
 

= (0.511) (5.42) / 3.89
 

= 0.71
 

This equation, and others calculated the same way,
 
along with the data points, can be displayed graphically
 
for visual comparisons (Figs. VII-l and VII-2). In each
 
case, the R? value indicates a very good fit. It appears
 
that the materials respond differently to environment and
 
that the local material is superior in "poor" maize
 
environments while the improved material is superior in
 
"good" maize environments. Both cultivars, however,
 
respond favorably to fertilizer in both good and poor
 
environments.
 

The analysis provides evidence that the farms are part
 
of two recommendation domains. This evidence warrants
 
further study. In the poorer environments (e < 2), i.e.,
 

5- YL:0.3 4 +0.5le YC= -0.87+ 1.03e 

0 R2 =.71 R2 =.78 

4-
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WI­
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0 0 0 

00
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4 

ENVIRONMENTAL INDEX (e), metric tons 

FIG.VII-1. Grain yield response for local maize (L)
 
and CCA composite (C) to environment, without
 
fertilizer, Phalombe Project, Malawi.
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those farms which normally do not produce more 
than 1.5
 
tons/ha of local maize without fertilizer (the traditional
 
technology), 
the local material is superior whether 
or not
 
the farmer fertilized at the rate used 
 in the trial.
 
However, if local, unfertilized maize usually yields more
 
than 1.5 tons/ha on a particular field 
or for a particular

farmer (the better 
maize environments with 
e > 2), the new
 
material is superior whether or 
not it is fertilized at
 
the rate used in the 
trial. These conclusions apply to 
a
 
fieid or a farm.
 

Although results from two 
or more years could be used
 
in the analysis, use of the environmental index negates
 
many of the problems associated with only one year's data.
 
It measures response 
 to good or poor environments
 
regardless of the 
reasons 
that those environments are good
 
or bad. If another year is better 
or worse for maize, the
 
data points for an individual farm will shift to the right
 

5 Y=D.77 +0.98e Y=-0.23+1.46e
RL-.85 R2 =.89 o mposite (o) 

°
 

cn
 

0 4 

E I 
2o2 

ENVIRONMENTAL INDEX (e), metric tons 

FIG.VII-2. Response of 
local maize (L) and CCA composite
 

(C) to environment, with fertilizer, Phalombe
 

Project, Malawi.
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or left, but a "3" environment changes little if the same
 
treatments are 
 used. 
 Only if the usual environmental
 
index range is 
much higher or lower, or the range of the
 
index very 
narrow so that extrapolation is extreme, should
 
there be concern with the use of data from only one year.
 

Distribution of confidence intervals
 

It appears from the modified stability analysis that
 
two recommendation 
domains exist relative to the use of
 
maize cultivars in the farmer-managed trial 
in Malawi. A
 
method of further examining the data to aid in making
 
specific recommendations 
 is to use a distribution of
 
confidence 
 intervals for the technologies and for each
 
partitioned recommendation domain. 
 In this case there are
 
nine farms in the "poorer" environment (e < 2) and five in
 
the "better" environment (e > 2).
 

The confidence interval is calculated for any level
 
of confidence, a, from
 

± 	taS / (nl./'2) 

where
 

= 	 the mean treatment yield, 
a = the level of confidence,
 

2
S = [Ex / (n-l)ji/2 , and
 
ta = value from a "t" table
 

In the example, for > 2 and
e for the unfertilized
 
local variety, the yields are 
2.2, 2.2, 1.9, 1.2, 1.8. As
 
always
 

Fx 2 
7X 2 
= - (EX) 2 / n
 

= 	17.97 - 17 30
 

= 	 0.67 

S 	 = (0.67 / 4)1/2
 

= 0.409
 

So the confidence interval 
for any level a is
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7 ± ta(O. 40 9 / 2.236)
 
or
 

1.86 ± ta(0.1 8 3 ) 

From a two-tailed "t" table for n - 1 = 4 degrees of
 
freedom, the following values are obtained.
 

Degrees of Probability of a larger value 
(a)
 
freedom 0.50 0.40 0.20 0.10 
 0.5 0.01
 

4 .741 .941 1.533 2.132 2.776 4.604
 

A 50% confidence interval is
 

1.86 ± 0.741(0.183) = 1.86 ± 0.14 

or from 1.72 to 2.00/ha. A 90% interval is
 

1.86 1 2.132(0.183) = 1.86 ± 0.39 

or from 1.47 to 2.25/ha. This last value means that a
 
farmer with this environment or in this recommendation
 
domain could expect a yield of 
from 1.47 to 2.25 t/ha 90% 
of the time from the local variety, unfertilized. By
 
calculating several intervals, smooth curves 
such as those
 
in Fig. VII-3 can be drawn. 
 In this way, any two (or

more) technologies can easily be compared. In 
Fig. VII-3,
 
when 
 the cultiv~rs are not fertilized, the local variety

is much more stable than the composite. Even though there 
is some potential for higher yield with the composite, the 
risk of very low yields may be greater than farmers would
 
be willing to accept. If 
 a farmer in the better
 
environment fertilizes, however, then 
there is a clear
 
choice in favor of the composite. With either cultivar,
 
fertilization presents a superior technology.
 

In the case of farms in the poorer environment (Fig.

VII-4), the 
 local variety is clearly superior, with or
 
without fertilizer. 
 Even here, though, fertilization 
appears to be a technology that shoild be recommended if 
farmers have enough cash to purchase it.
 

For the two recommendation domains in the 
 Phalombe
 
area, then, the recommendations based 
 on a technical
 
analysis would be to fertilize the local maize variety in
 
the poorer environment and to use the composite maize with
 
fertilizer 
in the better environment.
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FIG.VII-3. Distribution of confidence intervals for
 
grain yield of local and CCA composite maize,
 
Phalombe Project, Malawi. High environments­
five farms where average yield (Y) greater
 
than 2 t/ha.
 

To be effective for extension purposes, way
a to
 
differentiate between recommendation domains must be
 
available. In this case, 
a study of field histories
 
showed that the better environments were related to the
 
use of manure. Manure, in turn, was available only to the
 
farmers who had cattle. Hence, 
the better environments,
 
which comprise one recommendation domain, included those
 
farmers who attl.e who the on fieldhij -nd used manure a 
where maize would be planted. 

Another example of the analysis of farmer-managed
 
trials comes from ICTA, in Guatemala. In 1976, following
 
a Sondeo which characterized the western Chimaltenango
 
area and defined three recommendation domains (Duarte et
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FIG.VII-4. Distribution of confidence intervals for grain 
yield of local and CCA composite maize, 
Phalombe Project, Malawi. Low environment­

nine farms where average yield (Y) less than 

2 t/ha. 
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al., 1977), a technology was designed that utilized twin
 
maize rows (Fig. VII-5). This technology was designed to
 
maintain the maize yield of the subsistence farmers in the
 
area, who barely had enough land to provide their
 
families' maize needs for the year. 
 Pairs of maize rows
 
were compressed and a bed 
one meter wide became available
 
between each pair of rows for the production of other
 
crops, which were envisioned to be cash crops (Hildebrand
 
et al., 1977). Maize yields in early trials were
 
comparable to the traditional maize yields and did not
 
require any changes in technology within the maize rows,
 
othe2r than the practice of pairing. Crops grown between
 
the maize rows included common beans, potatoes, and wheat.
 

/ I /I I II 

FIG.VII-5. Arrangement of double maize 

Distance in meters. 

.'14 

rows. 
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In 1979, ten 
farmers participated in farrer-manaqed
 
trials utilizing the twin 
rows of maize and interplanting 
potatoes. This technology was compared with the farmers' 
own technology (Table VII-4). Results of the nine trials 
for which adequate data were obtainable appear in Table 
VII-3. The results are analyzed with a distribution of 
confidence intervals for various evaluation criteria. 

TABLE V11-4. 	 Technologies compared in farmer-managed
 
maize trials in 1979 in Chimaltenangc,
 
Guatemala.
 

Variables 
 Farmer's 
 Recommended
 
Practices (Av(e 
 by ICTA
 

Variety 
 Local 
 Local
 
Fertilization
 

kg/ha N 59 101 

P205 40 64
 
Plant population
 

(1000/ha) 
 41.7 
 41.7
 
Distance 	(m)
 

Between hills 
 1.0 
 1.0
 
Between rows 1.2 
 0.4 and 2.0
 

Source: ICTA, Guatemala
 

To calculate the confidence intervals, the following 
procedure is used. Maize yield for the recommended
 
technology (Table VII-5) will be used as an example. 

Calculate sum 	of squares:
 

x=2(Cx) - 2 / n] 
= 175.0455 - 169.9547 

5.0908
 

S2 2
mean square: = Zx / (n - 1) 

= 5.0908 / 8 
= 0.6364
 

si2 	= S2 / n 

= 0.6364 / 9 
= 0.0707
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TABLE VII-5. Yield, income, 
and cost from nine locations
 
in a farmer-managed maize and potato trial,
 
Patzun, Guatemala. 

Yield Gross Total Net Net income/ 
Maize potato Income Cost Income Total cost 

-metric ton/ha-
 S/ha Ratio 

Improved technology 
4.66 6.80 2368 1652 716 0.43 
4.74 8.29 2710 1,195 1215 0.81 
2.08 10.34 2851 1482 1369 0.92 
3.81 13.76 3740 1497 2243 1.50 
4.00 10.75 3113 1493 1620 1.08 
5.47 4.86 2092 1496 596 0.40 
3.44 5.57 1869 1475 394 0.27 
4.98 6.21 2298 1493 805 0.54 
4.93 8.10 2704 1495 1209 0.81 

Traditional technology
 
3.86 
 722 343 
 379 1.10
 
5.28 
 987 359 
 628 1.75
 
3.48 
 651 339 
 312 0.92
 
3.61 675 341 334 
 0.98
 
3. 6 666 340 
 326 0.96
 
4.41 
 825 350 '175 1.36
 
3.93 
 735 344 391 1.14
 
4.76 890 
 353 537 1.52
 
2.65 496 
 330 166 0.50
 
Source: ICTA, Guatemala
 

2
standard error: Sx = (Sx2 )i/


= 0.266
 

or with a calculator that programmed to
is provide the
 
standard deviation, S
 

= 2
Standard error: Sx S / (nl/ ) 

= 0.7977 / 3 

= 0.266 
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The confidence 
 interval is calculated as follows for
 
various values of a:
 

x + taSx with n-l degrees of freedom
 

In the example there are (9-1) = 8 degrees of freedom.
 
For a = 0.50 the value of t is 0.706 so 
 the confidence
 
interval is 4.35 ± (0.706) (0.266) or from 4.16 
to 4.54
 
t/ha.
 

All confidence intervals are calculated in the same
 
way. Fig. VII-6 shows 
the distribution of confidence
 
intervals of gross income 
for the improved system and the
 
traditional system. The Lraditional 
system is very stable
 
but at a much lower level of gross income. The same is
 
true 
 of net income (Fig. VII-7). On the basis of these
 
two evaluation criteria, it would 
seem that the improved
 
system is definitely superior to the traditional system.
 

50
 

60 Traditional Maize In twin rowsMaize with potatoes 

70 
Confidence 
Coefficient 

80 

90 

100 
0 1000 2000 3000 

Gross Income (S/ha) 

FIG.VII-6. Distribution of confidence intervals for
 
gross income, traditional maize versus maize
 
in twin rows with potatoes.
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60 Maize in twin rowsiZwith potatoes 
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80 
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0 1000 2000 

Net Income ($/ha) 
FIG.VII-7. Distribution of confidence 
intervals for net
 

income, traditional maize versus maize in 
twin
 
rows with potatoes.
 

However, there are other criteria which may be much
 
more important for the farmer. In this 
area, foremost in
 
farmers' minds is producing enough maize to 
 feed their
 
families. 
 For maize yield (Fig. VII-8), which would be
 
important from 
 this point of view, it appears that the
 
improved system not
does present any more risk than the
 
traditional system. In 
fact, it may be slightly superior.

So this criterion also appears 
to be favorable for the
 
improved technology. However, it should be noted that the
 
improved system uses approximately five times 
 as much
 
capital as the traditional system. This is due mostly to
 
the production of potatoes. The criterion of return to
 
investment is completely 
different (Fig. VII-9). 
 The
 
traditional practice is superior 
to the alternative being

tested. For the farmer who has 
little capital to invest
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FIG.VII-8. Distribution of confidence 
intervals for
 
maize yield, traditional maize versus maize
 
in twin rows with potatoes.
 

and many alternative uses for this capital, there may be
 
sufficient risk to 
 prevent widespread adoption of an
 
otherwise apparently good technology.
 

The year following the farner-managed test with this
 
technology, personnel 
 from ICTA returned to interview
 
paLticipating 
 farmers to calculate an index of
 
acceptability for the technology (Table VII-6). Seven of
 
the nine farmers who provided usable data were interviewed 
at this time. (To have more confidence in the index of 
acceptability, the of includednumber farmers should be 
greater.) Four of the seven were(57%) using the improved 
system. However, they were using it only on 16% o the 
land they had planted in maize, so the index of
 
acceptability 
 was only nine. This indicates a fairly low
 
level of acceptability of the practice.
 

140
 



50 W, I 
W, Traditional 

W Maize 

60 W Maize in twin rows 
with potatoes 

70Confidence 
Coefficient 

80 

90 

100 I 
0 0.5 1.0 1.5 2.0 

Net Income/Cost 

FIG.VII-9. Distribution of confidence intervals for
 
return to cost, traditional maize versus
 
twin rows with potatoes.
 

If one examines the system involved, it is evident
 
that it is not a substitute for maize, as 
was implied in
 
the calculation of the acceptability index, but rather a
 
means of allowing firmers to 
produce an alternative cash
 
crop (potatoes) without reducing the amount of maize
 
produced on the farm. Therefore, a more relevant 
measure
 
of acceptability would be 
to estimate the index based on
 
potato production on 
 each farm, rather than on maize
 
production. Data are not 
available from the 
 directed
 
survey on this criterion. However, would
it be
 
anticipated that the farmers who used the system the year

following the 
 trial planted a high proportion of their
 
potatoes 
 in the new system. For example, if the only
 
potatoes the four farmers planted were 
in the new system,
 
the index of acceptability would be 57.
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TABLE VII-6. Number of collaborators and area planted
 
in twin rows of maize interplanted with 
potatoes, Chimaltenango, 1980 (n = 7). 

Area (ha)
 
or Number 
 Percent
 

Total area planted to maize (ha) 3.85 
 100
 

Collaborators who used the 
 4 57
 
twin rows
 

Total area of all maize on
 
4 farms with twin rcws (ha) 1.4
 

Total area of maize in
 
twin rows on 4 farms 0.23 16
 

Index of acceptability 
 9
 
(57 x 16) / lOG
 

Source: Samayoa, 1980
 

Response surfaces derived from modified stability
 
analysis
 

Previous examples of the modified stability analysis
 
were based on discrete, or non-continuous, variables.
 
Crossing of the regression lines suggests need to
a 

partition the recommendation domain because it 
indicates
 
that in part of the domain one technology is better, while
 
in another 
 part of the domain a different technology is
 
superior.
 

Modified stability analysis is also amenable 
 to
 
analysis of continuous variable data, such as fertilizer
 
response. With a continuous variable, differential
 
response between poor and good environments can be
 
detected and used to partition a recommendation domain
 
even where cross-over does not occur. Data from 
 a
 
nitrogen response trial for radishes conducted as part of
 
a farming systems class at the University of Florida are
 
used in the following to show continuous data analysis and
 
the potential for partitioning recommendation domains.
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TABLE VII-7. 
 Average radish yields from "farmer-managed"
 

nitrogen response trial, 1984.
 

N Level (cwt/acre)

"Farm" No. 0 1 
 2 3 4 x=e
 

- - tons/acre
 

1 
 1.56 2.00 2.49 
 1.40 1.35 1.76
 
2 0.54 1.08 0.91 0.50 
 0.42 0.69
 
3 1.68 2.58 1.64 
 2.17 2.?7 2.08
 

4 0.29 0.43 0.65 0.96 0.74 0.61
 
5 0.77 1.87 1.65 
 0.83 1.21 1.27
 
6 0.92 1.84 1.44 
 1.04 1.30 1.31
 

7 1.04 3.72 2.18 2.31 1.95 2.24
 
8 1.81 2.75 3.00 
 3.17 2.73 2.69
 
9 0.98 2.75 2.31 2.83 2.70 
 2.31
 

10 0.87 0.83 1.16 0.85 0.90 0.92
 
11 0.44 1.99 2.24 
 2.07 1.35 1.62
 
12 1.01 2.30 1.85 2.21 0.40 1.56
 

Treatment
 
average 0.99 2.01 1.79 
 1.70 1.45 1.59
 

Source: Farming systems class trials, 
Univ. of Florida
 

The trial was conducted at two locations on the
 
agronomy farm on the campus in 1984. The class was
 
divided into six 
teams, each consisting of four members.
 
Each team conducted an experiment using a randomized
 
complete 
 block design at each of two locations. Because
 
the teams managed their trials differently, each trial at
 
each location is considered a farm for purposes of
 
analysis. Hence, there are twelve 
farms included in the
 
trial. Data are shown 
in Table VII-7.
 

The linear equations calculated for each of the
 
treatments are 
of the form
 

= a + be 
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where Y is yield and 
e is the environmental 
 index for
 
each farm. The equations as estimated by least squares
 
are summarized 
 in Table Vli-8. The equations are shown 
graphically in Fig. VII-lo. 

TABLE VII-8. Linear equations for modified stability
 
analysis calculated from radish data.
 

Trea tmen t 
cwt N/acre a b R2
 

0 0.13 0.54 0.55 
1 0.04 1.24 0.81 
2 0.31 0.93 0.80 
3 -0.23 1.21 
 0.84
 
4 -0.26 1.08 0.76
 

To obtain the data for 
 the response surfaces, 
estimates of yield for each N level can be taken from the 
graph, or 
 the linear equations in Table VII-8 can 
 be
 
solved. The latter is more precise. Yields are shown in 
Table VII-9 for two environmental levels, e : 1.5 and e = 
2.5, which lie within the range of data. These values 
were obtained by solving the equations i - Table VII-8 for 
the two values of e and for each N level.,, 

TABLE VII-9. Estimated radish yield for five 

levels of N for two environments. 

cwt N/acre 
e 
 0 . 2 3 4 

tons /ac re-- ---­

1.5 0.94 1.90 1.70 1.58 1.36 
2.5 
 1.48 3.14 2.64 2.80 2.44
 

The data in 
Table VII-9 are then used to obtain two
 
respcnse surfaces. A quadratic surface seems 
appropriate,
 
based on 
 the type of response. The two equations,
 
estimated by least squares, follow:
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N =1.0 
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0 0.5 1.0 1.5 2.0 2.5 

Environmental Index = e 

FIG.VII-10. 	 Response to environment of N treatments
 

on radishes.
 

Y1.5 = 1.07 + 0.72N - 0.17N 2 R2 = 0.74 

2.5 = 1.70 + 	l.11N - 0.24N 2 R 2 = 0.68
 

These equations are graphed in Fig. ViI-lI.
 
Biologically and economically, these two curves appear to
 
represent different situations. In the better
 
environment, production is maximized with 2.31 cwt of 
 N.
 
Maximum yield is 2.98 tons. Maximum production in the
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FIG.VII-11. 
 Response of radishes to N for two different
 

environments.
 

poorer environment, with 2.12 cwt 
of N, is 1.83 tons of
 
radishes. 
 With prices of $30/cwt for N and $400/ton for
 
radishes, the most 
profitable application of N is 2.16 cwt
 
in the better environment and 
1.90 in the poorer. Yield
 
in each case 
is 2.96 and 1.82 tons respectively. in the
 
better environment, 
 the 2.16 cwt N cost $64.80 and the
 
increased radish production from adding the 2.36 cwt N is
 
worth $504.00. Profit in 
the better environment then is
 
$439.20 
and net rate of return to investment is 439.20 /

64.80 = 6.78. In the poor environment, the 1.9 cwt of N
 
cost $57.00 and increased production was worth $300.00.
 
Profit in this environment is $243.00 and 
net rate of
 
return to investment is 243 / 57 = 4.26.
 

146
 



The important aspect of this example is to
 
demonstrate how management, as 
 opposed to soils and
 
climate, 
 affects yield, and how differences in management
 
can be utilized in analyzing results of on-farm trials.
 
Within locations (the first six "farms" 
in Table VII-7 are
 
from one location and the last six from another), the
 
differences resulted 
 from the way each team planted and
 
cared for the radishes 
 -- soils and climate were
 
essentially identical. Between locations, soils differed
 
somewhat, but 
 climate was similar. Fcr purposes of
 
partitioning a recommendation domain, all of the first
 
location could be considered to be in the poorer
 
environment. 
 But in the other location, half the "farms"
 
are in the better environment and halif 
 in tile poorer
 
environment. An analysis would have to 
 be made to
 
determine tile sources 
 of this difference in order to
 
define the partitioned recommendation domains.
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VIII
 
Initiating and Managing
 

FSR/E Programs
 

Previous chapters have dealt 
 with technical and
 
statistical aspects 
 of on-farm research in FSR/E. This
 
chapter 
discusses problems and practices involved in the
 
organization and management of 
FSR/E programs.
 

Most countries consider the development of the small
 
farm sector as a hiqh national priority. Existing public
 
and private sector research and 
farm service orqanizations
 
often address the needs of the larger, more commercial 
farms and those in the best agricultural regions. For 
these reasons, an early and necessary step in initiating 
on-farm research is likely to be a conscious political 
and
 
management decision 
to target a larger share 
of research
 
and extension resources on 
the problems and priorities
 
common to small, limited-resource farms. 
 The goals of a
 
national FSR/E 
 system can be broadly stated to be
 
generating, testing, evaluating 
the acceptability of, and
 
disseminating new 
 or modified technology which can be
 
directly applied by 
 farm families in their farm
 
operations. The adoption of 
the improved technology would
 
be expected to result 
in an expansion of production and
 
improved standards of living for 
farm families.
 

In describing the organization and management of 
 a
 
national FSR/E system, it is assumed here 
that a decision
 
has been made by the directors of national research and/or
 
extension organizations 
 to develop an on-farm research
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program. The organization and management of 
FSR/E in a
 
particular country depend
will upon the nature and
 
responsibility of existing institutions. 
 In several
 
countries, of which Guatemala the
is best documented
 
example, separate institutes were created to carry out
 
on-farm 
 research. In other countries, limited
 
agro-technical and agro-biological research 
 is already

being carried 
 out on farms, and some socioecoromic and
 
physical resource information is being collected and
 
analyzed 
 by a wide variety of service , industry groups,
 
and universities. 
 In some country settings, it is the
 
extension organization which is better prepared 
to conduct 
on-farm or applied research and which may provide the 
impetus for an FSRi,E program. 

GETTING AN 
ON-FARM RESEARCH PROGRAM STARTED
 

For most institutions, when adding or expanding 
an
 
on-farm research 
program, some important reorganization
 
and reallocation 
 of resources will be required. Most
 
larger research institutions are organized for program

implementation through several 
commodity and disciplinary
 
programs. it 
is rarely possible financially for each 
program to initiate and carry out its own on-farm research 
sequence, although soine larger commodity programs may 
already have a number of varietal trials on farms. From 
several points of view, it may be preferablc to form a 
separate 
 program group with responsibility for most
 
on-farm research activities. The actual conduct of trials
 
and surveys would be delegated to multi-disciplinary teams
 
assigned to 
 specific regions or geographic areas. Team
 
composition and the 
 process of defining and choosing
 
geographic areas are discussed later in this chapter.
 

Many research institutions lack social science
 
groups, or, they
where do exist, their programs are
 
usually considered to be totally separate 
from biological
 
programs. Successful on-farm biologic research 
programs
 
are dependent upon the professional inputs of agricultural
 
economists, sociologists, anthropologists, and extension
 
education specialists. These disciplines 
are critical but
 
research directors and others in authority may 
 need to
 
assure that they are represented and accepted 
 as full
 
participating 
members in planning and implementing all
 
programs of work. 
 Each of these disciplines has an
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important contribution to make in the selection of
 
research problems and priorities, the design and analysis
 
of results, and the screening of recommendations for
 
farmers. Carrying out multi-disciplinary team work in an
 
interdisciplinary manner is not 
an easy mode of operation
 
for most persons trained in narrow disciplinary fields.
 
It needs to be encouraged and supported.
 

Althcugh on-farm rosearch activities are a logical
 
outgrowth of research institutions, it is also possible to
 
have an extension institution involved in applied or
 
adaptive research. This alternative should not be
 
considered as 
a shift of the research responsibility from
 
a research to an extension institution. The on-farm
 
program should be related to the research institution for 
technical orientation and support needed by the extension 
staff.
 

Close cooperation between research and extension is
 
not common in most developing countries. 
 Often their
 
institutions are budgetarily and physically separated;
 
national extension and research organizations are seldom
 
equal in budget and number of personnel. It is also not 
uncommon to find a lack of cooperation between these 
organizations and even personal animosity between
 
researchers and extensionists. All these factors affect
 
the flow of technology transfer from the research program
 
to extension activities. Therefore the alternative 
 to
 
have on-farm research activities within an extension
 
framework is, in principle, one way to establish a
 
rewarding relationship betweei the two organizations.
 

PLANNING AND MANAGING ON-FARM RESEARCH
 

Any successful research program requires 
 some
 
mechanism for establishing a work plan and for
 
periodically reviewing progress. Advanced planning of
 
on-farm research is particularly important because the
 
work occurs off-station. Consequently, it is important to
 
specify, in 
advance, what research is to be undertaken and
 
the degree of support to be provided by commodity or
 
disciplinary teams, as they must work 
in a decentralized
 

manner.
 

The first step in developing a work plan is problem
 
identification. Objectives of the initial
 
characterization and exploratory stages of a regional
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research progrim were described in Chapters I, II, and III. 
From these, a prioritized 
list of problems and promising 
new technology options will have been identified. 
 The
on-farm research team will have participated in those 
stages, and, in cooperation with commodity and discipline
 
program leaders and station 
 directors, can develop a work 
plan or research protocol in each research region. It may
be useful to include specialists from other institutions
 
in the analysis anu planning sessions 
 to broaden the 
overall viewpoint. The protocol should spell out in as 
much detail as possible the purpose and objectives of each 
regional on-farm research souhpr rogr am; the number and kinds 
of trials, experiments, or tests to be carried out; the 
methods and analyse,; to be used; the eq uipment, materials, 
and human and f i na , i a I resou rces reQLj i red ; and the 
persons , commod i ty and disciplinary teams, or other 
services cooperating in the execo t ion of the regional 
program and their contribution.
 

As a regional program 
 conti nues over several yeirs,
the size and composition of the core team and the inix of 
needed back-stopping services will change. Initially, the 
geographical area for which the teamn is re'sponsliiile should 
be kept small. The level of e ffort will be comparatively 
greater 
 in the first years, as data needed to understand 
socioeconomic, biological, and technica I problems are 
collected and analyzed. However, as the initiil on-farm 
trials are completed and ag ro-cl imatic parai.leters and 
recommendation domains are refined and described, it may

then be possible to increase the size (0O 
 the area or
 
reduce the size 
of the core team.
 

Each member of the 
 team can be given responsibility

for all research trials and farm 
 records for a given set 
of farms even when these cut across several specialties. 
As noted, support and guidance can be provided by station­
based specialists or more senior team members on a 
periodic basis. This method provides a buil-in mechanism 
to improve the technical knowledge and research capability
of each team member and, most importantly, the 
understanding of the farm as part of a complex biological 
and management system. The feedback of information to 
traditional research and academic 
institutions contributes
 
to the orientation 
of basic research as well.
 
Alternatively, depending 
on the size and complexity of the
 
region, 
 work may be divided within the team in part along
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disciplinary lines. 
 As an organizational. framework,
 
however, this alternative is usually less productive.
 

The specific nUlber of trials 
and other activities 
one person (an m4anag, w ill depend, a1onj other thinqs, 
upon ease of accessi and mode of transportation available, 
distance between trial sites, the number 0' 1)1ots , and 
ileasureiloents and oosurvation; to be recorded. A typical 
workload f.or each te Ill Me 'i!1b1: mitht involve tile 
supervision of 5 to 5 fa rmer-manakd trials,
 
responsibility for 
 8 to 12 Sit- spiL fiw or regiona I 
trials, and wo 1 1ect ion of ,rop ords r n '5 to 10) farms. 

Off-stat ion research alsoLgo ire]s a di lfc rent mix of 
research support sLaf f, IaC I itis, and e]u ipment. 
Reg i ona 1 on-fha rui research pr(o; tais -ud or [di on the 
strength and r Il iabi Iity of- trn:;ils rtotion and the flow of 
financill SUpplert for ful' , latrFiilS, s il,ities, and the 
Like. Io i lity of the t?,wi and tiimel ie; in carrying out 
the work it critic tl for accu rate , e ial1 e research 
results and to naIinta in cred ibility with ar rs. A 
vehiclt which will. not run or .;sedS whic,:h arr ive too late 
are Of no immnediatel? Vatluh to the ros(airch tLoam alld may 
cause s 2rious delays in programs or f-inancia i loss to
 
coll aborating farmetrs.
 

DEFINING RESEARCH REGIONS 

The ideal number ,1. ariC Itotal restarch reg ions 
defined for a country depelnds Luponi two Iodin factors: I)
ecological diversity, and 2) the spatial, distribution of
 
farm system types . in prit ice, 
 geo(graphic I im its of each 
research 
region a:, typically established in either of two 
ways. 'ihe iost comimon is al ong; geopo lit ica I divisions of
 
the country. 
 AI ternat i vel y, agro-ecolog ical boundaries 
may be used if they ate known. The advatLage of the f i rst 
is that publ ic se rv ies and p1 anni nJ and budget 
respons ib i lit ies are on the has is of pol it io-a boundaries. 
The advantage of tile agrt-ewo oeicii approach is that 
major crop production zones, soil type boundaries, and 
farming system boundaries are often closely correlated. 
From a research management standpoint, this al lows better 
coordination between on-station and on-farm research, 
better scientific support for regional teams, and 
 easier
 
interaction with 
 the parent research organization. In
 
either 
 case the definition of recommendation 
 domains
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should guide the FSR/E activities within each region.
 
Factors which influence the choice of research
 

regions where work is to begin or to be concentrated can
 
include: the number of small, limited-resource farms;
 
rural population density; the importance of 
the region for
 
food and cash crop production; the agricultural. potential
 
of the region; and the potential to extrapolate research
 
findings to similar regions. As a practical matter, the
 
choice 
 of research regions may be to support political
 
objectives, such as counteracting rural unemployment or low 
income levels or enhancing a national development plan.
 
In determining the number of research regions to which 
on-farm research teaims are to be assigned, the number of 
separate research subjects, number of trials, and the like 
should be considered. The main criteria will be those 
that reach an equilibrium between priority needs and what 
is possible, given available resources. The importance of
 
program planning and budgeting cannot be overstated. Once
 
research 
 is underway in several regions, interregional
 
coordination must assure that information is exchanged and 
resources are allocated to each region and client group on
 
an equitable and efficient basis.
 

EVALUATING ON-FARM RESEARCH
 

As research moves off station, 
 some support and
 
operation costs incurred. The
will be logistics of the
 
support and budgeting for on-farm research 
is an integral
 
part of th- planning process. 
 These costs will be more
 
than offset by the benefits of conducting more of the
 
research under 
the physical, ecological, and socioeconomic
 
conditions faced 
 by farmers. Further, as leaders of 
commodity and disciplinary groups are able to carry out 
more trials on-farm, they are also better able to target 
on-station research toward the needs of client groups.
 
Three principal groups of clients 
use the results of
 
agricultural sector research. 
 These are: farm families;
 
agricultural sector support services which provide inputs
 
and/or marketing services to farms; and 
public planning
 
and policy clients, such as legislatures, planning
 
departments, or financial ministries.
 

As an FSR/E program matures, some mechanism is needed
 
by which both on-farm and on-station research activities
 
can be 
 evaluated, along with their contribution toward
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reducing the effects of constraints that limit production.
 
In this way, unproductive lines of investigation can be
 
discarded earlier. 
 A rigorous review procedure can help
 
guard against a tendency of many scientists to pursue
 
familiar research projects with only minor changes, 
 even
 
if these may 
 no longer be yielding significant new
 
information of potential use by clients.
 

An overall review will help identify where
 
cooperative research an
or exchange of information should
 
take place. It will also 
identify duplicatior of effort
 
or where resources could he better 
 used on other 
priorities or in other regions. Another benefit of 
evaluation reviews is that participants in the process (at
 
all levels, including support staff) develop a 
 mission­
oriented outlook and the overall program becomes more 
purpostful and rewarding. 

A further advantage of FSR/E is that it helps to make 
the process o: research apd development more 
understandable to public leaders, farir client groups, and 
service organizations. It provides 
a visible example of 
public and institutional commitment to finding solutions 
for real problems and to improving rural life. These in 
turn can lead directly to public support 
for research and
 
development, which may previously have 
been lacking, and
 
indirectly to changes (where desirable) in public pocies
 
toward agriculture.
 

Whi'.e it is rarely possible to measure the cost and 
benefit ratio of an FSR/E research program directly, it is 
possible to evaluate progress against goals and
 
objectives, if these have been 
clearly stated, It may also
 
be necessary to include measures 
or indicator. of progress 
in data gathering and analysis activities. For example, 
the rate of adoption of technology introduced under the 
program is one indicator of progress, as are the net farm 
incomes, levels of production per unit area., or total 
production from an area measured over time. Readers
 
familiar with the complexity of measuring such indicators,
 
particularly under multiple 
 cropping systems, will
 
recognize the problem of objectively measuring program
 

success.
 

Adding to the complexity, bovh research 
 and farm
 
managers must take into consideration the consequences of
 
recommendations and decisions, not only for the 
 current
 
cropping season 
but also for future seasons. For example,
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practices which 
 control soil erosion, preserve soil
 
moisture, and improve soil structure and fertility may

reduce current earni ngs but also may improve future income 
and fainiLy security. Similarly, the plantin(i of perennial 
crops, including trees for fuel and timber production, may
reduce short-term profits but substantial I y incrase 
future earnings. Conversely, practices or cro ps which 
nine soil fertility may inccease current profits but 
endanger future earnings.
 

The rate at which new technology is adopted wi 1 1
depend forenost 1inn its acceptability to farmers. it 
also depenh; upon the el fectivenoss (A government systems
in provid in.1 the necsar y support infrastructure,
 
including, 
 roads, input:; to the production process, access 
to credit, inid mairkts f)" products which ar, prOduCed. 

REGIONAL INTERINSTITUTIONAL,COOPE'RATION 

The International Aqricultural Research Centers and 
larger reglional (:enters, such .IsCATIE in Central America,
have played and wi I I eont inee to play a keky role in 
support ol national r ,soarhpro jrai1s, particularly in 
three areas: 1I ) ermil :011is plasm e:t ion aId ,dvaiced 
breedinq;; 2) tra i ni n, of scic t i.t:;, comiodl i ty
 
spe7ia lists, and techni-l I stalf; 
 and i) ex1h1ng1 of
tecIn ica,I informa t i,-nrL IroI pulI ii i n;;, specia 1 
subject se nllailrs, ,aInIId X- 1h,11,, is i ta'' i n , si i, t i,;ts and 
other speci ali its. ion',' el the initcr ilenao li[i re, ioal 
centoers have he, n a cti in deevlning i'S k ;(t lo lo Iog y and
 
networks 1because 
 of 2omp Ihiintir i ty wi th the ir pr ogram 
object iv es. I hi Ict ivi ty constitutes a natural I ink with
 
national progralls, which 
 are be;t able to take ldvant,:ge 
of the resoLIl(:rS provided oy the centers ill le way of 
material , training, and inf rmat ion. 

Other publjc and1) pr1jt) o Ont:erp rise;s which ei thor 
have a direct i nterest in the i or'im t i e;lI owi nj (llt of 
an pSR/!F ogram0: ,r 
 co !J irov ide i ii fiir1a t-.i en and 
mater ia Is helpful l"SRI't:o thle roes incI d:: 

a) agencies respons ibe fo r nt ionaI eco!1mic
 

surveys, de')opmoent plans, farm survvys, or
 
censuses;
 

b) enterprises producing or mnaiketing improved
 
seeds, pesticides, and 
farm equipment;
 

c) 
 farm credit agencies which provide short-term
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production credit and loans 
for capital
 

improvements;
 
d) commodity marketing services and 
companies,
 

including cooperatives interested in expanding
 

sources of supplies;
 
e) public and private laboratories which provide
 

soil testing services and disease diagnosis; and
 
f) formal and non-formal education and training
 

institutions desiring to make training and 
materials more relevant to students. 

Well-designed and implemented on- farm research 
programs are attractive to policy makers and 
infrastructure managers because it is e asier [o them to 
identify wi th the resud rch in progress. As information 
becomes more specific by iroups of farms, it becomes 
easier to target service development project and training
 
to each group of clients. In this way, it becomes easier
 
to conform research and development to national or 
regional policy goals and objectives, such as small farm 
development or food sufficiency goals. 
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