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Abstract

This report contains a summary of certain developments in evaluation,
with emphasis on impact evaluations in developing countries.

There ave two
parts to the report.

Part 1 covers major aspects of cevaluation, including
types of evaluation, methods, and issues; this material was presented in
lectures at the recent Agency for International Development Conferences on
evaluation in the Ivory Coast (Abidjan, January 7-11, 1980), and Kenya
(Nairobi, January 14-18, 1980). Part II is a compendium of references to
published articles on new developments in impact evaluation.
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1. Definition and Types of Evaluation

The word evaluation is an indiviously simple label for a complex
variety of activities and functions. USAID's Handbook, for instance,
reiterates the point that home-made definitions "of evaluation" are
common and varied, e.g. "analyzing reasons for an outcome," "measuring
progress,' a "Project Appraisal Report,' and so on. The recent Panamanian
conferences on the state of nutritional field evaluations, reviewed by Henry
Riecken, make much the same point: There are different images in our
heads about what the process engenders. This variety is not confined to
the international sector, judging from recent work for Congress on charac-
ter of domestic educational program evaluations: We've encountered agency
directers who say they don't do evaluations, and the directors' chiefs who
say everything they do is evaluation.

The intellective ambiguity engendered by the word evaluation is
reflected in language of course. Neologism abounds. We muck about in
"formative" evaluation, "impact" evaluation, "social impact assessment,"
"summative' evaluation, and so on. The promiscuous generation of new
phrases in both academic and bureaucratic communities occasionally has
positive results: consolidating ideas or marshally energies, for instance.

But this lexical untidiness also has lots of negative effects. There
are inappropriate demands for "impact evaluation" of a program in settings
vhere one can't even establish that the program exists, much less a stan-
dard for judging impact. Most managers recognize the need to periodically
educate their new bosses, new legislators, and their assistants. Assuming
some are educable in the time available, explaining evaluation is unneces-
sarily difficult if one doesn't have a clear idea in one's own mind about
what the beast is. There is confusion: a legislature may get a needs
assessment from a. agency rather than an implementation analysis or audit
if its intentions are not explicit. Planning an evaluation budget is a
nightmare if one does not have clear definitions in hand, and quality
control is absurd without some uniformity. The ambiguity may be warranted
in the sense that the history of evaluation is recent and agency staff
cannot respond to capricious or ambiguous demands. But it is not prudent
if the objective is to routinize the process, to understand its usefulness
or uselessness.

For the sake of concreteness, the definition adopted here is that
evaluation is an attempt to determine in the least equivocal way possible
the effectiveness of an organization's activities in the light of its
objectives, The word effectiveness here includes ''relevance' and "signi-
ficance," aspects stressed in USAID's Handbook and Guidelines, in the UN's
recent guidelines for internal evaluation (produced by Sohm and Bertra
in 1979), in U.S. General Accounting Office work, and ‘in some definitions
adopted in other countries, notably by Sang-~Chuel Choe of South Korea,
Kosit Panpeimras of Thailand, and others. The phrase "least equivocal
way possible" reminds us that the evidence ought to be systematic, objec-
tive, and interpretable, in plain words. These virtues too are espoused
in most handbooks and guidelires.
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No definition, accepted widely or not, is sufficient for understand-
ing: One can't build a bridge merely by reading Webster's definition of
a bridge. That is one reason for enlarging on the definition a bit to
produce a little taxonomy or catalog of types of evaluation.

Types of Evaluation: Needs, Process, LEffects

For simplicity's sake, we recognize three functional categories of
evaluation here:

. evaluation of characteristics or needs of individuals

targeted for a project '
. evaluation of project operations: process or formative evaluation
. estimation of project effects: cutcome evaluation

Rather more elaborate taxonomies for describing activities often labelled
as evaluation have been developed by individuals, by government agencies
such as the Canadian Treasury Department and the U.S. Agency for Inter-
national Development, and by international organizations such as UNESCO
(see Soumelis, (1977), for example)., Alternatives are discussed after a
brief explanation of the types proposed here.

Needs Assessments and Descriptive Surveys

Studies undertaken prior to a project's introduction generally fall
under the rubric of needs assessment or descriptive surveyvs. In simple
form, this may be based on the declaration of an expert that a problem
exists, and that it is severe. It may include attention to what organi-
zations could do and whether they ought to bhe doing it. In more systema-
tic form, this may involve the collection of verifiable data in formal
surveys, rather than individual opinion. Case studies of a clinical or
administrative type may be adjoined to the survey to enrich statistical
data. So, for example,

New Delhi's National Council of Fducational Research and Training
recommended that systematic survevs of local emplovment needs be
routinely undertaken by colleges before the colleges created new
vocational education courses. Because vocationalization is a
matter of national policy, and becavse the policv's effectiveness
depends ultimately on ccmmunity needs, recent NCERT studies of
the process of instituting vocational courses in Karnataka
focused partly on whether colleges in that arca had actually
obtained reliable information on employment in vocations before
they instituted courses. The NCERT's investigation concluded
that insufficient time prevented college's exccuting good surveys
of local need. It is perhaps on account of the failure to de such
market rescarch that some vocational programs are of remarkably
dubious value. This includes, for example, the invention of
courses particularly "suited to the genius of women," such as
camera repair. The demand for camera repairers in a country
with relatively few cameras and no major production is unlikely
to be considerable. (Vocationalization of Fducation Unit,

NCERT, 1978).
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Health services researchers in Canada have undertaken limited scien-
tifically designed household surveys to assay the public's acceptance
of nurse practitioners, a new method of delivering hecalth services
relative to the conventional mode, physicians. Th» main survev was
limited to a large rural area and conducted prior co development of
nurse practitioner training proprams and prior to later experimental
testing of the programs. The survey was designed fo establish whether
families would accept well trained nurses as a surroga’ » for physician
care, the conditions of acceptability, and conditions u. der which phys-
icians would be prepared (Chenoy, Pharm, Spitzer, and Andcrson, 1973).
Part of the evolution of monitoring and recording svstems in South
Korea include the recognition that carly in the Hew Community Move-
ment: villagers were sometimes "obliged to carry out projects which
were not well suited to their particular situation. Fartly on ac-
count of complaints about discrepancy between needs and scrvices,
there is ncw an elaborate system for monitoring needs rather closely,
A rather long tradition of record keeping and centralized government
probably facilitated creation of this system: routine ratings of

the state of development of villages in regard to irrigation, bridges
and feeder roads, electrification, farm, fishery, and cattle production
and support facilities, civil structures and housing characteristics
(kitchen, walls, etc.), civil government. The surveys focus on
village conditi~n and by impiication, needs, are undertaken

annually by some 500 tecams, and have been running for about six years.
That the system is imperfect and may not be applicable in other
countries is beside the point for the moment. 1t does illustrate
.one approach to understanding character and scopc of development
problems,

The justification for descriptive information has been reiterated
in USAID guidelines such as Turner's (1976, p. 2) and in most good mono-
graphs on evaluation. Regardless of the survqy'siﬂggiiﬁij this form of
evaluation usually cannot be relied on to show that a new program will
work. It is not generally designed to do so. However, preliminary surveys
of this sort are frequently undertaken prior to larger outcome evaluation,
to understand the nature of the populatior to which the program is directed,
to characterize the scope and severity of a social problem, to identify
individuals who may be eligible for assistance from a prototype program,
and to obtain baseline data for subsequent attempts to estimate the effects
of intervention,

Process Evaluation, Formative Evaluation, Implementation Analysis

The critical examination of the operation of new programs or projects
is often labelled formative evaluation, process evaluation, implementation
analysis and the like. 1In simple form, this involves conscientious des-
cription of whether a program's operation matches plans, a service, or a
product is delivered, and how delivery might be improved. In more compul-
sive form, it is the "task analysis' of the industrial or human enginecer.
Where projects or programs are well established, the systematic observa-
tion of operations usually falls under the rubric of program monitoring.
Where the program is very complex but underlying causal processes are well
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understood and measurement systems are very sophisticated, the more elab-
orate forms of process evaluation are akin to operations research. So,
for example:

The Government of India's recent emphasis on vocationalization

has led to the use of colleges in Karnataka as a test bed for
understanding problems in the cxecution of policv. A study to assay
problems in implementing policy within colleges alternative approaches
to solution has been mounted by the Vocationalization of Education
Research and Training. That study involved site visits to all
colleges, questionnaire, survey and interview with students,

teachers, and administrators, and focused on financial, organizational,
and staff adequacy, attitudes of participants, nature of justifica-
tion for new vocational courses, and the characteristics of students
entering such courses (Vocationalization of Education Unit, NCERT,
1978).

A large class of implementation evaluations consist of the adminig-
trative history, a project, reconstructed from i.terviews, and frag-
mentary records. The approach is reflected in UNICEF-ICED case
studies of Upper Volta's Rural Educaticn Centers (REC). Executed
10 years after REC's inauguration, the studies covered aims of these
special low cost training programs for adolescents (literacy and
vocation education), calibre of personnel, their training, and tenure,
facilities, and daily activities of students in the centers. The
Cases appear to have been especially useful for synthesizing growth
of the centers over a 10 year period in quantitative and qualitative
form (759 centers established, financed by Upper Volta, FAJ, and
others), and major chronic problems. The latter include low salary
and sometimes status of center teachers, small size of fields pro-
vided by villages for training and self-sust of the center,
absence of equipment, and others (Ahmed, Coombs, with Grabe, 1975).

Implementation issues emerge in other areas of course. It is sensible
to establish that rural roads which were supposed to have been constructed
by lecal contractors actually were constructed, that the roads still exist
physically, and so on. It is similarly reasonable to establish that irriga-
tion ditches and pumps are in place, are functional, and so on, regardless
of the durable effects of the installation. Some attention to implementation
is essential in nutritional programs to assure that supplements are ingested
rather than sold (as in recent Columbian field tests), that contraceptive
devices are delivered rather than rumaihing boxed on a picr (as in early
fertility programs in Korea) and so0 on.

Just as needs assessment surveys are not designed to produce evidence
about actual program c¢ffects, but may nevertheless be a part of outcome
evaluation, process cvaluation often provides only a little evidence about
whether a project has notable effects. Providing such evidence is usually
not the principal function of this type of evaluation and, in any case,
the task of determining that some outcome was indeed caused by a specific
Project requires rather a different approach. This functional distinction
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1s crucial and has been reiterated in evaluation guidelines of U.S. AID
(Turner, 1976, p. 1=2) and USGAO, as well as current cvaluation texts.
Process Evaluation is also normally warranted, even 1in crude form, as part
of a larger outcome evaluation. EB"PEEEEEHlREn_UHiJEYQlUatOE ought to have
evidence that a program, which is said to exist, doos indecd exist and
conforms to plans for its operation, if artempts to estimate program effects
are to make any sensc.

The idea of process evaluation is not new despite the novel labels
for the activity. Sensible managers, program developers, or their staff
usually trouble-shoot ncw projects for which thev are responsible.  What
is novel about the enterprise is that it is supposed to be explicit,
verifiable, and should contribute to a lacger body of knowledge of the
project or program. The more typical approach is akin to oral history
of primitive tribes: the information is largely in individual's heads,
not shared, not especially explicit,

Process evaluation focuses on the match between plan and activity,
especially delivery of some good or service, irrespective of the offect
of delivery on recipients. But the bounds of this category are blurry.
The recent UN guidelines (Sohm and Bertrand, 1979), for example, exclude
fiscal auditing and management from their general definition of evaluation,
though one might regard auditing as an effort to understand the match be-
tween planned budget and actual expenditures. Routine monitoring systems
are also excluded. On the other hand, the U.S. General Accounting Office
appears to reg.rd auditing as a Jegitimate aspect of cvaluation in principle,
as. do some opcerating agencies, though auditing mav not have priority in a
particular evaluation.

Estimating Effects: Outcome Evaluation

The type of evaluation which has attracted most recent formal interest
of government focuses on estimating program or project effects. The
phrases usually invoked to describe effects on immediate target groups
include summative evaluation, outcome evaluation, and ”gxﬁluat%ggigg
results" (the latter from Sohm and Bertrand). They cover attempts, for
example, to design and exccute studies of the direct effect of literacy
projects on the children to whom the project is directly addressed. The
attempt to estiwmate wmore distant effects, usually indivect, are often
labelled as impact evaluations, as in AID's Guidelines which focus partly
on project goals beyond the project's immediate purposec.

Assuring that the project or program is implemented as it is adver-
tised to have been implemented, i.e. process evaluation or implementation
analysis, is usually a prerursor to outcome evaluation, since estimates
of effects will not make much sense unless one knows the program is in
place. Understanding the theory or rationale by which a project is supposed
to exercise its influence is necessary since this is onc major influence
on quality of the experimental design.
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Of all types of evaluation, this is most often the most difficult:
It is rarely easy to estimate effects unambiguously. That meaning well
is not enough is clear from efforts te cvaluate medical innovations, such
as thalidomide, laetrile, and lobotomies during this century, and ptosis
during the last. The same humaneness, Interest in ameliorating social
problems, unimpeded by humane attention to quality of evidence is clear
in the invention of worthless education programs and therapies for the
mentally ill. There is no reason to presume that most individuals in-
terested in development programs are any wiser than the members of these
communities. And the problem of estimating program effects in developing
countries appears to be no less difficult than outcome evaluation in
other arenas.

To provide estimates which are as unequivocal as possible requires
formal attention to the idea of evaluability and evaluation desigi
Evaluability here refers to the fact that it is simply impossible to
come up with sensible estimates of the effects of some programs I ause
nobody's quite sure how the program is supposed to work, much 1 ;s how
it does work, or because no respectable evaluation design was cmployed
when the program was installed to guide collection of ecvidence. Evaluation
design here refers generally to a plan for collecting evidence and assigning
goods or services in such a way as to show the magnitude of a progran or
project effect in the least equivocal way possible, with availablec re-
sources, Not all evaluagigg"gesi@yijygiiguggjiLﬁpgg_in the sense that
the evidence generated by each may be more or less equivocal. Not all
designs are feasible in that political, social, or ethical constraints
may prevent some from being used.

To illustrate:

The Human Ecology Research Institute's program in nutrition and
cultural enrichment was field tested in Cali to estimate the cf-
fects of the enrichwent/education program on preschool children

from the barrios. The test was designed as a randomized cxperi-
ment in which eligible children were randomly assigned to program

or control conditions. The control in this instance is no formal
enrichment for at least one year, the program being delaved to this
extent for these children., The randomization fcature guaranteed
that in the absence of a program effect on children's cognitive test
scores, the participants and control group members would be equiva-
lent, so helping to assure that the evidence would be interpretable.
The experiment was repeated with five waves of children, each tracked
over at least five yecars to assure that evidence on development was
unequivocal and relatively precise.

A rural road was constructed between a village and market town to
facilitate sale of produce by villagers, school attendance of vil-
lagers' children, and public transportation for other purposes.,

No control villages were found against which to judge the effect of
the village. TInstead, the standard for judgment was historvy. That
is, the market town's school attendance records for villagers' chil-
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dren were sought for a period before the road's installation and for
a period afterward. The slight increase in attendance mizht have

been attributable to the road, but seasonal and annual variation in
attendance made unambiguous estimates impossible. Fragmentary records
on sale of produce, reports of producers and their buyers, and

other evidence for a period before and after the road's installation,
despite its flaws, suggested that the size of this effect was
dramatic and sufficient to override seasonal variation in productivity
and sales.

The stress on estimating effects in the least equivocal way possible
is a relatively new onc for formal povernment policy. Over the past
15 years, however, the notion has found its way into evaluation puidelines
issued by, among others, the U.S. General Accounting Office, UNESCO,
OECD, aad USAID. That this spirit does not always prevail, indeed cannot
always prevail, is also clear. Indiffercnce ("maybe all this will go
away'), incompetence (or, more kindly, justifiable ignorance), and cor-
ruption (fraudulent or merely notably less than candid) account for
many poor evaluatiouns during the 1960's in the U.S. We have every reason
to expect that the same difficulties will emerge in other contexts.

Other Ways of Specifying

"Types of Evaluation"

The three relatively simple forms of evaluation underly more complex
forms. One may enlarge on the effort to estimate program or project effects
by obtaining costs as well as benefits, and exercise a bir more arith-
metic skill to compute a rost/benefit ratio. Naturally, one type of
evaluation does not preclude another. And most gond general evaluations
combine all three types in an effort to understand who nceds the service,
whether the service was delivered, and what the effect of delivery is.

Moreover, any of these types can be mapped onto other raxonomies
or categories for describing evaluation activity. The USATD Handbook,
for instance, recognizes project level, sector level, and country level
evaluation. The same structure is espoused by, among others, Kosit
Panpiemras in describing Thai approachce in recent UNESCO conferences
on evaluation techniques. One may then mount needs assessment at local,
regional, or country level, This geographic taxonomy is helpful to policy-
makers who must deal with all three levels at least insofar as it implies
level of difficulty and complexity of an evaluation. Control over quality
of the evaluation design, the quality of records and other evidence, links
between cause and effect, and so forth are rather more difficult as one
gets further from the point of activity.

An alternative to the geographic taxonomy of types of evaluation,
and perhaps a more uscful one, hinges on users of evaluation results.
This framework specifies that regardless of the type of information one
obtains, the results are classifiable into those which are useful to:
the policy-maker, to the adwinistrator-manager; to an oversight or audit
agency; to the scientific/developer community; and to public interest
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groups. So, for instance, the local public may be interested in
better description of loeal needs; at the policy level the =pecific locale's
needs are less interesting than needs in the aggref 1ite.  The manager may
be considerably more interested in process evaluation or trouble-shooting
because it holds the promise of improving the program, than in outcome

or summative evaluation, This user-oriented taxonomy is related to draftc
proposals developed by the U.S. Department of Health, Education, and
Welfare, by staff of the U.S. General Accounting Office, and others. Tt
is less uscful perhaps in other countries, such as Pakistan, where access
to evaluative information is not unconstrained, implvine onlv one centrai
user group.

Malaysia's approach to classifying evaluations is based more on temp-
oral characteristics, than on function or type of information collected.
Mohr Abdul Ghani's description merely specifies ex ante (planning feasi-
bility) assessments, in vivo evaluations (monitoring and trouble-shooting),
and ex-post facto (after the fact evaluation). The staff of his Socio-
economic Research and Planning Unit apparently find this useful in both

Planning and monitoring evaluation activities.

The point js that other taxonomies of "types of evaluation' are possible.
Most variations other than the one suggested here depend on a particular
government siructure., It is partly on account of this variability across
countries, and in the interest of common language of a durable sort, that
the three clementary (vpes have been discussed here. Thev are siuple,
sensible, and can be dovetailed easily with other taxonomics.

Distinctions and Lack Thercof

The ﬂiﬁﬁiﬂgggﬂlJE%EEER_BLQULQUEJUELJQGEUEULBJEis often made, though
the activities implied by each will be identical in some instances. To the
extent that planning is defined solely as "how we expect to deliver program
services," the overlap is insubstantial. To the extent that planning is
defined so as to include pilot tests, nceds assessmerr surveys, evaluation
design and so on, planning coincides with evaluation, and the distinction

is meaningless.

Whether evaluation iiﬂi“mQRQHENQQQ_EQQL_QE_UET¥LQUL}IUﬁ‘iS a frequent
topic of discussion, e.g. at UNESCO's Kuala Lumpur conference on evaluation
techniques in Asia. The argument often takes the form of distinctions be-
tween "decision-oriented" work, which presumably masagers do, and "conclu-
sion-oriented" work, which presumably rescarchers do. This wav of framing
the issue is as common within the U.S. as it is ¢(lsewhere, if we may judge
by statements of the U.S. General Accounting Gffice and the U.S. Office of
Management and Budget, on the role of evaluation in that government's
policy. The issue scems Lo cmerge partly because we often need to link
unfamiliar terms or activities, such as "evaluation®' with more familiar
ones, such as management. The issue is gratuitous to the extent that

there is no reason for decisions to preclude understanding, or conclusions
pPreclude decisions. It does make sense to regard the reclative emphasis
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on decisions and conclusions as one of degree, and to regard evaluation
as both a research and management enterprise simply because it is. The
implications of this distinction, whether one thinks it's trivial or not,
are important. For example, budget cuts are normally made to research:
calling evaluation a management tool helps to avoid an agency's having
its budget cur. On the other hand, calling evaluation a management tool
raises the formidable spectre of management or parliamentary decisions
made on the basis of ecvaluation, and this may engender fear and corrup-
tion. One may then argue that evaluation ought to be classified as a
research enterprise, on which no decisions are based, ~o as to assure
candor and cooperation in obtaining good evide:ice on p.ogram effects.
This issue is not yet resolved.

\O

)



2. Introduction to the Logic of ivaluation Designs
for Estimating Program Effects

This section concerns the logic rather than tecnical aspects of
evaluation design. By "evaluation design'" here, I mean a plan for structuring
data collection and assignment of services to individuals or regions so as
tu produce the least equivocal evidence possible.

There are several reasons why the topic, despite its heavily technical
character, the press of program-related problems, and the immediate demands
for ex-post facto evaluations, ought to be understood by managers and others
whose responsibilities are not technical.

First, the ambiguity of evidence hinges on design. And insofar as the
manager is responsible [or producing interpreting evidence, he or she has
some responsibility for evaluarion design. As a practical matter this often
means providing logistical support to the cvaluator, and more important,
developing mechanisms which provide services in accord with the evaluation
design and with the program design.

Second, a fair number of very common evaluation designs yield estimates
of program effect which are very likely to be biased negatively. That is,
programs which in fact have little or not effect appear to be harmful; programs
with small effects appear to be worthless. It does seem to be in the manager's
interest to know something of these problems, if only to avoid embarrassment.
It is clearly in the evaluator's interest to know about them.

Third, the logic of evaluation design for social programs is a rather
remarkable by-product of methods developed in this century to understand the
effectiveness of new surgery, drugs, fertilizers, feeding schemes, and other
physical phenomena. The problems of assuring good evidence in these are not
much different in character from those encountered in the social sector,
though there is clearly a diffcrence in difficulty of the problem. And the
manager who is sensitive to history and philosophy of science mav wish to
understand the ideas.

Finally, the evaluation designs described here are understood by agencies
which oversee the quality of outcome evaluations. This includes the U.s.
General Accounting Office and its consultants, and special oversight divisions
within AID, UNESCO, and other agencies. It is unlikely that ignorance of the
logic is in the manager or evaluator's interest.

The following remarks cover major designs, together with notes on
applications and variations.
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Design of Outcome Evaluations

The state of the art in evaluation designs was well articulated in
a variety of recent texts, monographs, and applications are reported in
contemporary journals such as Evaluation Quarterly. Consequently, treat-
ment of the topic here is brief and focuses on the standard of reference
for estimating program effects. The integrity of any outcome evaluation
hinges on the standard of comparison used as a basis for estimating program
effects. To the extent that the choice or construction of the standard is
poor, the results of evaluation will be ambiguous or misleading. Develop-
ment of a standard lies at the core of contemporary work on evaluation design.

The closing paragraphs of this section provides refercnces to recent
work on managerial, political, institutional, and scientific problems
encountered in evaluations, and on solutions to them. The case studies
presented elsewhere also illustrate some of these matters.

Randomized Experiments

are accorded services through a new pilot project and the remainder receive
conventional services. The latter group, receiving services through ordinary
means, constitutes the standard: a control group against which the new project
is judged. More important, the eligible individuals are kandomly assigned

to one or the other program so as to assure the equivalence of the two groups
in the long run. The equivalence produced by randomization decreases the
ambiguity of subseqguent results.

In randomized experiments, some individuals (or regions, or institutions)

For instance, half the conildren in an cligible group might be assigned
randomly to an instructional program on (say) hvgiene using radio broadcasts
and the remainder to TV based instruction on the same topiz. The main purpose
of the randomized assienment is to assurce that, in the long rva, the children
in cach group are cquivalent, aside from the differences induced in their
performance by the different modes of instruction. When properly executed,
the design furnishes an estimate of rolative effectivencss of the two modes
of instruction. The estimate is relatively unequivocal in the sense that
differences in test performance between two groups reflects differences in
effectiveness in the instructional modes rather than to preexisting or natural
differcences in the groups, differences in the reliability of measuring achieve-
ment in the two groups, and so on. The latter are in principle removed by the
randomization process.

The design has been used in a remarkable variety of scttings.

In Mexico City, for cxample, several schools have been involved

in estimating the effects of Plaza Sesemo, an educational TV
program for pre-school children, on the cognitive abilities of

the children. Children were randcmly assigned to classes in which
they watch the program and to a control gruop in which no viewing
is involved. This is analogous to experiments in some cities of
the United States where families were randomly assigned to a
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condition in which they were strongly encouraged to have their
children view the program or to a control condition in which they
were not encouraged.

Early efforts to determine whether cloud seeding with silver
iodide crystals or other substances affects rainfall were

based on evaluation designs which involved analysis of time
series data on rainfall, and search for increases in rainfall
following seeding. European and Asian rescarchers found that

the effects of cloud seceding programs could not be estimated
unambiguously using the approach largely on account of complex
weather cycles which could not be adjusted for in analysis. More
recent evaluations in Europe depend on randomized experiments. Of
all short periods (cach a day long.say) predicted as being
"suitable" for sceding some are randomly assigned for cloud
seeding, and the remainder serve as control periods. Lstimates

of program effect are based on comparison of hail and rainfall
following seeding periods against hail and rainfall following
control periods.

Eliciting candid information about fertilicy control practices
from women is difficult in many surveys. In the simplest cases,
women may be embarrassed about responding to an interview, or
cultural and relipious mores may foster misleading response. To
get round the problem, so-called randomized response methods have
been field tested in the U.S., Taiwan, Canada and clscwhere. A
simple variation on the technique involvez first presenting the
question, e.g. Did you use this contraceptive device this year?
The respondent is asked not to respond directly but rather to
roll a die. TIf the die turns up 1, the respondent must respond
truthfully with a Yes or No. If 2, 3...6 show, the respondent
answers Yes. The interviewer is not shown the die, nor told
anything about the true state of the individual. With a large
sample and adherence to the regimen, it takes only simple prob-
ability theory to estimate the true proportion using the con-
traceptive, i.c., the proportion of false positives is known and
adjusted for in estimation. Most good tests of the method involve
randomly assigning respondents to either this new method or to
conventional interview. UEstimates of the effectiveness of the
technique are baced on comparison of each group: estimated con-
traceptive use, attitudes of respondents toward the method, and
so on.

Randomized experiments arc not always appropriate or feasible. Approp-
riateness depends on whether anyone is actually interested in estimating a
program's effect well, and how much that information is worth in the long
run. Feasibility depends on competence of the evaluator and of the manager
responsible for program and evaluation, on control over the randomization
process, and on political-institutional factors. The latter includes re-
sistance to comparing a program group to a "no program' control group. The
resistance has been degraded by setting up comparisons of program variation
A to variation B, where variations differ in cost, by evaluating expensive

\b
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components of programs rather than the entire program, and other strategies.
The approach is most often feasible when services or goods are in very short
supply, the effect of services 1s not known, and equity invites random al-
location of the service or good to equally ecligible individuals.

Time Series Designs

In some program areas, considerable data on the outcome of interest
exists. So, for example, some cities have maintained very accurate monthly
records on the incidence of mortality and certain diseascs for 10 or more
years. The existence of such records makes the possibility of a time series

approach to estimating program cffects possible.

In particular, inhabitants of a target arca are monitored at successive
points in time, the program is introduced, and the area is again monitored.
The estimate of program effect is normally the difference between the actual
outcome level, of mortality, for instance, following the program's intro-
duction and the level projected from prior years. The standard of com-
parison in this case is historical: a prediction, based on prior data, about
what mortality level would bave been without the new program, Such historically
based comparisons have the benefit of aconomy, and to the extent that records
are uniformly accurate, and the time series is free from peculiar and poorly
understood seasonal variation, the estimate of effect will boe good.  To the
extent that quality of records varies, that factors other than the program
exercise an unknown or incalcuable influence on mortality, ovr that cyclic
variations are not well understood, the estimates of pregram effect will be
ambiguous at best and misleading at worst.

So for example,

To determine the c¢ffectiveness of more stringent laws governing
speeding and drinking while driving, for example, in some of

the United States, times series data on traffic accidents, arrests,
and the like have been used. Variations in the quality of crime
records and temporal variations in definition of crime make it

more difficult to use archive records for determining the effects
of new law on crime rate. But some attempts have been promising
e.g., estimating the effect of more severc sentences on carrying
an unlicensed pistol in the state of Massachusetts.

Analogous approaches to estimating the effect of new law have
been undertaken in Denmark. For example, the cffect of relaxing
pornographiy laws in Denmark was cstablished in part by examining
time scries data on sex-related crime rates.  The Kutchinsky
studies of the matter are especially conscientious hecause he
recognizes that variation in legal definitions of crimes, vari-
ations in cultural attitudes and propensity to report crime.

He documents the extent to which these are plausible influences
on the outcomes.
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The two approaches, randomized experiments and time sceries are not
inimicable, of course They can be combined in a single evaluation and
often are. The main point is that the randomized experiment sets up a con-
temporary empirical standard for judging the effect of a program. Lffects
are based on comparing a group of people who participated in program A
against an equivalent group who participated in B. The time series, on
the other hand, involves a historical standard and assumption which is
sometimes less tenable: that the behavior of the area or group under ex-
amination can be predicted confidently from earlier behavior.

Most readers will recoguize far better than I that the time series
approach is feasible in developing countries only when the pertinent records
are available and this is exceptional. Some Indian cities have fairly good
records of mortality and birth rate, but quality and availability vary
considerably over the country. This makes local evaluations possible
occasionally, but national evaluations very risky. Similarly, though
Malaysia's Decision Support System is very elaborate and involves some
controls over reporting quality, the data are still too recent te use in
time series anlayses. There are simply too few time points to exploit the
statistical machinery appropriately. South Korea's system for reporting
from local levels, a longer tradition of reporting makes some time series
assessments possible in health, for example, but the data are insufficient
for others.

Designs based on Allocation in strict Accord with Measures of Need or
Merit: Regression-Discontinuity

The available archived data are often not sufficient to employ a time
series approach. And, though opportunities for executing randomized field
tests exist, the strategy is not alwavs feasible. In those
cases where people, groups, villages, or regions are assigned to receive
services in strict accord with measurable need, however, a reasonable al-
ternative design can be exploited. The design requires measurement at
least two points in time, on a sample of both service reciplents and non-
recipients and works in the followng way.

The need of regions or individuals is first measured, e.g., health
status is measured for each of 50 sectors of a country. The necdiest sectors
are assigned to receive program scrvices strictly on the basis of their need.
For example, only the three with the highest mortality rates receive secrvices.
After the service program has stabilized, all sectors are measured again.
The actual estimate of the health program's effect hinges on the assumption
that there is normally a strong relation between health status from one year
to the next. To the =2xtent that the program disrupts that relation, ec.g.,
influences mortality rates of the sclected areas notably, the program can
be said to have becen effective. The estimate of program effect is then
judged relative to a projection based on one prior measure. Figure 1 il-
lustrates the null condition, i.e., the presumption or standard against
which program effects will be judged. 1If the program's introduction engenders
a disruption of the relation, then Figure 2 will appear.

To illustrate:
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The support of rural road construction in developing countries

is often undertaken partly in the interest of improving con-
ditions of the owners of small farms. In planned evaluation

of the effect of construction then, one might partition a

country into geographic sectors characterized by predominance

of small farms. The income, productivity, ctc. of such farms

are in principle measurable and these indicators, taken alone

or in combination, may be used to assign priority. Road con-
struction resources are then assigned in accord with priority,
aside from predictable political exceptions and under logistical
constraints which are specifiable beforehand. Later measures of
income, say, are then obtained on a sample of arcas in which roads
have been constructed and areas which fell below the point of
clear need. The relation of before measures to the after measures
will be discontinuous il the roads had a detectable offect on
income and its magnitude should be estimable.

Use cf this design is not vet common, but it has substantial merit
on political and technical grounds. 1f the relationship of neceds in one
period to the next is strong and the program is assigned strictly in accord
with need, the design is at least as good, on technical grounds, as a ran-
domized experiment.

Before~-After Desipns with and without Arbitrary Comparison Croups

The design for randomized experiment provides a guarantee that if the
assignment is indeed random, the groups so formed will be cquivalent in the
long run and in the short run any differences which do appear will be due
to chance alone. The time-scries and regression discontinuity approeach
require rather more tenuous assumptions, notably that prier behavior is a
very accurate indicator of what would happen in the absence of the new
program. Those assumptions are terable to the extent that the data are
adequate and prior conditions well understood. In same setting, none of these
approaches will be feasible, and instead weaker evaluation designs, requiring
more assumptions, which may or may not be verifiable might be considered.

One of the simplest of such cvaluation designs involves measurement
of conditions before and after a program's introduction. The simple diff-
erence between the two is typically used to index the size of the program's
effect. The design i¢ very risky in that results may be, and often is,
misleading.

For example, in attempting to assay the effects of fertility
control programs in Korea, evaluators used simple chanpe in
rate over five years to index the program's effect. fThe
difference between measures was not substantial and indeed
was disappointing. The disappointment may not have been
warranted in that the preprogram measurc could have been the
product of a long trend upwards in fertility rate and the
program helped considerably to deflect the trend. Or, even
more disappointment may have been warranted if the preprogram
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measure was the product of an earlier downward trend and the
other events coinciding with the program actually induced
higher fertility rate. The first explanation is more plausible.
But the point is that pluasible competing explanations exist
and cannot be accommodated using the bLefore-after data alone.

Dessaint, et al (1979) summarize what apnears to have been a

fine before-after study of the effect of rural road construction
in Madagascar. 1In 1964, a French group undertook an elaborate
socio-economic survey of the Andapa Basin in exploratory research.
In 1970, the World Bank initiated a rural roads project in the area.
The prior data was discovered after the fact, and its availability
led to surveys in 1974-75. The before-after comparison provided
informative and, by and large interpretable, estimates of the
effect of road installacion at the reglonal level. Both the World
Bank report and the Dessaint et al review stress tiat the problem
of no baseline data is chronic and often leads to idiosvneratic
and unverifiable judgments about the cffect of road construction.
Even with the before-after measures, the possibility of cyclic
variations in regional cconomy, rainfall, etc., and the absence

of control arcas makes inferences more tenuous than they might
otherwise bhe. Further, external factors such as country economy
or world market for region's products may bury the effcect of roads
entirely,

There do appear to be special settings in which the problem of competing
explanations in before-after studies are less scvere. Consider, for
example, technical instruction. It's reasonable to suppose, that a notable
change in the cest performance of a large group of voung children, which
occurs after the introduction of a new fluid mechanics irrigation course
in their classes, is attributable to the new program since most children
do not have access to such training materials and do not usually learn the
technical aspecls on their own. Determining whether courses in welding,

in watch repair or plumbing, and so on have their intended effect on
students' knowledge can often be evaluated along the same lines. The key
point is that competing cxplanations for an increasc in ability are negli-
gible in some settings. This makes hefore-altor desipn less objectionable,

More often, it is rcasonable to create a comparison group, in addition
to using the before-after approach. The comparison group becomes a
complementary device for predicting what individuals would have done if
they didn't receive program services. The utility of this standard, of
course, depends on comparability of the comparison group. Randomized ex-
periments generate groups which are equivalent within specifiable statistical
Iimits. Choosing a comparison group after the fact does not provide any
similar guarantees. In particular, the utility of comparison groups so
coustructed or seclected depends on knowing that all the factors which
influence equivalence on the outcome variables are known. The assumption
is major and it is usually difficult to verifly despite the commouness of
the design. Unverifiable and unrecognized differences between those in-
dividuals involved in a new program and those who were not are the rule
rather than the ex. :ption.
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Ex-Post Facto Studics

Ex-post [acto studies generally refer to efforts to understand a
project's effects when the evaituator played no role in designing the
program evaluation prior to program installation. As a practical matter,
the phrase often means that the eva'uator obtains as much data as possible
bearing on program effects during a site visit or similar investigation.

Where the project staff have executed an evaluation design, the task
is relatively casy. The evidence, design plan, ctc. are merely consoli-
dated by the evaluator and aralyzed independently. Where project staff
did not design and execute a formal evaluation, then the task of outcome
evaluation is considerably more difficult. That is, if no evaluation plan
was laid out initiallv, il no data were collected in accord with the plan,
the evaluator must undertake the task. The severe disabijityv under which
the evaluator operates in this case i: that some evaluation designs, the
best ones, cannot be exccuted after the fact. A randomized experiment
cannot be mounted, a regression discontinuity approach usually be exploited,
and so on.

This is not to imply that ex-post facto studics arc uscless. They
often have clear merit in establishing that the project is important,
relevant to local needs, and has been implemented more or less as ad-
vertised. 1t is to say that estimating the project's cffects in the least
equivocal way possible requires planning. 1f this is not done before the
program's installation, the ex-post facto study is more likely to yield
ambiguous results. Tf the ambiguity of evidence plavs a recondary role,
and (say) the expert judgment of the evaluator, though unve.ifiable, plays
a primary role, then the cx-post facto study is more acceptable.

Goal Attainment Scaling

The phrase goal attainment generally implies achieving some specifiable
objective. Strictly speaking the rubric implies nothing about the logic of
evaluation design. It merely identifies outcomes to which the design must
attend. That is, merely making goals explicit and tracking what appears to
be progress toward them is sensible only if cause-cffcct linkages are clear.
‘Most often they are not. 1In the absence of a formal design to help tease

out competing explanations, "achievement' may be a matter of chance, novelty,

and simple growth processes independent of the program.

The evaluationdesiegns discussed here for reducing ambiguity of evidence
are compatible with a goal emphasis. Time serices data, for instance, permit
one to estimate what would happen without the program, and any sensible goal
setting relies on that projection. Similariy, one might invent method A to
teach irrigation farming bettcer than the current method Py a randomized ex-
periment might then be used to assure that A is indeed bettor.

v
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State of the Art

The ideas of formal design of outcome evaluations and of initiating
the process before a new program is introduced are fundamental. After. the
fact examinations, like autopsies in medicine, can rarcly be as informative
as planned experiments regardless of their sophistication. More important,
the state of the art in design of evaluations has improved dramatically
over the past few years. A few menographs treat managerial, institutional.
political and other problems engendered by high qualitv evaluative research.
Riecken et ai (1974) ma“e a deliberate attempt to recognize such problems
and to e¢numerate solutions to them. Rivlin's (1974) volume is consistent
with this one, but is more policy oriented. The stress is on evaluation
in the United States but illustrations from other countrics are included as
well. State of the art volumes such as these update earlicr monographs by
Suchman (1967) and Chapin (1947). More recent sources of information are
readily available. Evaluation Studies Review Annual aad Policy Studies Review
Annual each reprint a variety of best articles on related topics published in
journals or books oever the previous year.

Similarly, the methodology is being articulated better. The annual
reviews just cited constitute one source of information on contempovary
developments. Other volumes are dedicated to special dinterest areas, c.g.,
Adams (1975) in evaluating criminal rchabilitation programs. Still others
enlarge, conscientiously and in imaginative ways, on the carly state of the
art monographs produced by Campbell and Stanley, ¢.g., Cook and Campbell
(1976) Caporaso and Roos (1976). The Campbell-Stanley monopraph is avail-
able in several translations and they are listed in the references.

New professional organizations have been developed to facilitate dis-
cussion of problems and alternative solutions. This includes Council for
Applied Social Research in North American and Europe, the Evaluation Research
Society in the United States and others.

Tailoring Designs

It doesn't take much field experience to recognize that the broad
designs discussed here must be fitted to the situation at hand, modified to
suit political, logistical, and other consiraints. Those aspects of design
which might be manipulated to improve feasibility arve discussed briefly below.
Again, their examination and application require expertisce which managers do
not have. Specialists are warranted and to the extent that one cannot cap-
italize on local universities, census bureaus and the like, the ability to
tailor designs is lower and the quality of the evaluation will f{ollow suit.

The characteristics of design which may be manipulated include:

. Component-wise evaluations
. Unit of anlaysis

. Time

. Side Studics

. The Program
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Each is described briefly below

Componentwise Evaluations

There is no natural law which says that every feature of a program
can be evaluted with the same level of confidence. Some components may
be evaluable; others may not. Recognizing this is important, enhances
sophistication of design, and enlarges feaibility,

So for instance, one may be fairly confident that in evaluating an
integrated rural development project, a before-after design to estimate
the effects of a reforestation program may be quite adequate. That is,
the effects of the reforestation component can be established with some
confidence using the design, despite the fact that all other components
are not evaluable or their effecects cannot be separated from other influences
using any design.

Similarly, the Cali, Colombia experiments on nutrition and education
were designed so that all malnourished children in particular sectors
receive nutritional supplements regularly, and measures of head circum—
ference, weight, and other indicators of effects are measured regularly.
The evidence is equivecal to the extent that cven malnourisied children
grow and progress is attributable in part to naturval growth. Tt is less
equivocal to the extent that local norms for growth exist and can be used
as a standard; but we arc less confident to the extent that the norms are
outdated, based on groups very different from the children at hand. etc.
The education component of the project has been evaluated using a design
which will yield less equivocal results: a randomized experiment in which
educational services are delayed temporarily in order to verifv that the
educational innovation does what it was intended to do.

Unit of Assigument and Analysis

In testing new education programs, one may estimate program effect
at the individual level, at the classroom level, or at the school level.
The implications for design of, say, a randomized field experiment are that
one may

.- assign individual children within a classroom randomly
to each of two alternative education programs to
determine which is best, as is often done in the U.S.,
or

- assign groups of children, where groups are defined by
neighborhood for instance, to cach of two or more edu-
cational regimens to determine effectiveness, as in the
case of the Cali experiments, or

. assign schools, randomly to each of two educational
regimens to estimate average cffectiveness as in the
AID supported.
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The implications for a regression-discontinuity design are for instance

. employ a regression-discontinuity design for evaluating
the average effect of a set of new roads on rural areas, or

. evaluate any given road, using a before-after desipgn,
recognizing increased ambiguity.

Time

- Most people recognize that time of measurement is critical in most
evaluations. The effects of programs may appear small if measurement is
premature, e.g., measuring infant mortality a month after a clinic is
installed. They will also appear small if program effcets decrecase over
time, e.g., the effcct of arithmetic cducation on third graders.

Because the temporarl character of effccets is of ten unknown, the ideal
is to measure as often as possible. Where that is not possible for cveryone,
one takes a sample of people, or a sample of time. The options here then
are all options that apply in conventional statistical technology to sampling
problems.

Side Studics

There is some good justification for the idea that side studies are
essential in most evaluations, though their product is indirectly related
to estimating impact, aad for future evaluations.

Consider the simple matter of validity of data on infant death rate.
One may rely on government records, but they are oiten impericet in developing
countries. To the extent that they arc imperfect, any cvaluation will be less
sensitive to program cffects than they ought to be. One mav then also collect
information directly in intervicws using indigenous staff, recognizing that
this too is imperfect: people do forget that a child died. But the com-
bination of both kinds of information can vield better cstimates of mortality
if the sources of inaccuracy in each are independent.  And that will lead
to more sensitive evaluations. Moreover, differences in the two sources of
information are important, and have implications for desisning better evalu-
ations in the future. This information sharing is critical. The state of
the art in combining imperfect sources of information is advancing rapidly,
thanks to cooperative census work in Morocco, Libva, Korea, and clschwere;
the strategy falls under the rubric "dual system estimators."

Program Variations
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3. Ambiguity and Bias in Estimating Program Effects: The
Problem of Competing Explanations

The stress here is on evaluations planned specifically to obtain
relatively unequivocal and unbiased estimates of program effect. By
"unequivocal," we mean that if one announces, say, that the effect of a
fertility control program decreases birth rate by 107%, then the cffect
ought to be clearly attributable to the program's influence rather than
to other extraneous influences on measured birth rate. The latter might
include, for example, simple biases in reports by families to an interviewer
or census taker. They might include a complex cycle in birth rate in which
the low point happens to coincide with the time at which the interviews
were undertaken., They might include considerably more complex influences,
such as a poor match between a sample of women who've participated in the
family planning program and a comparison sample of women selected after
the program's introduction, who have not had the interest in or opportunity
to participate. Such influences can be disentangled from the program's
effect provided that the evaluation design is of high quality and its ex-
ecution bcgins before the introduction of the program,

The methodologist's concern about bias in estimates of program cffect
has similar origins. Merely assuming that a 10% drop in fertility rate is
due to a new fertility program is infrequently sufficient. The drop may in
fact be attributable to trends, the peculiar composition of the sample, and
so on. To the extent that the evaluator fails to recognize these and
estimate the magnitude of their influence, the 10% figure will be a biased
estimate of the reduction in fertility rate.

Quality in evaluation design, indeed the fact that evaluations must
be designed before programs are introduced is fundamental to obtaining
reasonably unequivocal estimates on program effects. To the extent that
the evaluation design is poor, simplistic, or absent, then subsequent
analysis will be difficult, and conclusions will be misleading at worst.,
Projects may be judged worse or better than they actually are: The theme
is emphasized in most guidelines on evaluation, e.g., Turner (1976, p. 3),
U.S. AID (1976), USGAO (1978), and contemporary Lexts.

No outcome evaluation of a social program is completely unequivocal.
That is the reason for using the word "reasonably" unequivocal in these
remarks. The evaluator's objective is normally to rdu-e the uncertainty
to its lowest possible level available with resources.

Much of what has already been zaid about ecvaluation design,of course,
concerns data analysis in one way or another. The following discussion is
tied less to design than to problem of making sense of the data stemming
from nonrandomized studies, including survevs. The review is brief but
hopefully not provincial. It ranges from the simpler devices, such as
checklist approaches to making inferences about a program's impact, to
those statistical methods which yield a better-qualified inference but are
technically demanding. None guarantee unbiased estimates of program effect
nor do they guarantee that competing cxplanations will be eliminated. But
all help to establish the plausibility of any given intecrpretation of the
data.

.fv(.?
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Checklist Approaches

Given some data bearing on a program's impact, the idea behind many
checklist approaches is to make some judgment about the existence of an effect,
then to enumerate all the competing causes or explanations for the elfect other
than the program itself. The final step is usuallv to attach some level of
plausibility or import to those competing explanations.

Consider, for example, data on a novel treatment for schizophrenics
undertaken in one ward of a hospital and data on schizophronics treated in
another, nonequivalent ward. One might first look at levels of severity
following treatment for each group and infer that becausc severity is higher
for the novel treatment group, that treatment harmed rather than helped people.
There are a number of competing explanations for a between-group difference.
of course. The type ol patient normally assigned to the nevel ward may. for
example, differ from those assigned to the regular ward,  And enumerating
these explanations is casier if we have at our disposal a checklist of "threats
to internal validitv'" such as the ones enumeratod by Campbell (1957), Campbell
and Stanlev (1966), and Cook aand Campbell (1976). Their lists are elaborate
and well articulated elsewhere. so only a bricef description of major themes is
provided here.

The maturation of cach group mav differ notably. Participants in the
novel program, for example, mav have been deteriorating over the past few
years while the comparison group condition mav have been relatively stable.
The selection process for cach ward mav be deliberately or accidentelly
designed to assign those with differing severity to cach ward. Iven when
their historyv is s<milar, if initial severity is different in cach ward,
then their rate of detwioration may differ irrespective of the program's
impact. Testing patients in the new program mav also produce artificial
effects e.g., by heightening patient and staff awarcness of their condition.
And if the instrumentation changes during the process, (f difrferent raters
are used at different stages of the evaluation, then the resulting differences
in ratings may be mistaken for program offects. So-called regression artifacts
may also be critical: TIf individuals are assipgned to the new ward on the basis
of their high initial sceverity, in the absence of any program cef fect and any
major trend in the overall population, that subgreur will have a lower severity
score at the second testing. The drop is attributable to a regression to the
mean which affects any measure with imperfect reliability, rather than to the
program. Dropout rate or attrition mav produce avtificial differences between
groups if, for cxampl@, thbM]bH;LAEEVCFQLV i1l members of the new treatment
group reject the new treatment and leave the ward and perhaps even check
themselves into the regyular ward.

The recent list of threats to validity issued by Cook and Campbell (1976)
is complex, and its completion can be very tedious. Nonctheless, in the in-
formal impact evaluation, an approach like this can be enormously helpful in
avoiding egregious crrors in literal or quantitative analvsis of the data.
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Approaches Based on Stereotypical Errvors

Any checklist is inefficient to the extent that the list is long and
contains items which are irrelevant for the evaluation at hand. To accom-
modate the problem, it is sometimes possible to identify stercotypical ways
in which inferences about program itmpact may be wrong a~.! so truncate the
list to manageable size. A given set of literal sterecolypes mav apply to
only one class of cvaluative settings, e.g., in compensatory education, and
irrelevant to another, such as irrigation. But they can be more useful in
developing prescriptions which are quantitative and qualitative, rather than
mercly qualitative, to deal with the problem of estimating impact.

The basic objective is to recognize chronic problems of data analysis
in a given substantive area and to determine their severity for the evaluation
at hand.  For example, Campbell has identificd six such problems, and Canpbell
and Boruch (1975) furnish some procedures for detecting and accommodating
them. Those problems identified as chronic in the evaluation of compensatory
education programs using covariance or matching designs and obscervational data,
are generalizable to other settings. They include regression effects, dif-
ferential growth rates, differences in reliability of measurement over time
and with subgroup, and ceiling and floor effcets on measurement.,

To make matters concrete, consider an actual cultural cnrichment program
to which cconomically deprived preschool children have heon exposced.  The
comparison group, sleected alter the fact, consists ol children from familics
whose economic condition is better and who arce thus ineligible for the program.
The specific mathematical character of the setting, given in Campbell and
Boruch (1975), is ecssential to estimating program ef feers but not essential
for understanding the problems and prescriptions which we pive next.

The regression-cffects problem turns on the fact that unreliable measure-
ment in surveys induces biases in estimation of program effects when co-
variance, regression, matching, or similar conventional techniques are used.
So, for example, a covariance technique or matching might be usced by the
conventional analvst to adjust out pre-existing differences between a treated
group and the control group, without rvecognizing that imperfections in measurc-
ment of the covariates or matching vaviables often lead to estimites of
program effcect which are seriously biased. Some conditions, whic' are common
but do not always prevail, can lead to estimates of program cflfect which are
biased downward i.c., cstimated effects are small even whoere actual effects
are large, and estimales are negative, maxking the program look harmful when
actual progarm cffects are negligible.  The conditions under which the problem
occurs are described mathematically and Fiterally, towcther with examples, in
Campbell and Boruch (1975%).

To help assure that theproblemis detectable, it is ecssential that the
program evaluator acquire information on (a) the process undeviying assion-
ment of program and comparison-group members, (b) statistical data bearing
on the character of hoth groups beflore the program besins, and (¢) veliability
of matching variables or covariates. [Estimates of reliability con sometimes
be used to adjust conventional aalyses Tor the presence of measurement error.
The other information isbhelpful in understanding whether particular approaches
can or should be used by the analyst.

b
4
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DifﬁﬁﬁiﬂEiﬂﬂ“jﬂlﬂiQ‘ of the treated and comparison groups appears to
be a chronic prohlem which cannot be remedied without strong theory and
good data on growth processes. When tested repeatedly over time, for
example, middle-class children's achicvement test scares often increase
more rapidly than do scores of children from cconomically deprived settings.

The stereotype occasionally identified here is a "fan spread" yattern of average or
3 3 I ]

mean achievement for cconomic groups when plocted over time. If the phenom-
enon goes unrccognized by the conventional analyst, then estimates of pro-
gram effect will be biased. An analysis which looks onlv at chinge scores
in the program group relative to the middle-class children will lead co a
declaration that because the middle-class group is increasing at a faster
rate, the program must have had a negative impact on participants. The
declaration will be wrong unless the differvential growth rate has been
recognized and accommodated.

There is some cvidence to suggest that the less privileged child is
measured with somewhat less reliability, using standard achiecvement tests,
than the middle-class child, and further that the reliability of measure-
ment of each group will (depending on age, grade, and other factors) increase
as children and testors become more familiar with the test. One of the
stereotypical problems which may crop up in the field setting then is that
the differcntial rate of errors in measurement produces a small difference
between groups when in fact the difference is large. That is, the unre-
liability obscures real differences, especially on initial testing. TIf
children are tested a sccond time and reliability of measurcment of both
groups is higher on that testing, the difference between aroups will, under
fairly common conditions, increase. The increase will be attributable to
the properties of the test and to practice effects rather than to any real
program cffect. But if the differentials in retiability of measurement £0
unrecognized by the conventional analyvst, then the post-program dif ferences
may be declared (erroncously) as indicating that the program had a negative
effect. Again, the exact conditions under which the problem occurs and
evidence are given in Campbell and Boruch (1975). The simplest prescription
that we can offer to cstablish the existence and magnitude of the problem is
to obtain hard data as a check on its character: pilot tests or side studies
in which intergroup differences in reliability or intertime differences are
estimated, on-site studies of the test process, post-facto estimates of the
internal consistency of test responses estimated by group and by time period.
Without the cstimates, it is unlikely that adequate corrections can be made
to conventional analvses.

Floor effects refer here to the problem of inadequate measurcment of
children whose ability level is considerably lower than that measured ac-
curately by the achievement test used in the evaluation.  That is, children

in this range score ncar the zero or chance level on a test not beeause they
know nothing but because the test is insensitive to ability in the lower range.
The consequences can be obvious: TEven if the compensatory prosram has a
notable effect, that effect may still be too small to be refleeted by an
insensitive test i.c., the c¢ffcet may not be sufficient to boost children into
a measurable range. The problem is not a new one, nor is it confined to
education. It is a dangerous one to the extent that conventional analysts



Boruch/ALD

e

who do not recognize it will be tempted to declare that a program estimate
which is near zero means the program had no effect, rather than that the
measuremznt was faulty. Worse, the protizm can lead, under certain conditions,
to estimates of effect which are negative. Again, the only reasonable pre-
scription to follow, especially when the tests' properties are not well
documented or are suspect, is to run pilot tests prior to the program
evaluation to establish their sensitivity and validity.

To summarize, it is clear from case studies of evaluations that some
conventional data analyses are susceptible to stercotypical problems which
often go unrecognized. Those problems can be anticipated and documented
with side studies and pilot tests. The idea to identify stereotypes, can
be helpful in avoiding serious problems in estimating program cftects,
especially when unrecognized problems engender estimates which are negatively
biased. The hazard, as in any such effort, is that the stereotypes themselves
may be irrelevant or misleading in the particular case (sce Cronbach, 1976).
The approach generally requires expertise ol two kinds: Substantive, C.2.,
in educationai program development and applications; and mathematical-statis-
tical, e.g., in establishing presence and character of the stereotvpe and
in accommod cing the problem it generates. Similar approaches have been
developed around particrlar evaluation designs, c.g., by Linn and Slinde
(1977) in analyzing before-after evaluation designs, bv Granger and Newbold
(1974) in aralyzing time-series data, by Linn (1976) in analysis of the use
of standardized tesc norms, by Glaser (1973) in evaluating criminal offender
programs, and by others.

Multiple Analytic Models and Methods of Analysis

Regardless ol which broad approach one uses--checklists, stereotypes,
comparative assessment--the problem of obtaining numerical estimates of
the effect of a program remains. That is, the literally stated threats to
validity, our understanding of how people behave in the absence of a project
Oor program, just be translated into mathematical form to uncover
the size of the program effect and to attach some level of confidence to the
estimate. Having cepitalized on substantive experts to tearn about quali-
tative reality, the analyst must then match the mathematical models, which
underpin any data anlaysis, with that reality.

The analyst faced with the prospect of estimating program effects based
on nonrandomized data is, with some exceptions, not in an enviable position.
There is a wide choice of methods which might be exploited, to be sure. For
each, however, there is a set of assumptions which must be met in order for
the analysis to be valid--i.e., to produce an unbiased estimate of effect.

It is, in many cases, difficult to check assumptions, and for naively designed
field surveys checking may be impossible.

The assumptions commoun to most methods bear on the properties of measure-
ment and of the statistical models which underpin analysis. Most often, a
piecewise approach to verifying their tenability is warranted. Scales of
measurement in many analyses are supposed to have interval properties, for
example. Roughly specaking, this means that the validitv of measurement at
any given point in the scale is as good as validity at any other point.

-0
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Attrition from treatment and comparison groups, if it occurs, is usually
supposed to be random or at least predictable on the basis of simple
statistical models. The fact that a program is iu place, and has additive
effects rather than (say) multiplicative effects, also must be verifiable
both at the structural level and at the level of the individual participant.
The structure of variability for any given analysis must usually have a
well-specificed form and evidence on the matter can determine which analysis
is appropriate.

In some cases, there may not be a method which can be used without
violating some assumption. 'Theve are two strategies which can then be used.
One is to use the results of a sensitivity analysis, which is a test of how
much a violation of a particular assumption will affect the outcome of the
analysis. Occasionally this can be done through alpebraic derivations, but
usually it is done using simutation of data in which the assumpticn is vio-
lated. For example, most analysts are aware that violating the assumption
of normal distribution of residuals has little effect on the statistical
tests in analysis ol variance. This was egtablished through simulations of
data in which various different distributions of data were used.

The second, related strategy is to trv various methods of analysis, each

of which involves a different set of assumptions. lUnder some circumstances,
the pattern of results will enable the researcher to deduce not only the
probable program effect, but also which assumptions were actually violated.
Utilization of this method requires that the evaluator be able to list every
assumption of each analytic method.
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5. Recent Developments on
Uniform Structures for
Reporting on Evaluations

The guidelines for assaying quality of evaluations developed by the
U.S. Agency for Ti. ~national Development, the U.S. General Accounting
~ Office, UNESCO, and others constitute a vehicle for structuring evaluation
reports. Uniform reporting has been helpful in summarizing project evalua-
tions, in synthesizing results for program evaluation in sector level and
country level analyses,

. That there is some need for more orderly reporting is clear. Dis-
cussions at the 1979 UNESCO conferences on use of evaluation techniques
in Asia stress the point (Ramalinga Iyer and others, 1979). Our own
reviews of reports generated in AID evaluations and of the material
available from AID's computerized archive system reiterate the neced for
rather more sophisticated and orderly reporting orf evaluations.

The structure for reporting adopted here is an extension of one
developed carlier in a state of the art monograph on social experimentation
(Riecken, et al., 1974). It is related to more recent varieties of guide~-
lines for reporting heing devzloped by the U.S. General Accounting Office,
and other groups (see the bibliography, on standards and gridelines).

In the following remarks, the structure of the cases is described
first, followed by a more elaborate checklist for determining adequacy.

Structure for Reporting

The topics covered in each case study of an evaluation can be des-
cribed in terms of the questions implied by each topic. The first three
items catalogued below are preliminary; the next six items cover funda-
mental components of an outcome evaluation.

Background. What is the general nature of the social problem which
is supposed to be addressed by the program under examination? In what
- sense is an outcome evaluation justified? Which organizations or

individuals are principals in the evaluation?
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General Objectives. What are the evaluation goals and how are they
related to program objectives?

Program Goals and Target Groups. What is the specific rationale for
the program? That is, how is the program expected to ameliorate the prob-
lem under attack? What group of individuals, or institutions, is the main
target for the program? What plans, operations, stafl, or material are
necéssary for the program's implementation?

Site and Commultics of Interest. How was the site [or the program

or the pilot test seclected? Which groups, orpanizations, or individuals
exercise strong interest in or influence on the evaluation?

Once said, it is obvious that the choice of site for a program and its
evaluation and the communities with an interest in the evaluation can exer-
cise a strong influence on the quality of evaluation. Glten, one cannot
choose the site so as to reduce managevial, political, or institutional
problems and that is the situation for most case studies considered here.
In other cases, however, there is some choice.  For cxample, the ovaluators
involved in the Nicaraguan radio mathematics expoeriment  oxamined several
countries before introducing the progvam to estanlish where such an ox-
periment would be most appropriate and feasible. Most of the cases roported
here also involve individuals or proups with a strong interest in under-
standing a new propran's effects and that interest and SuUpport accounts
partly for their quality. Other evaluations characterized by strong op-
position or indifference have of course failed [or those reasons.  Some
British tests on alternative methods for rehabilitating delinquents (Clark
& Cornish, 1972) ana at least one Guatemalan test on radio instiaction
(Hornik et al., 1973 werc abandoned, for example, in the face of insur-
mountable obstacles (o their continuation.

Evaluation Objcctives, Desien, Fxccution. What are the specific ob-
SIAAEROR VP JretEVes, desiin, brecution P
jectives of the evaluation? What design has been adiapted to permit reasonably
confident estimates of program coffect to be made? What checks on proper

execution of the design have been established?

The idea of conscicntious desiygn of evaluation, and the need to cuip loy
a design which is most Tikelv to prbdnce faiv and interpretable ostimates
of program cffect is fundamental. The evaluation plan should bhe vuplicit
and documented before the fact., The failure of oy evaluations of some
programs in the United States, for cexample, has led to the U.S. General
Accounting Office's dedicating notable attention Lo evaluation desien in
its reviews of the quality of cvaluations and in construct ion o reneral
guidelines on asscssing cvaluations. Jdust as progsrams mav Jail 1o be jm-
plemented adequately, cvaluations may fail Lo be fmpicemented in acecord with
evaluation design.  Establishing that the desien is executed then must be
part of the cvaluator's responsibility. I randomized assignment in cx-
periments is plannced, then the process should be monitored o assure that
it is carried out. Two of the case studies presented Pater. the Canadian
evaluation of a nursc-practitioner progrvram and the Nicarapuan experiments
on radio instruction, for example, take care to present evidence thac the
randomization procedure was carried out according to plan.
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Measurement of Program Tmplementation. Recognizing that no new
program cver conforms perfectly to plan, what mechanisms have been developed
tc assay level of implementation?

There's not much point to completing an outcome evaluation unless the
program is actually in place, of course. The measures of program imple-
mentation may be very simple. A site visit, for instance, may be sufficient
to understand that appropriate staffl have been hired, that their activities
are well documented and can be independently verificed, and that individuals
who are alleged to have received service actually did so. In the more in-
tensive outcome cvaluations, the measurcment scheme is oiten more celaborate.
The Canadian assessment of the effectiveness of nurse-practitioner Programs,
for example, included time and motion studies of activitics in a conventional
medical practice, daily journals en contacts between patients and medical
staff, and ratings Ly independent observers on the obscervable adequacy of
services provided.

Measurcment of Outeomes and 0rher Charactevistics of the Taraet Croups.

Whichnépgzific characteristics of participants in alternative proprams and
of members of comparison groups are likely to be affected?  How will these
characteristics be measured?  What mechanisms for assesaing the quality of
measures have been set up?  How of ten were such measurces andertaken?  Are
measures of preprogram characteristics appropriate, feasibic, reliable?

Most programs have a variety of offects on their participants and,
partly as a conscquence, many [ield tests involve measurement of a variety
of outcome variables. The bhetter evaluations are nsually characterized by
pre-cexperiment development of measures and side studies of their reliability
and validity., Sce, for example, the case studies on an cducational enrich-
ment program in Colombia and the radio mathematics program in Nicaragua.
The evaluation may also invoive attaching priorities to the oulcome
variables so as to mace analysis more orderly, and to assure that the importance
of various outcome variables for different groups with an interest in results
is clear. The acquisition of other information or propram participants
hefore their entry to the propram and on comparison grouns is, of course,
often necrssary to assure comparahility of groups, to increase the oxperi-
ment's power to detect subtle program effects, and [or other reasons.  Most
of the cascs piven here illustrate the point.  The develaopment and use of
measures of outcome which are sensitive to the propram's influence, and the
design of side studies and monitoring systems to assure validity are dis-
cussed more fully in Riccken et al (1974).

Resul s, What kinds of data analvaes were undertaken to estimate
relative program offects?  How is quality of the resulting cstimate assessed?
What inferences were drawn?
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Most outcome evaluations involve a comparison hetween a group receiving
services from a new program and those who receive serviees from an alter-
native or receive no services at all. The lLogric is normally supported with
formal statistical tests which help one to understand whether the difference
between the two groups is stable or merely a chance difference which could
have occurred in the absence of any new program at all.  The more con-
scientious cvaluations also Lake care Lo examine reasons wiy a4 difference
appears (or fails to appear) apart from the new program's influcnce.  That
is, the examination involves cnumerating competing influences on the out-
comes and an appraisal of the extent to yhich the outcome difforences may
be attributable to peculiar preprogram differences between yproups or to
some other influences. The ddea is to assure that a declaration that a
program effecct is larse is credible. As we suggpested carlicr, the process
of establishing that an outcome is indeed attvibutable to a program's in-
fluence can be simplificed throush cvatuation desipgn and, in many casnces,
high quality design and execcution is the only way to assure clear results.

Archive and_Sceondary Aanlysis,  Have provisions heen made 1o store the

statistical data and to make it available for reanalysis by professionals
not associated with the original program developers and cevaluators?

In large scale cvaluations, it i often reasonable to store resualting
statistical data and to make it available foir scecondary analvsis,  Routine
reanalysis is justilicd at {imes because, repgardless of the interrity and
skill of the original evaluaror, independent analvsis can Tend eredihility
to the findings, help to identifv crvorvs in o aalvsis, and so on.  To the
extent that the data are expensive, despite their henefits in understanding
program cffeets, making the data available to the enmmmity of rescarehors
for reanalysis is cconomical. A frood deal of such data can be used for
pedagopical purposes, for testing new hvpotheses, and the like.  Secondary
analyses have heen undertaken to asgav credibility of the original evalua-
tions of children's television proyrams, Comey by Cook ot al (1975 and by
Cook and Conncr (1976) on Sesame Street in the United States, Mexico, and
elsewhere.  Thev have bheen emploved to understand the risks of trving to
estimate program of fects Crom simple one-time survevs, oo, the Hustv]lvr—
Moynihan reanalyses of the Equality of Fducational Opportunitics Survev in
the United States. T ig cefforts such as these which heln to reinforce
still earlier offorts to create cooperative social science Jdata banks for
storage of statistical data y Loeo, records which have hoon o tripped of the
respondent's identification. Opevational arvchives of this <ort have heen
developed in Denmark (Danish Data Avchive, 1970), Holland (Roval ierherlands
Academy of Arts and Scicnces, 19743, and Beleinm (Iniversicd Cathnbigue de
Louvain, 1976). In the United States, the National Archives and several
independent universitv-hagsed Facilitios Tulfill a similar mission.,

Managerial Characteristics. Managerial features of the evaluation
need to Bg.féﬁd}téd,'ﬁbrhaps iﬁ'appendices for a variety of recasons.
Understanding how to allocate evaluation resources or how to budpet for
evaluations is difficult in the absence of information on preccdent,

And routine reporting on the topic can serve to be helpful in this res-
pect. Such information includes details about why decisions about key
aspects of evaluation were made, sources and nature of funding, descrip-
tion of the precess of evaluation design and time schedule for the

evaluation, manpower needs, budget, and costs of the evaluation.

>
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Full Topical Checklist for Assessing Completeness and Quality of
Outcome Eyaluations
This checklist has heen doveloped by borach, Rindskopf{, and Rezmovie to
Facilitate the process of deciding whethar an evaluation to estimiate the eoffeet of
A social program is coaplete and of hich qualitv. Theve are two columns on the
checklist: Completeness/Qual ity and Responsibilitv.,  Completeness of an ovaluat jon
is assessed merely bv noting whether an item in the lisr is, in fact, coverced in
the repores or other documentarion, 17 (he item iu not relevant for a particalar
evaluation, the veader would wmerely put "NR" in the space. In ease a more complete
quality asscssment is desired, some sort of numerical scaie could bo used,
with "0" meaning che item was not covercd, and the number o | thorouph 5
(or any other number scquence) used to indicate variations in quirb ity from
low to high. The column labelled "Responsibilitv" is included to assure
that if an item is relevant, a particular individual or identilied proup was
assigued to carry out the action. This is important for checking out why
there might have been breakdowns in exccution of the plan.

To ine extent that a piven evaluation actually considers relevant items
in the checklist, it is pood. Wt it is jmportant to recopnize that estab-
lishing the degree to which each item in the 1ist is accommadated, determining
how well plans are laid, is not simple. No checklist, including this one,
will be aderquate to the task. AL its worst, the oversimpliflication implied
by a checklist will be misleading.

Many items are not a matter of common practice in field cvaluations of
social programs. But it is our Judgment, based on hiph quality evaluations
by others and sccondary malvais of them, that all items are a matter of
good practice, are lepitimate, and are usually feasible. There will be
exceptions, to he sure, and these exceptions are among, the main reasons for
the Not Relevant column and for the examples,

The proper use of this checklist will depend heavily on the qualifica-
tions ol the uwser: sometimes only wide cxperience in social research can
cnable a critic to make sound judgments about the severity of certain faults
in design and execution. Criticism can be made at several different levels:

= Completeness and perfection: Was cvery item covered and covered

well?

= Were plausible, not Just possible, defects detectod and corrected?

= Is the bias duc to [ailure to detecr and correct lor defeocts Likely

to be scrious?

Notice that increasing desrees of sophistication are required to make Jjudyp-
ments in cach successive case.  The less sophisticated critic, who can only
make judpments of (he {irst kind, mav reject Findiops whicli are perifectly
reasonable bhecause he was unable to Judee the severitv of the fanlrs.  In
a brief checklist and manual such ag Lhis, we cannot hope Lo impart the
knowledyge necessary to make such judgmenrs, They come only with cxtended
training and expericnco.


http:mnial.ri

5.

6.

Topical Checklisk

[or Outcome Lvaluations

Background

Nature of the social problem
General character ol the propram
General character of the evaluation
Sponsors and principals

General Objectives

Program objectives
Evaluation objectives

Program

Program goals and rationale (Evaluability)
Selection of program participants

and ‘target group

Planned program operations

Major elements of the program

Site and Communitics of Interest

Rationale ror chaoice of test sites
Communities of interest and their
cooperation

Evaluation Objectives, Design, and Execution

Specific objectives of the evaluation
Evaluation design, including the logical,
statistical model underlying design
Statistical power of desipn

Sample design and sample selection

Checiks on exccution of evaluation design
and sampling

Threats to inferential validity character-
istic of the evaluation design chosen

Measures of Propgram Lmplementation

. Indicators of program implementation level

Indicators of propram presence

Quality control on measurement

Completeness
Quality

/’),‘
b
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7. Measurement of Outcomes and Other Characteristics

« Pre-program mecasurement: choice, Justification,
and quality control
. Post-program measurcs of outcome

«. rationale for choice

«. methods of measurcement

«o quality contral: reliabilicy,
validity, response rate

.. incentives for response

8. Data Analysis and Results

. Data analysis plan and rationale for it
.+ Formal statistical tests and models
.+ Competing analvses and threats to validity
of conclusions
. Assumptions
. Statement of vresults
9. Archive and Secondary Analysis

. Plans for data storape
. Policy on and plan for independent reanalysis
of data

10. Management Information

. Rationale/Justification for evaluation

» Sources and nature of . funding

. Major decisions in evaluation design

. Time schedule for evaluation,
projected and actual

. Manpower requirements

. Budget and expenditures for evaluation

nd



4. On Human Factors

in Program Evaluation

Evaluation often engenders anxiety among those whose program is being
evaluated. It is equally obvious that maintaining honesty or integrity in
evaluation can be difficult whether one is talking about cvaluation, or dema-
goguery, or fraud. If it were not difficult to exhibit, integrity would not
be regarded as a virtue. Permit me to presume here that the objective in
principle is to do a job with integrity despite vague fears, political
pPressures, and similar influences.

I prefer not to espouse the virtue piously, but would like to embellish
on a theme implied by an old evaluator of sorts, Mark Twain. He defined an
ethical man, one with the integrity of the sort meant here, as a Christian
holding four aces. We cannot always obtain the aces, but we can often
negotiate for better cards, i.e., options wihich help to assure that if we
do a job well, that we will not suffer needlessly the consequences of doing
50.

Option 1. Posture at the Policy, Management, and Oversight Levels of
Government.

There is some argument for the view that administrators of new and
innovative projects ought not be judged on the basis of the success of the
program for which they are responsible. For, as David Levintow, Donald Brown,
and others have suggested at the recent AID conferences on cvaluation, most AID
projects are high risk ventures. And their failure is very often if not always
beyond control of an individual or govermaent. It is important to understand
why we fail. Program managers and their staffs, then, should be judged on
the qualicy of evidence bearing on a program, regardless, of whether one
finds the program itself is a success. To be effeccive, that view would have
to prevail at Congressional and administrative levels, and many readers will
recognize that it also runs against social norms. That means if this posture
is adopted generally, it will take a long time to become routine, perhaps as
long as it took for the U.S. Census Bureau to infuse integrity voutinely into
U.S5. censuses - 100 vears.

For particular classes of innovation, it may be possible to employ the
strategy immediately. And in others, some posture which provides rewards
to both quality of evidence and quality of programs is warranted.

Option 2. Design of New Evaluations

It is sometimes sensible to accommodate fear of evaluation through
design of evaluations. One of several simple ways of doinr so is not to
evaluate program A by comparing it to nothing: Rather one ought to compare
A to B. "Nothing" may not be a politically viable option if A fails. Indeed,
it's prudent to compare against B if one believes in planming: if A and B
are equally effective, then one has a contingency plan, choosing b if it's
less expensive, and recognizing the high risk of any innovative social program.

The difficulty with the option of course is that we may lack the im-
atination or resources to invent and execute B,

€1



Option 3: External Réview

One way to assure that incompetent evaluations and competent evaluations
are properly labelled as such is to employ external reviews of evaluations.
The tactic is consistent with the aims of the U.S. General Accounting Office
and other agencies with an interest in quality and standards of cvidence.

It is conmsistent with the recent trend toward secondary analvsis of program
evaluation data, conducted by independent academic iv . titutions. ‘The latter
option has been used, by among others, the U.S. Office of Education, the
National Institute of Education, the Law Enforcement Assistance Administration,
and other agencies in the United States. A variant on the tactic nas been
tried by Safraz Qureshi of Puakistan in revicewing evaluations sponsored vy his
government.

This option cannot assure directly that evaluations done with integrity
will be rewarded. It should make it more likely, however. that the poor
evaluations are not rewarded.

Option 4: Joint Dissemination and Review Pancl Approaches

Consider a review board with clearly defined standards for examining
the quality of evaluations, and which examine quality in response to a request
from the program manager. A main objective of this panel or board is to
officially verify that cvidence is good and the program, if cffective, deserves
to be disseminated. Further. such a seal of approval can become a device for
leveraging more monev for similar projeets from an agency, [ndecd, panel
approval may be a precondition for obtaining new monev for diversifving,
expanding, and so on.

In fact, such a svstem has been operating with some success by two
domestic agencies in the U.S. The Joint panel reviews educational products,
basing review solely on cevidence which conforms to well articulated standards.
The approval makes them cligible Tor specially budgeted money carmarked for
expansion, dissemination, and other purposes. The eligible programs compete
for additional funds but with less competition than normal and more likelihood
of success. About 30% of projects going before such a panel in the U.S.

pass muster; this is up from 10% from the experience of 6-8 years ago.

Option 5: [valuation as Pescarch or as Management Tool

Labelling cvaluation as a "rescarch tool," the results of which are used
for no fiscal decisions, rvather than a management tool may ameliorate some
problems. This option runs directly against the current thinking of GAO,

OMB, and other U.S. agencies. Nonetheless, it is a posture which can indeced

be taken in some studies. So, for instance, the Cali, Colombia, experiments

on the impact of education and nutrition were undertaken by a rescarch opceration,
the Human Ecology Rescarch Institute, whose staff included two Amcrican
university researchers, two Colombian resecarchers, and Colombian staff. 1t was
undertaken with public and private foundation funds, was designed to conform co
research standards of high quality evidence. The U.S. ATD supported Nicaraguan
experiments in radio-based mathematics instruction is of the same sort. The

|



remarkable feature of each is their treatment in principle and practice
as research, potentially useable, but research nonectheless, free from
untoward political pressures and no clear prior linkage to management
decisions and the resistance to evaluation which decisions might engender.

Option 6: Reorganizing Mislabelling and Deception.

Burcaucratlic recognition of mislabelling and deception is generally
a high art form. Tt is not vyet well developed in the evaluation arena,
and it should be. To rake the simplest case, descriptive surveys, nceds
assessment surveys, studies of management and operations, and the like are
labelled "impact cvaluations" or implied to be sufficient for impact estimation.
The former arc casy by comparison to impact studics, they differ in function
and use, and they must not be confuscd. To the extent that they are, people
who do a fine job on difficult enterprises may be inadvertently hurt by
people doing a good job on casier tasks.

Option 7: Monitoring and Evaluating Usc of Evaluation

One of the major concerns registered by program managers in AID at 1980
African mectings on evaluation, by program managers in local and regional
education agencies in carlier meetings on U.S. Office of Education sponsored
programs, and clsewhere concerns the uses of evaluation. Evaluations are
supposed to be used after all, if they are good. 1Tt is in the program
manager's intecrest to understand prchaole use, and morecover to protect oneself
from ingenuous use.

Ingenuous use is possible of course. Many managers, legislative staffers,
and so on have little understanding of the qualitv of evidence and so may
naively rely on poor data. That result mav affect those with good evidence
negatively. Perhaps more importe..t, the quality of utilization will vary
depending on the experience and wit of the user. It is simply not easy to
capitalize on cvidence easily in the interest of mak ing decisions or setting
policy. One may, for example, decide on the basis of carly cvaluation results
that a pro cct is ineftective when Longterm results can show that the program
is effective. One may decide that the project in site 1 is ineffective when
the project could or would work at site 2. And so on.

Some mechanisms must be invented to encourage, assurce, and monitor, the
high quality use of evaluation results. Several suggest themselves.,

(a) Training sessions, workshops, ete. might be use-ul;
this may include casc study approaches as in Northwestern's
or Harvard's MBA programs.

(b) Invention of cheap monitoring Jdevices for identifying
instances of information use, c.g. periodice telephone
calls or cables to agency staff to ask whiether information
has been used, how it was used and who usecd it, and
verification of the use.

ul



(c) Development of case studies to illustrate ingenuous
use and appropriate use.

There is some need for applied research on: "appropriate" and "inap-
propriate" use; delayed vs immediate uses; quality and quantity of use;
types of use; and so on.

y
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6. Common Questions and Partial Answers

This section describes some of the questions tendered by participants
in AID's African conferences on evaluation of development programs. The
responses here provide partial answers

1. Question: The cffects of some development programs will only be de-
tecvable in 8-10 years. How can one evaluate under these conditions?

Consider first that there are large classes of programs which do have
short term effects. Some effects of cduention programs for instance ought
to be detectable immediately after a ~ouise. Increased arithmetic ability
should be detectable following the course, though longterm effects of arithmetic
on money handling in hotels, consumer buying habits, etc. will not be detectable
for some time. Similarly, nutritional supplements will have some effects which
detectable carly, and others which are only detectable later.

The point is that one should not wait a long period to measure some effects.
For long-term effects of some programs are not possible without some short-term
effects.

Second, the statement that come programs have only long-term effects
is a claim which may or may not be true. In point of fact, theory and
evidence are often insufficient for making confident gucsses about when program
effects will appear. There is simply no colierent data on the matter for
innovative programs (otherwise they probably wouldn't be regarded as innovative).
The absence of data makes the claim less persuasive than it might otherwise be.

Third, if we are willing to admit that we are fairly ignorant about
when effects will appear, then at lcast two tactics ore sensible. One can,
for example, measure outcomes periodically after the program's implementation
to assure that vegardless of when effects appear, the gradual nature of
appearance is well understood. The measurement is made under the proviso that
judgments about "success" are not legitimate for some time. Ona may also
choose to measure direct and temporary as well as long-term effects to assure
that immediate behavioral changes which are necessary for long-term changes do
indeed appear. :

2. Question: Are there situations in which one is reasonable not to try to
estimate program effects?

Yes, there are lots.

One obvious class is charitable enterprise aud related relief projects.
There is a presumption that the work is good and rcegardless of whether the
presumption is wrong, it is often sufficient to justify programmatic efforts
on that presumption.

A second obvious class of projects for which impact evaluations may at
times be unnccessary are those in which mere delivery is sufficient for
justifying the resr:rces. Examples here include the mnundanc: We believe
teaching charity to children has lcng-term effects, and regardless of its
real positive and negative effects, we may justify the activity solely in terms



of that belief, that article of faith. Similarly, one might choose to be
satisfied with delivery of nutritional supplements to mothers as a basis

for judging project "success" regardless of actual impact on their children.
One may make the choice on the grounds that supplements are known to be

good and their delivery is a sufficient good to justify resource expenditure.
Similar presumptions justify investments in college education, music and
literature, and so on. The presumption may be shortsighted: Supplements
once delivered mav not be consumed or they may be consumed in inappropriate
ways, (c.g., mixing supplements with contaminated water) .

The point is that the political, intellective, or religious presumption
that delivery of A is a good, sometimes removes the need for impact evaluation.

If one is unwilling to make the presumption, then impact evaluation may be
warranted.

A third class of situations in which impact evaluations may not be
warranted are those in which no one is interested in the rosults.

3. Question: Agencies such as AID have very little control over their projects
in the sense that host countriecs exercise a great deal of
influence. How can one cvaluate well without more control?

The answer is that there are options, but no solution is equally
appropriate for all settings. The options include:

(a) llost country involvement in cvaluation a= well] us in project
implementation, notably host countrv research and census
units which are capable of cooperation and are competent.

(b) Selection of projects for elaborate evaluation solely on the
basis of feasibility of evaluation, f.e., evaluate only those
over which one has great control. The remaining projects
receive leoss expensive, therefore more speculativo, evaluation.

(c) Evaluate only those components of a complex program or project
over which one has control, rather than evaluating the entire
complex program.

(d) Stage the evaluation so as to cbtain as much data as early as
possible, and in such a way as to permit clear disengagement
at several points in the process.

4. Question: What is the correct sample size to use in surveys?

Apart from recommending that one hire a reputable statistician to do
the work, there is no simple answer to this question. The classical theory
for choice of sample size hinges partly on the precision one would like in
estimating characteristics of the target population, partly on cost. More
recent theory for choice incorporates information about reliability of
responses made to inquiry and probable nonresponse, i.c., nonsampling error.



The more fundamental and older question for managers is whether one
ought to take an opportunistic sample, i.e., a sample of conveuience, or
a formal systematic sample. To illustrate the problem, consider the
eleventh century rabbinical argument over this choice, where the need to
choose originated from the need to estimate how much one should tithe. One
might just grab a handful of olives from the nearest of a group of baskets
to judge the general quality of the crop and tithe on the basis of this
opportunistic sample. Or, one may formally mix the olives well, and develop
a more formal, systematic, and time consuming sample. The rabbis' resolution
of the issue is not much different from what contemporary analysts might achieve:
if the demand for the estimate is rabbinical in origin, then one may take a
sample of convenience. If it is biblical in origin, then one must be much
more careful.

The more general point is that samples ought to be carefully designed
if the use to which results will be put is important, ani it need not be
carefully designed otherwise.

If the manager decides that the problem is important enough to justify
a formal survey, then the task of sample design ought to be given over to
a competent statistician. To illustrate the statistician's thinking in the
simplest case, consider the following example.

Suppose one's interest lies in estimating the proportion of tuberculosis
victims in a city. The statistician will first make a guess, based on expert
advice as to what proportion of the target population is so affected, say 50%.
Either theory or readily available tables can then be used to establish the
size of sample necessary to be very confident that the actual prpulation
proportion lies in a confidence interval. The intervals for various sample
sizes and a guessed value of 50% to rate in the population are:

Sample Size (N) Confidence Interval
25 .30-.70
100 .40-.60
‘400 .45-.55
900 47-.53

The intervals narrow as sample size increases, implying a more precise
estimate of the population parameter. But there is a point of diminishing
returns, e.g. boosting sample size from 400 to 900 does not affect the confi-
dence interval remarkably.

This is a rudimentary case of simple random sampling. The statistician
may wish to improve precision of the estimate by designing a stratified sample.
He or she may recognize that particular types of people with TB are of interest,
implying that cross-tabulations arc warranted, and that larger sample sizes
are needed to obtain precision in detailed cross tabulations. If one attempts
to accommodate nonsampling error (e.g., random unreliability in response),
further increases will be necessary.



5. Question: Is there a special professional field of evaluation?

The field is new but growing rapidly, judging by the crecation of new
professional organizations and the issuance of journals.

Consider, for example, the professional organizations:
. Evaluation Research Sociecy with 600 members

. Council for Applied Social Rescarch with 300 members,
most of whom do evaluative work

. LBvaluation Network (with over 200 members, specializing in
educational evaluation)

and pertinent divisions of the American Educational Research Association,

the American Psychological Association, and others. ERS and CASR have
international memberships, and are less than five years old. Existing
organizations whose professional meetings place in developing countries (e.g.,
India, the Phillippines) such as the International Statistical Institute,

rui professional meetings at which evaluative research is reported rvegularly.

New journals dedicated to the field include:
Evaluation Quarterly (Sage, Beverly Hills)

. E@iEEUJ{UEU;JBLEUEK.%QQ,EYQLEQELQH (American Educational
Rescarch Association)

. Evaluation (Minneapolis)

and others. A compiltation of such journals which provides addresses, editorial
and subscription policies, is available in a report by Boruch (1979).

New university programs for evaluation have been cataloged by Ross Conner
of the University of California at Ivvine and John Morrell of Halinemann Medical
College, for the Evaluation Pesearch Society. The catalog is available from
the authors.

6. Question: How does one locate sources of technical assistance for
evaluations in developing countries?

Finding competent assistance is difficult in evaluation as in any new
arena of serious intellectual inquiry. Theve ave several options.

It's sensible to read the evaluation literature for instance. An author
who manages to say something intelligent in print is more likely than one who
hasn't done so to provide competent services. If the problem at issuc is
controversial, one might hire both the author and the individral he or she
suggests 1is the most competent opponent or critic of the author's views.



A major local source for technical assistance in the census bureau
of the country in which the evaluation takes place. Many of the professional
staff members are trained in the U.S. or Europe. The network of survey
researchers in such bureaus is small enough to obtain informed recommendations
about specific individuals or agencies. Most professional staff are members
of professional organizations such as the International Statistical Institute
or the American Statistical Association. The papers they present at annual
meetings of the organization are typically published in proceedings and the
ppaers serve as one vehicle for judging quality of work.

Other major sources include social and economic research units, human
ecology research institutes, and other institutional research groups. They
are not uncommon in India, Colombia, Malaysia, Pakistan, and elsewhere,
though quality of work varies considerably. The Human Ecology Research Institute
in Cali, Colombia has mounted some of the finest experimental tests of education
programs available to date. I know of no formal list of such organizations.

Universities also consitute a resource for technical assistance. The
resource may be limited at times: some of the University of Nairobi faculty
are not in good favor with the government of Kenya, for example. But this
need not prevent their participation in independently suppoited projects;
indeed obtaining the assistance of high ralibre people in and out of favor
may enhance quality of the evaluation. We are aware of no formal examination
of this topic however.

7. Question: Why arc we learning all this theory?

The criticism implied in the question is that "all this is theoretical,
but not the real world."

In either case, the choice of the word theory is wrong if (a) all
illustrations are real and (b) the lecturer is actually not a theoretician.

The more appropriate reference is to the distinction hetween principle
and practice. That is, some evaluation designs are as a matter of principle
good in yielding good evidence. But they are not always possible.
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