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Abs tract
 

This report contains a summary of certain developments in evaluation,
with emphasis on impact evaluations in developing countries. There a-e two 
parts to the report. Part I covers major aspects of evaluation, including 
types of evaluation, methods, and issues; this material was presented in 
lectures at the recent Agency for International Development Conferences on 
evaluation in the Ivory Coast (Abidjan, January 7-11, 1980), and Kenya
(Nairobi, January 14-18, 1980). Part II is a compendium of references to 
published articles on new developments in impact evaluation.
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I. Definition and Types of Evaluation
 

The word evaluation is an indiviously simple label for a complex
 
variety of activities and functions. USAID's Handbook, for instance,
 
reiterates the point that home-made definitions "of evaluation" are
 
common and varied, e.g. "analyzing reasons for an outcome," "measuring
 
progress," a "Project Appraisal Report," and so on. The recent Panamanian
 
conferences on the state of nutritional field evaluations, reviewed by Henry
 
Riecken, make much the same point: There are different images in our
 
heads about what the process engenders. This variety is not confined to
 
the international sector, judging from recent work for Congress on charac­
ter of domestic educational program evaluations: We've encountered agency
 
directors who say they don't do evaluations, and the directors' chiefs who
 
say everything they do is evaluation.
 

The intellective ambiguity engendered by the word evaluation is
 
reflected in language of course. Neologism abounds. We muck about in
 
"formative" evaluation, "impact" evaluation, "social impact assessment," 
"summative" evaluation, and so 
on. The promiscuous generation of new
 
phrases in both academic and bureaucratic communities occasionally has
 
positive results: consolidating ideas or marshally energies, for instance.
 

But this lexical untidiness also has lots of negative effects. There 
are inappropriate demands for "impact evaluation" of a program in settings
 
where one can't even establish that the program exists, much less a stan­
dard for judging impact. Most managers recognize the need to periodically 
educate their new bosses, new legislators, and their assistants. Assuming
 
some are educable in the time available, explaining evaluation is unneces­
sarily difficult if one doesn't have a clear idea in one's 
own mind about 
what the beast is. There is confusion: a legislature may get a needs 
assessment from ak. agency rather than an implementation analysis or audit 
if its intentions are not explicit. Planning an evaluation budget is a
 
nightmare if one does not have clear definitions in hand, and quality 
control is absurd without some uniformity. The ambiguity may be warranted 
in the sense that the history of evaluation is recent and agency staff
 
cannot respond to capricious or ambiguous demands. But it is not prudent 
if the objective is to routinize the process, to under~tand its usefulness 
or uselessness.
 

For the sake of concreteness, the definition adopted here is that 
evaluation is an attempt to deterrine in the least equivoc<- way possible 
the. effectiveness of an organization's activities in the light of its 
objectives. The word effectiveness here includes "relevance" and "signi­
ficance," aspects stressed in USAID's Handbook and Guidelines, in the UN's 
recent guidelines for internal evaluation (produced by Sohm and Bertra 
in 1979), in U.S. General Accounting Office work, and in some definitions
 
adopted in other countries, notably by Sang-Chuel Choe of South Korea,
 
Kosit Panpeimras of Thailand, and others. The phrase "least equivocal 
way possible" reminds us that the evidence ought to be systematic, objec­
tive, and interpretable, in plain words. These virtues too are espoused 
in most handbooks and guidelines.
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No definition, accepted widely or not, is sufficient for understand­
ing: One can't build a bridge merely by reading Webster's definition of
 
a bridge. That is one reason for enlarging on the definition a bit to
 
produce a little taxonomy or catalog of types of evaluation.
 

Types of Evaluation: Needs, Process, Effects
 

For simplicity's sake, we recognize three functional categories of
 
evaluation here:
 

* evaluation of characteristics or needs of individuals
 
targeted for a project 

• evaluation of project operations: process or formative evaluation
 
* estimation of project effects: outcome evaluation
 

Rather more elaborate taxonomies for describing activities often labelled
 
as evaluation have been developed by individuals, by government agencies
 
such as the Canadian Treasury Department and the U.S. Agency for Inter­
national Development, and by international organizations such as UNESCO 
(see Soumelis, (1977), for example). Alternatives are discussed after a 
brief explanation of the types proposed here. 

Needs Assessments and Descriptive Surveys
 

Studies undertaken prior to a project's introduction generally fali 
under the rubric of needs assessment or descripve survevs. In simple 
form, this may be based on the declaration of an expert that a problem 
exists, and that it is severe. It may include attention 'o what organi­
zations could do and whether they ought to be doing it. In more systema­
tic form, this may involve the collection of verifiable data in formal 
surveys, rather than individual opinion. Case studies of a clinical or 
administrative type may be adjoined to the survey to enrich statistical 
data. So, for example, 

New Delhi's National Council of Educational Research and Training 
recommended that systematic surveys of local employment needs be 
routinely undertaken by colleges before the colleges created new
 
vocational education courses. Because vocationalization is a 
matter of national policy, and because the policy's effectiveness
 
depends ultimately on ccmmunity needs, recent NCERT studies of
 
the process of instituting vocational courses in Karnataka
 
focused partly on whether colleges in that area had actually
 
obtained reliable information on employment in vocations before 
they instituted courses. The NCERT's investigation concluded
 
that insufficient time prevented college's executing good surveys 
of local need. It is perhaps on account of the failure to do such 
market research that some vocational programs are of remarkably 
dubious value. This includes, for example, the invention of 
courses particularly "suited to the genius of women," such as 
camera repair. The demand for camera repairers in a country 
with relatively few cameras and no major production is unlikely 
to be considerable. (Vocationalization of Fducation Unit,
 
NCERT, 1978).
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Health services researchers in Canada have undertaken limited scien­
tifically designed household surveys to assay the public's acceptance

of nurse practitioners, a new method of delivering health services 
relative to the conventional mode, physicians. Th'b main survey was 
limited to a large rural area and conducted pri-or L_0_development of 
nurse practitioner training programs and prior to later experimental 
testing of the programs. The survey was designed 1-o establish whether 
families would accept well trained nurses as a surrog;a' . for physician 
care, the conditions of acceptability, and conditions ii. der which phys­
icians would be prepared (Chenoy, Pharm, Spitzer, and Anderson, 1973). 
Part of the evolition of monitori.ng, and recording svs tens in South 
Korea include the recognition Lhat early in tle New Community Move­
ment: villagers were sometimes "obliged to carry out projects which 
were not well. suited to their particular situation. Partly on ac­
count of complaints about discrepancy between needs and services, 
there is now an elaborate system for monitoring needs rather closely,
 
A rather long tradition of record keeping and centralized government
 
probably facilitated creation of this system: routine ratings of
 
the state of development of villages in regard to irrigation, bridges
 
and feeder roads, electrification, farm, fishery, and cattle production

and support facilities, civil structures and housing characteristics
 
(kitchen, walls, etc.), civil government. The surveys focus on
 
village conditirn and by :impiication, needs, are undert;iken 
annually by some 500 teams, and have been running for about six years.
That the system is imperfect and may nat he applicable in other 
countries is beside the point for the moment. It does illustrate 
one approach to understanding character and scope of development
 
problems.
 

The justification for descriptive information has been reiterated 
in USAID guidelines such as Turner's (1976, p. 2) and in most good mono­
graphs on evaluation. Regardless of the survey I__quality, this form of 
evaluation usually cannot be relied on to show that a new program will 
work. 
It is not generally designed to do so. However, preliminary surveys

of this sort are frequently undertaken prior to larger outcome evaluation, 
to understand the nature of the population to which the program is directed, 
to characterize the scope and severity of a social problem, to 
identify
 
individuals who may be eligible for assistance from a prototype program,
 
and to obtain baseline data for subsequent attempts to estimate the effects
 
of intervention.
 

Process Evaluation, Formative Evaluation, Implementation Analysis
 

The critical examination of the operation of new programs or projects
 
is often labelled formative evaluation, process evaluation, implementation

analysis and the like. 
 In simple form, this involves conscientious des­
cription of whether a program's operation matches plans, a service, or 
a
 
product is delivered, and how delivery might he improved. 
 In more compul­
sive form, it is the "task analysis" of the industrial or human engineer. 
Where projects or programs are well established, the systematic observa­
tion of operations usually falls under the rubric of p ogram monitoring.
Where the program is very complex but underlying causal processes are well
 

http:monitori.ng
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understood and measurement systems are very sophisticated, the more elab­
orate forms of process evaluation are akin to operations research. So,
 
for example:
 

The Government of India's recent emphasis 
on vocationalization
 
has led to the use of colleges in Karnataka as a test bed for
 
understanding problems in the execution of policy. 
A study to assay
problems in implementing policy within colleges alternative approaches
to solution has been mounted by the Vocationalization of Education 
Research and Training. That study involved site visits to all 
colleges, questionnaire, survey and interview with students,
teachers, and administrators, and focused on financial, organizational,
and staff adequacy, attitudes of participants, nature of justifica­
tion for new vocational courses, and the characteristics of students 
entering such courses (Vocationalization of Education Unit, NCERT, 
1978).
 

A large class of implementation evaluations consist of the adminis­
trative history, a project, reconstructed from i.,terviews, and frag­
mentary records. The approach is reflected in UNICEF-ICED case 
studies of Upper Volta's Rural Education Centers (REC). Executed 
10 years after REC's inauguration, the studies covered aims of these
 
special low cost training programs for adolescents (literacy and 
vocation education), calibre of personnel, their training, and 
tenure,
 

facilities, and daily activities of students in 
the centers. The
 
cases appear to have been especially useful for synthesizing growth
of the centers over a 10 year period in quantitative and qualitative
form (759 centers established, financed by Upper Volta, FAJ, and 
others), and major chronic problems. The latter include low salary

and sometimes status of center teachers, small size of fields pro­
vided by villages for training and self-sust of the center,

absence of equipment, and others (Ahmed, Coombs, with Grabe, 1975). 

Implementation issues emerge in other areas 
of course. It is sensible
 
to establish that rural roads which were supposed to have been constructed 
by local contractors actually were constructed, that the roads still exist 
physically, and so on. It is similarly reasonable to establish that irriga­
tion ditches and pumps are in place, are functional, and so on, regardless
of the durable effects of the installation. Some attention to implementation 
is essential in nutritional programs to assure that supplements are ingested

rather than sold (as in recent Columbian field tests), that contraceptive
devices are delivered rather than rLohailning boxed on a pier (as in early
fertility programs in Korea) and so on. 

Just as needs assessment surveys are uiot designed to produce evidence 
about actual program effects, but may nevertheless be a part of outcome
 
evaluation, process evaluation often provides only 
a little evidence about
 
whether a project has notable effects. Providing such evidence is usually
 
not the principal function of this type of evaluition and, in any case, 
the task of determining that some outcome was indeed caused by a specific
project requires rather a different approach. 
 This functional distinction
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is crucial and has been reiterated in evaluation guidelines of U.S. AID(Turner, 1976, p. 1-2) and USGAO, as well as current evaluation texts.Process Evaluation is also normally warranted, even in crude form, as part

of a larger outcome evaluation. In particular, the evaluator 
 ought to have
evidence that a program, which is said to exist, does indeed exist andconforms to pi ans for its operation, if attempts to estimate program effects 
are to make any' sense. 

The idea of process evaluation is not new despite the novel labels
for the activity. Sensible managers, program developers, or their staffusually trouble-shoot new projects for which they are responsible. What

is novel about the enterprise is that it is supposed to 
be explicit,
verifiable, and should contribute to a larger body of knowledge of the
project or program. The more typical approach is akin to oral history


primitive tribes: the information
of is largely in individual's heads, 
not shared, not especialLy explicit. 

Process evaluation locuses on the match between plan and activity,
especially delivery of some good or service, irrespective of the effect

of delivery on recipients. Bt the hounds 
 of this category are bMurry.
The recent UN guidel ines (Sohm and Bertrand, 1979), for example, exclude
fiscal audi. ting and managpment from 
 their general definition of evaluation,

though one might regard auditing as 
 an effort to understand the match be­tween planned budget and actual- expenditures. Routine monitoring systems

are also excluded. ()n the 
 other hand, the U.S. General Accounting Office appears to reg-rd auiting as a legitimate aspect ol Pvoltiion in principle,
as. do some operat ing agencies, though auditing may not have priority in a 
particular evailuat io. 

Estimating Effects: Outcome Evaluation 

The type of evaluation which has attracted most recent formal interest
of government focuses on estimating program or project effects. 
 The

phrases usually invoked to describe effects on immediate target groupsinclude summative evaluation, outcome 
evaluation, and "evaluation ofresults" (the latter from Sohm and Bertrand). They cover attempts, forexample, 
to design and execute studies of the direct effect of literacy
projects on the children to whom the project is directly addressed. The
 attempt to estimate more distant effects, usually indirect, are often

labelled as impact evaluations, as in AID's Guidelines which Focus partly
 
on project goals beyond the project's immediate purpose.
 

Assuring that the project: or program is implemented as it is adver­tised to have been implemented, i.e. process evaluation or implementation
analysis, is usually a precursor to outcome evaluation, since estimates
of effects will not make much sense unless one knows the program is inplace. Understanding the theory or rationale by which a project is supposedto exercise its influence is necessary since this is one major influence 
on quality of the experimental design. 
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Of all types of evaluation, this is most often the most difficult:
 
It is rarely easy to estimate effects unambiguously. That meaning well 
is not enough is clear from efforts to evaluate medical innovations, such
 
as thalidomide, laetrile, and lobotomies during this century, and ptosis

during the last. The same humaneness, interest in ameliorating social
 
problems, unimpeded by humane attention to quality of evidence is clear
 
in the invention of worthless education programs and therapies for the 
mentally ill. There is no reason to presume that most individuals in­
terested in development programs are any wiser than the members 
 of these 
communities. And the problem of estimating program effects in developing 
countries appears to be no less difficult than outcome evaluation in 
other arenas. 

To provide estimates which are as unequivocal as possible requires
formal attention to the idea of evaluability and evaluation desigi 
Evaluability here refers to the fact that it is simply impossible to 
come up with sensible estimates of the effects of some programs - ause 
nobody's quite sure how the program is supposed to work, much 1C ;s how 
it does work, or because no respectable evaluation design was employed
when the program was instal.led to guide collection of evidence. Evaluation 
design here refers generally to a plan for collecting evidence and assigning
goods or services in such a way as to show the magnitude of a program or 
project effect in the least equivocal way possible, with available re­
sources. Not all evaluation designs are eckuai.~_good in the sense that 
the evidence generated by each may be more or less equivocal. Not all
 
designs are feasible in that political, social, or ethical constraints
 
may prevent some from being used.
 

To illustrate: 

The Human Ecology Research Institute's program in nutrition and 
cultural enrichment was field tested in Cali to estimate the ef­
fects of the enrichuent/education program on preschool children 
from the barrios. The test was designed as a randomized experi­
ment in which eligible children were randomly assigned to program 
or control conditions. The control in this instance is no formal 
enrichment for at least one year, the program being delayed to this 
extent for these children. The randomization feature guaranteed 
that in the absence of a program effect on children's cognitive test 
scores, the participants and cont -ol. group members would be erluiva­
lent, so helping to assure that the evidence would be interpretable. 
The experiment was repeated with five waves of children, each tracked 
over at least five years to assure that evidence on development was 
unequivocal and relatively precise.
 

A rural road was constructed bet,..,een a vil.l.age and market town to 
facilitate sale of produce by villagers, school attendance of vil­
lagers' children, and public transportation for other purposes. 
No control villages were found against which to judge the effect of 
the village. Instead, "he s tandard for jihdgment was history. That 
is, the market town's school attendance records for villagers' chil­



7 

Boruch/[ID 

dren were sought for a period before the road's installation and for 
a period afterward. The slight increase in attendance might have 
been attributable to the road, but seasonal and annual var:iation in
attendance made unambiguous estimates impossible. Fragmentary records
 
on sale of produce, reports of producers and their buyers, and 
other evidence for a period before and after the road's 
installation,

despite its flaws, suggested that the size of thi effect was 
dramatic and sufficient to 
override seasonal variation in productivity
 
and sales.
 

The stress on estimating effects in the least equivocal way possible
 
is a relatively new on, for formal government policy. Ove: 
 the past
15 years, however, the notion has found its way into cvalutuition guidelines

issued by, among others, the U.S. General Accounting Office, UNESCO,

OECD, aad USAID. That this spirit 
does not always prevail, indeed cannot
 
always 
 prevail, is also clear. Indifference ("maybe all this will go

away"), incompetence (or, 
 more kindly, justifiable ignorance), and cor­
ruption (fraudulent or merely notably less than candid) account 
Cor
 
many poor evaluatious during the 1960's in 
the U.S. We have every reason
 
to expect that the same difficulties will emerge in 
 other contexts. 

Other Ways of Specifying 

"Types of Evaluation' 

The three relatively simple forms of evaluation underly more complex

forms. 
 One may enlarge on the effort to estimate program or project effects
 
by obtaining costs as well as benefits, and exercise 
a bir more arith­
metic skill to compute a cost/benefit ratio. Naturally, one 
type of
 
evaluation does not preclude another. And most good ge,'eral evaluations 
combine all three types in an effort to understand who needs the service,
whether the service was delivered, and what the effect of delivery is. 

Moreover, any of these types can be mapped onto other taxonomies 
or categories for describing evaluation activity. The USAID Handbook,
for instance, recognizes project level, sector level, and country level 
evaluation. The same structure is espoused by, among others, Kosit 
Panpiemras in describing Thai approacheL in recent UNESCO conferences 
on evaluation techniques. 
 One may then mount needs assessment at local,
regional, or country level. This geographic taxonomy is helpful to policy­
makers who must deal with all three levels at least insofar as it implies
level of difficulty and complexity of an evaluation. Control over quality
of the evaluation design, the quality of records and other evidence, links 
between cause and effect, and so forrh are rather more difficult as one 
gets further from the point of activity. 

An alternative to the geogcaph c taxonomy of types of evaluation, 
and perhaps a more useful one, hinges on users of evaluation results.
This framework specifies that regardless of the type of information one 
obtains, the results are classifiable into those which are useful to: 
the policy-maker, to the admini istrator-man;ager; to an overs;ighmt or audit 
agency; to the scientific/developer community; and to pul ic interest 
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groups. So, for instance, the local public may be interested inbetter description of ]oalneeds; at the policy level the specific locale's

needs are less interesting than needs 
 in the aggreF ite. The manager may
be considerably more interested in process evaluation or rromble-shooting

because it holds the promise of improving the program, than in outcome
 
or summative 
 evaluation. This user-oriented taxonomy is related to draft

proposals developed by the U.S. Department of Health, Education, and
 
Welfare, by 
staff of the U.S. General Accounting Office, and others. It
 
is less useful purhaps in c ther countries, 
 su:h as Paki , Lat, where access 
to evaluative information &<Snot unconstrained, implvinv ,onlv one c ,ntrai
 
user group.
 

Malaysia's approach to classifying evaluations is based more on temp­
oral characteristics, than 
on function or type of information collected.
 
Mohr Abdul Ghani's descciption merely specifies ex ante (planning feasi­
bility) assessments, in vivo evaluations 
 (monitoring and trouble-shooting),
and ex-post facto (after the fact evaluation). The staff of his Socio­
economic Research and Planning Unit apparently find this useful in both
 
planning and monitoring evaluation activities.
 

The point is that other taxonomies of "types of evaluation" are possible.
Most variations other than the one suggested here depend on a particular
government structure. It is partly on account of this variability across 
countries, and in the interest of common language of a durable sort, that

the three elemenrary types have been discussed here. They 
 are simple,

sensible, and can be dovetailed easil v with other 
 tMxonomies. 

Distinctions and Lack Thereof 

The distinction between planningand cvaluation is often made, though
the activit-iei-pie-1y--e-a-ch wil be identical in some instances. To the
 
extent that planning is defined 
solely as "how we expect to deliver program

services," the overlap is insubstantial. 
 To the extent that planning is
defined so as to include pilot tests, needs assessmerL surveys, evaluation
 
design and so on, planning coincides 
 with evaluation, and the distinction 
is meaningless.
 

Whether evaluation is a management tool or research too] is a frequent

topic of discussion, e.g. at UNESCO's 
 Kuala Lumpur conference on evaluation 
techniques in Asia. The argument often takes the form of distinctions be­
tween "decision-oriented" work, which presumably mnn,gers do, and "conclu­
sion-oriented" 
work, which presumably researchers do. This way of framing
the issue is as common within the U.S. as it is (isewhere, if we may judgeby statements of the US. General Accounting Office and the U.S. Office of
Management and Budget, on the role of evaluati on in that government's
policy. The issue seems to emerge partly because we often need to Link
unfamiliar terms or activities, such as "evaluation" with more familiar 
ones, such as management. The issue is gratuitous to the extent that
there is no reason for dec:isions to preclude understanding, or conclusions
preclude decisions. It does make sense to regard the relative emphasis 

"V
 



Boruch/AID
 

on decisions and conclusions as one of degree, and to regard evaluation 
as both a research and management enterprise simply because it is. The 
implications of this distinction, whether one thinks it's trivial or not, 
are important. For example, budget cuts are normally made to research; 
calling evaluation a management tool helps to avoid an agency's having 
its budget cut. On the other hand, calling evaluation a management tool 
raises the formidable spectre of management or parliamentary decisions 
made on the basis of evaluation, and this may engender fear aiid corrup­
tion. One may then argue that evaluation ought to be classified as a 
research enterprise, on which no decisions are based, -o as to assure 
candor and cooperation in obtaining good evide:ce on p.ogram effects. 
This issue is not yet resolved. 



2. Introduction to the Logic of Evaluation Designs
 
for Estimating Program Effects
 

This section concerns the logic rather than tecnical aspects of

evaluation design. By "evaluation design" here, I 
 mean a plan for structuring
data collection and assignment of services 
to individuals or regions 
so as
 
to produce the least equivocal evidence possible.
 

There are several 
reasons why the topic, despite its heavily technical

character, the press of program-related problems, and the immediate demands
 
for ex-post facto evaluations, ought to be understood by managers and others
 
whose responsibilities are not technical.
 

First, the ambiguity of evidence hinges on design. And insofar as the 
manager is responsible for producing interpreting evidence, he or she has
 
some responsibility for evalua rion design. 
 As a practical matter this often
 
means providing logistical support to the cvaluator, 
 and more important,
developing mechanisms which provide services in accord with the evaluation
 
design and with the program design.
 

Second, a fair number of very common evaluation designs yield estimates

of program effect 
which are very likely to be biased negatively. That is, 
programs which in fact have little or not effect appear to be harmful; programs
with small effects appear to be worthless. It does seem to be in the manager's
interest to know something of these problems, if only to avoid embarrassment.
 
It is clearly in the evaluator's interest to know about them.
 

Third, the logic of evaluation design for social programs is a rather
remarkable by-product of methods developed in this century to understand the
effectiveness oF new surgery, drugs, fertilizers, feeding schemes, and other 
physical phenomena. The problems of assuring good evidence in these are not
much different in character from those encountered in the social sector,
though there is clearly a difference in difficuJty of the problem. And the 
manager who is sensitive to history and philosophy of science may wish to 
understand the ideas. 

Finally, the evaluation designs described here are understood by agencies
which oversee the quality of outcome evaluations. This includes the U.S. 
General Accounting Office and its consultants, and ;pecial oversight divisions 
within AID, UNESCO, and other agencies. It is unlikely that ignorance of the
 
logic is in the manager or evaluator's interest.
 

The following remarks cover major designs, together with notes 
on
 
applications and variations.
 

V 



Boruch/AID
 
,R VISEDY 1/20/80 

Design of Outcome Evaluations
 

The state of the 
art in evaluation designs was well articulated in
 
a variety of recent texts, monographs, and applications are reported in 
contemporary journals such as Evaluation QuarterlI. Consequently, treat­
ment of the topic here is brief and focuses on the standard of reference 
for estimating program effects. The integrity of any outcome evaluation 
hinges on the standard of comparison used as a basis for estimating program
effects. To the extent that the choice or construction of the standard is 
poor, the results of evaluation will be ambiguous or misleading. Develop­
ment of a standard lies at the core of contemporary work on evaluation design. 

The closing paragraphs of this section provides references to recent
work on managerial, political, institutional, and scientific problems
encountered in evaluations, and on solutions to them. The case studies 
presented elsewhere also illustrate some of these matters.
 

Randomized Experiments
 

In r.andomized .experiments, some individuals (or regions, or institutions) 
are accorded services through a new pilot project and the remainder receive 
conventional serviccs. The latter group, receiving services through ordinary 
means, constitutes the standard: a control group against which the new project
is judged. More important, the eligible individuals are raldomly ass igned
to one or the other program so as to assure the equivalence of tihe two groups
in the long run. The equivalence produced by randomization decreases tile 
ambiguity of subsequent results. 

For instance, half the c,,ildren in an eligible group might be assigned
randomly to an instructional program on (say) hygiene using radio broadcasts 
and the remainder to TV based instruction on the same topi.-. The main purpose
of the randomized assi gnment is to assure that, in the long rt'., the children 
in each group are equivalent, aside fron the differences induced in their 
performance by the different modes of instruction. When properlv executed,
the design furnishes an estimate of relative effectiveness of the two modes 
of instruction. The estimate is relatively unequivocal in the sense that 
differences in test performance between two groups reflects differences in 
effectiveness in the instructional modes rather than to preexisting or natural. 
differences in the groups, differences in the reliability of measuring achieve­
ment in the two gr,,s, and so on. The latter are in principle removed by the 
randomization process. 

The design has been used in a remarkable variety of settings. 

In Mexico City, for example, several schools have been involved 
in estimating the effects of Plaza Sesemo, an educational TV 
program for pre-school children, on the cognitive abiLities of 
the children. Children were randrmly assigned to classes in which 
they watch the program and to a control gruop in which no viewing
is involved. This is analogous to experiments in some cities of 
the United States where fami lies were randomly assignd to a 
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condition in which they were strongly encouraged to have their
 
children view tile program or to a control condition in which they
 
were not encouraged.
 

Early efforts to determine whether cloud seeding with silver 
iodide crystals or other substances affects rainfall were
 
based on evaluation designs which involved analysis of time 
series data on rainfall, and search for increases in rainfall 
following seeding. European and Asian researchers found that 
the effects of cloud seeding programs could not be estimated 
unambiguously using the approach largely on account of 
complex

weather cycles which could lot be adjusted for in analysis. More 
recent evaluations in Europe depend on randomized e:xperiments. Of 
all short periods (each a day long, say) predicted as being
"suitable" for seeding some are randomly assigned for cloud 
seeding, and the remainder serve as control periods. Estimates 
of program effect are based on comparison of hail and rainfall 
following seeding periods against hail and rainfall following 
control periods. 

Eliciting candid inlformation about fertility control practices 
from women is difficult in many surveys. In the simplest cases, 
women may be embarrassed about responding to an interview, or 
cultural and religious mores may foster misleading response. To 
get round the problem, so-called randomized response methods have 
been field tested in the U.S., Taiwan, Canada and elscwhere. A 
simple variation on the technique involve,; first presenting the 
question, e.g. Did you use this contraceptive device this year? 
The respondent is asked not to respond directly but rather to 
roll a die. If the die turns up I, the respondent must respond 
truthfully with a Yes or No. If 2, 3...6 show, the respondent 
answers Yes. The interviewer is not shown the die, nor told 
anything about the true state of the individual . With a large
sample and adherence to tile regimen, it takes only simple prob­
ability theory to estimate the true proportion using the con­
traceptive, i.e., the proportion of false positives is known and 
adjusted for in estimation. Most good tests of the method involve
 
random-ly assigning respondents to either this new method or to 
conventional interview. Estimates of the effectiveness of the 
technique are hased oil comparison of each group: estimated con­
traceptive use, attitudes of respondents toward the method, and
 
so on. 

Randomized experiments are not always appropriate or feasible. Approp­
riateness depends on whether anyone is actually interested in estimating a 
program's effect well, and tow much that information is worth in the long 
run. Feasibility depends on competence of the evaluator and of the manager
responsible for program and evaluation, on control over the randomization 
process, and on political-institutional factors. 
 The latter includes re­
sistance to comparing a program group to a "no program" control group. 'fhe 
resistance has been degraded by setting up comparisons of program variation 
A to variation B, where variations differ in cost, by evaluating expensive 
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components of programs rather than the entire program, and other strategies. 
The approach is most often feasible when services or goods are in very short 
supply, the effect of services is not known, and equity invites random al­
location of the service or good to equally eligible individuals. 

Time Series Designs
 

In some program areas, considerable data on the outcome of interest 
exists. So, for example, some cities have maintained very accurate monthly
records on the incidence of mortality and certain diseases for 10 or more 
years. The existence of such records makes the possibility of a time series 
approach to estimating program effects possible. 

In particular, inhabitants of a target area are monitored at successive 
points in time, the program is introduced, and the area is again monitored. 
The estimate of program effect is normally the difference between the actual. 
outcome level, of mortality, for instance, following the program's intro­
duction and the level projected from prior years. The standard of com­
parison in this case is historical: a prediction, based on prior data, about 
what mortality level would have been without the new program. Such historically 
based comparisons have the benefit of economy, and to the extent that records 
are uniformly accurate, and the time series is free from peculiar and poorly
understood seasonal variation, the estimate of effect will be good. To the 
extent that quality of records varies, that factors other than the program
exercise an unknown or incalcuable influence on mortality, or that cyclic
variations are not well understood, the estimates of program effect will be 
ambiguous at best and misleading at worst.
 

So for example,
 

To determine the effectiveness of more stringent laws governing

speeding and drinking while driving, for example, in some of 
the United States, times series data on 
traffic accidents, arrests, 
and the like have been used. Variations in the quality of crime 
records and temporal variations in definition of crime make it 
more difficult to use archive records for determining the effects 
of new law on crime rate. But some attempts have been promising 
e.g., estimating the effect of more severe sentences on carrying 
an unlicensed pistol in the state of Massachusetts. 

Analogous approaches to estimating the effect of new law have 
been undertaken in Denmark. For example, the effect of relaxing 
pornography laws in Denmark was established in part by examining 
time series data on sex-related crime ra-es. 
 The Kutchinskv
 
studies of the matter are especial ly conscientoins because he 
recognizes that variation in legal definitions of crimes, vari­
ations in cultural attitudes and propensity to report crime. 
He documents the extent to which these are plausible influences 
on the outcomes. 
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The two approaches, randomized experiments and time series are not
 
inimicable, 
 of course They can be combined in a single evaluation and 
often are. The main point is that the randomized experiment sets up a con­
temporary empirical standard for judging the effect of 
a program. Effects
 
are based on comparing a group of people who participated in program A
 
against an equivalent group who participated in B. The Lime series, on
 
the other hand, involves a historical standard and assumption 
which is 
sometimes less tenable: that the behavior of the area or group under ex­
amination can be predicted confidently from earlier behavior.
 

Most readers will recogn~ize far better than I that the time series 
approach is feasible in developing countries only when the pertinent records 
are available and this is exceptional. Some Indian cities have fairly good
records of mortality and birth rate, but quality and availability vary

considerably over the country. 
 This makes local evaluations possible

occasionally, but national evaluations very risky. Similarly, 
 though
Malaysia's Decision Support System is very elaborate and involves some
 
controls over reporting quality, 
 the data are still too recent to use in
 
time series anlayses. 
 There are simply too few time points to exploit the 
statistical machinery appropriately. South Korea's system for reporting

from local levels, a longer tradition of reporting makes some time series
 
assessments possible in health, for example, but 
 the data are insufficient
 
for others.
 

Designs based on Allocation in strict Accord with Measures of Need or
 
Merit: Regression-Discontinuity
 

The available archived data are 
often not sufficient to employ a time
 
series approach. And, though opportunities for executing randomized field 
tests exist, the strategy is not always feasible. In those 
cases where people, groups, villages, or regions are assigned to receive 
services in strict accord with measurabl.e need, however, a reasonable al­
ternative design can be exploited. The design requires measurement at
 
least two points in time, on a 
 sample of both service recipients and non­
recipients and works in the followng way.
 

The need of regions or individuals is first measured, e.g., health
 
status is measured for each of 50 sectors of a country. 
 The neediest sectors 
are assigned to receive program services strictly on the basis of their need.
 
For example, only the 
 three with the highest mortality rates receive services. 
After the service program has stabilized, all sectors are measured again.
The actual estimate of the health program's effect hinges on the assumption
that there is normally a strong relation between health status from one year 
to the next. To the extent that the program disrupts that relation, e.g.,
influences mortality rates of the selected areas notably, the program can 
be said to have been effective. The estimate of program effect is then 
judged relative to a projection based on one prior measure. Figure 1 il­
lustrates the null condition, i.e., the presumption or standard against
which program effects will be judged. If the program's iutroduction engenders 
a disruption of the relation, then Figure 2 will appear. 

To illustrate: 
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The support of rural road construction in developing countries
 
is often undertaken partly in the interest of 
improving con­
ditions of the owners of small farms. 
 In planned evaluation
 
of the effect of construction then, one might partition a 
country into geographic sectors characterized by predominance 
of small farms. The income, productivity, etc. of such fannTs 
are in principle measurable and these indicators, taken alone 
or in combination, may be used to assign priority. Road con­
struction resources are then assigned in accord with priority, 
aside from predictable political exceptions and under logistical
constraints which are specifiable heforehand. Later measures of 
income, say, are then obtained on a sample of areas in which roads 
have been constructed and areas which fell below the point of 
clear need. 
 The relation of before measures to Lle after measures 
will. be discontinuous if the roads had a detectable effect on 
income and its magnitude should be estimable. 

Use of this design is not vet common, but it has substantial merit
 
on political 
 and technical grounds. If the relationship of needs in one 
period to the next is strong and the program is assigned strictly in accord 
with need, the design is at least as good, on technical grounds, as a ran­
domized experiment. 

Before-After Designs with and without Arbitrary Comparison Groups 

The design for randomized experiment provides a guarantee that if the 
assignment is indeed random, the groups so formed will he equival.ent in the 
long run and in the short run any differences which do appear wi11. be due 
to chance alone. The time-series and regression discontinuity approach
require rather more tenuous assumptions, notab-ly that prior behavior is a 
very accurate indicator of what would happen in the absence of the new 
program. Those assumptions are terable to the extent that the data are 
adequate and prior conditions well understood. In some seltling,, none of these 
approaches will be feasible, and instead weaker eva Ialation des itgs, requiring 
more assumptions, which may or may not be verifiable mi.ght be considered. 

One of the simplest of such evaluation designs involves measurement 
of conditions before and after a program's introduction. The simple diff­
erence between the two is typically used to index the size of the program 's 
effect. The design is very risky in that results may be, and often is, 
misleading.
 

For example, in attempting to assay the effects of fertility 
control programs in Korea, evaluators used simple change in
 
rate over five years to index the program's effect. The
 
difference 
between measures was not substantial and indeed
 
was disappointing. The disappoinLtment may not have been
 
warranted in that the preprogram measure could have been the
 
product of a long trend upwards in fertility rate and the
 
program helped considerably to deflect the trend. 
 Or, even
 
more disappointmnt may have been warranted if the preprogram 
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measure was 
the product of an earlier downward trend and the
 
other events coinciding with the program actually induced
 
higher fertility rate. The first explanation is more plausible.
But the point is that pluasible computing explanations exist 
and cannot be accommodated using the before-after data alone. 

Dessaint, et al (1979) summarize what appears to have been a 
fine before-after study of the effect of rural road construction 
in Madagascar. In 1964, a French group undertook an elaborate 
socio-economic survey of the Andapa Basin in exploratory research. 
In 1970, the World Bank initiated a rural roads project in the area. 
The prior data was discovered after the fact, and its availability
led to surveys in 1974-75. The before-after compari son provided
informative and, by and large interpretable, estimates of the
effect of road installation at the regLonal level. Hoth the World 
Bank report and the Dussa nt et al review stress tihat the problem
of no baseline data :is chronic and often leads to idiosvncrat ic 
and unverifiable judgments about the effect of road construction. 
Even with the before-after measures , the possibi H Ly of cyclic
variations in regiona.l economy, rainfal1, etc., and thu absence 
of control areas makes inferences more tenuous than thbuy might
otherwise be. Further, external factors such as country economy 
or world market for region's products may bury the effect of roads 
entirely. 

There do appear to be special settings in which the prob lem of competing
explanations in before-after studies lessare severe. Consider, for

example, technical instruction. It's reasonable to suppose, 
 thai: a notable
change in the est per formance of a large group of young children, which
 
occurs after the introduction 
 of a new fluid mechanics irrigation course
 
in their classes, is attributable 
 to the new program since most children
do not have access to such training materials and do n,,L usual lv learn the
technical aspects on their own. Determining whether courses in welding,

in watch repair or plumbing, 
 and so on have their intenlded effect on
students' knowledge can often be eva]uated along the same lines. '11he key
point is that competinig uxpi anations for an increasc in abilitv are negli­
gible in some settings. Tbis makes before-after design less objectionable. 

More often, it is reasonable to create a comparison group, in addition 
to using the before-after approach. The comparison group becomes a
complementary device for predicting what individuals would have done if
they didn't receive program services. The ii. ity of tbhis standard, of 
course, depends on comparability of the comparison group. Randomizud ex­
periments generate groups which are equivalent wi. ti ispecifLabl.e statistical 
limits. Choosing a comparison group after time fact does not provide anysimilar guarantees. In particular, the utility or comparison groups so 
constructed or selected depends on knowing that all the factors which 
influence equivalence on the outcome variables are known. The assumption
is major and it is usually difficult to verify JespiLe the commonness of
the design. UnveriFiahle and unrecognized difFerences between those in­dividuals involved in a new program and those who were not are the rule 
rather than the e':, ption. 
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Ex-Post Facto Studies
 

Ex-post facto studies generally refer to efforts to understand a
 
project's effects when the evaLuator played no role in designing the
 
program evaluation prior to program installation. As a practical matter,
 
the phrase often means that the evaluator obtains as much data as possible

bearing on program effects during a site visit or similar investigation.
 

Where the project staff have executed an evaluation design, the task
 
is relatively easy. The evidence, design plan, etc. are merely consoli­
dated by the evaluator and analyzed independently. Where project staff
 
did not design and execute a formal evaluation, then the task of outcome
 
evaluation is considerably more difficult. 
 That is, if no evalua:ion plan
 
was laid out initiallv, if no data were collected in accn rd with the plan,

the evaluator must 
 undertake the task. The severe disab!JiLv under which
 
the evaluator operates in this case 
in that some evaluation designs, the
 
best ones, cannot be executed after the fact. A randomized experiment 
cannot be mounted, a regression discontinuity approach usually be exploited, 
and so on.
 

This is not to imply that ex-post facto studies arc useless. They
often have clear merit in establishing that the project is important, 
relevant to local needs, and has been implemented more or less as ad­
vertised. It is to say that estimating the project's effects in the least
 
equivocal way possible requires planning. 
 If this is not done before the
 
program's installation, the ex-post facto study is more likely to yield
 
ambiguous results. If the ambiguity of evidence plays a Pecondary role,
 
and (say) the expert judgment of the evaluator, though unverifiable, plays
 
a primary role, then the ex-post facto study is more acceptable.
 

Goal Attainment Scaling
 

The phrase goal attainment generally implies achieving some specifiable
objective. Strictly speaking the rubric implies nothing about the Logic of 
evaluation design. It merely identifies outcomes to which the design must 
attend. That is, merely making goals explicit and tracking what appears to
 
be progress toward them is sensible only if cause-effect linkages are clear.
 
Most often they are not. In the absence of a formal design to help tease
 
out competing explanations, "achievement" may be 
a matter of chance, novelty,
 
and simple growth processes independent of the program.
 

The evaluation (csign. d iscussed here for reducing ambiguity of evidence 
are compatible with a goal emphasis. Time series data, for instance, permit 
one to estimate what would happen without the program, and any sensible goal
setting relies on that projection. Similar'ly, one might invent method A to 
teach irrigation farming better than the 
current method B; a randomized ex­
periment might then be used assure
to that A is indeed betifor. 

V 
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State of the Art
 

The ideas of formal design of outcome evaluations and of initiating
 
the process before a new program is introduced are fundamental. After. the
 
fact examinations, like autopsies in medicine, 
can rarely be as informative
 
as 
planned experiments regardless of their sophistication. >lore important,
 
the state of the art in design of evaluations has improved dramatically
 
over the past few years. A few mcnographs treat managerial, institutional.
 
political and other problerms engendered by high quality evaluative research.
 
Riecken et al (1974) mae a deliberate attempt to recognize such prcoblems
 
and to enumerate solutions 
to them. Riviin's (1974) volume is consistent
 
with this one, but is more 
policy oriented. 'Th'e stress is on evaluation
 
in the United States but i lustrations from other countries are included as
 
well. State of the art vulumes such as these up(late earl i.Lr monographs by
 
Suchman (1967) and (hapin (1947). More recent sources of information are
 
readily available. Evai.a t ion St udies Review Annual and .Palicy_ _Studies 
 _Reve-w 
Annual each reprint a variety of best articles on related topics published in 
journals or books over the previLus year.
 

Similarly, 
the methodology is being articulated better. The annual
 
reviews just cited constitute one source of information on contemporary
 
developments. Other volumes are dedicated to 
special interest areas, e.g., 
Adams (1975) in evaluating criminal rehabilitation programs. Still others 
enlarge, conscientiously and in imaginative ways, on tile early state of the 
art monographs produced by Campbell and Stanley, e.g., Cook and Campbell
 
(1976) Caporaso and Roos (1976). The Campbell-Stanley monograph is avail­
able in several translations and they are listed in the references.
 

New professional organizations have been developed to facilitate dis­
cussion of problems and alternative solutions. This includes Comncil. for 
Applied Social Research in North American and Europe, the Evaluation Research 
Society in the United States and others.
 

Tailoring Designs
 

It doesn't take much field experience to recognize that the broad 
designs discussed here must be fitted to the situation at hand, modified to 
suit political, logistical, and other constraints. Those aspecs of design 
which might be manipulated to improve feasibility are discussed briefly below. 
Again, their examination and application require expertine which managers do 
not have. Specialists are warranted and to the extent that one cannot cap­
italize on local universities, census bureaus and the like, the ability to 
tailor designs is lower and the quality of the evaluation will follow suit. 

The characteristics of design which may be manipulated include:
 

Component-wise evaluations
 
Unit of anlaysis
 
Time
 
Side Studies
 

* The Program
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Each is described briefly below
 

Componentwise Evaluations
 

There is no natural law which says 
that every feature of a program

can be evaluted with the same level of confidence. Some components may

be evaluable; others may not. Recognizing this is important, enhances
 
sophistication of design, 
 and enlarges feaibility. 

So for instance, one may be fairly confident that in evaluating an
integrated rural development project, a before-after design to estimate
 
the effects of a reforestation program may be quite adequate. That is,

the effects of the reforestation component can be es;tabl ished with some
confidence using the desiLgn, despite the fact that all, other components 
are not evaluable or their effects cannot be separated from other influences 
using any design.
 

Similarly, the Cali, Colombia experiments on nutrition and education 
were designed so that all malnourished children in particutlar sectors
receive nutritional supplements regularly, and measures oK head circum­
ference, weight, and other indicators of effects are measured regularly.
The evidence is equivocal to the extent that even malnourished children 
grow and progress is attributable in part to natural growth. It is less 
equivocal to the extent that local norms 
for growth exist and can be used 
as a standard; but we are less confident to the extent that the norms are 
outdated, based on 
groups very different from the children at hand, etc. 
The education component of the project has been evaluated using a design
which will yield less equivocal results: a randomized experiment in which 
educational services are delayed temporarily in order to verifv that the 
educational innovation does what it was intended to do. 

Unit of Assignment and Analysis 

In testing new education programs, one may estimate program effect 
at the individual level, at the classroom level, or at the school, level.
 
The implications for design of, say, a randomized field experiment 
are that
 
one may
 

assign individual children within a classroom randomly
 
to each of two alternative education programs to
 
determine which is best, as is often done in the U.S.,
 
or
 

assign groups of children, where groups are defined by

neighborhood for instance, to each 
 of two or more edu­
cational regimens to determine effectiveness, as in the
 
case of the Cali experiments, or
 

assign schools, randomly to each of two educational
 
regimens to estimate average effectiveness as in the
 
AID supported.
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The implications for a regression-discontilijty design are 
for instance
 

* employ a regression-discontinuity design for evaluating 
the average effect of 
a set of new roads oin rural areas, or 

evaluate any given road, using a before-after design, 
recognizing increased 
ambiguity.
 

Time
 

Most people recognize that time of measurement is critical. in most
 
evaluations. 
 The effects of programs may appear small if measurement is 
premature, e.g., measuring infant mortality a month a fter a clinic is 
installed. 
 They will also appear small. if program effects decrease over
time, e.g., the effect of arithme tic education onithird graders. 

Because the temporar . Charac t er of effects is of ten unknown, the ideal

is to measure as often as possible. 
 \here that is not possible for everyone, 
one takes a sample of people, or a sample of" time. The opLions here then 
are all options that apply in conventional statistical technology to sampling 
problems.
 

Side Studies
 

There is some good justification for the idea that side studies are

essential in most evaluations, Lhough 
 their product is indirectly related
 
to estimating impact, anid 
 for future evaluations. 

Consider the simple matter of validi-tv of data on infint death rate.
One may rely on government records, but they 
 are often impertli:Ct in developing
countries. To the extent that they are imperfeet , any evaliuation will be lesssensitive to program effects than they ought to he. One may then also collect 
information directly in interviews using indigenous sta;ff, recognizing that
 
this too is imperfect: people d o forget that 
a child died. But the comii­
bination of both kinds of information can yield better estimates of- mortality
if the sources of inaccuracy in each 
are independent. And 
that will. leadto more sensitive evaluations. Moreover, differences in the two sources of
information are important, and have implicati.ons for design i.ng better evalu­
ations in the future. This information sharing is c ritical. The state of
the art in combining imperfect sources of information i.s;dvancing rapidly,
thanks to cooperaLive census work in Morocco, Libva, Korea, and clschwere;
the strategy falls under the rubric "dual system estimators." 

Program Variations 

I 
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3. 	Ambiguity and Bias in Estimating Program Effects: The
 
Problem of Competing Explanations
 

The stress here is on evaluations planned specifically to obtain
 
relatively unequivocal and unbiased estimates of program effect. 
 By

"unequivocal," we mean that if 
one announces, say, that the effect of a
 
fertility control program decreases birth rate by 10%, 
then the effect
 
ought to be clearly attributable to the program's influence rather than
 
to other extraneous influences on measured birth rate. The 
 latter might
include, for example, simple biases in reports by families to an interviewer
 
or 
 census taker. They might include a complex cycle in birth rate in which 
the low point happens to coincide with the time at which the interviews 
were undertaken. They might include considerably more complex influences, 
such as a 	 poor match between a sample of women who've participated in the 
family planning program and a comparison sample of women selected after 
the program's introduction, who have not had the interest in or opportunity
to participate. Such influences can be disentangled from the program's
effect provided that the evaluation design is of high quality and its e. -

ecution bcgins before the introduction of the program.
 

The methodologist's concern about bias in estimates of prog ram effect
 
has similar origins. Merely 
 assuming that a 10% drop in f'ertility rate is
 
due to a new fertility program is infrequently sufficient. The drop may in
 
fact be attr:ibutable to trends, the peculiar composition 
 of the sample, and
 
so on. To the extent that the evaluator fails to recognize these and
 
estimate the magnitude of their influence, the 10% figure will be a biased
 
estimate of the reduction in fertility rate.
 

Quality in evaluation design, indeed the fact that evaluations must 
be designed before programs are introduced is fundamental to obtaining
reasonably unequivocal estimates on program effects. To the extent that
 
the evaluation design is poor, simplistic, or absent, then subsequent
analysis will be difficult, and conclusions will be misleading at worst. 
Projects may be judged worse or better than they actually are: The theme 
is emphasized in most guidelines on evaluation, e.g., Turner (1.976, p. 3),
U.S. AID (1976), USGAO (1978), and contemporary texts. 

No outcome evaluation of a social program is completely unequivocal.
That is the reason for using the word "reasonably" unequivocal in these 
remarks. The evaluator's objective is normally to d. ',er the uncertainty 
to its lowest possible level available with resources. 

Much of what hai already been said about evaluation design, of course,
concerns data analysis in one way or another. The following discussion is 
tied less to design than to problem of making sense of the data stemming
from nonrandomized studies, including surveys. The review is brief but 
hopefully not provincial. It ranges from the simpler devices, such as 
checklist approaches to making inferences al)out a program's impact, to 
those statistical methods which yield a better-qualified inference but are 
technically demanding. None guarantee unbiased estimates of program effect 
nor do they guarantee that competing explanations will be eliminated. But 
all help to establish the plausibility of any given intcrpretation of the 
data.
 

-Vt, 
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Checklist Approaches 

Given some data bearing on a program's impact, the idea behind many

checklist approaches is make judgment about the
to some existence of an effect,
then to enumerate all the competing causes or explanations for the effect other 
than the program itself. The final step is usually to attach some level of 
plausibility or import to those competing explanations. 

Consider, for example, data on a novel treatment for schi zophrenics
undertaken in one ward of a hospital and data on schl zop ronics treated in
 
another, nonequiva.lent 
 ward. One might first look at levels of severity
following treatment for each group and infer that: because severity is hi gher 
for the novel treatment group, tlat treatment harmed ra'thle r than helped people.
There are a number of competing explanations for a hetween-group difference. 
of course. The type of patient normal ly assigned to the ncvel ward m-ay. for 
example, differ from thiose ass igned to regular ward. Andthe enumerating
these explanations is easier if we have at our disposal a check] ist of "threats 
to internal validi-ty'" such as the ones cnumeratud by Campbell (I157), Campbell
and Stanley (1966), and Cook and Campbell (1976). Thei r lists are elaborate 
and well articulated elsewhere, so only a brief description of major themes is 
provided here. 

The maturation each may notably. Lnof group differ Pa.lrticilpants toe
 
novel program, for example, may have been deteriorating over the past few
 
years while the comparison group condit ion mav have 
 been relatively stable.
 
The s-elec-t.j.on process for each ward may be de bheratelv or accidenLtc liv
 
designed to assign those with differing severity to each ward. Even when
 
their history is ;mi] ar, if initial severity is different in each ward,
 
then their rate ofdetoriorat ion may differ irrespective of the program's

impact. Testcjog patients in 
 the new program may also produce artificial 
effects e.g., by heightening patient and staff awareness of their condition. 
And if the Lst riimonta tion changes during the p roe ess, if dif ferent raters 
are used at different stages of the evaluation, then tile result n1, differences 
in ratings may be mistaken for program effects. So-called Iug reuss;I on art ifacts 
may also be critical: individuals assigned to ne w tileIf are the ,,a r, on basis 
of their high initial severity, in the absence of any progralla ef fect and any
major trend in the overall population, that siubgroup will have a lower severity 
score at the second testing. le drop is attributable to a regression to tile 
mean which affects any measure with imperfect reliabi litv, rathur than to the 
program. Dropo u t ra te or attritiLon may produce ,rtificianl differences between 
groups if, examIMlc, least severely members of tile newfor tile ill treatment 
group reject the new treatment and leave the ward and perhaps even check 
themselves into the regular ward. 

The recent ILst of threats to val idty is;ued by Cook and Camplbell (1976)
is complex, and its completion can be very ted ious. Nonetheless, in the in­
formal impact evaluation, an approach like this be enormousLycan helpful in 
avoiding egregious errors in literal or quantitative analysis of the data. 

" V 
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Approaches Based on Stereotypical Errors 

Any checklist is inefficient to the extent that the list is long and
contains items which are irrelevant for the evaluation at hand. To accom­
modate the problem, it i.s sometimes Poss:ible to identiry stereotypical ways
in which inferences about program impact may be wrong a'. so truncate the 
list to mnaigeable size. A given set of literal stereotypes may apply to 
only one class of evaluaLive settings, e.g., in compensatorv education, and 
irrelevant to another, such as Irrigation. But they can he more useful in 
developing prescriptions vilich are quantitative and qualIi,taLive, rather than 
merely qualitative, to deal with the prob1m of estimatingL impact. 

The basic objective i.:s to recognize chron icep roblem: of data analysis
In a given suhbs taut iv area and to dcierm1i-lnO their severi ty for the evaluation 

at hand. For eexamp Ip, CampbellIihas i dn ifl d six such problem ;, anti Carmpbell
and Boruch (1975) 
 furnish some proc(edirs Fr detecting and accnmmodatin:.;
them. Those prob lem:is identified as clhronic in the ovalInaLi en of compensatory
education prog rams using covariance or lmatchling desi gs and obscrva ti onal1. data, 
are generalizable Lo otther Sett:ings . They incl udle regression effects, di ­
ferential growtlh raLs, di fferences in rpl ia il it of neasureec'nt over time 
and with subgroup, and ce.1 ing aind Floor Fefets OH asurement. 

lo make mattcers concrete, consider an actLul cultLral uInrithion t program
to which econom iral ly deprived preschool, children have heen expos ed. lie
colnparison groulp, scecLtd alfter the tact, con:ssts ot ef i ldren from families 
whose economic condition is better aind who arc thus ineligibleiFr the program.
The specific mathematical character of the setting , given in Campbell hand

Boruch (1.975), is essential to estimating program effect-s but not essential. 
for unders landing the prob] eim:; and prescrt'i ipt ions wiii cih w. giv,- next. 

The 1r_g_re.ssjln-FFects problem turns on the fact that unreliale measure­
ment in surveys i udticos biases in estination of prorgram effects when co­
variance, regression, ia tching, or simi.lar conventional uchniques are used. 
So, for example, a covai ance technique or Iatching Might lhe used by the 
conventional analyst to adjust out pre-exist-ing differcnsc: botw.een a treated 
group and the control ,grolup, wi thout recogni zing ihat inrperfecttions in measure­
ment of tie covariates or iitching variables often lead to estimatc of 
program effect which .rie seriously biased. Somire conditions, whi are common 
but do not ai.ways preva il, can lead to estimates of prog4ram effect which are
biased downward i.e., estLimated efrecLt:s are small even where actual effecrts 
are large, and estimates are irgativc , makinug tiie ] .grogram look harmful wiihen 
actual progarm effects are negli'gibl e. 'ihe conditions under whichi the problem 
occurs are described nma thema ticl Ilv and li terally , toge ther wi th examples, in 
Campbell and Borrl,h (1975). 

To help assure tihat tire problem is detectable, it is essenti;l that the 
program evalua tnr acquire information on (a) the plrcessi undierl',ying assign­
ment of program antd c rparison-group mneibrs, (b) .;tatisticail data bearing 
on tihe character of bnth groups before the program ho.; In , arid (c ) r'el iability
of matching variabls or covarlato,;. Estimates of reil i lity LOc Ometimnes 
be used to adjust convontional anailyss foir the presence of incasurii'orrenLnt error. 
The other informaLti on Is hilpful in undtrstLandini wherthe r paLrticulai approaches 
can or should be used by trhe analyst. 

%/
 



DiffercntialVgarVh of the treated and comparison groups appears to
be a chronic problem which cannot be remedied without strong theory and
good data on growth processes. When tested repeatedly over Lime, for
example, middle-class children's achievement test scores often 
 increase 
more rapid]ly than do scores of children from economically deprived settings.
The stereotype occasionally identified 
here is a "fan spread" pattern of average ormean achievement for economic groups when plotted over timenc. If the phenom­enon goes unrecognized by the conventional analyst, then u tima tes of pro­gram effect will be biased. An analysis which looks oniy at: change scoresin the program group relative to the middle-class children will lead co adeclaration that because the middle-class group is increasing at a fasterrate, the program must have had a negative impact on participants. Thedeclaration will be wrong unless the diffe rential, growth rate has been
 
recognized and accommodated.
 

There is some evidence to suggest that the less privileed chLild is
measured with somewhat less reliabiltv, using standard achievement tests,
than the middl.e-class 
 child, and further that the reliabilitv of measure­ment of each group wil. l (depending on age, 
 grade, and other factors) increaseas childrcn and testors become more familiar with the test. One of

stereotypical problems which may crop 

the
 
up in the field setting then is thatthe differential rate of errors in measurement produces a small differencebetween groups when in fact tihe difference is large. 'hal is, tihe unre­liability obscures 
 real d : ferences, especially on initial testing. Ifchildren are tested a second time and reliability of measurement of bothgroups is higher on that testinog, the difference between groups will, under

fairly common conditions, increase. Ihe increase will be attributablethe properties toof the test and to practice effects rather than to any realprogram of fect. But if the differentials in reliabiLitv of measurment go
unrecognized by the conventional analyst, 
 then the post-program dif ferences
 may be decLared (erroneousiy) as indicating 
 that the program had a negativeeffect. Again, the exact conditions under which the problem occurs andevidence are given i n Camphl .l and Bortch (1975). The simplest prescript ionthat we can offer to ustabl.ish the existence and magnitude of tihe problem isto obtain hard data as a check on .its character: pilot tests oir side studiesin which intergroup differences in il. lability or intorthie differencesestimated, on-site are
studies of the test process, post-facto estimates of theinternal consistency of Lost responses estimated by group and by time period.Without the estimates, it is unlikely that adequate corrections can be made
 

to conventiona]. analyses.
 

Fl oor _e Ffec-t reer here to the problem of inadequate measurement ofchildren whose ability level iS considerablv lower than that measured ac­curately by the achievement test used in the evaluation. That is, cli ldr-enill tiiis ra]nge score near the zero or chnrce level. on a test not because theyknow nothing but because the test is insnsitive to nbiliLV in the lower range.The consequences can be obvi-os: Even i f the com1ensatory program has anotable effect, tLit effect may still he too smaill to be reflected by aninsensit ive test i.e., the effect may not be sufficent to boost children into a measurable rlalnge. Tihe prob lemi is niot a iew on1e, 11"r is t confil ed toeducation. lIt is a dangerous one to the exte:ntou t coiventional analysts 
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who do not recognize it will be tempted to declare that a program estimate
 
which is near zero means the program bad noa effect, rather than that the 
measurement was faulty. Worse, the probiom can 
lead, under certain conditions,
 
to estimates of effect which are negative. Again, the only reasonable pre­
scription to follow, especially when the tests' properties are not well
 
documented or are suspect, is to run pilot tests prior to 
the program
 
evaluation to establish their sensitivity and validity.
 

To summarize, it is 
clear from case studies of evaluations that some
 
conventional data analyses are susceptible to stereotypical problems which
 
often go unrecognized. Those problems can be anticipated and documented
 
with side studies and pilot tests. The idea to identify stereotypes, can
 
be helpful in avoiding serious problems in estimating program effects,
 
especially when unrecognized problems engender estimates which are negatively
 
biased. The hazard, as in any such effort, is that the stereotypes themselves
 
may be irrelevant or misleading in the particular case (see Cronbach, 1976).
 
The approach generally requires expertise of two kinds: Substantive, e.g.,
 
in educational program development and applications; and mathematical-statis­
tical, e.g., in establishing presence and character of the stereotype and
 
in accommod cing the problem it generates. Similar approaches have been 
developed around partic,'lar evaluation designs, e.g., by Linn and Slinde
 
(1977) in analyzing before-after evaluation designs, by Granger and Newbold
 
(1974) in analyzing time-series data, by Linn (1976) in analysis of the 
use
 
of standardized test norms, by Glaser (1973) in evaluating criminal offender
 
programs, and by others.
 

Multiple Analytic Models and Methods of Analysis
 

Regardless of which broad approach one uses--checklists, stereotypes,
 
comparative assessment--the problem of obtaining numerical estimates of
 
the effect of a program remains. That is, the literally stated threats to
 
validity, our understanding of how people behave in the absence of a project
 
or program, must be translated into mathematical form to unrover 
the size of the program effect and to attach some level of confidence to the 
estimate. Having capitalized on substantive experts to learn about quali­
tative reality, the analyst must then match the mathematical models, which
 
underpin any data anlaysis, with that reality.
 

The analyst faced with the prospect of estimating program effects based 
on nonrandomized data is, with some exceptions, not in an enviable position.
 
There is a wide choice of methods which might be exploited, to be sure. For
 
each, however, there is a set of assumptions wh ich must be met in order for
 
the analysis to be valid--i.e., to produce an unbiased estimate of effect.
 
It is, in many cases, difficult to check assumptions, and for naively designed
 
field surveys checking may be impossible.
 

The assumptions :ommon to most methods bear on the properties of mcasure­
ment and of the statistical models which underpin analysis. Most often, a
 
piecewise approach to 
verifying their tenability is warranted. Scales of
 
measurement in many analyses are supposed 
to have interval properties, for
 
example. Roughly speaking, this means that the validity of measurement at
 
any given point in the scale is as good as validity at any other point.
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Attrition from treatment and comparison groups, if it occurs, is usually
supposed to be random or at least predictable on the basis of simple
statistical models. The fact that a program is io place, and has additive 
effects rather than (say) multiplicati',e effects, also must he verifi:ible 
both at the structural level and at the level of the individual participant. 
The structure of variability for any given analysis must usually have a 
well-specified form and evidence on the matter can determine which analysis 
is appropriate. 

In some cases, there may not be a method which can be used without 
violating some assumption. There are two strategies which can then be used. 
One is to use the results of a sensitivity analysis, whichm is a test of how 
much a violation of a particular assumption will affect the outcome of the 
analysis. Occasionally this can be done through algebra ic derivations, but 
usually it is done using simulation of data in which the assumpticn is vio­
lated. For example, most analysts are aware that violating the assumption
of normal distribution of residuals has little effect on the statistical 
tests in analysis of variance. This was established thmrough simulations of 
data in which various different distributions of data were used. 

The second, related strategy is to try various methods of analysis, each 
of which involves a different set of assumptions. Under some circumstances, 
the pattern of resul1.ts will enable the researcher to deduce not only the 
probable program effect, but also which assumptions were actually violated. 
Utilization of this method requires that the evaluator be able to list every 
assumption of each analytic method. 

http:resul1.ts
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5. Recent Developments on
 
Uniform Structures for
 

Reporting on Evaluations
 

The guidelines for assaying quality of evaluations developed by the
 
U.S. Agency for Ii. -national Development, the U.S. General Accounting
Office, UNESCO, and others constitute a vehicle for structuring evaluation 
reports. Uniform reporting has been helpful in summarizing project evalua­
tions, in synthesizing results for program evaluation in sector level and
 
country level analyses.
 

* That there is some need for more orderly reporting is clear. Dis­
cussions at the 1979 UNESCO conferences on use of evaluation techniques

in Asia stress the point (Ramalinga lyer and others, 1979). Our own
 
reviews of reports generated in AID evaluations and of the material
 
available from AID's computerized archive system reiterate the need for 
rather more sophisticated and orderly reporting of evaluations.
 

The structure for reporting adopted here is an extension of one 
developed earlier in a state of the art monograph on social experimentation
(Riecken, et al., 1974). 
 It is related to more recent varieties of guide­
lines for reporting being dev2loped by the U.S. General Accounting Office,

and oLher groups (see the bibliography, on standards and g,,idelines).
 

In the 
following remarks, the structure of the cases is described
 
first, followed by a more elaborate checklist for determining adequacy.
 

Structure for Reporting 

The topics covered in each case study of an evaluation can be des­
cribed in terms of the questions implied by each topic. The first three
 
items catalogued below are preliminary; the next six items cover funda­
mental components of an outcome evaluation. 

Background. What is the general nature of the social problem which 
is supposed to be addressed by the program under examination? In what
 
sense is an outcome evaluation justified? Which organizations or 
individuals are principals in the evaluation?
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General Objectives. What are the evaluation goals and how are they
 
related to program objectives?
 

Program Goals and Target Groups. What is the specific rationale for
 
the program? That is, how is the program expected to ameliorate the prob­
lem under attack? What group of individuals, or institutions, is the main
 
target for the program? What plans, operations, staff, or material are
 
necessary for the program's implementation?
 

Site and Commnu' tics of In teresr. How was the site for the program
 
or the pilot test selc cted? gli organi zations, or i.ndividua].s
groups, 

exercise strong interes in or 
influence on the evaluation?
 

Once said, it is obvious that tlie choice of si te for a prog ram and its
 
evaluation and the comininities with an interest 
in the evallaLion can exer-

Cise a strong influence on the quality of evaluation. Often, one cannot
 
choose the site so as to reduce managerial, political, or ins Lit j~ional.

problems and that 
is the situatLon for most Lasc stulde[ considoeed here.
 
In other cases, howev'er, there is some clhoice. For exampl , hlo evaluators
 
involved in the Nici riguan radio mathematics experiment cxlinpd scveral
 
countries before introducing the program to estanlisii whore such "inex­
perinent would he msLt appropria te and feasihle. Most oF the c,: es reported
here also involve mlndivciduai.h; or groups with a :srong interest in under-­
standing a new prorrm's eFfects 
 and Lho t ntlrest and silppo rt oc'aini
 
partly for their qual ity. OLher evalnations charnctericd by strang op­
position or indifFerence 
 h ave of course failed for those reasons . Some 
British tests on a ltenative methods for rehabi i ta ip dci.inqcin ts (Clark
& Cornish, 1972) an at least one GuaLtemalan test on radio [nstiactdon 
(Hornik et a]., 1973) were abandoned, For cxaiiiple, in tie face of insur­
mountab.e obstacles :o their continua Li on.
 

Eval uation ObiwMives, tesign, Exec tion. Wha re Lhespoaric o)­
j ectives of the eva ua iton? What e< -n has heon ,lapLLcd to permit reasonably 
confident estimates of program effect Lo he nade? What checks on proper 
execution of the design have been estab ished? 

'111e idea of consc ieOtious design of evahluati on, and the ned Lo eml ]oy 
a design whi cli is most 1 ikelv to produce fair ind interliretalle e-LimaLes 
of program eff-ect is fundamentail. The evaluation plan shaold h0 oe:pl. icit 
and documented Iefo-e the Fact.l The fa,ilire 'F e -'l' v lnation.; oF soic 
programs in thme lUni ted States, for exmIp.e, ha'; led L" ,L& U. S. (;eneraI
Accounting OFf-ice 's dldi citing notable a nt.[n Lo eva liuit ionI ;tte des ign in 
its reviews of the qual ity VnltLlions in loF 0 and colstl_ l i Ia q'nero]. 
guidelines on assessing evalunations. Just as pro r=;- wayv tif I an im­
plemented adequately, evaluimations may f-i.i L bo impiu mintd in accord . th 
eva.luaLion design. Estab.lishing Ii tIe lesi gn i<s lt tlion m tsL h 
part of the uvaltlato 'rsresponsib ii£t'. If randomi lassigiomen,e in ex­
periments is p.lanned, then Lh pr-oces;s shailtd ho mnitoreld to ;nsiir iLit 
it is caried out. 'Two of tUP case studies presen teid 1,itr. the Canadian 
evaluation of a nurse-practitLiomr p "raainldll the icarIgian expe rimeits 
On radio instruction, for examliple, take c rCe La present evidence that the 
randomization procedue was carried omt according to plan. 
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Measuremet o__ofProgram jpJloementatio . Recognizing that no new
 
program ever conforms perfectly to plan, what mechanisms have been developed
 
to assay level of implementation?
 

There's not much point to completing an outcome evaluation unless the
 
program is actualyI In place, of course. The mcasures of pto gram Impl e­
mentation may be very slmple. A silte visi:, for ins taince, may he sufficient
 
to understand that appropriate staff have beenilired, tha. their activ:ities 
are we.l1 documented and can be ind pend ently vrified, iand thaL iEndividuals
 
who are alleged to have received service actually di d so. In tie more in­
tensive outcome eva]uati lns, the measurement scheme in oFten more elaborate.
 
The Canadi an assessment of the effectiveness of nurse-rnlmc itioner prog;a;s,
 
for example, time motion of 'cLxi'it n
included and studies iL a conventional
 
medical practice, daily journals on contacts between pntionts and medical
 
staff, and ratings by independent obsei-vers an the ohscrvaibi.e adequacy aof
 
services provided.
 

ent Oitcomes il t , o_ I , 
Which sploc I i c ciilirae ter--tt i.on o- palt i cipailts in a I tL nt iVy progtam:; and 
of members of comparison groups are I fkelv to he affe cted? How,will those 
characteristics lbe measured? What miechanni,ms ,for ;ssess i iigthe qitl: Iity of 

Measr; re of and O"*ih _- Cjii ra iristies MiLiot -_ip. ro 

measures have been set up? How ofLen veie such mneaisuirs undertaken? Are 
measures of preprogram characteristics appropriate, ehiorel iabl e?fesil , 

Most prograns have a varily nf 'f fec;ts on the-,ir pai ticipants and, 
partly as a consequienice, many,' field tests involve lit;lalieel'lit o! a varielv 
of OtltColne var'iab l.es . The hetter evaluations arei us ].ly charactcrized by 
pro-experiment levelopnent of measures and i.dc studies of tlieir reliahi iity
and validity. See, for examplie, r on etduca tion;altie' ,ae tuies an enrich­
ment proglram in Colnmbia and the rad io mathemcat ics pirof:ram in Nicaragua. 
The ovalination may also n 'I'v"i att a!chiii' ig ioriLi.e Lt :hto0a ot come 
variables so as to: make anal ys i-i delv, ;nd to 1;.si"i thitLi the opo rLance 
of various ou tcol' vari iahles fotr groups with ii inrusrdlifferent In results 
is clear. The ;rqll<i tion of other information or programl part 0 ipnail; 

before their en trv to the prngram and oin comirpa r i son grov-ups is , of curse,, 
often necessary t o assure eonipar nblitv of groups, to ileceas th experi­
ment's pOnwe, to detect slitle program effects, nods for other recoils. Ns.t 
of the cases g iven lie v-,i.].]list-ate the poilit. The dvve lopne;h t: ind use of 
measures of nutcom which are sensitive to the program's inifll:ence, and the 
des ign of side stud ies and mon I toriun' slystems to assure vi il idi Lv are dis­
cussed more fully iii ti,:.(:ken et a. (19 7 4). 

ResuiIults. Wsha i kiid:; of- Ia :innI n cv; xe v,,' unl i ' irnkuiI"i ";. 'imato 
relative prograi vf pft ? low is qual. ity of the resilI. . tsiit',imate assessed? 
What inferun-e. were d rawl? 
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Most outcome evalliaLi.ons involve n comp nri on 
hetwi.n .) i lp receiving
services from a new program and those who receive 
se -vi ,,:;from ;n at Ler­
native, or recceive no services atlall. 
 The logic is nolcMc1V StlisuppO ted witli
formal statisti.cal tests wh icli help one to izders;and d(iIrte d..:I"Ference
between the two grotups st ab Ie or merev a chance dl[fri, ence whi cl coulid 
have occurred iil the abscnce of newany prograna ;11a1 , con­l l1more 
scientious evaluat ion ai;o Llke care to eoxamiie IeIon;,w a;i, (Ii f[17erence
appears (or falls to aypear) apart frii the 1ew protgralm's i l l, ,o. ''lhat
is, the examin;ation involves ciniierat;ii,colilpet:ing iilflt ( tli(,re, oii out­
comes and ;anI alppraisial of the ext-enit t:() which rhe ottci tn dil- relrilces i1ly
be attrilbutable to pcuia r lprproram d i.ffereIeIs bet.een roups or to 
some other influences. 'lhe jdea i:sto assure that a dcclarar:ion thaLt a 
prog ram effect is I a rge I!; c red ib e . A; we sufigges ted ear Ii er, t o process
of establishing that an outcoine is indeed at tributabi e to aI prol-,r,n 's in­
fluence can be simplificd tHirlluh cval at ion den ign and, in manl cses,
high quality design and execution is tie only waly to ;1s.sire clear results. 

ArcIhive .:on(ldary an is±;i_!i. 1lve pro I i(lls beell to tileil,'lrl Storestatistical da La and to make i.tava i Ibl e for reanalys is by profe.sionals
not associated with the original. program developers and evaluators? 

Tn lrge scale vlwition.:, it ofteni; r;Ii;Oio;ll¢ 
i t, ,ore rc tIilrig
statistical 'i nd to mil(e t; avaii,- e for l V ,111.ecm11V% is;. iot ilnereanalysis is tl.it i e t it:laos he,.iiie, iegi-dlss of ilh i tie,,ritV and 
skill of tile original ev; a;t(ri-, inde(,ndent an;ia v, is (in mI c i )i1 c' l itY 
to the findirig:;, huelp to icdent ifv rrors" in 1 vs\is, ;1lii o1 1(10 Litil n. 
extent th;at :lie daaL ire expetis V,, del0 lte their ben f its illuiildcrst;indiog
program eff- ts, mak irl) tile d;ta ;vi i llble to Lie c,-hmo n Lv of c, earche '.
for reanalysis is couiicaI. A o (ai,; of uch dit (ILC ' t ,( for
pedagogical for1rpose-,F C:est-ilg ii ,,hypeth ..;n,,, nil i I ike. '.ollf!hl rv
analyses have been undlertlkUi to asay credibi.i itv ol tho nigil, ea, li-
Lions of cliildren's television pro),,i,;, e. by kI., U ,t ;ll (17") and !v
Cook and Conier (197hi) on sesaime Str(,(t ii the liii.nted S ii: ,s,,>l.:i , , and
elsewhere. '1hev hviv, b en elmllov(d to lnd r L;ind tiel'is Ltrvi nl.nof to
estimate pro),ralm effect. From ; imple urit-time survey: , t, I ir-1i
Moynihan rceana lyes of thle 1qa Ii L, of 'ducat i on-i I Hlp()- Lii it ii,- Purvey inthe United S:,tos . IL is e ffortLs as Lhese 'Ii cb Ii h ( r inFc o
still. earl ie- efforts to create cono ierlt ve socill r;cie el ,i, beiL,i for 
storage of stat isti data, reo(alI i.e., rds c-tlichl . -1i c i oh.,,ah t 1- Lhe 
respondent's ideiitif icatitjorI. ()rrir;ltioal arch ives of Ihis -.,,- ,ive beendove.loped il Deim-ik (l)ai i.!si DPta Arch i%e, .197h) , il I I ,iin ! (Lo i I !lerl-indsf-u 
AcademY of Arts amid Sc incrs , P,)7) , and lgIi,u (i i ,r; i I,J a I u, I hi,iyju do
LouVa in, 1976). 1i 1Ilie Un i Lod Stit.l t , ile N.it lt iolllI ,rht' :; ii111, ;lverlI
independent uinivers i tv-lasel f;ci I i ,r; Fuilf ill a;r ai iIi i ;:; i(l. 

Managerial Claraec Leris tics. :,iage ria features (t" Lli,eva]l ,ItLion
need to be reported, perhaps in appendices for a variety of reasons. 
Understanding how to allocate evaluation resources or how to budget for 
evaluations is difficult in the absence of information on precedent.
And routine reporting on the topic can serve to 
be helpful in this res­
pect. Such information includes details about why decisions about keyaspects of evaluation were made, sources and nature of funding, dlescrip­
tion of the process of evaluation design and time schedule for the
evaluation, manpower needs, budget, and costs of the evaluation.
 

I/
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Full Topical Checklist for Assessing Completeness and Quality of
 
Outcome Evaluations
 

Thiis checkl isi: ha been I''!eolnpped hv lorucr, k sndkopf, and Rezmnvic tofacilitate tlh process of deciding whLher an evalunation to es Li uuie the elffcct ofa soci;al propran is coamp eL(4 andioF hi,, qinliLv. There are t, columns on
checklist: 
Compl Iete'nr s/rua Iry 'Ind R,,ponlls ibil tv. I 
tire 

mpi e telis oF an evailiIation
is assessed merely by noting who.,Llhir an item in the i, .i , in fact, covered in
the repers or othe,," ou] rnit in. If he item ib,not rl i'Vnt: ror a particllareval].ntion, thp reirlr .ould mrn ,Iv pnl RNR"in tlhe ai;c . In cgse ;I moe comllete 
qua lity a~s~rntn is des irud , somra sort o~f nimer ical sale coulId he used,with "U" meaning th:I item was not cov rpd, and Llt ni ,i,.I tILhourili 5

(or any other niunm er siuenee) used ti ind.icate 
 vari :iionq in qinlcr,t:yFrour

low to high. h'lecolumn labe1.led "(e:;ponsibilitv" is includ1ed 
to asnre

that if 
an item is relevant, a particul;r indivi dual or Lde t ified glroup wasassigned to c,':rrv 
out Lhe action. Thiis is important for chlcking out why

there might have biean br'akdowns in execution of the plan.
 

To We extent thatt! a g iven eva .uation acttlly onI,du(1 rs relevannt itCmrSin the checkliist, it is good. Butit 
 is 1; Jportant to rec'ogrizieso that estab­lishing the degree 
to whii ech item in the listicli iLsaccominodattd, letermining

how well plans are 
laid, is not simple. No cieckli st:, inclding this one,will, be aderlhuate t:o the task. At 
its worst, the oversihpl Lication impl.ied

by a checklist will he miisleading.
 

Many 
iLems are not a natter of coimmon practi ce in field evarlations ofsocial pros~r:inrs. Ii it is nur jurdgini:, ba:;ed on highr quail i ty eva 1nations
by others andiseicoiiidarv rian lv sis of tlreri, that all .temrs are a matLter ofgood practice, are legitimate, and are surally feasihle. There ill be
except ions , 
 to beo) su r e, aid hese e>xcepLi ns are aiong the mrainl reasons for
 
the Not Relevant co.l umn 
and [or the examples. 

The proel)er us, of thisit i wh'i1All depend hlrav lv o1n tihe ulifica­
tions of tLi riser: sometimes nnlv 

ra 

wid& e::pe rience in social rose;rch icnenable a criLic to alke Aound abo 


in design and execitlion. Criti cism can 


.jidgr enL.<s aliour: tihe sr'Verity of certarin flaLts 
be mradie at several different levels: 

- Copl]eteiness arid perfecti.oni: Wis every item covered aid iove(_,led 
well.? 

- Were pi;t:iisible, not ju.st possi ble, defe-ts d te c td and corrected?
 
- Is the i as (Irsde to failure to dtLect 
 and cor-ect for defe'tr; likelv 

to he serious? 

Notice that inc:reasinig degrees oF snjlinil:rti ~lon ;ri, reri rd to nake judg­eis;cs i v T ih <p i si: a o -i
me n ts i n e a l o e c a s e . t,le ssco r i t i c , w h o can y 

make jldgmen.t s o l tire First kind, mrrav reject f iird.iiegs whii li ar prfectiyreasonab.lie heciise Ie was irira;I c to .juldge the sv ,i'.v "Ftthe failtl s. in 
a brief checkl i st ain mnial.ri surch is Liis, we cannot holp to imlarlt the
knowledge neca ary to make su cli judgmen ts. They cmie only wiLh extended
 
training and experience.
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Topical COMcklist
 

for Outcome Evaluations
 

Completeness
 
Quality
 

1. Background 

* 	Nature of the social problem
 
General character or the program
 

* 	General character of the evaluation
 
Sponsors and principals
 

2. General Objectives
 

, Program object Ives 
* 	Evaluation objectives
 

3. Program
 

* 	Program goals and rationale (Evaluability) 
* 	Selection of program participants
 
and target group
 

* Planned program operations
 
* 	Major elements of the program 

4. Site and Communi.ties of Interest
 

Rationale for choice oF test sites 
* 	Communities of interest and their
 
cooperation
 

5. Evaluation Objectives, Design, and Execution
 

* 	Specif.ic objectives of the evaluation
 
Evaluation design, including the logical,
 
statistical model underlying design
 
Statistical power of des.ign
 

* 	Sample design and sample selection 
. Checks on execution of evaluation design
 
and snampl i.n
 
Threats to in ferential1. vali.di ty character­
istic of the evalnation (lOsign chosen
 

6. Measures of Program Implementation
 

Ind Leators of program prlsence
 
Indicators of program implementation level
 
Quality control on measurement
 

http:Specif.ic
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7. Measurement of Outcomes and Other Characteristics 

* Pre-program measurement: choice, justification, 
and quality control. 
Post-program measures outcomeof 

.. rationale for choice 
e.tul:hods of mcasuremen t: 

quality coot-r l: rel iahiLity, 
validity, response raLe 

* . incentives for response 

8. Data Analysis and Results 

* Data analysis plin and rationale for it 
* Formal statistical tests and models 
. Competing analyses and threats to validity 

of conclusions 
* Assumptions
 
. Statement of results
 

9. Archive and Secondary Analysis 

PIans for data storage 
Policy on 
and plan for independent reanalysis
 
of data
 

10. Management Information
 

* Rationale/Justification for evaluation
 
* Sources and nature of 
funding

* 
Major decisions in evaluation design
 
. Time schedule for evaluation,
 

projected and actual 
* Manpower requirements 
* Budget and expenditures for evaluation 



4. On Human Factors
 

in Program Evaluation
 

Evaluation often engenders anxiety among those whose program is 
being

evaluated. It is 
equally obvious that maintaining honesty or integrity in
 
evaluation can be difficult whether one 
is talking about evaluation, or dema­
goguery, 
or fraud. If it wqre not difficult to exhibit, integrity would not
 
be regarded as a virtue. Permit me 
to presume here that the objective in
 
principle is to do a job with integrity despite vague fears, political
 
pressures, 
and similar influences.
 

I prefer not to espouse the virtue piously, but would like to 
embellish
 
theme implied by an old evaluator of sorts, Mark
on a Twain. He defined an
 

ethical man, one with the 
integrity of 
the sort meant here, as a Christian
 
holding four aces. We 
cannot always obtni., the aces, we
but can often
 
negotiate for better cards, i.e., 
options which help to assure that if we
 
do a job well, that we will not suffer needlessly the consequences of doing
 
SO.
 

Option 1. Posture at the Policy, Management, and Oversight Levels of
 
Government.
 

There is some argument for 
the view that administrators of new and
 
innovative projects ought not 
be judged on the basis of the success of the
 
program for which 
they are responsible. For, 
as David Levintow, Donald Brown,

and others have suggested at the recent AID conferences on evaluation, most AID
 
projects are high risk ventures. And their failure is veiv often if 
not always

beyond control of an 
individual or goverplment. 
 It is important to understand 

hyx we fail. Program managers and tlh icirstaffs, then, should bw, judiged on
the quality of evidence bearing on a program, regardless, of whether one 
finds the program itself 
is a success. To be effeccive, that view would have
 
to prevail at Congressiona1 and administrative levels, and many roaodprs will
 
recognize that it 
also runs against socLal 
norms. That means if thLis posture

is adopted generally, it will take a long time 
to become routine, perhaps as
 
long as it took for the 
U.S. Census Bureau to 
infuse integrity routinely into
 
U.S. censuses - 100 years.
 

For particular classes of innovation, it may be possible to employ the
 
strategy immediately. And in others, 
some 
posture which provides rewards
 
to both quality of evidence and quality of programs is warranted.
 

Option 2. Design of New Evaluations
 

It is sometimes sensible to accommodate fear of evaluation through

design of evaluations. One of several simple ways of doing 
so is not to
 
evaluate program A by comparing it to nothing: 
 Rather one ought to compare

A to B. "Nothing" may 
not be a pol itia lv v iable O)tion if A fails. Indeed,
it's prudent to cmparu ajnainst B if one believes in planning: if A and B 
are equally effective, then one has a continge ncy plan, (hoosing IB if it's
 
Wess expensive, and recognizing the hi gh risk 
of any innovative social program.
 

The diff-iculty with the option of 
course is thai we may lack the im­
atination or resources to invent and execute B.
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Option 3: External Review 

One way to assure that incompetent evaluations and competent evaluations 
are properly labelled as such is to employ external reviews of evaluations.
The tactic is consistent with the aims of the U.S. General Accounting Office
and other agencies with an interest in quality and standards of evidence.

It is consistent with the 
 recent trend toward secondary analysis of program
evaluation data, conducted by independent academic iL titutions. The latter
option has been used, by among others, the U.S. Office of Education, the
National Institute of Education, the Law Enfor'cement Assistance Administration,
and other agencies in the United States. A variant on the tactic ias been

tried by 
 Safraz Qureshi of Paiistan in reviewing evaluat ions sponsored oy his 
government. 

This option cannot assure directly that evaluations done with integrity

will be rewarded. It 
 should make it more likely, however, that the poor

evaluations are not rewarded.
 

Option 4: Joint Dissemination and Review Panel Approaches 

Consider a review board with .clearlv defined standards for examining

the quality of evaluations, and which examine 
 quality in response to a request

from the program manager. A main objective of this panel or board is to

officially verify that evidence is good and 
 the program, if effective, deserves
to be disseminated. Further, suchi a seal of approval can become a device for
leveraging more money for similar projects from an agency, indeed, panel

approval may be a precondition for 
obtaining new money for diversifying,
 
expanding, and so on.
 

In fact, such a system has been operating wi. th some success by two

domestic agencies in the U.S. The joint panel 
 reviews educational products,

basing review solely on evidence which conforms 
 to well articulated standards.
The approval makes them eligib1e For specially budgeted money earinarked for
expansion, dissemination, and other purposes. The eligible programs competefor additional funds but with less competition than normal and more likelihood
of success. About 30Z of projects going before such a panel in the U.S. 
pass muster; this is up from 10% from the experience of 6-8 years ago. 

Option 5: Evaluation as Pusearch or as Management Tool 

Labelling eva.luation as a "research tool , the resuil ts of which are used
for no fiscal decisions, rather than a management tool ma'y < someameliorate
problems. This option runs directly against the current thinking of GAO,
OMB, and otlher G.S. agencies. Nonetheless, it is a posture which can indeedbe taken in some studies. So, for instance, the Cali, Colombia, experiments
on the impact of education and nutrition were undertaken by a research operation,
the Human Ecology Research Institute, whose staff included two American
university researchers, two Colombian researchers, and Colombian staff. It wasundertaken with publi c and private foundation funds, was des igned to conform coresearch standards of high quality evidence. The U1.S. All) supported Nicaraguan
experiments in radio-based mathematics instruction is of the same sort. The 
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remarkable feature of each is their treatment in principle and practice
 
as research, potentially useable, 
 but research nonetheless, free from
 
untoward political pressures and clear
no prior linkage to management
decisions and the resistance to evaluation which decisions might engender. 

Option 6: Reorganizing Mislabelling and Deception. 

BureaucraLic recognition of mislabelling and deception is generally
 
a high art form. It is not yet well developed in the evaluation arena,

and it should be. To take the simplest case, descriptive surveys, needs
 
assessment surveys, studies of management and operations, and the like are

labelled "impact evaluations" or implied 
 to be sufficient for impact estimation.
 
The former are easy by comparison to impact studies, 
 they differ in function

and use, and they must not I)e confused. To the extent 
 that 	 they are, people
who do a fine job on difficult enterprises may be inadvertently hurt by
 
people doing a good job on easier tasks.
 

Option 7: Monitoring and Evaluating Use of Evaluation 

One of the major concerns registered by program managers in AID at 1980

African meetings on evaluation, by program managers in local and regional

education agencies in 
 earlier meetings on U.S. Office of Education sponsored 
programs, and elsewhere concerns the uses of evaluation. Evaluations are

supposed to be used after all, if they are 
 good. It is in the program

manager's interest to understand prchaole use, and moreover to protect 
oneself
 
from ingenuous use.
 

Ingenuous use is possible of course. Many managers, legislative staffers,
and so on have little understanding of the qua] ity of evidence and so may
naively rely on poor data. That result may affect those with good evidence
negatively. Perhaps more importL..t, the 5Lu[ality of utilizaLtion will vary
depending on the experience and wit of t:he user. [t is simplv not easy to
capitalize on evidence easily in the interest of maki ng decisions or setting
policy. One may, for example, decide on the basis of early evauation results
that a project is inefL ective when longterm results can show thaL the program
is effective. One may decide that the project in site 1 is ineffective when 
the project could or wouLd work at site 2. And so on. 

Some 	 mechanisms must be invented to encourage, assure, and monitor, the
high quality use of evaluation results. Several suggest themselves. 

(a) 	 Training sessions, workshops, etc. might be use u l;
 
this may include 
 case study approaches as in Nortlhwestern's 
or Harvard's MBA programs. 

(b) 	 Invention of cheap monitoring devices for identifying
 
instances of information 
 use, e.g. periodic teleplmone

calls 
or cables to agency staff to ask whether information 
has been used, how it was used and who used it, and
 
verification of the use.
 

dL
 



(c) Development of case studies to illustrate ingenuous 
use and appropriate use. 

There is some need for applied research on: "appropriate" and "inap­
propriate" use; delayed vs immediate uses; quality and quantity of use; 
types of use; and so on. 
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6. Common Questions and Partial Answers
 

This section describes some of 
the questions tendered by participants

in AID's African conferences on evaluation of development programs. The
 
responses here provide partial answers
 

1. Question: The effects of 
some development programs will only be de­
teccable in 8-10 years. 
 How can one 
evaluate under these conditions?
 

Consider first that there are large classes of programs which do have
short term effects. Some effects of educration progranis for instance ought
to be detectable immediately after a -ourse. Increased arithmetir ability
should be detectable following the course, though longterm effects of arithmetic
 
on money handling in hotel s, consumer buying habits, etc. will not be detectable
for some time. Similarly, nutritional supplements will have some effects which
detectable early, and others which are only detectabl.e later. 

The point is that one should not wait a long period to measure some effects.
For long-term effects of some programs are not possible without some short-term 
effects.
 

Second, the statement that s.ome programs have only long-term effects 
is a claim which may or may not be true. In point of fact, theory and
evidence are often insufficient for making confident guesses about when program

effects will appear. There is 
innovative programs (otherwise 
The absence of data makes the 

Third, if we are willing 
when effects will appear, then 
for example, measure outcomes 

simply no coherent data on the matter for
 
they probably wouldn' t be regarded as 
innovative)
 

claim less persuasive than it might otherwise be. 

to admit that we are fairly ignorant about 
at least two tactics are sensible. One can, 

periodically after the program's implementation
to assure that regardless of when effects appear, the gradual nature of appearance is well understood. The measurement is made under the proviso that 
judgments about "success" 
are not legitimate for some time. 
 One may also

choose to measure direct and temporary as well as long-term effects to assure
that immediate behavioral changes which 
are necessary for long-term changes do
 
indeed appear. 

2. Question: Are there situations in which one is reasonable not to try to 
estimate program effects? 

Yes, there are lots.
 

One obvious class is charitable enterprise and 
 related relief projects.
There is a presumption that the work is good and re'gardless of whether tle 
presumption is wrong, it 
is often sufficient to justify programmatic efforts
 
on that presumption.
 

A second obvious class of projects for which impact evaluations may at
times be unnecessary are those in which mere delivery is sufficient for
justifying the res-- rces. Examples here include the mundane: We believe 
teaching charity to children has lcng-term effects, and regardless of its
real positive and negative effects, we may justify the activity solely in terms
 



of that belief, that article of faith. Similarly, 
one might choose to be
satisfied with delivery of nutritional supplements 
to mothers as a basis
for judging project "success" regardless of actual impact on 
their children.
One may make the choice on the grounds that supplements arc known to be
good and their delivery is a sufficient good to justify 
resource expenditure.

Similar presumptions justify investments in 
college education, music and
literjture, and so on. 
 The presumption may be shortsighted: Supplements

once delivered may not be consumed 
or 
they may be consumed in inappropriate
 
ways, (c g., 
 mixing supplements with contaminated water).
 

The point is 
that the political, intellective, or 
religious presumption

that delivery of A is 
a good, sometimes removes 
the need for impact evaluation.

If one 
is unwilling to make the presumption, then impact evaluation may be
 
warranted.
 

A third class of situations in which impact eval.uations may not be

warranted are 
those in which no one is interested in the results.
 

3. Question: Agencies such 
as AID have very little control over their projects

in the sense that host countries exercise a great deal of
 
influence. 
How can one evaluate well without more 
control?
 

The answer is that there are options, but no solution is equally

appropriate for all settings. 
 The options include:
 

(a) lost country 
involvement in evaluatiuion e
wull "Isin project

implementation, notablv host countrv research and census
 
units which are capable of cooperation and are competent.
 

(b) Selection of projects for elaborate evaluation solely on 
the 
basis of feasibility of evaluation, i.e., evalito only those 
over which one has great cont:rol. The remainin, pro.jects 
receive less expensive, tihe refore m rt speculaii .', evalunation. 

(c) Evaluate only those components of a conmp]ex prog ram or project 
over which one has control, rather than evaluating the entire
 
complex program.
 

(d) Stage the evaluation so as to obtain as 
much date as early as

possible, and in such 
a way as to permit clear disengagement
 
at several points in the process.
 

4. Question: What is the correct sample size to 
use in surveys?
 

Apart 
from recommending that one hire a reputable statistician 
to do
the work, there is no simple answer 
to this question. The classical theory
for choice of sample size hinges partly on 
the precision one would like in
estimating characteristics of 
the target population, partly on cost. Morerecent 
theory for choice incorporates information about ruliabi.I. ty of
 
responses made to 
inquiry and probable nonresl)onse, K.., nonsnmpling error.
 

L1'
 



The more fundamental and older question for managers is whether oneought to take an opportunistic sample, i.e., a sample of convenience, or
 
a formal systematic sample. To illustrate the problem, consider the

eleventh century rabbinical argument over this choice, where the need to

choose originated from the need to estimate how much one should tithe. Onemight just grab a handful of olives from the nearest of a group of baskets
 
to judge the general quality of the crop and tithe on the basis of this
 
opportunistic sample. Or, one may formally mix the olives well, and develop

a more formal, systematic, and time consuming sample. The rabbis' resolution 
of the issue is not much different from what contemporary analysts might achieve:
if the demand for the estimate is rabbinical in origin, then one may take asample of convenience. If it is biblical in origin, then one must be much 
more careful.
 

The more general point is that samples ought to be carefully designed

if the use to which results will be put is important, ani it need not be
 
carefully designed otherwise.
 

If the manager decides that the problem is important enough to justify

a formal survey, then the task of sample design ought to be given over 
 to 
a competent statistician. To illustrate the statistician's thinking in the
 
simplest case, consider the following example.
 

Suppose one's interest lies in estimating thme proportion of tuberculosis

victims in a city. The statistician will first make a guess, based on expert

advice as to what proportion of the target population is so 
affected, say 50%.

Either theory or readily available tables can then be used 
 to establish the

size of sample necessary to be very confident 
 that the actual population
proportion lies in a confidence interval. The intervals for various sample
sizes and a guessed value of 50% to rate in the population are: 

Sample Size (N) Confidence Interval
 

25 
 .30-.70
 
100 
 .40-.60
 
400 .45-.55
 
900 
 .47-.53
 

The intervals narrow as sample size increases, implying a more precise
estimate of the population parameter. But there is a point of diminishing
returns, e.g. boosting sample size from 400 
to 900 does not affect the confi­
dence interval remarkably. 

This is a rudimentary case of simple random sampling. The statistician may wish to improve precision of the estimate by designing a stratified sample.
He or she may recognize that particular types of people with TB are of interest,
implying that cross-tabulations are warranted, and that larger sample sizes 
are needed to obtain precision in detailed cross tabulations. If one attempts

to accommodate nonsampling error (e.g., random unreliability in response),
further increases will be necessary. 

/
 



5. Question: 
 Is there a special professional field of evaluation?
 

The field is new but growing rapidly, judging by the creation of new

professional organizations and the issuance of journals.
 

Consider, for example, the professional organizations:
 

Evaluation Research Sociecy with 
600 members
 

Council for Applied Social Research with 300 members,
 
most of whom do evaluative work
 

* Evaluation Network (with over 200 members, specializing in
 
educational evaluation)
 

and pertinent divisions of the 
American Educational Research Association,

the American Psychological Association, and others. 
 ERS and CASR have
 
international memberships, and 
are less than five years old. Existing

organizations whose professional meetings place in 
developing countries (e.g.,
India, the Phillippines) such as the International Statistical 
Institute,
 
rua professional meetings at which evaluative research is reported regularly.
 

New journals dedicated to 
the field include:
 

Evaluation Quyarterly (Sage, Beverly Hills)
 

Educational 
Policy and Evaluation (American Educational 
Research Association) 

Evaluation (Minneapolis)
 

Evaluation Studies Review Annual 
(Sage)
 

and others. A compilation of such journals which provides addresses, editorial

and subscription policies, is available in a report by Boruch (1979).
 

New university programs for evaluation have been cataloged by Ross Conner
of the University of California at Irvine and John Morrell of Hahnemann Medical

College, for the Evaluation Research Society. 
 le catalog is available from
 
the authors.
 

6. Question: How does one 
locate sources of technical assistance for
 
evaluncions in developing countries?
 

Finding competent assistance is difficult in evaluation as in any new
 
arena of serious intellectual inquiry. 
 There are several options.
 

It's sensible to 
read the evaluation literature for instance. 
 An author

who manages 
to say something intelligent 
in print is more likely than one who

hasn't done so to provide competent services. 
 If the problei at issue is
controversial, one might hire both the author and the individual he or she suggests is the most competent opponent or 
critic of the author's views.
 



A major local source for technical assistance in the census bureau

of the country in which the evaluation 
 takes place. Many of the professional

staff members are trained in the U.S. or Europe. 
 The network of surveyresearchers in such bureaus is small enough to obtain informed recommendations
about specific individuals or agencies. Most professional staff are members

of professional organizations such as the International Statistical 
 Institute
 
or the American Statistical Association. The papers they present at annual

meetings of the organization 
are typlically published in proceedings and the
 
ppaers serve as one vehicle for 
judging quality of work. 

Other major sources include social and economic research units, human
ecology research institutes, and other :institutional research groups. They
 
are not uncommon in India, Colombia, 
 Malaysia, Pakistan, and elsewhere,

though quality of work varies considerably. The Human 
 Ecology Research Institute
in Cali, Colombia has mounted some of the finest experimental tests of education 
programs available to date. I know of formalno list of such organizations. 

Universities also consitute a resource for technical assistance. The resource may limited times:be at some of the University of Nairobi faculty 
are not in good favor with the government of Kenya, for example. But this
need not prevent their participation in independently suppof:ted projects;
indeed obtaining the assistance of high ralibre people in and out of favor 
may enhance quality of the evaluation. We are aware of no formal examination 
of this topic however. 

7. Question: Why are we learning all. this theory? 

The criticism implied in the question is that "all this is theoretical,
but not the real world." 

In either case, the choice of the word theory is wrong if (a) all
illustrations are real and (b) the lecturer is actually not a theoretician. 

The more appropriate reference is to the distinction between principle
and practice. That is, some evaluation designs are as a matter of principle
good in yielding good evidence. But they are not always possible. 

Li' 
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