No. 22

Regional Workshop on Techniques
of Analvsis of World Fertility
Survey Data

MARCH P9R0
INTERNATIONAL STATISTICAL INSTITHTE
Permanent Gflice . Ireector: L Lunenberyg
1IN Pronses Beatroagan, PO Bovusp
2270/ N oorhn
Netherlands

WORED FERTTILITY SURVEY
Project Director:

Sir Maunce Kendall, Sc. D, F.B.A.
35-37 Grosvenor Gardens

London SWIW OBS




The World Fertility Survey is an international research programme whose purpose is to
assess the current state of humar fertility throughout the world. This is being done principally
through promoting and supporting nationally representative, internationally comparable,
and scientifically designed and conducted sample surveys of fertility behaviour in as many

countries as possible.

The WES is being undertaken, with the collaboration of the United Nations., by the Inter-
national Statistical Institute in cooperation with the International Union for the Scientific
Study of Poputation. Financial support is provided principally by the United Nations Fund
for Population Activities and the United States Agency for International Development. A
substantial contribution is also made by the U.K. Ministry of Overseas Administration
(ODA).

This publication is part of the WES Publications Programme which includes the WES Ba-ic
Documentation, Occisional Papers and auxiliary publications. For further information on
the WES publications, write to the Publications Office. International Statistical Institute.
428 Prinses Beatrixiaan, P.0O. Box Y50, 2270 A7 Voorburg. Netherlands.

The views expressed in the Occasional Papers are

solely the responsibility of the authors.



/‘) / / 3 /: " EET

Regional Workshop on |
Techniques of Analysis of World
Fertility Survey Data

Report and Selected Papers

The workshop was organised by the

ECONOMIC AND SOCIAL COMMISSION FOR ASIA AND THE PACIFIC
in co-operation with the

WORLD FERTILITY SURVEY and the

INTERNATIONAL INSTITUTE FOR POPULATION STUDIES




Con.ents

FOREWORD

PART ONE — REPORT

1 BACKGROUND
Introduction

Objectives

Institutional IFramework
Participation

——
W -

ORGANIZATION OF THE WORKSHOP
Opening Session
Topics

SRR
g

w

3.1  Analysis of the Maternity History Data

EVALUATION OF THE WORKSHOP
Views of the Participants
Recommendations for Future Workshnps

o
S —

APPENDICES

I Workshop Programme

I List of Decuments Distributed at the Workshop
III  List of Participants

AN OVERVIEW OF THE TECIHNIQUES DISCUSSED

——
O O v v o

11
11
12

13
13

19
19
20

21
23
24




PART TWO — SELECTED PAPERS OF THE WORKSHOP

1

2

3

o

Screening Procedures for Detecting Errors in Maternity History Mata,
W. Brass.

Assessnient of the Validity of Fertility Trend Estimates from Maternity
Histories, W. Brass.

The Relational Gompertz Model of Fertility by Age of Woman, W. Brass.
A Technical Note on The Cwn-children Method of Fertility Estimation and
Its Application to the '974 Fiji Fertility Survey, N. Ogawa.

Some Problems in the Measurement and Analysis of Fertility Preferences
from WFS First Country Repoits, L. Kantrow.

An Overview of Multivariate Techniques in the Analysis of Survey Data,
K. Srinivasan.

Multiple Classification Analysis and its Application to the 1974 Fiji
Fertility Survey, N. Ogawa.

Regression Analysis, S. Mukerji.

Linear Models and Path Analysis, R.J.A. Little.

30

50

81
100
11}

148
154




Foreword

At the Second Regional Meeting of the World Fertility Survey for Asia and the Pacific,
held in Bangkok in 1977, the National Directors of the fertility surveys emphuasised the
need for organising regional workshops with a view to enhancing the analytical
capabilities of the national researchers involved in the analysis of the survey data. The
Regional Workshop on Techniques of Analysis of WFS Data held in IDecember 1978 was
organised in response to this request.

The Workshop was indeed a collaborative exercise between the UN Economic and
Social Commission for Asia and the Pacific, the World Fertility Survev, and the
International Institute for Population Studics,

A report of the Workshop has already been published by the UNESCAP. However, in
view of the need for wider dissemination of the importaut documents prepared for the
Workshop we feit it useful to reprint the report, and this was agreed to by ESCAP. This
document is essentially a reprint of ‘Asian Population Studies Series, No. 44°, of the
ESCAP, with editorial changes to conform to WFS format and styls. We hope this will
make another addition to WFS’s continuing efforts in assisting the countries in the
analysis of their survey da‘z,

I also wish to take this opportunity to express our gratitude to Professor William Brass
whose participation and guidance made a significant contribution to the success of the
Workshop.

V.C. Chidambaram
Deputy Director for
Data Analysis




PART ONE
REPORT OF THE REGIONAL WORKSHOP



1 Background

1.1 INTRODUCTION

The World Fertility Survey (WFS), a large-scale research programme for the study of
human fertility, particularly in the developing world, is being conducted by the Inter-
national Statistical Institute (ISI) with the collaboration of the United Naticns and in
co-operation with the International Union for the Scientific Study of Population
(IUSSP), with financial support nainly from the United Nations Fund for Population
Activities (UNFPA) and the United States Agency for International Development
(USAID). In the ESCAP region, 13 countries are participating in this world-wide research
programme. All countries except for Burma and Afghanistan have completed their field
work; because the majority of them had alsc published their first country reports, they
are ready to undertake the second-stage analysis of their country data.

It was recognized that, among most of those ESCAP countries participating in WFS a
proper in-depth analysis of their data was seriously hampered by the lack of availability of
adequately trained personnel to plan and implement the analysis. In view of this, at the
Second Meeting of the World Fertility Survey for the Asian Region, held at Bangkok in
March 1977, a number of directors of the national fertility surveys stressed the urgent
need for additional training in techniques of analysis and thus enhance the analytical
capability of those responsible for further analysis of WFS data in their own countries. As
a solution to the expressed need, it was strongly recommended at the Meeting that, in
close collaboration with both WFS and the International Institute for Population Studies
(IIPS), ESCAP co-ordinate and execute a training-oriented regional workshop for national
staff actually involved in the second-stage analysis of their WFS data.

In accordance with the commendations of the Meeting, ESCAP conducted a Regional
Workshop on Techniques of Analysis of World Fertility Survey Data, utilizing the
facilities of IIPS, from 27 November to 8 December 1978, at Bombay, India.

1.2 OBJECTIVES

One of the primary objectives of the Workshop was to give the national staff, directly
responsible for future analysis of their WFS and related data, intensive training in the
techniques required for the fuliilment of such advanced research work. In order to
achieve that objcctive, the Workshop involved (a) a series of lectures on theoretical and
methodological aspects of the techniques related to the evaluation data, the estimation of
fertility and multivariate analysis, and (b) laboratory exercises in the application of those
techniques to real data.




In the long run, it was anticipated that after the completion of the Workshop each
participant would be able to train other demographers in their own countries who would
also be involved in-depth analyses of their country data. At the same time, a series of
subregional workshops were scheduled in the 1980—1981 work programme of the ESCAP
secretariat, at which participants in the Regional Workshop, as key resource persons,
would be expected to play a vital role.

1.3 INSTITUTIONAL FRAMEWORK

The Workshop was financially supported by a grant from UNFPA to ESCAP. The
ESCAP secretariat provided one statf member to serve as liaison officer for the Workshop
and to lecture on assigned topics. ESCAP also invited two staff members from WFS and
two from the United Nations Division to lecture on selected topics. WFS, in turn,
provided one consultant to deliver a considerable number of lectures. In addition, the
Technical Adviser for the World Fertility Survey in Asia contributed to the teaching
programme. TIPS provided host facilitiecs and the services of its sta‘t for all local
arrangements and contributed three of its staff membets to share part of the tcaching
workload.

I.4 PARTICIPATION

A list of participants is given in Appendix L. Twenty-five government officials from
12 ESCAP members and associate members participated in the two-week Regional Work-
shop. These were Afghanistan, Bangladesh, Hong Kong, India, Indonesia, Nepal, Pakistan,
the Philippines, the Republic of Korea, Singapore, Sri Lanka and Thailand. Although
ESCAP extended invitations to Fiji, Iran and Malaysia, no representatives from those
countries were able to attend. The participants varied in degrees of involvement in the
second-stage analysis of their WES country data. Furthermore, they had a wide range of
experiences in the analysis of demogranhic and population data. Besides the 23
participants, two staff members of ESCAP and the Technical Adviser for the World
Fertility Survey from the United Nations Population Division in New York attended the
Workshop as observers.
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2 Organization of the Workshop

2.1 OPENING SESSION

The Workshop opened on 27 November 1978 with a welcoming address by
Dr. K. Srinivasan, Director of IIPS. In his statement, he emphasized an urgent need to
obtain scientifically valid data on fertility and associated factors, nationally representative
and internationally comparative, with a view to formulating proper population policies in
the ESCAP region. More importantly, one of the major objectives of WFS was to develop
national capabilities for conducting fertility and other demographic surveys in parti-
cipating countries, particularly in the developing world. He concluded by saying that it
was fitting that the Workshop be conducted at IIPS, in view of the institute’s long
experience n demographic training.

A message from Mr. J.B.P. Maramis, the Executive Secretary of ESCAP was read out by
Mr. S.T. Quah of the ESCAP Population and Social Affairs Division. The Executive
Secretary stressed that, as rccommended at the Second Meeting of the World Fertility
Survey for the Asian Region, the Workshop was expected to be the beginning of a
regional programme of activities to increase the capability of the WFS-related national
staff involved in their national surveys in evaluating and analysing present and future
fertility data. The Workshop would belp participants to train other demographers in their
respective countries.

Dr. R.O. Carleton, Technical Adviser for the World Fertility Survey (New York)
emphasized the significance of the Workshop from the standpoint of promoting the
second-stage analysis of WFS data collected in the ESCAP region. He mentioned that a
training-oriented workshop of this nature was scheduled for 1979 in the Latin American
region,

Mr. V.C. Chidambaram, Assistant Director for Data Analysis, WFS, presented an over-
all view on recent WES activity and future plans with regard to data analysis, He
described briefly the current status of first country reports in the participating countries,
which, in some cases, had taken a longer time to complete than originally envisaged.
Those which had already published their reports were Fiji, llong Kong, lapan, Malaysia,
Nepal, Pakistan, the Republic of Korea, Sri Lanka and Thailand. Reports from Bang-
ladesk and Indonesia were in press. In order to facilitate the second-stage analysis, WFS
had provided technical assistance by means of publishing technical bulletins on metho-
dology and work on selected topics for further analysis, and by means of conducting (a)
illustrative analysis done by WFS or its consultants on selected topics, (b) national-level
seminars held after the publication of the first country reports to disseminate findings




and to identify topics for further analysis, and (c) regional workshops on analysis. This
Regional Workshop, a salient example of possible technical assistance by WES, was the
first of a series.

After giving details of their backgrounds and affilintions, the participants made brief
presentations regarding the current status of their own country survey and, where
available, their future research strategies for second-stage analysis.

2.2 TOPICS

The Workshiop was conducted in a series of morning and afternoon sessions. During the
morning sessions, the technical aspects of detailed analysis were presented to the
participants through lectures, while the afternoon meetings were utilized for doing
computational exercises and reading relevant materials. Both ESCAP and WFS prepared
the Workshop programme outline in close cooperation with the TIPS staff concerned. The
contents covered the following three areas: (a) evaluation of data, (b) estimation of
fertility, and (c) multivariate analysis. A considerable amount of time was spent on the
parity/fertility (P/F) ratio and its application to the Bangladesh and Sri Lanka WFS data.
The discussion on techniques for evaluating the maternity history data was followed by a
presentation of fertility estimation methods which included the four-parameter Coale-
Trussell model, the three-parameter Gompertz model, the own-children method, and
stable population models. Although multivariate analysis was included in the Workshop
programme, very limited time was allocated to that topic compared with the two other
major topics. The Workshop programme and u list of materials distributed at the Work-
shop are contained in Appendix I and Appendix II, respectively.




3 An Overview of the Techniques
Discussed at The Workshop

3.1 ANALYSIS OF THE MATERNITY HISTORY DATA

The major portion of the demographic techniques presented at the Workshop have
related to the maternity history data collected in the individual interview. Professor Brass
presented a variety of methods for the evaluation of the quality of these data and the
estimation of levels and trends in fertility.

The basic data used by Professor Brass were the folloviing:

a) From the household schedule:
i) The proportion of women ever married by age;
b) From the individual interview:

ii)  Current age of respondent;
iif)  Current parity of respondent;
iv)  Dates of births of all live-born children.

From these data a set of two-way cross-tabulations of the fertility data can be
calculated. They take the basic form given in the figure below. The columns represent
periods before the survey date, which are conventionally grouped into five-year intervals,
although shorter intervals may be considered. The rows represent birth coliorts identified
by groupings of current age.

The cells for whicl. data exist are marked by crosses. Within these cells, we can imagine
a count of the number of women', and a distribution of live births for these women,
classified by birth order. The entries in any particular table consist of statistics derived
from this distribution. The following statistics are used:

a) Mean birth rate;

b) Mean birth rate of first order, or, in other words, the proportion of women having
their first child;

¢) Mean birth rate of parity 4 or more.

In addition, rates for other birth orders may be calculated if necessary. Finally, similar
cross-tabulations can be formed for subgroups of the samples such as educational level.?

1 Calculated by dividing the number of ever-married women in required age group from the individual
questionnaire by the proportion of women ever-married from the household schedule.,

2 If the subgroup marked is not coded in the household schedule, then some indirect estimate of the
proportions of women cvei-married is required.,
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Basic Form of Cross-ta »ulations of Maternity History Data

Period Before Survey (Years)

Current 0-5 5-10 10-15 15-20 20-25 25-30 30-35
Age

15-19 X

20-24 X X

25-29 X X X

30-34 X X X X

35-39 X X X X

40-44 X X X X X X

45-49 X X X X X X

In a naive way, the current level of fertility is measured by the first column above, and
the trend in fertility is given by comparing values along the diagonals from upper left to
lower right.

However, in practice, the data cannot be taken at face value. Possible sources of
variation, other than cohcrt or period changes, are:

a) Adult mortality. Women who died may have had a different fertility pattern than
those interviewed. Little is known of the size of this bias although it is probably a
comparatively minor factor; it affects older age groups only;

b) Changes in age at marriage. Results do not contro] for age at marriage and thus
incorporate any effect of changes in age at marriage on age-specitic fertility;

¢) Reporting errors, of which there are three main types:

i) Respondent’s age misreported:
ii) Births omitted, particularly among older women;
iii)  Errors in the dating of live-births.
Given the possibility of these distortions, the estimation of level of fertility from the

data becomes dependent on a satisfactory evaluation of trend; that is, the two aspects
become interlinked.

Brass’s methods are based on the following rationale:
a) For each of these sources of variation a characteristic pattern of data is expected;

b) Often the given data can be obtained from a variety of combinations of sources;
¢) All available data and methods should be used;
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d) Eventually a subjective choice must be made as to which combination of sources of
variation is the most plausible. Often the proportionate contributions of the sources of
variation cannot be exactly assessed; then the estimates of level and trend will be subject
to bounds of uncertainty.

METHODS OF LIMTTED POWER

a) Given a set of meen parities by age py. pa, ..., P17, estimate total fertility for
younger age groups, using

= 1’.:1/1’:‘ Iy = pa(py /l’,\)‘t or Iy = min (I, I'7)

Compare these estimates with mean parities for the higher age groups. This method,
although subject to high sampling error, can give some evidence of omissions or of a
pattern not corsistent with constant fertility;

b) Cross-tubulations of sex ratio, child mortality by age.
MORE POWEFREUD MITFHODS BASFD ON P/E RATIO

The P/I' method compares the age specific parities (7} with the current period fertility
of each birth coliort (Fpy. u 7 is measured over the samie length of intervals as the age
groups (e.g. five years), then the method is completely straight-forward. If I is measured
over a different period, some interpolation is required to make Py and Iy comparable,

As originally formulated, the method was intended to obtain estumates of level of
fertility under an assumption of constant fertility and biases caused by reference period
errors and errors of amission. Professor Brass has indicated how the method can be
applied in situations of changing fertility. This considerable extension of the scope of the
method is strengthened by caleulating /71 ratios for different periods and for parity-
specific birth rates, and by repeating the miethod for subgroups of the sample. By looking
at a variety of data sources and comparing, it is possible to build up a picture of which
combination of effects is consistent with the data.

Because of its basic simplicity and flexibility, it is possible to apply the methods in a
variety of situations. For example, Professor Brass mentioned the possibility ¢f applying
the technique to marriage cohorts rather thar birth cohorts, thus incorporating a control
for age at marriage. This may be illuminating £ the case of Sri Lanka, where Professor
Brass’s analysis left uncertain the degree of trend in fertility among young age groups.

METHODS BASED ON MODEL-FITTING

The 2/17 method is basically a straightforward transformation of existing data, and does




not impuse any predetermined pattern on the age-specific fertility rates.

Perhaps the most powerful analytical techniques discussed by Professor Brass are
methods based on an und:rlying model. These are atte mpts to stretch the available data
by imposing an underlying model on the fertility rates and using this model 1o improve
existing data and to extrapolate values for which no data are available. A crucial {actor in
such models is the number of parameters needed to define the pattern. Two models are
discussed.

METHODS USED ON MODIL-FITTING

The P/ method is a straightforward transformation of existing data, and does not
impose any pattern on age-specific fertility rates. Perhaps the most powerful analytic
techniques discussed are the model-based techniques. These attempt to stretch the
available data by imposing an underlying pattern to the data and using this pattern to
improve existing data values or extrapolate to values for which no data exist. A crucial
factor in such models is the number of parameters needed to define the pattern and the
interpolation of those parameters. Two models were discussed for age-specitic fertility
rates:

a) The Coale-Trussel four-parameter model. This involves the combination of a two-
parameter model for age at marriage with a two-parameter model of marital fertility,
Professor Brass considers the combined four-parameter nodel for age-specific fertility
rates to have too many parameters. An alternative approach is to estimate each
component of the model separately, using data on age at marriage and marital fertility:

b) The three-parameter relational Gompertz model. The Gompertz model for
cumulated age-specific fertility has three parameters: = total fertility rate, 4 =
proportion of fertility achieved by a certain fixed age, and b = a measure of speed over
which fertility cumulates. The model fits the data quite well, but not well enough.
Professor Brass has shown an ingenious method for improving the fit at low and high ages
without increasing the number of parameters. Empirical research indicates that departures
from the Gompertz model tend to have il.e same character in a wide variety of data sets.
From these a fixed transformation of the age scale has been derived and the Gompertz
model can be fitted to this transformed age scale. This modified model may be termed
the relational Gompertz model. Fitting procedures are developed which are based on the
fa_t that the Gompertz function is linear with age on the - log (-log) scale.

METHODS BASED ON HOUSEHOLD DATA
The methods discussed by Professor Brass are particularly relevant to the detailed

maternity histories collected in WFS surveys. Meth4s have been discussed which are
applicable to household data. These were originally designed for census data, where there




is no sampling and less detail and reliability. Thus, although these methods may well have
a useful role in the analysis. The household data are collected primarily to identify
eligible women, and the amount of time spent in data collection and editing is much more
limited than for the individual questionnaires.

THE OWN-CHILDREN METHOD

This method uses the ages of children listed in the household schedule who are not
living away from home. By projecting back to the birth dates of these children, and
making adjustments for the mortality of children and mothers, the degree of under-
enumeration and the proportion of children living away from home, age-specific fertility
can be calculated.

Broadly speaking, the estimates differ from age-specific fertility rates calculated directly
from maternity history data in the following ways:

a) The births of own children are taken from the houschold questionnaire rather than
the individual interview;

b) The children who lived away or have died are estimated indirectly from other
sources, rather than directly from the respondent’s answers in the individual ques-
tionnaire,

The comparative validity of the two methods depends on which of these alternatives is
more trustworthy.

Of course, alternative estimates can be calculated and compared. However, the own-
children method works best when the adjustment factors are not large. In such cases
estimates by the two methods have an unknown but probably high correlation, unless an
expanded household schedule is involved. Thus similar estimates cannot be considered as
enhancing significantly belief in the reliability of the data, as would be the case if two
independent estimates gave the same value. There are considerable dangers in gathering
strength from different estimates based on larg=ly similar underlying data. On the other
hand, if the two estimates differ, further investigation of the cause of the difference
would be desirable.

QUASI-STABLE ESTIMATES

The estimates discussed by the Technical Adviser for WFS (Bangkok) are in a sense even
more indirect than those obtained by the own-children method sin. » they use only the
sex and age distribution of the household sample. The stable population theory predicts a
fixed age distribution from any given level of birth and death rates; conversely the theory
enables estimates of birth and death rates from paramters of the age distribution and the
growth rate, using the Coale-Demeny life-tables. Here, crude birth and death rates are
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calculated from a different set of parameters, the child-woman ratio and the life
expectancy. Evidence has been provided that these estimates are less sensitive to changes
in tne level of fertility and child mortality.

QUESTIONS ON IFAMILY SIZL PREFERENCE

With regard to the extent to which policy-making inferences can be made on the basis
of answers to family size preferences asked in the WFS questionnaire. These
questionnaires are subject to a lack of test-retest reliability and to biases caused by the
skip procedures designed to niter out women who might find the questions offensive.
Also, the meaning of the questions is sometimes unclear, and is subject to formidable
translation problems in certain countries. Report writers should therefore be careful to
state clearly the limitations of any inferences based on these data. To use the classic
phrase, they should be treated with great caution.

The subject of the wording and meaning of attitudinal questions is a hornet’s nest, and
the problems may be fundamentally intractabls. This statistician’s plea is not to change
the wording of questions from survey to survey, since then at least some evidence of
changes in attitudes may be believable,

18



4 Evaluation of the Workshop

4.1 VIEWS OF THE PARTICIPANTS

At the closing scssion, the participants completed a questionnaire in which they were
asked to evaluate (a) the overall usefulness of the Workshop, (b) the relevance of topics
in terms of the analysis of their country data, (c) the appropriateness of coverage,
comprehensiveness of topics and the adequacy of laboratory exercises, and (d) the need
for a future ESCAP-sponsored workshop of that nature. The following is a summary of
their evaluative comments on these questions.

‘On the whole, did you find this Workshop very useful, useful, not very useful, or not
useful at all?’ Of the 23 respondents, 12 participants felt that the Workshop had been
verv o useful: 11, useful; and none, either not very useful or not useful at all. All agre=d
that the Workshop was, at [uust, useful. Several of themn responded to the question with
the remark that new techniques of analysis had been introduced and the ramification of
old methods had been presented to make them more suitable in the analysis of WFS data.

‘Do you consider the topics covered at the Workshop relevant for use in the analysis nf
WFS data in your country?’ Almost all the participants found the topics relevant to their
future resecarch work in the analysis of WFS data. Those participants who made no
comment were from countries which were not participating in the WFS programme. Most
of the respondents felt that lectures on the cvaluation of data and the estimation of
fertilitv had been extreme relevant to their research work. At the same time, a
considerable number found lectures on multivariate analysis, such as multiple classi-
fication analysis (MCA), path analysis and regression, very relevant to their analysis work.

‘Please comment on the course contents of this Workshop in terms of coverage,
comprehensiveness of topics covered as well as the adequacy of laboratory assignments’.
The majority of the participants agreed that, given such limited time, the Workshop had
efficiently coveresl a wide range of topics on a comprehensive basis. There were various
comments, however, on the adequacy of laboratory exercises. For instance, a few
participants found them rather elementary. The others, on the other hand, felt then to
be quite adequate although the time allocated was too short to undertake any in-depth
analysis of practice qu.stions. It was also suggested by a few participants that the
laboratory sessions could have been better used if all participants had brought their own
WFS country data so that they could actually attempt to undertake analyses based on
techniques covered at the Workshop, by using some computer statistical package
programmes. Furthermore, some participants, commented that additional WEFS country
data should have been utilized for laboratory questions.
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‘Pleast give any other cominents you may have’. All but a few thought that the
duration of the Workshop had been too short, and that it should have lasted from three
to six weeks. It was almost unanimously agreed upon that much more time should have
been allocated to multivariate analysis. Most of the participants found the quality of
lecturcs and handouts excellent. It should be noted, however, that a number of
participants suggested that the papers and handouts should have been distributed at least
a few duys prior to their presentacion, in order to allow each participant sufficient time
for careful reading.

‘Do you think it is worthwhile for ESCAP to organize another workshop of this
nature? If so, please indicate the topics in order of priority?” All of the participants
supported the ideas that ESCAP should organize another such workshop. As for topics, a
number of participants suggested that multivariate analysis, including MCA, path analysis
and factor analysis, should be definitely included in the programme. Other areas indicated
were sampling methods, birth interval analysis, analysis of the interrelationship between
mortality and fertility, life-table techniques for the mecasurenient of the effectiveness of
various contraceptive methods, the Gut‘man scale in the analysis of attitudinal responses,
etc. Notwithstanding these many diversified topics, many of the participants commented
that in the next workshop the number of topics must be limited, so that each could be
more intensively dealt with.

4.2 RECOMMENDATIONS FOR FUTURE WORKSHOPS

In order that future WFS workshops are miore effective and useful, the following
suggestions and comments were made by the participants for consideration:

a) The duration of a workshop should be suhstantially prolonged from three to six
wceks;

b) Participants’ qualifications should be more precisely defined in order to facilitate a
more suitable selection, thus making workshops more efficient and rewarding,

¢) The usefulness of workshops would be considerably enhanced if papers a'1d handouts
could be disseminated for perusal at least a few days prior to lecturing;

d) More time should be given to lectures on multivariate analysis:

e) Laboratory sessions would be more effective if WFS country data could be more
extensively used for the interpretation of computional results.
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Appendix 1 - Workshop Programme

Date Time Period Session Topic Speaker

OPENING SESSION

27 November 10.00 a.m. — Welcoming Address Mr. Srinivasan
12.45 p.m. Opening Remarks by ESCAP Mr. Quah
Overview of WFS Analysis Mr. Chidambaram
Plans
2.00 p.m. - Country Presentations Participants
4.00 p.m.

EVALUATION OF DATA

28 November 945 — Overview of Screening Mr. Brass
12.45 p.m. Procedures
The P/F Ratio Method Mr. Brass
2.00 p.m. — Laboratory Mr. Pathak
4.00 p.m.
29 November 9.45 1.m. — Indirect Evidence of Mr. Brass
1245 p.m. Errors
Director Tests for Mr . Brass
Omission
2.00 p.m. — Laboratory Mr. Pathak
4,00 p.m.
30 November 9.45 am. — Hlustrative Analysis: Mr. Brass
12.45 p.m. Bangladesh
Ilustrative Analysis: Mr. Brass
Sri Lanka
2.00 p.m. — Discussion and summary Mr. Chidambaram
3.00 p.m.
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ESTIMATION OF FERTILITY

945 am. -
12.45 p.m.

1 December

2.00 p.m, —
4,00 p.m.

945 a.m. —
12.45 p.m.

4 December
2.00 p.m. —
3.00 p.m.

3.00 p.m, —
430 p.m.

5 December 945am, —
4.00 p.m.
MULTIVARIATE ANALYSIS

945 a.m. —
1245 p.m.

6 December

2.00 p.m. —
4.00 p.m.

945 a.m. —
12.45 p.m.

7 December
2.00 p.m, —
4.00 p.m.

CLOSING SESSION

9.45a.m, ~
12,45 p.m.

8 December

Overview of Fstimation
Procedures

Maternity History Estimates
Laboratory

Parityspecific Estimates

Own-children Technique

Fertility Preferences—Problems
in Measurement and Analysis

Laboratory

Quasistable Estimates

Discussion and Suinmary

Overview of Analysis Techniques
Standardisation

Multiple Classification Analysis
Laboratory

Regression Analysis

Lincar Models and Path Analysis

Laboratory
Discussion and Summary

Discussion of Problems in
Further Analysis

Concluding Statements

Mr. Brass
Mr. Brass
Mr. Pathak
Mr. Brass
Mr. Ogawa

Ms. Kantrow

Mr. Quah

Mr. Rele

Mr. Little

Mr. Srinivasan
Mr. Chidambaram
Mr. Ogawa

Mr. Chidambaram
and Mr. Ogawa

Mr. Mukerji
Mr. Little

Mr. Little
Mr. Chidambaram

Participants

(8]
(38



Appendix I List of Materials

wu:—-

wn b

6.

L

Distributed at the Workshop*

List of participants.

Country Report on WFS status in Bangladesh.

‘Methods for Estimating Fertility and Mortality from Limited and Defective Data’,
by W. Brass [based on seminars held in 1971 at the Centro Latino-americano de
Demografia (CELADE), San Jos¢, Costa Rica].

‘Screening Procedures for Detecting Errors in Maternity History Data’, by W. Brass.
‘Assessment of the Validity of Fertiiity Trend Estimates from Maternity Histories’,
by W. Brass.

‘The Relational Gompertz Model of Fertility by Age of Woman’, by W. Brass.

‘An Application of the Relational Gompertz Model of Fertility’, by W. Brass.

‘A Technical Note on the Own-children Method of Fertility Estimation and its
Application to the 1974 Fiji Fertility Svrvey’, by N. Ogawa.

‘Some Problems in the Measurement and Analysis of Fertiiity Preferences from
WES First Country Reports’, by L. Kantrow.

‘Crude and Intrinsic Birth Rates for Asian Countries’, by J.R. Rele (presented at the
Seminar on Population Problems in Sri Lanka in the Seventies, held at the
University of Sri Lanka, Deceniber 1976).

‘An Overview of Multivariate Techniques in the Analysis of Survey Data’ by
K. Srinivasan.

‘Multiple Classification Analysis and its Application to the 1974 Fiji Fertility
Survey’, by N. Ogawa.

‘Regression Analysis’, by S. Mukerji.

‘Linear Models and Path Analysis’, by R.J.A. Lit.le.

‘Some Statistical Techniques for the Analysis of Multivariate Data from Fertility
Surveys’, by V.C. Chidamharam and R.J.A. Little [prepared for the ninth session of
the United Nations Working Group on Social Demography, Varna, Bulgaria,
October 1978, WES/TECH.935 (900 revised)].

All butitems 1,2, 3, 10 and 15 are reproduced in Part Two.
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SCREENING PROCEDURES FOR DETECTING ERRORS
IN MATERNITY HISTORY DATA

W. Brass*

A. INTRODUCTION

The programme of the World Fertility Survey provides a body of data from national
maternity history inquiries. One of the aims of WFS is to derive estimates of fertility
levels and to detect and analyse fertility trends and Jifferentials. The nature and
refinement of the analysis required are governed by the quality of data available. For
some countries, where evidence suggests strong error, the analysis may be restricted to
obtaining only a measure of fertility level; more accurate data warrant a full and complex
study.

The basic data of concern here are the date and order of birth of cach live born child
for a sample of women in the reproductive period, according to the current age of the
women and their duration of marriage. The sample is sometimes further restricted to
ever-married or currently married women.

The tabulations are generally in the following triangular form:

Cohort Marker Number of Women Total Births  Births in Periods
Preceding the Survey

| X X
2 X
7 X X

The cohort marker may denote birth cohorts (age of women) or marriage colorts
(duration of mariage). The following discussion is presented in terms of birth cohorts.

The cohort marker is usually separated into seven five-ycar classes determined by age at
interview; the sample of women is representative of the female population of childbearing
age. Total births for cach cohort of women are allocated to different periods preceding
the survey date; single or five-year periods are commonly used, Reading along the rows
gives the births to the cohorts of women in different periods preceding thie survey, that is,
as they moved from one group to the next. Reading down the columns gives the births to
different cohcrts over different ranges in the same time :nterval preceding the survey, If

* The author is Director and Professor of Medical Demography, Centre for Population Studies,
London School of Hygiene and Tropical Medicine,
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the periods preceding the survey cover five-year intervals, then rcading downward
diagonals from the left show the births to women from different cohorts over the same
ages.

If the basic data are reported accurately, a reliable picture of the current fertility
situation and variations with time among groups may be obtained to the extent that
women in the reproductive range in a given past period are represented by the living. The
upper limit of the fiftieth birthday for the women in the sample leads to progressively
lower truncation points of reproductive experience as time recedes. The only important
assumption required for such an analysis is that the fertility of the survivors is
representative of the fertility of all those exposed to risk at any given time,

The main problems associated with the analysis of maternity history data, at least for
less developed eountries, concern the accuracy of reporting. Different errors may affect
the data and lead to considerable bias. The direction on this bias, especially in the analysis
of trends, differs according to the type of error prevailing. Thus, before any detailed
analysis of the data, it is essential to check the reliability of recording and to assess the
degree and direction of bias likely to affect the estimates.

This report discusses the general procedures for detecting errors in maternity history
data and provides a set of tests. [Hustrations of the methous are presented using data from
the Bangladesh and Sri Lanka fertility surveys. The basic minimum tabulations required
in order that these tests may be performed are outlined.,

B.  ERRORS IN RETROSPECTIVE REPORTS OF BIRTHS

A type of error that may occur s in the definition of the cohort. Misstatement o.
current age may have important implications for fertility measurements. The direction
and magnitude of the error involved in estimating the level and trend in fertility are
influenced by the number of women displaced from one age group to the other and their
fertility.

Another widely recognized possible error is that the total number of children ever born
may be understated. The tendency for the omitted briths to increase with the age of
women is well established. This tendency is related to the effect on memorsy of longer
intervals and larger numbers of births and to the likelihood that children who moved
away or died are more often omitted. Other factors leading to a higher probability of
omission include illegitimacy and female sex of births.

The detailed questioning in the WES inquiries on surviving births and children who died
or moved away is likely to improve the quality of reporting. Also, the restriction of the
data collection to women under 50 avoids the most faulty responses, usually from older
women. Unfortunately the restriction complicates the detection of omissions.
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The general effect of omission is an understatement of the level of fertility, expecially
for older cohorts and earlier periods. Also, a bias in the measurement of the trend in
fertility is present. This bias is usually a deviation towards an increase in fertility on o
period and cohort basis (certain less common types of omissions, such as of - oung
infants, which do not increase the older the cohorts, may suggest a false decliuc in
fertility).

A more complicated type of error occurs in the allocation of births to the different
time intervals before the survey. The simplest specification of this error was proposed by
Brass in terms of a distortion of the time scale. Reported births during a certain year may
actually refer to births occurring in a period of 9 or |5 months; thus births are allocated
on average to a shorter or a longer interval than that in which they actually took place. If
this distortion — called reference size e.ror — is the same for all age groups of women, its
effect on fertility analysis is straightforward. The level of period fertility is overstated or
understated according to a longer or shorter reference size bias. The trend in fertility
between two periods depends on the type of reference size error in both. For example, a
downwards reference size bias preceded by an upwards or zero one results in the false
conclusion of a decline in fertility. The assumption of equal reference error for all age
groups of women is more likely to hold for recent short periods preceding the survey.

The more complicated type of misplacement error occurs when the distortion of the
timing of births is related to the age of the mother. Brass (1975) discusses a tendency for
vlder women to exaggerate the interval from when the births took place, placing them
further back in time than they occurred. This error results in an overestimation of the
level of fertility for the earliest periods preceding the survey and implies a change in the
age pattern owing to a false decline in fertility in young age groups for more recent
cohorts.

Another equally plausible type of error, which introduces an opposite bias, is discussed
by Potter (1975). In an attempt 1o provide an explanation of timing distortions he
preseits a model in which the allocation of the time of birth of the n?/ child is affected
by the reported time of birth of the (n-/)!/t child and the interval between births as well
as the number of years before the survey that the event occurred. Specifically, Potter
considers there is a tendency to bring earlier events closer to the date of the interview and
to exaggerale the length of interval between births. He also assumes that very recent
events are correctly reported. In effect, the results of this model is an underestimation of
the level of fertility corresponding to the most distant periods preceding the survey
(shorter reference error not necessarily equal for all ages and all orders of births), while
the most recent period rates are nearly correct and these correspond to the period before
the most recent are exaggerated. Evidently the Potter model leads to a [alse conclusion
of a decline in fertility in the most recent period.

It is 1elevant to note that the effect of omissions on the age pattern of birth-order-
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specific fertility rate is similar 1+, the type of event misplacement considered by Potter.
Omission of the n!/t child results in the (n+1)t" child being stated as the nt/t; if the date
of birth of the (n+1)t! child is assigned to the nt/ child, an older pattern of the n?" order
fertility rates occurs. The level of the »!/t order fertility is only affectcd by omission by
women with only n births in total.

The complexity of the timing error (misplacement) consequences arises from the toct
that different errors have a variety of effects on conclusions about fertility change. It is
also difficult to conceptualize the possible influences of less structured types of error, and
there is a lack of experience on the nature of the timing distortion in developing
countries. That experience can only come from a combination of planned field
experiments and detailed investigation of the data from many maternity history
enquiries. The level of cohort fertility (cumulative fertility rates up to the current ages) is
not affected by misplacement error but great care must be exercised in drawing inferences
about the level and trends in period fertility.

C.  SCREENING PROCEDURE FOR DETECTING ERRORS

The procedures adopted for detecting errors in maternity history data are divided into
three sections.

In the first section, the reporied level of fertility is compared with an estimated level
and the deviation between the estimated and reported level is used as an indication of
error. A comparison between the estimate of the total fertility rate and the reported
current period total fertility rate (using births in the year preceding the survey) checks for
error in recent period data. As previously pointed out, the major cause of error in the
recent period data is usually reference size bias. Furthermore, if fertility has remained
constant, the estimated period fertility may be compared with the reported cohort total
fertility (using the average parity of women aged 45-49) to indicate omission of births.

Several methods are available for estimating fertility levels. They range from very simple
formulac to complicated models. For the preliminary analysis of the data, it was felt that
the extra effort required in fitting the more sophisticated models would not be justified
and this is more suitable for a later stage (when attempts are made to correct the data by
adjusting the reported levels to more plausible estimates). The reasons for this decision
are summarized in the following paragraphs.

The final conclusions are based on an accumulation of evidence rather than the result of
one test; several methods of estimation are used and a great deal of effort is directed
towards checking the plausibility of these estimates. The use of elaborate techniques
complicates this approach and makes it inappropriate for preliminary screening.

33



Fitting sophisticated models to the data requires familiarity with the general
characteristics of the materials to specily  measures least affected by error for the
estimation of the parameters. H is the purpose of this study to indicate such measures. It
should be pointed out that even if a good model for the pattern of fertility is defined, the
estimated levels may not be very precise since an clenent of extrapolation is usually
involved.

Some of the simple formulae depend upen the same underlying pattern of fertility as
the more complicated formulations. Thus, it is beli. ved that the estimates of the level of
fertility by the simpler methods will not differ much from those obtained from the
claborated models.

In the second section a critical examination, with emphasis on features likely to
characterize the data in case of error, is described.

In the third section, several direet tests tor omission of certain events are discussed.

Finally, it should be noted that if external data are available, a comparison between
measures from the different sources of information may provide valuable test for error.
The present report does not deal with this last situation.

METITODS FOR ESTIMATING TFRUITIEY TIVIELS

The tectiniques used all depend o a greater or lesser extent on regularities in the
patterns of age-specific fertility rates. A brief reference is, therefore, made to the more
relevant codifications of these regulatitics as models.

Different fertility models are available. They may be used for the estimation of the
total fertility rate from measures for incontplete age ranges of women. In addition a
general study of the nature ot deviations of the reported fertility rates from the model
values may help to indicate the type of distortions affecting the data.

Murphy and Nagnur (1972) discuss the Gompertz function as a gepresentation of
cumulated tertility rates: the parameters of this model are the total fertility rate, the
proportion of the total attained by a ixed age and a measure related (o the degree to
which fertility is concentrated about the peak age,

Romaniuk (1973) applics a Pearsonian type I curve: total fertility and the mean and
model ages are the parameters of this model,

Coale and Trussell (197.4) developed a more complicated system representine the age
pattern of fertility as a combination of two separate models of nuptiality a* d marital
fertility rates. The three parameters specilying the pattern are the age at which marriages
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begin to take place, a scale factor expressing the interval in which nuptiality :n the
population is cquivalent to that in one year in a standard and the degree of control by
family plauning. More recently, Coale, Hill and Trussell (1975) discuss the use of this
model in estimating fertility measures from data on children ever born tabulated by
duration of marriage.

Brass (1977) modified the Gompertz function model by introducing a fixed empirical
transformation of the age scale. This greatly improved the fit to observations at ages early
and late in the reproductive period. The model was applied for the detection of birth
reporting errors in maternity history analysis.

Coale and Demeny (1967), by using empirical study, showed that the period total
fertility rate (TFR) may be approximated as:

TER = P3P,

where P, and 3 denote the mean numbers of children ever born to the coliort of women
in the age groups 20-24 and 25-29 respectively. P2 and Py are not affected by mis-
placement error and generally least biused by omission error as they pertain to younger
women for whom reporting is better.,

On the other hand, mis-statement of age and deviations from the basic assumptions may
bias the resulting estimate of TFR. The assumptions are that fertility at ages 15-29 has
been constant in the recent pust (this assumption enables us to replace the period
cumulative rutes by the cohort cumulative rates, £, and £y and that the age pattern of
fertility confarms to the tynical form in populations practising little birth control.

Brass showed that, if the pattern of fertility can be described by a Gompertz function

Pyt

of the proportion experienced by cach age, then I’:(Fl») is a better estimate of TFR than

1>§/1a_ provided that good reporting of ages and births extends to age 35 years. Constant

fertility over the recent past at age 15-35 is assumed. In the two formulae an indication of

the level of fertility is obtained using the cumulated experience of young (/7. 5 and Py).
The two approaches can be combined to obtain an estimate for the total fertiity rate,

Brass (see 1975 exposition) in the P// ratio method utilizes the data for the 1vost
recent period to specify the age pattern of fertility but not necessarily the level. On the
assumptions that terdlity has been unchanged for some time and that errors in the period
data are not age selective, iwe. constant reference size bias, the relation between the
cohort measures and the corresponding cumulated period rates (/1) is an indication of
reference size error. The period fertility rates are adjusted accordingly (fer a detailed
discussion see Appendix 1.
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As previously, the cumulated cohort measures for younger women are 1aken as the least
affected by birth omissions. Age errors may distort the ratios (P;/17), but the effect of
such mis-statement is reduced by the fact that the two types of date are derived from the
same source and tend to be similarly distorted. Also, some freedon may be exercised in
the choice of the correction factor by the avoidarce of ages strongly influenced by error
(P2 /17 is generally used). The technique may be applied separately by birth order; special
attention is given to the study of first births as the data on these are less likely to be
~ffected by omission and small changes in fertility.

DISCUSSION AND EXTENSION OF THEE MIFTHODS

The methods provide estimates of the total fertility rate; a comparison between these
estimates and the reported period and col.ort measures cheeks for error in the data. How-
ever, the detection of errors is not as straiphtforward as the preceding paragraphs imply.
The differences between reported and estin.ated rates are not always due to errors in
data. Deviations from the underlying assumptions — constant fertility over time and a
model pattern of fertility — and age errors may result in erroncous estimates of the total
fertility rate. Thus, the first concern is to assess the plausibility of the estimates.

r Py
A critical study of the first two formulae suggests the tollowing rule; if IT‘ < I’:(I-;)
2 3

then it is more likely that the Gompertz model does not provide a good fit for the
reported mean parities of cohorts and the estimate of TFR using the Jrst formula is

pe " o ]
recommended. On the other hand, if 7, Ib‘i < Irv’}' the Brass formule is likely to provid a
3 2

better estimate of TFR. In addition, if the estimate of the total fertility is less than the
mean parities of the older age cohorts (P, at ages 45-49 and Py at 40-<44), there is an
indication that the underlying assumptions are not met and the formulae should not be
used.

The P//" ratio method does not impose a pattern of fertility and is simple to apply. A
critical examination of the nature of variations in the /1 ratio with age is important as a
check that the underlying assumptions are met, for example, if it is suspected that
fertility decline rather than crror in the data is the cause of the variation in the ratios; a
comparison between the pattern of change in the ratios when the method is applied to
lower and higher order births and to different categories of wonien may substantiate the
existence of crrors. Fertility decline is more likely to affect higher order births than tower
order ones ard also certain categories of women. If variations in the ratios are not
consistent with this expectation, the case for errors is strengthened.,

Nevertheless, it may be that reeent changes in fertility aftecting young cohorts will
produce a different effect on the ordered /1 ratios. For example, recent postponement
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of first births — whether through a change in the rempo of marital fertility or a change in
marriage patterns — is likely to result in high P/I’ ratios for young ages and lower order
births. A study of changes in marriage patterns may be helpful in explaining the
behaviour of the P/F ratios.

Generaliy it should be stated that the effect of recent abrupt movements in fertility are
extremely i.ard 10 separate from the effects of error on the behaviour of the P/F ratios,
On the other hand, the consequences of sustained systematic trends in fertility are more
casily defined and therefore differentiated from error.

A further step toward the detection of error may be attempted by successive
applications of the P/ method for periods preceding the survey. The successive
application may be helpful not only in highlighting the type of distortion affecting the
data in earlier periods but also for confirming whether a change in fertility has occurred.

The basic idea of the method is that the impact of fertility change and various kinds of
error are typically different, and while the indications from one application of the P/#
method for the most recent period may not be enough t> draw firm conclusions, several
applications will differentiate among the factors. This idea may be better explained by
considering a specific situation.

The simplest case occurs if fertility has been constant and reference error is the same
for all ages in recent periods. Then the P[F ratios, using the data for 0-1 year preceding
the survey are coustant or show a systematic decline with age (owing to omission). If the
P/F ratios are sceater than 1 and show a decline with age, it may be assumed that either
shorter reference size error and omission at older ages bias the data, or omission and also
fertility decline oceurred (fertility decline usually has a stronger effect on the rates at old
ages causing an increasing trend in the ratios). Successive application of the £/} method
to previous periods, under the second hypothesis, may suggest that fertility decline was
preceded by an increase in fertility, which is unlikely. On the other hand, under the first
assumption, an indication that the shorter reference size was preceded oy a longer one
(not necessarily equal tor all age groups) is quite acceptable. Thus, the consistencies of
the patterns are evidence of their plausibility. Note that the first hypothesis implies
constant fertility with reference size error in period data. Thus, in reapplying the P/i
ratio method for different periods preceding the survey, the cumulated measures for
cohorts may be taken up to the time of survey; or alternatively they need to be adjusted
for reference size error in the omitted interval if they are cumulated up to a point in time
preceding the survey. O the other hand, under the second assumption of declining
fertility, in the reappli-ation of the technique to earlier periods, one is foreed to use the
cumulated cohort rat: up to the end of each period considered only. (The values of the
multiplying factors, /7, required to adjust the period cumulated fertility to correspondent
to different cohort age groups for intervals preceding tlie survey are presented in
Appendix I1.)
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In the moie complicated situations when age errors are significant or misplacement of
births is not the same for all ages or fertility is changing, it is hoped that the pattern of
the P/F ratios will be an indicator of the type of error or fertility change wl'=h has
oceurred. For example, if the //F ratios show no svstematic trend, one may proceed by
assuming that the erratic fluctuations in /1 are caused by misplacement errors and by
suceessive applications of the method extract information on the likely pattern of this
misplacement. For example, does it fiv the Potter model or does it conform with any
other systemutic bias” If no pattern of misplacement emerges, the next step s to attempt
to find justitication for the irregularities i terms of real fertility change.

To simplity the assessment of the successive applications of the method, a flow chart
indicating some of the possible factors affecting the data and the exnected sattern of 2/
ratios in recent and carlier vears, ander bodh the assumptions of constant and declining
tertility, is preseated in Appendic I The chart covers only specific situations, such as
constant reference size error at all ages or steady continuous decline in fertility. Thus, in
consulting it, allowances should be made for the fact that errors are not expected to
conform exactly to a theoretical model and that changes in fertility mayv be erratic: in
addition, of course, sample errors and demographic factors such as migration will
contribute to the variability.,

It i difficult te assess beforehand whether the successive applications of the /1 ratios
will be rewarding or whether the inte-action of errors will reduce its discriminatory power
seriousiy. Until further suitable surveys .ie available to extend experience the suggestions
remain tentative.

CRITICAT TXAMINATION O THE DAL A

A simple and effective approach is to look for features that are likely to characterize
the data when there i error, If there are no plausible Justifications tor these features, the
halance of judeenment us that errors are the explanation. As previously pointed out,
fertility rates corresponding to voung ages (13-, 20- and 25-) for older cohorts (35+)are,
usually, most artected by omission. These rates are also likely to be distorted by event
misplacement. I event misplacement is towards pushing the dates of births forward, the
bias from both crrors is towards under-reporting of these rates. Also, since the older the
cohort the more the influence of both erors. these rates are expected to decrease with
rising current age of women. I event misplacement is towards pushing the dates ot bicths
to carlier periods, the biases may cancel and these rates appear to have a normal pattern.
Regardless of what type of event misplacement is present, the cummulated tates up to the
highest ages for cohorts are under-reported if omission exists, Thus. tirst, it cumulated
fertility rates up to the highest ages tor cohorts which are currently 35-, J40-, and 45-49
years do not show an mereasing trend for alder coliorts, and it an increase in fertility with
time is e priorcunhkely, evidence of omission exists.




This test may also be applied to first order births. If the cumulated rates also show a
tendency to decrease for the older cohorts it can be taken as a strong indication of
omission. The reasons for this conclusion are twofold, Firstly, the proportions of women
who become mothers are less likely to change significantly with moderate trends in
fertility in developing countries. Secondly, omissions by women with more than one birtis
only affect this proportion if all children are unreported. Thus, the change in the
proportions who become mothers reflects largely omissions by women with only one
child; this is gencrally small as compared to other types of omission,

Secona'y, if fertility rates corresponding to young ages (13-, 20-and 25-) for older
cohorts are generally low compared to the corresponding measures for younger cohorts,
the presence of crror is indicated.

Thirdly, if cumulated - to offset erratic variations - fertility up to fixed early ages
(20-, 25-, 30-) for older women increases the vounger the cohort, the presence of error is
indicated. A further sign occurs if the trend in the cumulated, tertility for the young
cohorts is the reverse of the previous trend since it is probably thit the direction of
change for the vounger women, characterized by better reporting, is valid and the
opposite movement for older women even less plausible. The trend in the size of
deviations between corresponding cumulated rates for successive cohorts, may help to
differentiate  between omission and event misplacement. [ the deviations tend to
diminish as age increases, event misplacement is the more likely. If they are almost
constant, omission is the more plausible. Note that the effect of omission on ordered
births is similar to that of event misplacement because some of the events reported will
wrongly refer to later orders and times. The three preceding features may, in some cases,
be accounted for by a decrease in the age at marnage, andfor a faster pace of marriage,
and/or decreases in the proportions remaining single. Thus, it is advisable to study these
marriage characteristics across cohorts. If the nuptiality changes do not explain the
previous features, there is good justification for concluding that they reflect errors in the
reporting,

Further critical examinations of the data include the following: if comparisons between
adjacent period fertility in short intervals -- single years, for example - reveal big
changes, biases are suggested. In addition, a general cumulation of the rates by periods
and cohorts is revealing fur the detection of distortions. For example, a comparison
between cumulated rates up to age 40 for the two oldest cohorts may reveal that fertility
is declining. Note that these rates are very slightly atfected by event misplacement and
omissions will normally bias towards an increase rather than a decrease in fertility,

There is always the possibility that the last feature may be mimicked by real changes in
the rempo or level of fertility, particularly when there is also some misplacement, No test
can claim to prove beyond any doubt the existence of eiror. Nevertbeless, il it is
suspected that real changes are the causes of the significant  features, further
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classifications of the data may help. For example, if they are only apparent in the
reporting by women with no schooling, while women with higher education show
different characteristics, it is more plausible that error rather than real changes are the
cause. The hypothesis that the reports for the better educated will be more accurate and
that fertility trends which appear only for the less educated must, therefore, be highly
suspect seems to be on a secure basis.

DIRECT TESTS FOR OMISSION

As pointed out before, omission of certain events has a higher probability of
occurrence; thus the following tests may be used to detect such errors:

a) Check the vverall sex ratio and the sex ratios by periods:

b) Examine the trends of infant mortality by cohorts and periods. Omission of births
which did not survive affects both the numerator and denominator of the ratio resulting
in an underestimation of infant mortality; when omission increases the older the cohort and
carlier the period, a false impression of a rise in mortality with time is created. This test is
more revealing when first order hirths only are considered. In this case the numerator is
much more reduced by omission than the denominator and the infant mortality rate for
first order births may be greatly understated;

¢) A large excess of male mortality over female will indicate soor reporting of dead
female children and/or 0. _ex (a not uncommon finding);

d) From data on age of mother and number of surviving children at the survey and
estimates of mortality level, the numbers of births at earlier periods may be estimated. A
comparison between the estimated and reported numbers provides an assessment of
omitted deaths, i.e. of births which failed to survive,

Estimates of mortality — in the absence of external information - may be made from
the deaths in a recent period (0-5 years before the survey) least influenced by omission.
These estimates may be distorted by age errors - whether of the deceased or survivors —
and are generally an underestimation of mortality in carlier periods.

A better estimate may be reached from data on the number of children ever born in a
recent period (e.g. 0-3 years before the survey) and the number and age of survivors at the
time of survey for a given cohort of women. Under the assumption that the pattern of
mortality may be approximated by a model, a suitable life-table may be estimated using
the following relation:

Ny =X aSill where,
N, = children ever born for cohort whose current age (a-)
@i = surviving children whose current age (i-)
P; = probability of surviving from birth to age (i-)

The choice of the length of the recent period and the proper grouping of survivors (i-)
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serve to minimize the effect of event misplacement and omission on the estimated life-
table. Once a suitable life-table is determined, an estimate of children ever boru in earlier
periods preceding the survey (15+) may be reached from the number of surviving
children and the life-table. Comparisons between the estimated and reported children ever
born provide indications of omission. The procedure assumes that the level of mortality
prevailing in recent periods is the same as at carlier times. Since it 1. more likely that
recent periods show lower mortality, an underestimation of birth in earlier periods is
expected. Consequently, if the reported births are less than the estimated, the evidence
for omissions is strong. This procedu ¢ is expected to perform effectively when mortality
is high and omission of dead children common.
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APPENDIX I — P/F RATIO METHOD

In this appendix a detailed discussion of the P/l ratio method is presented, The
multiplying factors required to adjust the cumalated annual age-specific fertility rates, for
different periods preceding the survey, so that they may be compared to the average
parity for different cohorts of females are given in tables | to §S.

The basic idea of this method may be stated as follows. First the synthetic measures of
cumulated fertility are derived by sumiming over the annual age-specific fertility rates, up
to different ages, in a certain period preceding the survey. Then, these measures are
compared with the average number of children ever born to cohorts of women in
corresponding ages.

If fertility remained constant and the data are accurate, the ratios of the retrospective
to the synthetic measures are close to unity. If these ratios show a gradual decline with
age, a possible explanation is the effect of omission of births by older women. If the
ratios at young ages are not close to unity, this may be due to reference size error in the
period data. Suppose period data reflect accurately the shape of the fertility curve but
underestimate (or overestimate) the level of fertility; birthis in a year may refer to a
shorter (or longer) duration than the year. In this case, the ratios at young ages are greater
(or smatler) than one. If no omission affects the data at older ages the ratios are constant
for all age groups. Otherwise, a gradual decline in the ratios appears.

Under the assumptions of constant fertility, correct reporting of mean number of
children ever born by younger women and equal reference size error for all ages in period
data, the ratio P//' obtained from younger ages are used as a correction factor for birth
omissions at old ages and as indicators of the type of reference error. (P, /1, where the
sutfix | denotes the first age group 15-19, should not be used as it is sensitive to both
sampling errors and problems associated with age patterns of fertility.)

In certain situations, the application of the P/F ratio is not appropriate. For example, if
birth omission affects the data for young women or if serious error exists, the values of P;
for early age groups are distorted. Similarly, misplacement error which is not the same for
all age groups or the existence of a fertility trend affects the ratios P/l An examination
of the pattern of change of P/ I before applying a correction is essential as it may
indicate deviations from the basic assumptions of the method. Sudden jumps in the ratios
or a rapid increase with age are clear signs of the inadequacy of the data.

This technique may be reapplied using data for each parity. The study of first births is
is particularly important as the basic assumptions of the method are most likely to hold.

I Where £ denotes the mean numoe, o children ever born 1o a cohort of women in a certain age
group, F denotes the cumulated annua age specific fertility rate for a specific cohort (period measure)
up tu a corresponding age,
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Data on the proportion of women who become mothers (number of first births per
woman) are free from the problems of omissions, since it is rarer for a woman who has
become a mother not to be so classified than for one of her births to be omitted, and
because first births occur mainly to younger women for whom reporting is better. Also,
fertility changes in the circumstances we are considering usually affect the number of
children 2 woman has rather than the proportion who become mothers. Finally, notably
low or high values of cumudated tirst births in any period provide a strong indication of
misplacement error.

The tabulaticns of children ever boi and bivide By w pariod are useally by five-year age
groups ol women at the time of survey. Meun children ever born for any age groups of
wonwen () may be taken as representing an average of the cumulated experience of the
women at the mid-point of the age group. On the other hand, the cumulated age-specific
rates in a period up to a given age group correspond to the parity of the synthetic cohort
at the end of the age group. For example, the children ever born for women aged 20-25
may be taken as corresponding to tertility up to age 22,50 the cumulated annual age-
specitic fertility rates in 0-1 yvear preceding the survey gives the period fertility up to age
245, Note that the age-specitic fertility rates for age groups 15-20 and 20-25 at the time
of the survey correspond to age groups 1H35-19.5 and 19.5-24.5 at six months preceding
the survey. Similarly, the cumul ted annual age-specific tertility rates for women
currently 15-19 and 20-24 years 1-2 years and 0-5 years preceding the survey correspond
to period mean parities up to age 23.5 and 225 at 1.5 years and 2.5 years preceding the
survey.

[he problem of adjusting the cumulated values ot period fertility to correspond to the
same ages as the mean children ever born for cohorts has been dealt with a tollows. The
value of the multiplying factor A required to adjust the cumutated values of period
fertility is reached by sotving the following cquality:

The average cumulated experience of a cohort of womep in age group z; to =, F35 =
cumulated age-specific fertility up to age -3 wr owerver b K (agesspecitic fertility rate
corresponding to age group z; to z; + S at yurvev),

Let °(v) represent the fertility density distribution, and /77727 the cumulited fertility up to
age o) the previous equality may be re-expressed as:

.'_“+‘.3. a

] , /() N N (/(

oy ' ' [y 50y - 1 (2 - m))

) A CTIE Y] K U ]
5 ;

where - denotes the number of years the period rates are displaced from the time at
survey and s the age at which fertility begins. For example, the value of A required to
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equate the cumulated annual age-specific fertility rate, for 0-1 years preceding the survey,
up to age group 20-25 with the average parity for the cohort of women aged 20-25 is
given as:

] ¥ g
B L ) dxda-1(19.5)
K = 25 (zy =20,n =.5)
—; [F (24.5) - I (19.5)]

The model used to approximate the fertility distribution f(x) is
F)=c(x-s) (s + 37 - v)? < <s+ 33
=0 otherwise

where ¢ is a parameter which determines the level of fertility and is not relevant in the
calculations, s represents the age at which fertility begins and the length of the
reproductive period is equated to 33 years. The function of the parameter s is to change
the location of the distribution relative to the age scale. Thus, by changing the starting
point the fertility of various populations can be approximated.

The first step in calculating & is to select a value for the parameter s. This value may be
difficult to estimate in real populations, alternatives that may be used are the mean age of
fertility (m) (equal to s+ 13.2 on the model), or f{/f5 (the ratio of the fertility rates of
the 15-19 and 20-24 age groups). These measures are used as indices for choosing the
appropriate model to apply for a particular population. Generally, f,/f; is used as the
parameter for selecting the factor to adjust in the carly age groups and 7 is used at older
ages.

The values of the multiplying factors, calculated for evenly spread locations of the
model distribution, are presented in tables | to 4. Tables 1 and 2 show the values of X;
required to adjust the period cumulated fertility to correspond to the conventional age
groups (15-19, 20-, ... and 45-49) when the age shift is by 0.5 and 1.5 years respectively,
Tables 3 1 4 give the values of A; to make adjustments for the unconventional age
groups (14-18, 19-, ... and 4448 and 13-17, 18-, ... and 43-47) when the age shift is
0.5 and 1.5 years respectively. Table § gives the values of K, required to adjust the period
cumulated fertility of first order births to correspond to the conventiona! age groups
(15-19, 20-, . . . and 45-49) when fertility has been displaced by a year,

The model used to approximate the fertility distribrtion of first births is:

fx)=(x-5) Y% (s + 20 - x)* s<a<s+20
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Table 1 For Estimating Cumulative Fertility from Age-specific Fertility Rates when

fo= 0
1 = age-specific fertility rates for ages 14.5-19.5
f2 = for ages 19.5-24.5, etc.

Multiplying factors K; for estimating the average value over five-year age groups of
cumulative fertility /7; according to the formula:

Fi= 5 S+ K

z

/:()

Fy=14.5-19.5
Age s = 115 125 135 145 155 165 175 18.5
Nifr= 939 764 605 460 .330 213 .113  .036
15- K = 3169 2925 2638 2305 1951 1.614 1.309 1.119
200 K = 2986 2958 2.927 2889 2.841 2.779 2.690 2.553
25- K = 3.097 3.076 3.055 3.033 3.010 2986 2.958 2.927
300 K = 3216 3.188 3.163 3.140 3.118 3.097 3.076 3.055
35- K = 3434 3.374 3324 3283 3247 3216 3.188 3.163
40- K = 4150 3917 3.739 3.608 3.510 3.434 3.374 3.324
45- K = 5000 4.984 4830 4.629 4396 4.150 3.896 3.640

Table 2 For Estimating Cumulative Fertility from Age-specific Fertility Rates when:

Jo=10
f1 = age-specific fertility rates for ages 13.5-18.5
f2 = age-specific fertility rates for ages 18.5-23.5, etc.
Fy =13.5-18.5
Age 11.5 12.5 13.5 14.5 15.5 16.5 17.5 18.5

s
Nif2= 764 .605 460 330 213 113 .036 .000

15- K = 3.952 3.804 3.632 3446 3.323 3.481 5.023

200 K = 3972 3956 1936 3918 3.879 3.833 3762 3.632
25- K = 4033 4.022 4.011 3999 3987 3.972 3.956 3.936
360 K = 4091 4.078 4.066 4.054 4.044 4.033 4.022 4.011
35- K = 4190 4.163 4.141 4122 4.105 4.091 4.078 4.066
40- K = 4519 4403 4323 4266 4.223 4.190 4.163 4.141
45- K = 4930 4998 4.951 4.840 4.683 4.495 4286 4.064
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Iy =13.5-18.5, = 14-19

= age-specific fertility rates for ages 13.5-18.5
= for ages 18.5-23.5, etc.

Age s = 11.5 12.5 13.5 14.5 15.5 16.5 17.5 18.5
W= 764 .605 460 .330 213 113 0.36 .000

14 K = 2,925 2.638 2305 1.951 1.614 1.309 1.119
19- K& = 2958 2,937 2.889 2.841 2.779 2.690 2,553  2.305
24- K = 3.076 3.055 3.033 3.010 2.98 2.958 2927 2.889
249- K = 3.188 3.163 3.140 3.118 3.097 3.076 3.055 3.033
34 K = 3374 3324 3.282 3.247 3216 3.188 3.163 3.140
39- K = 3917 3739 3.608 3510 3.434 3.374 3.324 3,283
44- K = 4984 4839 4.629 4396 4.150 3.896 3.640 3.39]
Tablz 4

=0

f2 = age-specific fertility rates for ages 12.5-17.5

J3 = forages 17.5-22.5, etc.
Fy=12.5-17.5,2=13-18
Age 5 = 115 12.5 135 14.5 15.5 16.5 17.5 18.5

fi/f> = .605 460 330 213 d13 .036 .000 .000

13- K = 2,638 2305 1951 1.614 1.309 1.119
18- K = 2927 2889 2841 2779 2,690 2.553 2.305 1.954
23- K = 3.055 3.033 3.010 2986 2958 2.927 2.889 2.841
28- K = 3.164 3.140 3.118 3.097 3.076 3.055 3.033 3.010
33- K = 3.324  3.283  3.247 3216 3.188 3.163 3.140 3.118
38- K = 3.739 3.608 3510 3.434 3374 3.324 3283 3.247
43- K = 4839 4.629 4396 4.150 3.896 3.640 3.391 3.158

46



Table 5 For Estimating Cumulative Fertility Rates from Age-specific Fertility Rates of
First Births when;

fo=10

N age-specific fertility rates for first births for ages 9.5-14.5

f2 = age-specific fertility rates for first births for ages 14.5-19.5
Multiplying factors K; for estimating the average value over five-year age groups of
cumulative fertility of first births I, according to the formula:

i-f
Fi=5 2 fi+ Kif;

j=o
m 17.58 18.58 19.58 20.58 21.58 22.58 23.58
Sis1o. 1.744 1547 1.359  1.155 870 616  .370
J20-24
Age Group
of Women

10-14 2,0401 1.6145 1.2373 1.1174

15-19 3.1097 3.0544 2.9791 2.8518 2.4947 2.040] 1.6145
20-24 3.3396 3.2887 3.2431 3.1997 3.1565 3.1097 3.0544
25-29 3.8256 3.5714 3.5566 3.4694 3.3981 3.3396 3.2887
30-34 4.6667 4.3468 4.1952 4.0983 4.0300 3.8256 3.6714

Source: Hill and Blacker, 1971,
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APPENDIX II — SUCCESSIVE APPLICATION OF P/F

Assumption [ — Constant Fertility

True

False

Error in Data
(Omission, Reference Error)

No Reference Error

Declining Fertility;
No Reference Size Error

Declining Fertility; Shorter
Refe.ence Size Error in
Recent Years

Recent
<1.0
Earlier
> 1.0

years P/F> 1.0 or

years P/F<1.0 or

— if no trend in
reference error

PIF,

- if the trend in P/
decreasing; reference error
and omission

The trend should not be an
increase,

Recent years p/i-= 1.0
Earlier years P/1- = 1.0

- if no trend; no omission

— if the
omission

trend decreasing;

Assumption Il — Declining fertility

Recent years — P/I{ = 1.0 at
young ages

— increasing trend

Earlier years — 7/#= 1.0 at
young ages

-~ if P/I<I and declining or
no trend; fertility constant
in earlier years and
declined recently

~ if P/F21 and increasing
trend; fertility declining at
earlier years

Recent years —~ P/1°> 1.0 at
young ages

— increasing trend magnitude
of P/F too high to be
attributed to decline alone

Earlier years — P/FF < 1.0 at
young ages [the effect of
reference size error at young
ages stronger than fertility
decline]

~ if P/FF > 1.0 at older ages
and increasing  trend;
decline in fertility hides
error

—~ if P/ < 1.0 at older ages;
error stronger than the
decline (possibly fertility
is constant in this period).

Trus

False

Declining Fertility
No Error

Declining Fertility and
Shorter Reference Error

Constant Fertility:
No Reference Error

Constant Fertility
Shorter Rrierence Error

Recent years — P/1- = 1.0 at
young ages

> 1.0 at older ases, increasing
trend

Earlier years — P/1F= 1.0 at
young ages

— if > 1.0 at older ages in-
creasing trend; decline in
fertility in earlier periods

— if =1.0 at older ages, no
trend, fertility constant in
earlier periods

Recent years — P/1° 1.0 at

young ages

— increasing trend (magni-
tude of P/F too high to be

attributed to  decline
alone)

Earljer years

- if  P/F>1, increasing

trend; decline in fertility
stronger then erroi

- if P/IF <1, suggests strong
error (indication of in-
crease in fertility preced-
ing the decline); contra-
diction

Recent years — £/F = 1.0 at
young ages; no trend

Earlier ycars — P/FF = 1.0 at
young ages; no trend

[if omission exists, a declining
trend may appear|

Recent years - P/F>1.0,
constant trend or declining
(omission)

Earlier years

— older ages; P/F<1.0;
indication of an increase in
fertility preceding the de-
cline; contradiction
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ASSESSMENT OF THE VALIDITY OF FERTILITY TREND
ESTIMATES FROM MATERNITY HISTORIES

A large research effort has been put into the estimation of fertility levels from limited
and incomplete data. A range of techniques, mainly for application to retrospective
reports of births at censuses or surveys but also using age distributions and defective vital
registration, has been developed. The effort has been fargely a success in achieving
reasonable accuracy in difficult circumstances. As the available data improve, however,
more stringent demands are made, particularly for greater precision in populations where
there are fertility trends. A related, although not exactly the same, question, is the
detection and estimation of such trends. Very little effective investigation of these
problems has been undertaken. This seems surprising in view of the importance of the
early recognition and evaluation of fertility decreases in the many populations where
reduction of the birth rate is part of national policy and where the observations are both
limited and suspect.

In a 1971 paper whose content was more widely distributed in 1973, Brass suggested
that retrospective surveys at which maternity histories were recorded might be the most
promising means for the detection of fertility trends in populations with inadequate data
of traditional type. This approach could be more reliable than the obvious proposal of
repeated surveys to determine fertility level at intervals of a few years. Not only does the
existence of trends affect the levels derived by the usual procediures but the extent of bias
and uncertainty is sufficiently great for estimation of the difference between measures at
two surveys to be very precarious, In a number of countrics, for example, Bangladesh,
there are a series of surveys but it is impossible to draw conclusions about trends because
of vary’ng biases; at least, in one survey, it is likely that errors will be consistent in similar
subcategories of the observations,

If the occurrence and timing of all births are recorded aceurately at a maternity history
inquiry and the saraple is sufficiently large, trends in fertility can be found by the
calculation of specific fertility rates for appropriate age groups of women and preceding
time periods (marriage duration may replace or be additional to age). The 1946 Family
Census of Great Britain® is a pioneering example ot this type. Complex analysis problems
still remain, owing to sclection (only women sirviving in the population report) and
truncation (if an upper age limit around the end of reproduc’on is imposed a
progressively smaller part of the relevant child bearing section is mcluded as time s
moved backwards). But these do not seriously hinder the establishment ot well defined
trends. It hardly needs to be said that many retrospective surveys in less developed
countries have suffered from omissions in the reporting of previous bhirths to women and

* The author v Ducctor and Protessor of Sedioat Demosraping. Centre tor Population Studies,
London School of Hygiene and Tropicat Medicme

oW Brass, "The analvais of maternity histries to detect <anses m ety United Natons ol CONLS/
ACT2/ET D New York, 1971 and “Methods for extimnating rertihte and mortahty trom limited and
defective data’, Laboratories tor Population Statintios. The Carolin Population Center, Chapel Hill,
North Carolina, 1975,
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errors in the timing of even the tast birth which are so lurge that the estimate of fertility
level is highly doubtful. In other cases the total births may be reasonably counted but the
times of occurrence suspect. Many examples could be listed.

The programme of the World Fertility Survey will provide a body of national maternity
history inquiries: the estination of fertility trends from these is one of the main aims, and
other objectives would be hard to meet without good suceess in the former. No doubt the
accuracy of the data will cover a wide spectrum since many of the populations included
have the characteristics of low educational experience and lack of date awareness vhich
have been significant in past studies. Methods for assessing the importance of birth
omissions exist but the evaluation of timimng-crror distortion ot trends needs me.e
research. 1t can be argued that the most effe stive way of validating the observations is to
carry out the full, detailed analysis which wonld be appropriate for highly accurate data.
Biases will then become apparent from diserepamcies, anomalies and implausibilities in the
resulting set of estimates, This argument has sul stance and the approach may be the only
suitable one in surveys where the accuracy is reasonably good tor the mein elements and
the bulk ot the respondents, even then distortion i trends s possible. Vhis strategy, by
itself, implies a long and faborious mvestization, nor does it necessarily give guidance on
adiustment methods, There is o case for the development of direct sereening procedures.,

In the presentation cited, Brass (1973) distinguished two types of birthtiming error.
One is reference-period size and the other reference period shippage. In the first, births are
allocated on average to a shorter or longer interval than that in which they actually took
place but the bias is the same tor all age groups of women, e, the reports tor the period
S-10 vears previously might properly relate to 5.3 1o 9.0 vears, The second allows for a
transbation in which births are pushed tfurther mto the past (or brought torward) in a
fairly systematic way a women become older. A method was devised by which these
crrors could be corrected by relation to first births, on certain assumptions. The
procedure was rather cumbersome but Later has been improved and simplitied. Meanwhile
Potter™ in his doctorate research at Princeton had put torward the view timing crrors in
the Tocation of births were more comphcated than specitied above. In particular, he
produced a model which incorporated particular types of stippage operating in ditferent
directions at the two ends of the memory range (from the present to the first birth). This
might be called a birth concentration or reference-pericd dispersion error. Potter has
presented strong evidence that o pattern of this hie ' was operating in maternity history
surveys of Banyladesh and B Salvador. Among 1ts consequences are a critical bias in the
estimation ot tertidity trends, The *first buth” procedure of Brass would not be effective
for detecting and adinsting biases of this type. On the other hand there are indications
that reterence-period disperaon ciror is not the only way i which memor, biases can
oceur: there nay pe reterence-peniod concentration or even less structured effects.

An approach to the problem of screenmy matermity history data for errors in the timing
of births, using the minmmum ot wasumptions, will be described and ilustrated. The

SODN Gl and 1 Guehemb s S e Do focad Pecroon o Dertiiey o Great Britgin 1 Report on
the Faprdv o o Dadn Papers ot che Roag! Compussaon on Populition, vol V] b ondon, Her
Majestv™ Stationery Ot 1954

Soub Potter, he Uaiidey o Mo Clignee on Dorpdeev by et Reth Historees Obtgined
e Survers thmveraty Microtilms, Ann Arhor 197y
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proposals are tentative for two linked reasons. One is that it is surprisingly difficult to
find the right kind of observations to test the method: the criteria include a rather
substantial sample size to lessen the uncertainty from chance variation and also access to
tabulations of a particwlar kind. The other is the belief that the methods can be made
incisive when further experience on the torm of memory crrors in different conditions
accumulates. Suitable sources from the World Fertility Survey should soon be available.
Whether the sample sizes and (he range of ages of women in these surveys will permit the
effective development of the screening techniques must remain in some doubt. The
number of births to older women in cach subinterval of preceding time up to, say,
10,years, recorded for a sample of 5,000 women currently in the reproductive ages, is not
large. Yet the resulting rates may be the significant measures tor determining whether a
fall in fertility has begun.

The basic observations on fertility will be in the form of o triangular array as illustrated
in the schematic table. The time infervals are denoted by -1 for that immediately
preceding the survey, -2 tor the next and so on: the duration intervals are of the same
length and measured from the start of childbearing as defined. In practice, duration will
be cither in terms of age of women counted from the beginning of reproduction or the
time from marriage. Intervals may be one year or longer. When the samples are of the size
normal in maternity history surveys, tive-year or three-year intervals are likely to be more
convenient. The crosses show the rates of fertility in the time interval of the column
heading for the women in the duration of the row at the survey. It is best to express the
rates in units of interval. Thus adding along the rows from the right gives the fertility
cumulated to different durations for cohorts and adding down the columns gives the
equivalent values for time periods. A diagonal scan downwards from left to right
compares rates at corresponding durations tor cohorts.

Duration and Time-specific Fertility Rates: Time Interval

Duration -1 -2 -3 ) cte.
First X

Second X X

Third bY X X

Fourth X X X X

ete.

The screening process can then be formulated fundamentally as the decision on whether
the array of rates makes sense, that is. conforms with an acceptable pattern of variation
with time and duration. The alternative is that errors have caused seriows distortion. Fven
if the investigation is limited to high fertility populations where more regular trends can
be expected the demand is formidable since empirical evidence sugeests a wide possible
range of shapes for the rate surface of the triangular array. Memory errors may be




confounded with acceptable trends; for example, an apparent tendency tor women to
start childbearing at ecarlier ages for older cohorts may be due to time-scale slippage or
nuptiality changes. Nevertheless, experience indicates that serious errors can be detected
with fair confidence by these means. The exercise of judgement would be greatly helped
by the development of good two-dimensional model systems of fertility by duration and
time against which arrays can be checked. A partial move towards this is outlined below,
For specificity, age of woman is taken as the duration measure but modification for
marriage interval s straightforward.

The most attractive functional representation of how fertility varies with age of woman
is the Gompertz curve.* Cumulated fertility to age x, /'(x) is expressed in the form

FQ/F = AT )

Where [ s 7°(I0), the level of F(v) reached at the end of reproduction, A and B are
positive values less than one and x,, is a convenient origin for age. There are thus three
parameters, /7 for fertility level, 1 and B describing the variation in shape with age.
Taking natural logarithms twice in succession of both sides of the equation gives

Cnf - WO = (- W) 4 (v - x,,) Ui Thus the double logarithm transformation of
the proportion of fertility achieved by age v becomes a linear function of x. Over the
central part of the reproductive period the model is a good fit to observations but it
performs less well in the tails. The agreement can be much improved by an empirical
transtformation of the age scale. Writing ¢ (v-x,,) for (x-x,,) and simplifying the notation
gives the model,

S [ O] Y () o+ oy - xg)
[ The negative of the double logaritiim is taken to make § positive. |

This is a one-dimensional description in terms of age (duration). For the present
purpose, time change must also be incorporated. Y(x), a and g could be written as
functions of time but there would then be inadequate utilization of the cumulated
fertilities of cohorts up to the current date which are assumed here to be accurate, The
extra dimension, 1, therefore, introduced in cohort form and the model becomes

Yo, T)y= a1y 4 31 oy - xp)

T is here the cohort marker (dute of reaching the lowest age ot reproduction or of
marriage, ¢te). At ohis initial stage, no attempt has been made to specity a{7) and (7 in
parametric terms but any trends would be expected to be modest and regular.

A method tor using the model as a checking device will now be explained and

4 See. tor example, Go Wunseh, *Courbes de Gompertz et perspeetives de tfecondité’, Rech, Feon,
Louvain, vol. 32 pp. 457468, 1966 A Romaniuk and S. Tawny, Projection of Incomplete Cohort
Ferdility tor Canada by Means of he Gomperts Function, Analvtical and Technical Memorandum
No. 1L Statisties, Ottawa, 1969 and 1AL Murphy and DON. Nagnur, A Gompertz fit that fits: appli-
cation to Canadian tertuhty patterns’, Demography, vol, 9 pp, 3550, 1972,
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illustrated before discussion of difficulties and possible alternatives. With the chosen
interval as unit Y(/, T), is written for the double logarithm of the proportion of fertility
in the first age (duration) group for cohort 7" Therefore the model can be put as

Y (e, TY= V(L T+ B [AR) + A .. AK))]

where A(2) is the transformed age-scale interval between one and two and so on. On the
natural age scale all the As would equal one unit.
Now Y (x+1,7)-Y (x.7) =8N A + 1) and

BT =[x+ 1,7)- Vv, DY) A+ D).

From the obscrvations, the measures Y(/,T) indicating the a( 7)) can be estimated and also
a series of B(7), one for cach available interval, The deviations from regular behaviour of
the Y(/,7) for cohorts and the estimated B7), for cohorts and periods, are the indicators
of birth timing errors.

The procedure is illustrated by application to the maternity history data from west New
Guinea which served as an example for the previous ‘first birth® method. The surveys,
carried out in 1961 and 1962 are reported in a monograph by Groenewegen and van de
Kaa.® The observations for several areas have been amalgamated to give a sample of some
19.000 women. The triangular array of fertility rates for five-year age and time intervals
up to 25 years before the survey is shown in table 1.

Table 1 Distribution of Total Live Births to Cohorts of Women by Time Period

Age Group at Total Births Per Thousand Women in Yearly
Survey Date Periods before Survey
Totatl 0-5 5-10 10-15 15-20 20-25
15-19 168 168
20-24 1555 1356 198
25-29 3398 1864 1308 227
30-34 4973 1691 1667 1360 255
35-39 5967 1310 1442 1576 1315 324
4044 6239 647 1055 1365 1407 1423
45-49 5996 102 453 938 1173 1517
50-54 5728 5 92 432 7141 1196
55-59 5619 6 ol 318 795
60-644 5625 (4) (84) 411)
Total fertility 7143 6221 5063 5293 56606

T Measures in brackets were calewdated by allocating Al bitths 60 vears and over o 60-64,

5 K. Groeneweren and DU van de Kaa, Resultaten van het demayrafisch onderzock Westelifh Nieww-
Guinea, six volumes (The Hague, 1964-1967), Government Printing and Publishing Oftfice.

6 AJ. Coule und 1 Trusell, “Model fernlity schedules. variations m the structire of child-bearing
in human populations’. Poputation idex. Apnil 1974, pp. 185 288,
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If taken as accurate the observations imply a substantial increase in the total fertility
over the preceding 20 vears. In order to calculate the Y(x,7) values it is necessary to
estimate /-0, 7) for the incomplete cohorts, After trial of a number of alternatives the
rule adopted was to make the ratio of #¢v 7). tor the highest available x, ro (W, 7) the
same as the corresponding ratio for the time period values in the most recent interval (in
this case the last five vears). The Y, 1) measares shown in tabie 2 were then werived. A
study of the Coale-Trussell model fertility patterns® by means of the double logarithm
transtormation the broad applicability of the Gompertz function but revealed the need to
streteh” the natural scale at the ends of the reproductive period. Although the age scale
transformation to give a pertect it varies from pattern to pattern, an average cap be
found which performs well over a wide range. The resulting ACv) values for the intervals
of the present application are shown in table 3. Multiplying all the A(x) by the same
arbitrary factor simply divides the estimated ps by this factor. For convenience, the
standard A(y) measures have been arranged to make the gs vary around one. Fmally, the
array of estimates is presented in table -

Table 2 Y(x, 1) for Cohorts at Times Betore Survey

Age Group at Years Betore Survey
Survey Date —- - —-mmm ' -
0 N 10 IS 20 25

15-19 -1.3221
20-24 -0.4350  -1.2812
25-29 0.2932 04320 -1.2410
30-34 1.0762 -().2788 -0.3823 -1.1971
35-39 21928 1.0229 0.3153 0.3391 1.0932
40-44 419444 2.0831 1.0877 0.3048  -0.2450  -1.0712
4549 7.2064] +.0201 23223 12482 0.5297 -0.1795
50-54 7.0127 4.0719 23330 1.3837 0.5745
55-59 6.9702 44200 2.0457 1.4451

If the focation of births in tine was accurate it would be expected that, (a) the §and
Y(1,7) would be modest and regular, and (¢) changes in the parameters would have a
sensible relation to cach other. Frratic and chance fluctuations may also, of -ourse,
oceur. The systematic deviation of the estimates in table 4 tfrom the criteria is apparent.
For cach cohort the 7 estimates decline strongly as time reaches into the past but with
some tendency tor an increase again in the most distant periods. The pattern of deviation
is not, however, consistent with a true period etfect (tor example from famine or
epidemic) because the maximum discrepancey tends to move turther away as the cohort
age rises. The assessment of the YO/, 1) trend is not so certain, As the cohort age rises,
Y(1, 7Y also does so steadily, indicating 4 pushing of the births into the past. This might
be due to carlier ages of marriage but it also fits with the rise in the estimated 3's for the




more distant time periods. For the older cohorts the effect extends to ages above those at
which nuptiality changes would have significance. It is, therefore, more plausible to
attribute the trend in Y(/.7) to birth timing errors also. The conclusion then is that the
deviations from the model are best explained by a pattern of birth timing error in which
recent events are moved towards the present and distant ones towards the past leaving a
trough in the interval some time to 20 years before the survey. In broad terms, this is
something like the mirror image of the Potter allocation error pattern. Consequent upon
the conclusion, there are various ways in which the data could be adjusted but since the
apparent evidence of trend has been rejected the exercise would be for the estimation of
fertility level,

Table 3 Age Scale Transtormation Standard

Age Group of' v

20-24 15-29 30-34 35-39 40-44 45-49

A(x) 0.9151 0.8064 0.8177 0.9888 1.5438 26939

Table 4 Estimates of Parameters from Observations

B Estimates for Interval Ending in Years Shown Before Survey

Age Group at

Survey Date 0 S 10 15 20 Y1,
15-19 -1.3221
2024 9247 -1.2812
25-29 .9000 .8834 -1.2410
30-34 9752 8198 8903 -1.1971
35-39 1.1832 8654 Bl 8241 -1.0932
4044 1.3676 99606 8963 7562 9029 -1.0712
4549 1.2020 1.1036 1.0863 R787 8795
50-54 1.0917 1.1260 9606 L9896
55-59 9210 1.1532 12142

There are several features of the application which require further comment. It was
implicitly assumed that anly birth timing errors had to be allowed for, But the conclusion
(and other evidence) suggests that some births were omitted in Jie maternity histories.
The effects of this on the evaluation are hard to gauge since it depends on the nature of
the omissions, but probably they were small exeept for the older cohorts. A simple but
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potentially biased method was adopted tor the estimation of the F(W, 7). the total
fertilities of the cohorts. If there are birth timing distortions, varying with cohorts, the
proportion of fertility beyond a given age for the last time interval will clearly be
affected. The forecast will then rest on an insecure base. However, the influence of this
on the technique of screening seems to be small, 1f a further stage of adjustment in which
the §(77) and a(7) were estimated was introduced, the #(, 7Y measures would have (o be
recaleulated in accord with the assumptions on which the fitting of the model was based.

The age scale transformation was derived from an ‘average’ Coale-Trussell fertility
maodel pattern. An alternative would be to use an internal standard derived trom the
fertility distribution of the last time period. However, the liability of the latter to be
distorted by both age errors and differentials in the time allocation of births by cohorts
makes it less attractive. It is worth noting, however, that the use of this internal standard
for the New Guinea surveys leads to a similar structure of deviation from the model and,
therefore, the sume concelusions. Perhaps better results could be achieved by the selection
of a Coale-Trussell fertility pattern as a standard, taking into account some characteristics
of the observations. This possibility is being investigated.
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THE RELATIONAL GOMPERTZ MODEL OF FERTILITY
BY AGE OF WOMAN

W. Bruss+

A TIHE MODEL

The Gompertz model was used to represent age-specific fertility rates by Wunsch and
Martin in the 1960s. Later, the Canadian Burcau of Statistics explored its characteristics.
Murphy and Negnur and Fared applied it to cohort data in the context of forecasting. It
is a model with powerful advantages although some limitations. Its potential for indirect
estimation trom defective and restricted data has not been adequately exploited.

The advantages are that the function describes the age patterns of fertility quite well by
the use of three parameters (one less than the Coale-Trussell nrodels) and that a simple
transformations leads to a linear relation of tertility with age. [he parameters in the lincar
refation  have  simple  properties. The  model  is  most  easily expressed as
Y() =-Cn(Lal D)) = o+ e where Fv) and 2 are the cumulated agesspecific tertility
rates to age x and the end ot childbeuring respectively and a, g the two parameters whicn
fix a particular pattern of the systenn « is a locationand g a dispersal parameter. Thus,
o+ Blv-xy) = (a-Byy) + By wat + fe. Changing o is then eqnivalent to changing the
age from which v is measured, ie. sliding the distributicn along the age axis a + gy =
at (B/kYEx) = a+8Y when V- kv, Changing the value of g ois then equivalent to
multiplying the scale by a constant, e, altering the spread of the distribution while
keeping its shape the same.

The lincar property of the transtorm wakes interpolating, gradoation and fitting very
simple and elementary. These operations are the ones frequently needed in the analysis of
poor, incomplete and unorthodox data. Even if lincarity on the transfornted scale is far
from perfect (see below), applications in which interpolation is between successive
five-yearly points, or fitting is required only over the central part of the age range can be
made casily and etfectively,

The major criticism of the Gompertz model is that the it to observations at the tails of
the distribution is much poorer than that over the central ranpe. For some purposes this
does not matter, but for others it is of critical importance, e the extrapolation of valtues
of I'(Y), for ages below the end of childbearing, (o subsequent ages. A turther ditticulty is
that it I is not known Un (V) linearity transtormation cannot be carried out directly,
but there are devices for handling this and the problem is not fundamental.

The accuracy of the Gompertz model at the tails of the distribution can be much
improved by using the relational device which has proved powerful in the togit system of

+ The author is Director and Protessor of Medieal Demography, Contre Tor Population Studices.,
London Schoot of Hygiene and Tropicad Medicine.
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model life-tables. Suppose V(x)= . + Bd(x) and Y*(x) = 4 * + *6(x) where Y(x) and
Y*(e) are -Cn (<0 transtormations of two age-specific ferdlity distributions. Note that v
has been replaced by ¢(x), some function of age which is unspeciticd but assumed to be
the same for the two fertility patterns, Then since Y(v) and Y *(x) are both linear in luIR
they are lincar in terms of cach other, ie. V(x) = o 4 g1 *(x) (say). What this means is
that relating two [-a(-Un)] transtormations to cach other tinearly will give a higher
accuracy  than the original Gompertz model it the patterns of the two fertility
distributions diverge from this model in much the same way. In some applications there is
an obvious set of ¥ *(v) which can b2 used as a scale or standard for Y(v). For example,
in studies of feruiity of subgroups Y *(x) may come from the whole population; in
projection Y*(x) may be derived from current fertility. It is also true, however that the
deviations of fertility patterns fron the original Gompertz model tend to be similar. The
observed age-specitic fertility rates at carly and late ages of the reproductive period are
lower than implicd by the Gompertz function that best fits the rates in the central range.
This consistency implies that the use of a ¥ (v) from o tertility distribution of average
pattern in the equation UGv) = o+ Y ) will give o modified Gompertz model which is
more accurate than the original but preserves the main characteristics of simplicity,
Heather Booth has recently derived such a standard  pattern Yolv) from extensive
investigation of observed distributions and the Coate-Trussell fertility models. The values
are given in the Table 1 below,

Inspection of the Y.(v) measures shows that the deviations trom the scale follow a
rather simple form. The first differences sre not constaat but approximate to a quadratic
curve with a minimum around 25-27 years. Y (x) can be very well represented by the
cquation Yo(v) - V(27) ~al(e - 27) 4 .003 (v - 37)“] where is constant which affects the
size of the scate but not its pattern, In other words the ¢(x) which replaces v in the
modificd Gompertz can be taken as (v-27) 4 003 -27Y or v +.003 v Vil v s
measured from an origin of 27 years. To demonstrate the good agreement of this scale
with that of Y ,(v), comparisons are shown in Table 2 tor a series of values of x.
V() - Y (27) is multipiicd by cight to bring the levels into broad agreement.




Table I Standard for Gompertz Relational Model

Age Y(x) Age Ye(x) Age Ye(x)

11 -3.18852 24 - .10783 37 1.86397
12 -2.70008 25 .02564 38 2.08894
13 -2.37295 26 .15853 39 2.33192
14 -2.07262 27 29147 40 2.62602
15 -1.77306 28 42515 41 2.95500
16 -1.49286 29 .56101 42 3.32873
17 -1.25061 30 .70000 43 3.75984
18 -1.04479 31 .84272 44 4.25499
19 - .85927 32 99014 45 4.80970
20 -.69130 33 1.14407 46 541311
21 -.53325 34 1.30627 47 6.12864
22 - .38524 35 1.47872 48 7.07022
23 - .24423 36 1.66426 49 8.64839

Table 2 Comparison of Standard With a Cubic Equation in x.

Age 8[V(x)- Y27 (x-27) +.003 (x-27)3
15 -16.52 -17.18
20 - 7.86 - 8.03
25 - 2.13 - 2,02
30 3.27 3.08
35 9.50 9.54
40 18.68 19.59
45 36.15 35.50

B AN APPLICATION OF THE MODEL

Suppose we have a series of mean parities /; by age group of women [Py fcr women
aged 15-19, P, for 20-24 cte.]. These may have been obtained directly from a survey
where woman were asked the total number of children horn to them or calculated from a
synthetic cohort. In the latter case the increases in mean parity between two points in time
5 or 10 years apart are combined to give the measures for a cohort which experienced the
fertility of the interval. A Gompertz relational model can be fitted to the /; measures and
the total fertility /° estimated as well as the eze-specific fertility rates for the standard
five-year age group.
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The extent to which extrapolation is adopted to give /* depends on the naturc and
reliability of the data. If ; for age group 50-54 years is accepted, it will give /7 directly.
Truncation at 45-59 years makes necessary a slight cxtrapolation to the end of
childbearing. If the P; for the older women are rejected as unsatisfactory the estimation
of I" places a heavier reliance on the accuracy of the model.

The method is illustrated by application to synthetic parities in FFiji, constructed from
the reports of children born per woman at the 1956 and 1966 censuses. Table 3 shows
the synthetic mean parities, the corresponding proportion of the total fertility
experienced by the different age groups of women, P’;/#” and the [-1n(-11)] transforins of
Pift" denoted by Y(), - is taken as the mean parity for the age group 50-34 years.

To apply the relational model the values of the standard Yo (#;) for five-year age groups
are required. These have been calculated from the basic tabulation of Y(x) by single
years of age and are shown in table 2. Also given in the table are interpolation factors, /;.
These are the amounts by which Y () for an age group has to change to give the V' (v)
at the end of the group as a proportion of the change between age groups. Thus if we
write Yy(7}) for the transformed proportion of the fertility experienced in the i-th age
group, then Y (20)= Y (/) + 1) [V (P2) - V(P )} where 7, is the interpolation factor
to be applied 1o move from the age group 15-19 years to the point 20 years, and so on. If
the direct Gompertz model had been used the interpolation factors could have been taken
as 0.5 throughout and the Y (v) as x giving a very simple procedure. However, the
application of the modified model is only slightly more complicated.

Table 3 Synthetic Parities for Fiji, 1956—-1966

Age Group

of Women P Pyr Y(r)
15-19 0.09 .0155 - 14272
20-24 1.03 1779 - .5461
25-29 2.59 4473 + .2175
30-34 3.85 .6649 + .8962
35-39 5.00 .8636 + 1.9197
40-44 5.5 9620 + 3.2509
45-49 5.73 9896 + 4.560
50-54 5.79 1.0000
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Table 4 Estimation of Age Specific Fertility Rates (AS) ‘R) by Linear Interpolation
Modified Gompertz Scale

Age group

of Women Y(;) /; Y(x) IARYNA F(x) ASEFR
15-19 - 14272 5053 - 9819 0693 0.401 .080
20-24 - .5461 .5070 - .1590 .3096 1.793 D78
25-29 + 2175 4859 5473 5607 3.246 291
30-34 +  .8962 4649 1.3720 .7760 4.493 249
35-39 + 1.9197 4607 2.5331 9237 5.348 A71
40-44 + 3.2509 5249 3.9429 9808 5.679 .066
45-49 + 4.5607 1.0CC0 5.790 .022

In method one, the /; factors are taken to hold for the Fiji data and linearity between
the -Cn (-Un) transformations of the successive /; measures is assumed. Thus Y (20) is
estimated from Y(/)) + £, [ Y(P”2)- Y(P,)] and so on. The estimates are then transformed
back to give proportions of fertility experienced by ages 20-25 - -, 45 and multiplication
by [ provides estimates of /(20) - - £7(45). The difference between the 7(x) at two
successive age points gives the fertility added in the interval and the conventional age-
specific fertility rates are obtained by division by five to give a rate per year. The
calculations are shown in table 4

In some circumstances it may be desirable that the measures be graduated. This can be
done by fitting the straight line relation Y (/) = & + ﬁ Yo() to determine the values of
the parameters & and {5 Replacing the P; in the above cqu.mon by the 7(x)/1 for x equal
to 20, 25, 30 cte. provides estimates of Y(20), Y(23) cte. and henee /7 (20), 1°(25) and
the ASER. For Fiji, the V() measures for the first three age groups (15-19, 20-24 and
25-29) were averaged and those for the subsequent three age groups 30-34, 35-39, and
40-44 were also averaged (45-49 years was omitted as the mean parity is likely to be the
least reliable). The corresponding caleulations were performed for the Yo (PP 1o give two
estimating cquations.

15-29 years: -5853 = & + -3457 B
30-44 years: 20223 = & +2.1443 f
Thend= -2233, =+ 1.0472

then )A’(ZO) =-2233 + 10472 (-.6913) = -9473 ete. where the values of ¥((20), ¥((25)
and so on are taken from table 4. The full caleulations are shown i table 5.

In the foregoing it has been assumed that the mean parities for the older women are
acceptable. Suppose we reject the measures at ages over 40, It is then possible to fit a
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modified Gampertz to the mean parities up to age sroup 35-39 years. The calculations are
more complicated because /' has to be estimated to give the best straight line fit on the
modified Gompertz scale on some criterion. This has been done for the Fiji data on the
simple assumption that the g parameter should have the same value between the mean
pariues at 33-34 years and 35-39 years as between the mean parities at 15-19 years and
30-34 years. The resulting /7 can be determined by trial and crror or more complicated
iteration methods. The £ estimated was $.90. From the g determined & wes found so that
the fitted line passed through the points corresponding to 13-19, 30-34 and 35-30 years.
The caleutations are completed as before as shown in table 6.

Table 5 Estimation of ASFR by Fitting Straight Line to Mean 1arities on Modified
Gompertz Scale

Age Group

of Women Y Yooy I(x) ! F) RYON
15-19 -1.4272 - L0473 0759 A30 088
20-24 - 54061 - 19068 .296] 1.714 L2588
25-29 2175 + 5098 e AN 3.716 292
30-34 8962 Fo1.3253 7667 4,439 253
35-39 1.9197 t2.5207 0232 5.345 A81
40-45 3.2500 + 4.8136 9919 5,743 .080
45-49 4.5607 1.0000 5.790 009

a Colenlated trem Yok = 2233 50 Lod 7Y torwliere s end point of see group,

Table 6 Estimation of ASFR by Fitting Straight Line to Mean Parities Up to 40 Years
on Modified Gomperts Scale.

Age Group

of Women :A'(/’,')"~ XKoL Pyl F(x) ASER
15-19 -1.4302 -1.0175 00629 371 .074
20-24 -S540 -.2540 L2788 1.625 251
25-29 1945 40642 5333 3140 304
30-34 S50 1.293s 7601 4.485 208
35-39 1.7990 25153 9223 5.442 192
4044 4.8409 9921 5.853 .082
4549 1.0000 5.900 .009

u  Caleulated with # cqual to 5,90
A Caleufated from Yovr o 22813 11,0650 Yotv) where xis end point of age groun,
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Table 7 Modified Gompertz Standard

Age Group Yo(P) Yelx) I3
15-19 - 1.0789 - 0.6913 5054
20-24 - 03119 + 0.0256 5070
25-29 + 0.3538 + 0.7000 4859
30-34 + 1.0663 + 1.4787 40649
35-39 + 1.9534 + 2.6260 4608
4044 + 3.4132 + 4.8097 5283
4549 + 6.0564
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A TECHNICAL NOTE ON THE OWN-CHILDREN METHOD OF
FERTILITY ESTIMATION AND ITS APPLICATION TO
THE 1974 FIJI FERTILITY SURVEY

N. Ogawa*

A.  INTRODUCTION

In a number of the countries in the ESCAP region, fertility statistics derived from vital
registratio.n are unrcliable primarily owing to the incompletzness of vital records. In these
countries, however, population censuses and surveys have been conducted to improve the
reliability of fertility estimates, and to outline fertility trends in recent years. The fertility
surveys conducted in conjunciion with the World Fertility Survey (WEFS) programme are
a salient example of such surveys,

Among the most useful fertility estimation techniques in demography is the own-
children niethod, which is applicd to census or survey data to provide estimates of
fertility levels and trends in years prior to enumeration. Fertility rates are usually
computed for each of the 10 to 15 years preceding enumeration. Since the late 1960s, the
own-children method has been applied to data from several ESCAD countries, such as the
Republic of Korea, Malaysia, the Philippines, Pakistan, Indonesia and Thailand.

One of the pronounced advantages of this method over other fertility estimnation
techniques is that it does ~ut usually require any additional data collection, only a set of
simple tabulations of young children by age of mother. More importantly, such
tabulations can be used in computing fertility rates by socio-economic and cultural
characteristics included in the interview questionnaire. This statistical manipulation is not
feasible with vital registration records. Age-specific fertility can be computed by
ethnicity, education, religion, region and so forth. Therefore, fertility estimates by the
own-children method are extremely useful for the analysis of differential fertility. For
instance, in the case of the Philippines, fertility rates were estimated for both urban and
rural areas in the 11 census regions over the period 1960—1968, based on a 5 per cent
sample from the 1970 census of population (Engracia er al., 1977). The estimates leud
themselves to regional developnient planning as well as to the evaluation of family
planning programmes. 't should be noted, iowever, that the fertility rates are tabulated
only by characteristics at the time of enumeration, not at the time of each birth: Never-
theless, if more than one census or survey is available, factors affecting the trend in
fertility can be studied.

The primary objective of this paper is to describe biiefly the methodology of the
own-children method and its application to the 1974 Fiji Fertility Survey (FFS) data.
Technical aspects of the methodology of the own-children method has been presented in

* At time of writing, the author was a member of the ESCAP secretariat. From January 1980 his
address will L.: The Population Research Institute of Nikon Universits  Tokyo, Japan,
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great detail elsewhere (Cho and Feeney, 1978; Retherford and Cho, 1978).

B.  METHODOLOGY

The own-children method of fertility estimation is a survey or census-based reverse-
survival method. Enumerated children are computer-matched to mothers within
households by means of data on relation to the head of houschold, age, sex, marital
status, and number of living children. The ‘match’ procedure, which is applied to all
children under age 15, has several problems in matching a child to a mother. For instance,
the age difference between a mother and a child is within a peniod of 15 to 49 years. With
this constraint imposed, children born to women after 49 veers old are excluded from
computations. Morcover, it is not possible to match more children to a woman than she
reports are still surviving. This criterion encounters serious difficul!.es when a woman has
stepchildren or adopted children who are older than her natural children. Ior this reason,
in countries where adoption, ramarriage and other factors which complicate mother-child
relationships are widely observed, fertility estimates by the own-children method may
become less reliable. These are only a few ‘match’ problems, and a detailed discussion on
the *mateh’ problem has been presented elsewhere (FHo and Choe, 1976).

These matched- or own-children by own age and mother’s age are used in estimating, by
the reverse-survival technique, births by mother's age in prior years. The technique is also
applied to women by age in estimating the age-specific population at risk. Age-specific
birth rates and birth probabilitics are caleulated as suitably adjusted quotients of these
two basic quantities.

The computation requires several data requirenients and simplifying assumptions in
order for the own-children method to produce accurate results, Retherford and Cho
(1978) have pointed out the following list of major data requirements and computational
assuniptions:

a) Children’s ages ar2 reasonably accuralte:

b) Most of the children live with their mothers:

¢) The relationship of cach child to the head of the family is clearly specified;

d) Mortality levels are relatively low during the estimation period prior to enumeration..

In addition to the above four data requirements, application of the own-chadren method
normally entails the following five simplifying assumptions:

a) Children aged v to x + / are underenumerated to the same degree, regardless of age
and other characteristics of mother;

b) Women aged a to a + / are underenumerated to the same extent, regardless of their
characteristics except age;
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¢) The proportion of non-own children is constant regardless of age and other charac-
teristics of mother;

d) Wotuca are uniformly distributed by age within the age interval, and births to them
are evenly distributed over a year;

¢) Age-specific mor.lity remains unchanged.

Given these data requirements and simplifying assumptions, we may discuss the
procedure for estimating age-specific birth probabilities and rates by reconstructing the
fertility experience of women enumerated in a survey or census in years proceding the
enumeration,

Consider a birth cohort consisting of women aged « to « + / at time t, as shown in
figure L In the Lexis plane. this cohort is exposed to the risk of births before reaching
time 7 + /. The net time-cohort age-specilic bi:*h probability is defined as the ratio of the
number of births in area A to women aged ¢ to« + / at time, ¢, to the number of women
aged e tou -+ 1 at time 1.

Figure 1 Lexis Diagram for Net Time-Cohort Age-specific Birth Probability.

Age
a+ 24
a4 A
]
1
!
a 4 )
. )
) 1
| .
: A Time
! r+ 1

Now, let us suppose that a census or survey is taken at time ¢, Both the numbers of
births and women in prior years need to be reversed. Following the notation developed
by Retherford and Cho (1976), we can express this relationship as below:

DBl G- = Coaxst (DU Vir,

T W
wu-l—.\‘+ I(’) Uu +xkd 1‘,41..u+.\'+ 1
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where AN OF

BZ' (r):

T ().
W, (1):

SEOF

Us (1)

uy ()

Ru 4-’):

Ta _p:

Single-year net time-cohort age specific birth probability for the
calendar year rto ¢ + /,

Births over the period ¢ to + + / to women agedu toa + | at
time .,

Number of women aged ¢ toa + 7 at time ¢.

Number of own children living in the houschold aged xtox + /
of mothers aged a toa -+ 1 at time ¢.

Adjustment factor for census or survey underenumeration of
children aged x tox + /.

Adjustment factor for census or survey underenumeration of
women aged ¢ toa + /.

The inverse of the proportion of children aged x to x + / living
with their mothers at the time of enumeration.

Reverse-survival factor L,/Ly,, where 1, is a standard female life-
table notation denoting person-years lived between exact ages
aanda + /.

Reversesurvival factor 1,/L,, where 1, represents live-table
survivors at exact age a.

In order to siniplify the presentation, we have excluded the possibility of changing
mortality. A further elaboration of these reserve-survival factors under mortality-changing
conditions is available in Retherford and Cho (1978).

Subsequently, the net time-cohort age-specific birth probability can be utilized to
estimate conventional central age-specific birth rates. The Lexis representation in figure II
provides a useful instrument in clarifying the procedure for calculating births and
mid-year population for central rates.

68



Figure II Lexis Diagram for Computing Central Age-specific Birth Rate.
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By definition, central rates refer to the ratio of the number of births in the square DE
to women, to the person-years of exposure in DE to women. The births in the grea DE
are obtained by a sum of half the births of DG and half the births in EH. Algebraically,
we may consider the calculation procedure as follows:

4) BE(x-1) = 0.5 BL, (x-1Y + 0.5 BT (1-x-1)
5) WEl-x-1) = 0.5 Wy s (x-0.5) + 0.5 Wl ) s(-x-0.5)
6) 1SU-1) = 8BS (-1 WE (r-x-1)
where Iif(r): Births over the period ¢ to ¢ + / to women agedatoa+ /.
Wf(l): Number of women aged « to« + 1 at time ¢.
1€ (1): Single-year central age-specific birth rate for the calendar year ¢
tor+ 1.

In equations (4) and (5), lf;f'(r) and ll';f'(r) can be computed from equations (1) and (2).
Equation (5) may nced a further explanation of its derivation from the Lexis plane
illustrated in figure II. The first term on the right-hand side of equation (5) equals half
the distance ij and the second term, half the distance hi. Because of assumption (d), the
sum of these terms corresponds to mid-year population,
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As shown by the computational steps for the central age-specific birth rate, the fertility
estimation by the own-children method is fairly simple and straightforward. However, in
a recent article, Retherford and Cho (1978) have extended the own-_ hildren method to
obtain age-parity-specific fertility estimates. Carried further, Cho and Feeney (1978) have
elaborated the methodology of the own-children technique by using more advanced
mathematical concepts. Nevertheless, discussion of these refined presentations falls
outside the objective of the present paper.

C.  REVERSE SURVIVORSIIP RATTOS

One oi the distinct teatures of the own-children method is that fertility rates can be
estimated from census o survey data without having recourse to independent mortality
data from external sources. Census or survey data on the survival of children ever born by
age of mother can be utilized to estimate mortality adjustment factors, utilizing the Brass
technique (1968).

The Brass method for estimating child mortality is based on the assumption that
fertility is constant for the age range and time period in question, fitting the Brass model
fertility schedule. More importantly, in the Brass technique, child mortality cstimates are
directly influenced by the distribution of fertility by age of woman but are not affected
by the level of fertility. In most of the ESCAP countries, however, the age pattern of
fertility has recently been changing. Thus, this assumption often appears to be invalid.
Nevertheless, there is some empirical evidenee that, without any adjustment for changing
fertility, the Brass estimates of childhood mortality are reasonably close to other
independent estimates of mortality (Cho, 1977).

By the Brass technique, the lite-table probabilities of death by exact age one, ¢(2), and
by exact age two, ¢(J), are obtained, which are used to estimate the life-table 7., values
required by equations (1) and (2). The values ¢(2) and ¢(5) may be compared with the
corresponding values in tie Coale-Demeny model life-table for the selection of
appropriate model life-table tevels,

D.  DISCUSSION OF DATA REQUIREMENTS, STATISTICAL ADJUSTMENTS
AND ASSUMPTIONS

Based upon past empirical studies on the fertility estimation by the own-children
method, the validity of data requirements and simplifying assumptions, and some
difficulties arising from statistical adjustments referred to in the previous section will be
discussad,
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a) Mortality

The own-children method requires moderately low mortality during the estimation
period prior to enumeration. This requirement is needed partly because the proportion of
non-own children should be low. Also, the assumption of low mortality prev nts violation
of the preceding assumption (e), which would lead to gross error.

If mortality is controlled at a relatively low level, additional changes in mortality
adjustments will make little difference. For instance, one of the studies on the Republic
of Korea shows that the difference in life expectancy of 10 years in the estimation of
1965 fertility rates makes total fertility rates differ by less than § per cent (Cho, 1977).

b) Age misreporting

The requirement for accurate age classification is specially important in the estimation
of fertility rates. Age data in most of the developing countrics in the ESCAY region are
far from accurate. Age-heaping is a problem very connmon in Asian census and survey
figures. Although age-heaping of women is relatively severe, it affects, to a minimum
extent, own-children birth rate estimates for a given year. However, age-heaping of
children directly affects fertility estimates, namely overestimates in certain vears and
underestimates in others. For instance the own-children estimates from the 1970
Philippine census have suffered from the problem of age-heaping. Consequently, the
estimates for the first two years prior to the census have been omitted (Engracia et al.,
1977).

In the case of the Republic of Korea, the calculation based upon the censuses ot 1966
and 1970 has shown that there is a negligible degree of age misstatement, For children
from ages 2 to 9 in 1966, the adjustment of at most § per cent was necessary (Cho,
1977). If age misreporting of children is severe, it is recommended that fertility rates be
computed for broader age groups, e.g., two-, three-, four-, for five-year age groups.

¢) Underenumeration factor

In the own-children estimation, underenumeration of children often poses serious
problems. For example, if children under age 2 are considerably underenumerated, the
result will show a false rapid decline in fertility in the last year or two prior to
enumeration.

The completeness of census or survey enunieration is usually eveluated by the data
collected in the post-enumeration survey. However, the quality of the postenumeration
survey is often questionable. For instance, in the 1966 census in the Republic of Korea,
age group 0-4 had no discrepancy between the census count and the post-enumeration
survey estimate. However, for age group 5-9, the census count was slightly less than the
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post-enumeration survey estimate. If the post-caumeration survey estimate were to be
applied for adjustment, fertility estimates for the period five to nine years prior to
enumeration would be inflated.

Because both children and women tend o be underenumerated in a census or survey,
underenumeration of children and women often offsets each other in the feriility
estimate. “Thus, if the underenumeration of the children is only slightly greater than that
of the wonen, the adjustment factor underenumeration will have litte effect on the
estimated fertility rate.” (Cho and Feeney, 1978: 17).

In relation to the adjustment of underenumeration, an attempt has been made recently
partially to relax one of the simplifying assumntions (Retherford or o, 1978). In the
conventional own-children method, the number of enumerated own-children in a certain
age group are adjusted for omissions and age misreporting by multiplving by the factor
US, regardless of age and other characteristics of mothers. In this recent experiment, the
adjustment factor £y, which is specificd by both child’s age and mother’s age, las been
utilized in the fertility estimation based on the 1970 census of Thailand, and the result
has shown a more reasonable pattern. This new procedure tukes account of the impact of
the factor {7} for women upon the number of children matched to those women,

d) Non-own children factor

When children are matched with their mothers, there are many possibilities for errors.
The child of the head of a household is very likely to be the child of the wife of the head
if she is present in the houschold. This can be vertified by taking into ae . ount the number
of children living in the household and the number of children ever born to the women.
Because matching is usually performed by computers, its accuracy is sometimes limited,
For instance, computers are unable to cheel reported surnames. Moreover. if there are
two or more eligible mothers, the child will be assigned o the one directly prior to it.
Despite these limitations in the matching process, unmatched children are prouped by
age. These unmatched or non-own children are propodtionately distiibuted among women
by age. It is generally considered that it the nopown children exceed more than
20 per cent, the resulting estimates are likely to be biased (Choe, 1978), However, this
problem is not very critical in Asia, where parents and children tend to live in the same
household. In the 1966 census of the Republic of Korea, 98.2 per cent of children aged
5 years old and 95,3 per cen of children aged 5 to 9 were living with their parents (Cho,
1977). In Asia the impact of this adjus.ment upon estimated fertility is refatively small.

E.  APPLICATION OF THE OWN-CHILDREN METHOD TO THE 1974 FLJI
FERTILITY SURVEY: PRELIMINARY RESULTS

This section examines preliminary fertility estimates for IFiji by the own-children
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method prepared by the East-West Population Institute. Basic data sources are the
houschold data collected in the FFS conducted in 1974, Both age-specific birth rates and
total fertility rates have been computed over the period 19601974, These raies are
calculated for the two major ethnic groups of Fijians and Indians.

Reverse survival computations require mortality estimates. Primarily because 1966 life-
tables were not immediately available for calculation, we used the Brass teclinique to
estimate life-table probabilities of death by exact age one and exact ase two. Sub-
sequently, these estimated probabilities were linked to a Coale-Demeny West model life-
table. We chose West level 20.0 for Fijians (¢, = 67.5), and West level 19.8 for Indians
(¢, =67.0). It is assumed that mortality remains unchanged for the two ethnic groups
during the period in question.

The otrer adjustment factor required in the estimation is the underenumeration factor
for children and for women of childbearing age. In the FFS, the post-enumeration survey
was carried out for a total of 500 houscholds. However, the questionnaire used for the
post-enumeration survey was a shortened version of the main questionnaire, without the
houschold schedule. FFor this reason, a precise measurement of underenumeration was
unobtainable from the post-enumieration survey. In the present application to the Fiji
data, therefore, the underenumeration factors are set to one.

The adjustment factor for children not living with their mothers was computed directly
from the household data. Table | shows a list of the non-own factors for years prior to
emuuneration.

Table I Non-own IFactors, 19601974

Years Non-own Children Factor
1974 1.08
1973 1.13
1972 1.16
1971 1.14
1970 1.17
1969 1.16
1968 1.19
1967 1.17
1966 1.20
1965 1.17
1964 1.19
1963 1.19
1962 1.21
1961 1.22
1960 1.28
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Because it is possible to compute non-own children factors by geographic area alone
rather than by characteristics, the same non-own children factor was applied to both
ethnic groups. It is clearly shown in table I that the proportion of children not living with
their parents is very high, and increases with years prior to the survey enumeration. As
discussed carlier, these high-valued non-own children factors are likely to make the
resulting fertility estimates unreliable, that is, if the age distribution of non-own children
differs substantially from that of own children,

Table 2 presents the estimated age-specific fertility rates and total fertility rates for the
two ethnic groups over the period 1970—1974. Because of the high values of the non-own
children adjustment and limited data availability, attention is paid solely to the estimates
during this short period. It is apparent from this table that estimates for single calendar
years show irregular trends which reflect the inaccuracy of the age distribution of each
ethnic group. This seems to be in contlict with Potter’s conclusions on the validation of
the FFS data (Potter, 1977). Potter observed that although age mis-statement is
noticeable for a few age groups in cach ethnic group, the overal! extent of age mis-
statement is not very pronounced. In any case, for comparative purposes we have added
to table 2 age-specific ferlility estimates for this period as a whole.

Table 2 Five-year Central Age-specific Birth Rates for Two Lthnic Groups, 1970—1974

Years

Women’s Age 1970 1971 1972 1973 1974 1970 1974

Fijians

15-19 65.5 60.0 61.0 51.3 495 57.1
20-24 2019  268.9 196.9 2322 2036 220.6
25-29 250.6  299.1 2822 2257 2196 254.0
30-34 193.7  227.0 199.8 215.6 190.7 205.3
35-39 93.9 1235 87.3 130.4 103.7 107.9
40-44 46.9 71.7 52.4 58.9 398 53.6
Tot«l Fertility Rate 4262.5 5251.1 4398.0 4684.7 4049.2 44925
Indians
15-19 66.8 77.9 65.4 76.4 535 67.7
20-24 300.1 317.6 276.4 2739 221.1 275.7
25-29 233.8 2325 2534 203.6 178.2 219.5
30-34 127.0  120.5 124.3 1082 1023 115.7
35-39 620 65.7 495 504  48.1 54.9
40-44 40.7  48.2 335 16.9 19.9 30.9
Total Fertility Rate 4152.3 4312.2 4012.8 3646.9 3116.1 3822.0
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By and large, however, both Fijians and Indiars show a declining trend of fertility. This
result is in agreement with the findings of the Fiji Principal Report. However, the
estimates of both age-specific fertility rates and total fertility rates shonld be validated by
using fertility estimates from other data sources, For this purpose, we have checked the
own-children fertility estimates for accuracy against estimates derived from vital
registration records. Such validation, however, has its flaws in that the vital registration
system in I'iji is not complete. Figure IIT compares the estimates of age-specific fertility
rates for the two major ethnic groups from these two data sets. Clearly, in both ethnic
groups the estimates from the 1974 FI'S by the own-children method are considerably
higher than the estimates based on the birth registrations in almost all age groups, The
differences among the estimates may be largely attrituted to the incompleteness of the
vital registration system. Among Fijians the difference in the estimated age-specific
fertility rates is the largest from ages 25 to 29, Among Indians, however, the difference is
the most pronounced for age group 20-24.

Figure 111 Age-specific Fertility Rates for Two Ethnic Groups in Fiji, 19701972
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Figure Il (continued)
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It is also possible to validate the estimates by the own children technique, by using
fertility estimates from the 1966 population census (Ram, 1974), Figure IV shows the
age-specific fertility rates for both Fijians and Indians, estimated from two different data
sources. As for the 1966 own-children estimactes, we have computed the average of
1965—1967. For Fijians the cstimates deviate pronouncedly from each other. Estimates
of the total fertility rate for 1966 are also considerably different: 5,474 from the 1974
FFS, and 5,072 from the 1966 census. Obviously, for Indian the estimated age-specific
fertility rates show cnournous differentials. In all age groups the 1974 F S estimates are
considerably higher than the estimates from the 1966 census. As for the total fertility
rate, the former is higher than the latter by 31 per cent.

Figure IV Age-specific Fertility Rates for Two Ethnic Groups in Fiji, 1966.
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It is generally considered tat the 1966 population census suffers, to a considerable
degree, from the undercount of children. For this rcason, it may be worth while to
compare the fertility estimates computed from the FFS household data by the own-
children method with those calculated from the FFS individual maternal history data.
First, to avoid complicated sampling problems, births between 1971 and 1973 have been
ageregated to form the numerator of the rates. Second, the number of women has been
counted from tF 2 houschold schedule. The ‘person-years lived’ by all women for each age
group during this period have also been caleulated directly from the FFS data (World
Fertility Survey, 1976 67).

Figure V. depicts the age-specific fertility rates estimated from two different data
sources in the 1974 FUS. It is clear that although in almost all age groups the own-
children estimates a-- still higher than those from the individual questionnaire data,
discrepancies between them are considerably smaller than other cases mentioned carlier.
In view of the fact that the FFS has given far greater emphasis on the individual
maternity and pregnancy history data than on the houschold schedule, the age-specifie
fertility rates based on the individual data might b more reliable than the own-children
estimates derived from the household data.

Figure V Age-specific Fertility Rates for Two Ethnic Groups in Fiji, 1971-1973
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The identification of sources of the gaps among these several estimates is a formidable
task, thus falling outside the scope of this paper. However, the following factors may be
examined thoroughly in order to fill in such gaps:

a}We should carefully assess the validity of statistizal adjustment involved in the
own-children estimation technique. For jnstance, in Fiji, non-own-children factors are so
large that the applicability of the own-children method to the FI'S data should be
questioned. Furthermore, the application of the same non-own-children factors to the
different ctlmic groups is also questionable. It is unrealistic to assume that mortality
remains constant during the period of estimation. Technically, changing mortality can be
handled by a method recently developed by IFeeney, which is a modification of the Brass
method (Feeney, 1977). 1t may also be important to ¢xamine whether the mortality level
selected for cach ethnic group is correct;

b) Notwithstanding Potter’s observations, the single-year age dis‘ribution remains
inaccurate, as evidenced by the irregular trends in table 2. For this reason, the 1974 Fiji
Fertility Survey data may need more detailed evaluation of its quality and completeness;

¢) The degree of the undercount of chitdren in the 1966 census and vital rogistration for
cach ethnic group needs to be accurately measured.

These are only a few of the factors on the check list.

IF. CONCLUDING REMARKS

In recent years the own-children method has been increasingly used among the ESCAP
countries. The primary reason for this growing trend is that the quality of vital statistics
in these countries is poor.

The own-children method is a very powerful fertility estimation technique, using
existing population censuses or surveys. This method requires: (a) reasonably accurate age
classification, (b) low proportion of non-own children in the household, (c) clearly
specified relationship between a child and the head of houschold, and (d) relatizely low
mortality during the estimation period prior to enumeration. The result of sensitivity
tests shows that these requirements can be flexible to a certain extent without influencing
ultimate fertility estimates.

The own-children approach to fertility estimation can be utilized for estimation from
different data sets fertility rates in the overlapping period so as to obtain reliable fertility
levels and trends. Therefore, fertility estimates by the own-children method from one
consus or survey alone should not be regarded as accurate.

Such careful consideration is applicable to the fertility estimates for Fiji presented in
this paper. Although the FFS estimates by the own-children method exhibit a declining
trend for both Fijians and Indians, the validation of these estimates needs further detailed
work. In any case, the estimates are preliniinary, and have been presented here in the
hope of providing stimulating discussion material for this Workshop.
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SOME PROBLEMS IN THE MEASUREMENT AND ANALYSIS OF
FERTILITY PREFERENCES FROM WFS FIRST COUNTRY REPORTS

Louise Kantrow*

A. INTRODUCTION

Levels, paiterns and trends ot fertility are influenced by a variety of factors, many of
which are intricately interrelated. Reliable information on these factors has rarely been
avgilable for developing countries. Consequently, little is known of the ways in which
reproductive behaviour in these countries is affected by social, cultural and demographic
factors or by the unique structure of their interrelationship. The World Fertility Survey
provides the first opportunity to determine levels of fertility and analysc the factors
affecting fertility and fertility preferences of married women in several developing
countries. The first country reports are first stage analyses prepared by the national
survey staffs according to guidelines provided by WFS as to the statistical tables which
should be prepared.' The core questionnairc® was designed for usc in interviewing ever-
married women in the childbearing years residing in houscholds. It contains seven
sections, including a detailed maternity history, marriage history and segments on
contraceptive knowledge and use and fertility preferences. From the pregnancy history,
information was obtained on the date, sex and survival status of each birth for each
woman interviewed. Data from the first eight published reports are analysed here with a
view to throwing light upon problemns encountered in the measurement and analysis of
{ertility preferences from the WES first country reports. The countries for which data are
included in the present study are: Fiji, Malaysia, Nepal, Pakistan, Republic of Korea,
Thailand, and, outside the ESCAP region, Colombia and the Dominican Republic.?

B.  FERTILITY PREFERENCES AND DESIRED FAMILY SIZE

Since the early 1960s, there has been considerable research interest in fertility
preferences in relation to knowledge and use of contraception among women in
developing countries, because of the assumed usefulness of such information to those
concerned with altering rates of population growth by reducing fertility. It is believed by

1 ‘Guidelines for Country Report No. 1°, Basic Documentation, World Fertility Survey (London,
1977).

2 *Core Questionnaires’, Basic Documentation, World Fertility Survey (London, 1975),

3 World Fertility Survey, Fiji Fertility Survey 1974, rincipal Report (Suva, Bureau of Statistics,
1976); The Survey of Fertility in Thailand: Country Report, vols. T and 11 (Bangkok, Institute of
Population Studies, Chulalongkorn University and Population Survey Division, National Statistieal
Office, 1977); Nepal Fertility Survey 1976, First Report (Kathmandu, His Majesty’s Government,
Health Ministry, Nepal Family Planning and Materral Child Health Project, 1977); The Republic of
Korea National Fertility Survey 1974, First Country Report (Seoul, Korean Institute for Family Plan-
ning, 19773 Malaysian Fertility and eoaily Survey-1974, First Country Report (Kuala Lumpur,
National Family Planning Board, 1977); Pakistan Fertility Survey, First Report (Lahore, Population
Planning Council of Pakistan, 1976); fncuesta Nacional de Fecundidad-Informe General (Santo
Domingo, Consejo Nacional de Poblacion y Familia, 1976); Encuesta National de Fecundidad de
Colombia, 1976, Resultades Generales (Boguta, Instituto Internacional de Estadistics, 1977).

* The author is a staffmember of the Population Division, United Nations, New York.
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many of those who advocate family planning that, based on findings of fertility surveys,
family size desires in developing countries are low. In their view, motivational problems
are minimal and population growth could be reduced by preventing the pregnan. ics
which respondents claim were unwanted. Others maintain that family size desires are still
high in most developing  countries. Although this group also favours providing
contraceptive services, it is argued that family size desires are resistant to change and can
be reduced only through basic change in social and economic institutions which provide
prenatal support.”

Considerable effort has been devoted to the measurement of fertility preferences of
women from sample surveys, the goal being to gain knowledge of women's attitudes
toward future childbearing, desired comp! :ted family size and use of contraception, The
underlying assumption was that expressed attitudes on any of these variables relating to
future childbearing would determine actual behaviour. However, with few exceptions, the
record has not supported this assumption.” Instead, most research relating fertility
attitudes to behaviour has shown that attitudes make little contribution to the deter-
mination of behaviour. Although cohort studies and analyses of agprepate data suggest a
strong relation between measures of desired family size and fertility in the developed
world, responses of individuals are poor indicators of subsequent actual tertility, Many
researchers have begun to question the predictive value of statements regarding future
childbearing and question whether such responses have any meaning at all.”

In response, an important methodological issue has emerged surrounding the reliability
of the measurement instrument.” There are various dimensions (o this issue and cach has
important tmplications. First, do the attitude questions elicit a consistem response at a
single testing, or in a testeretest situation” With data from Fhailand, Knodel and Plampit
have shown that test-retest refiability of many survey variables 'is so low that is should be
considered a matter of great concern, not only in interpreting resulls of past surveys, but
in planning future ones’.” And second, is it possible to gauge levels of intensity for any
given attitude? Finally, what tactors account for the gap between an expressed attitude
and subsequent behaviour which is seeminely inconsistent from the rescarcher's vantage?

Fertility preferences are measured by two sets of questions in the WES surveys. One
concerns the desire for more children, the other concerns the total number of children
desired. Particular attention is frequently focused on the group of women who reported

4 Measures, Policies and Prowramnres Atiectine Fertilioe, with Particular Ko torence 1o National
Familv Plansine Peogrgnmres (United Nations publication, Siles No. 172X, pp. 1-16.

SR Freedman, AL Hermalin and MO Chang, *Do Statements Abonut Desired Family Size Predict
Fertline?, 1975,

6 See NOBL Ryder and C1 Westolt, *Relationships Amont Intended. | spected, Desited, and Tdeal
Family Size: United States 19657, in Lopedation Research (Center tor Popalation Research, National
Institute of Child Health and Human Development, Department o Healtiv, ducation and Weltare,
1969 and P M. Hawser, Family Plan: ing and Population progrions’, Demograplie, 4:397 1967,

7 Lolagene Coombs, How Many Children do Couples Really Want™ Family Plennine Perspectives,
Vol 16, No. 5. September/Octaber 1978, pp. 303-308: Paul D, Werner, Tmplications of Attitude-
behaviour Studies for Population Rescarch and Action®, Suecdics in Fumily Plennine, Vol B, No. 1),
pp. 294-299,

8 1 Knodel and S, Pampiti, "Response Reiiability in g Longitudinal Survey in Thaland®, Stedics in
Familv Plauning . Nol 81977, pp. 63465,
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that they did not want more children. This is an important group of women because they
are presumably potential candidates for family planning. It has been reported that results
from the WFS surveys support the view that there is a large unmet need for family
planning services based on the evidence that a large proportion of respondents report
having more children thatn they want and a high proportion want to cease childbearing.’
There are at least two issues to be considered concerning the question of wanting more
children. How has the group reporting they want no more children been defined, and
does the proportion of women reporting they do not want more children accurately
reflect a desire or intent to cease childbearing? In addition, how meaningful is the
question on desire for more children? Previous investigations into this area have shown
that inconsistencies in results from the same data set cast doubt on the meaning of the
responses of women to questions of the desire for more children.'”

Regarding the first issue of defining the group of women who want no more children, in
the fertility regulation section of the core questionnaire women were asked if they would
like to have another child sometime. In this section a filtering procedure was employed so
that certain groups of women were not asked the question on the desire tor more
children. Specifically, wonien who had been sterilized, or whose husbands has been
sterilized for medical or contraceptive reasons, were not asked the guestion, but were
assumed to have responded negatively to it. Also, women who subjectively felt they were
infecund (for unspecitied reasons) and women who were not currently married were not
asked about their desire for more children. Thus the questionnaire omits the group of
women who might desire more children but for whom it would be ditficult or impossible.

The percentage of currently married, fecund women who do not want more children by
number of living children as reported in the first country reports is given in table 1. There
is no doubt that the desire to cease childbearing as presented liere is surprisingly high,
ranging from 39 per cent in Nepal to 72 per cent in the Republic of Korea. A majority of
the women with four living children in all countries report they do not want any more.
However, the range is substantial, from 32 per cent in Malaysia to 92 per cent in the
Republic of Korea.

The background characteristics of these women (presented in tables 2 and 3) also
indicate that high proportions of women with no education and with rural backgrounds
report wanting no more children. However, at this stage of analysis it is impossible to
determine the extent to which these results are an artifact of the different demographic
characteristies of the women who did not want more children. In Fiji, Malaysia, Nepal,
Pakistan, Thailand and the Dominican Republic more than 65 per cent of the women
who have been married 0-9 years wanted more children, while more than 65 per cent of
those married 20 years of more did not want more children (table 4),

In addition, an upward bias results from the manner in which currently pregnant
women were processed, Because currently pregnant women were treated as if they had

9 LJ. Cho, *Fertility Preterences in Five Asian Countries’, Znternational Fantily Planning Perspectives
and Digest, (1), Spring 1978,

10 See V. Prachuabmoh and J. Knodel, *Ideal Fanily Size in Thailand: Are the Responses Meaning-
fal?, Demography, 10(4), November 1973, pp. 019637: and J, Stoeckel and M.A. Choudhury,
Pertility, Infunt Mortality and Familv Planning in Rural Banoladesh (Bangladesh, Oxtord University
Press, 1973).
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already achieved the next parity, the desire to cease childbearing is exaggerated, especially
for women with 0-3 children, where the largest proportion of currently pregnant women
are located. The procedure of mixing currently pregnant women (Parity X-1) with women
who already have X number of living children (Parity X) assumes there will be no
spontancous or induced abortions, or still-births among those currently pregnant women,
In addition, among currently pregnant woinen who experience either foetal loss or an
infant death, a certain proportion would want to replace that loss and countinue chiid-
bearing. Although infant mortality has been declining in these countries, it should not be
ignored. In considering the desire for more children amony the currently pregnant
women, it may have been just as logical not to ask these woren the question directly (as
with the sterilized women) but to assunie a positive response,

The second issue concerns the ability to measure a desire or intent to cease childbearing
from responses to the question ‘do you want any more children?’. Doubt in this area
stems from several sources. There is evidence which indicates that the questoon on future
childbearing intentions was not casily or univer illy understood. In a critical review of the
Fiji survey, it was noted that the most frequent problems of comprehension oceurred
around the questions of desires, intentions and opinions regarding the last and future
pregnancies. In particular, problems relating to time reterence were most numerous,
Questions which contained the phrase *before your last pregnancy’ were too abstract for
respondents to grasp. There was confusion between the past and the future, and
respondents tended to think in terms of their current preference and found it difficult to
relate their feelings in the past.'!

Similar problems of time references were noticed with the question on desire for
children in the future. Frequently it was found that women who responded negatively to
this question interpreted the question to mean the near future, and with probing it was
sevealed that many women did want more children.'”

Beyond the issue of comprehension of the question, there is the issue of the
relationship between a woman's desire to have no more children and her actually having a
strong inclination or ability to act upon this desire. Docs (he question on the desire for no
more children measure an intent to cease childbearing? A major deficiency of the
question regarding future childbearing desires is the failure to obtain any measure of the
intensity of the opinion or attitude. It may be that the wife's desire for no additional
children is not equal to that of her husband or some other significant family member and
if the woman occupies an inferior position within the family there will be little connexion
between desive and future behaviour.,

Some doubt concerning the meaningfulitess of the question on future childb aring
intentions arises from the fact that responses (o other sets of questions from the core
questionnaire are inconsistent with the response to the question on future childbearing
desires. In all of the WES first country reports it ¢ reported that fairly high proportions

FLOMAL Salub and others, The Fini Fertility: Survey: A Critical Commentary, Occasional Papers,
Warld Fertility Survey (London, 1975), p. 45.

12 See Helen Ware, Language Problems in Demographic Field Work in Africa: The Case of the
Cameroon Fertility Survey, Scientific Reports, World Fertility Survey (London., 1977),
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Table |

Proportion of Currently Married Women Who Do Not Want Any More Children, by Number of Living Children (Includir~ Any Current Pregnancy)

Number

Republic ot

Dominica

n
of Fap Korea Malay s Nepal Pakivtan Thaland Colombia Republic
living Per- Per- Per- Per- Per- Per- Per- Per-
children centagedh N centaged 5 centaged A centape A Ceniage ) centaged A centage? A centage N
0 2.0 32° 12.8 168 04 254 1.3 93N 2. 386 4 16§ 9.0 139 3l 129
1 6.7 641 13.0 6346 3.5 Tus 32 ANy R 656 15.9 538 19.0 404 10.5 258
2 340 6d5 65.6 s8] 21.4 K33 234 K87 RURK 644 456 220 52,0 478 333 249
3 485 660 §5.% 942 31.1 alh 9.4 T9v 480 646 64.1 398 65.0 420 540 211
4 66.6 542 92.0 s00 S1.9 638 8.0 RhY 69,0 S60 L3 294 79.0 309 61.6 151
5 8.6 1342 95.3 18 TH.3 1,675 66,3 k) Taae S1d 90,3 238 75.0 287 721 458¢
6 . .. 6.2 262 So.8 Tus i) 432 9]0 178 350 198 .. ‘e
7 .. . 9.1 113 . 55.0 B ssid ep 120 930 161 ...
8 e . 100.0 41 . . S8 45 039 52 59,0 101 . A
9ormore ... 100.0 17 929 14 S 95.6 73 90.0 203
Total 49.5 4.160 716 4,385 42.7 4921 290 4,885 49.0 4618 6.9 2,606 61.0 2,667 44.7 1,456

Sources World Fertility Survey, Firi Ferdlicy Suney 1974, Principal Report. table G 1, p. 3
Melaysicn Fertiiity and Family Survey - 1974, First Country Report, table 3.1.1.,

p. 145 Dominican Reputlic, Encuesta Nectonal de Fecundidzd - Informe Genersl, table 3.1,

a
b
c
d

Data not availsble.

Fecund women only.
Includes sterilization,

Keters to § children or more.
Refers to 7 children or more,

s The Republic of Korcs National Fertiiity Surves . 1974, First Country Report, 1able 3.1.1.. p. 307;
P A-L2N Nepal Fertdity Suncey 1978, Firse Reporr. tuble 3.1.1.
table 3.1.1., p. A-H-34: The Survev of Fertility in Thailand Country Report, Vol 1L table 3L1AL p. 136 Fucuesta Nacional de Fecundided de Colombia 1975, Re

L.p. 282,

. p. 136: Pakistan Fertility Survey, First Report,
sultados Generales, table 3.1.1.,
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Table 3 Proportion of Currently Married Women Who Do Not Wan1 to Have More Children, by Type of Place of Residence

Tipe of Republic of Dominizan
Resi- biji Korea Malaysig Nepul Pakistan Thailand Colombia Repubtic
dence Per- Per- Per- Pe:- Per- Per- Per- Per-

ccm.ugc""' N centaged Y centage? AY centage A centage AY centage N centage? Y centage AN
Urbun 836 1487 T1.0 2337 18.9 763 - - 4.0 1.212 44.8 348 60.0 1.672 38.5 659
Rural 473 2,656 723 2.048 1.6 4.156 . . 47.0 3406 58.9 2,257 64.0 994 49.8 797
Total 19.5 4.160 1.6 4,388 427 4.921 . - 49.0 4618 57.0 2.608 61.0 26670 447 1,456

Sources World Fertitity Sunvey, Fir fertility Survey 1974, Principel Report, table G 3 p. 3320 The Republic of Korea Nationcl Pertility Surves 1974, First Country Report, tabie 3.1.38. p. T-310:
Malaysisn Fertility gird Pamiily Sunvey 1974, First Country Report. table 3.1.3C, p. A-192: Pakistan Fertility Survey, First Report, table 3.1.3, p. AL-35: The Sunvey of Fert"ity in Thailand: Country
Reporr, vol. 11, table L1.2B, j. 163, Encuesta Nacioral de Fecundidad de Colombiz 1976, Resultados Genergles, table 3.1.3B, p. 147 Dominican Republic, Fncueste Nacional de Fecundidad ~

Infonne General, tab + 3.1.3C p, 259,

.. Data notavuilable in this report.
a Refers to *fecund’ women.
b Includes sterilized females.
Total includes | woman who Jid not mention her type of residence.
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Table 4 Percentzge of Currently Married W

omen Who Do Not Want to Have More Children, by Duration of Marriage

Duration Republic of Dominican

of Liji Korea Malavsia Nepal Pakistan Thailand Colombiz Republic
Marriage Per- Per- Per- Per- Per- Per- b Per- b Per- "

ccnlapc"h N ccnlu;ch A) ccmugch AY ccmagch N centage N centage N centage hY centage N

Less than
10 years 244 1912 50.2 2,169 16.6 2.224 8.4 2169 16.0 1.817 35.0 1.342 42.0 1.263 28.9 724
1C-19 years 61.7 1416 90.1 1,461 57.0 1.550 36.9 1.766 57.0 1444 76.3 826 76.0 887 584 445
20 vears
or more 86.4 8§32 97.5 75§ 743 1142 64.2 953 H5.0 1,357 87.8 136 82.4 51 63.4 287
Total 49.5 4.160 71.6 4.385 42.7 4916 29.6 4,888 49.0 4,618 57.0 2.604 61.0 2,667 427 1.456

Sources: World 1 ertility Survey, Pt Fertility Survev 1974, Principal Report, 1able G

Malavsizn Fertilitv and Family Sunex 1974, Firsr Country Report, wble 3.1.2, p,

312, p. AML34: Table Survey of Fertility in Thadand Country R

Dominican Republic, £ncuesie Nacioncl de Fecundidad -

a Includes sterilized females.
b Refers to *fecund” women,

A 183
cport, vol I1 twable 31,18,
Informe General, table 3,12, p. 253,

p. 157 Lncueste Nacional de Fecundided de Colr

339: The Republic of Korea National Fertiliry Survev 19
Nepal Fertility Survev 1976, First Repori, wable 3.1.2, p. 136: Pakistan Fertility Survev, First Report, table
ombia 1976, Resultados Generales, table 3.1.2.p. 145:

™. First Country Report. table 3.1.2, p. 7-307;


http:abl,3.12
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Table 5 Percentage of Currently Married Fecund Women Who Do Not Want More Children, Ever Married W

Contraception, and Currently Married Women Currcently Using Any Mcthod of Contraception

omen Who Know Any Method of

Republic of
Fiji Korea Malavsia Nepal Pakistan

Thailand

Dominican
Colombia Republic

Percentage of Currently Married
Women Who Do Not Want Any More
Children 49.5 71.6 42.7 29.6 49.0

Percentage of Ever Marricd
Women Who Know Any Mecthod
of Contraception 99.8 97.0 90.0 21.3 75.0

Percentage of Currently Married

Women Currently Using Any
Method of Contraception 56.2 45.7 38.0 2.9 6.0

56.9

96.1

37.0

61.0 44.7

95.8 97.3

52.0 38.4




06

Table 6 Mcan Number of Children Desired by Currently Married Women, by Number of Living Children (Including Any Current Pregnancy)

Number of Republic of Dominican
Living Fiji Korca Malavsia Nepal Pakiste - Thailand Colombia Republic
Children Y hY X N by N X N X N X N X hY X N
0 2.6 318 2.6 204 37 303 35 1,009 39 571 3.0 198 2.6 165 3.6 146
1 2.7 614 2.6 684 3.7 761 3.6 1,027 3.9 673 28 362 2.8 418 35 269
2 3.0 607 2.8 933 3.8 908 3.6 958 4.0 632 3.2 610 32 491 3.8 276
3 3.6 621 3.1 1.010 4.2 899 3.9 §76 4.1 632 3.6 529 38 436 4.3 262
4 4.2 510 R 926 4.6 724 4.4 688 4.3 544 4.0 432 4.3 325 5.0 198
5 6.1 1.299 39 1.244 4.9 2,152 5.1 915 4.6 1,472 4.6 1,050 3.5 972 6.2 613
Total 4.2 3969 3.2 5.001 4.4 5,747 4.0 5483 4.2 4,524 3.7 3.361 4.1 2.867 4.5 1,764

Sources: World Fertility Survey, Fiji Fertility Survey 1974, Principal Report, table G 26, p. 378; The Republic of Korea National Fertility Survey, 1974, First Country
Report, table 3.3.7B. p. T-342. Valavsian Ferility and Survev 1974, First Country Reporr, table 34.6C. p. A256: Nepal Fertilitys Survey 1976, First Report, table 3.4.4B,
p- 161 Pakistan Fertility Sun ey, First Repors, table 3.4.6. pp. A-N39, A-I-118: The Sun ev of Fertility in Thailand Country Report, vol. 11, table 3.4.58. p. 270: Encuesta
Naciondl de Fecundided de Colombia 1976, Resultades Generales, table 3.4.6A. p. 1690 Duminican Republic, Encuesta Nacional de Fecundidad - Informe General, table
3.4.6C.p. 311,
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Table 7 Mean Number of Children Desired by Currently Married Women, by Number of Living Children (Including Any Current PregnarLy)
And Type of Residence

Type of
Revidence Republic ot Dominican
Living it Korea Maulay i Nepal Pakistun Thailand Colombia Republic
Children X AY v \ RY AY RY AY Y A Ly \ X A X N
Urbun:
8] 2.5 1S 2.3 124 3.2 57 . . 3.5 147 2.7 39 2.7 122 3.8 81
1 2.6 244 2.4 433 3.2 157 . 37 165 2.7 97 2.7 293 3z 148
2 2.8 228 2.7 624 3.3 183 . . 3.7 IS8 3 7 31 341 3.8 148
3 34 244 3.0 626 39 179 .. 3 149 o 77 3.6 296 4.3 147
4 1.0 194 33 458 4.0 96 . . 4.0 142 3.8 64 4.2 207 s 94
Sormore 3.9 397 25 354 4.4 270 .. 4.2 440 4.8 98 5.4 523 5.3 223
Total 3.9 1425 2.9 2621 3.8 932 e A 3.9 1.201 3.4 472 3.9 1.782 EX) 541
Rural:
0 2.6 198 2.9 80 3.8 246 . v 4.1 424 3.0 159 2.6 43 3.4 65
1 2.8 367 2.9 249 38 604 e P 3.9 508 2.8 65 2.9 124 3.5 121
2 3.1 373 3.0 309 1.0 725 N Cee 1.1 174 3.2 S13 3.4 150 3.8 128
3 3.7 37 33 354 1.4 720 . . 4.2 483 2.6 452 4.0 140 4.4 115
4 4.3 213 7 48 4.7 628 .. 1.4 <02 4.1 368 4.5 118 4.9 104
5 or more 6.2 901§ 4.0 890 5.0 1.882 . e 4.8 1.032 4.6 932 5.7 349 6.6 390
Total 4.3 2528 3.6 2,380 4.8 1,805 cen .. 4.3 3323 3.7 2,889 4.5 1,024 s.1 923

Sources: World Fertiity Survey, Fiji Fertility Survey 1974, Principal Report, table G 26, p. 378 The Republic of Korec National Fertility Survey 1974, First Country
Reporr, table 3.3.7B. p. T 332 Valavsion Pertility and Femily Suricy 1974, First Counzry Repor:, table 3.4.6C. p. A 256: Pakisten Iertilicy Survey, First Report, table
3460 pp. A9, ANNLS: The Survev of Terridity in Thaiand: Country Reporr, vol. 11, table 3.4.5B, p. 270, Encueste Nacional de Fecundidad de Colombia 1976,
Resultados Generales, op. cit.. table 3.4.6A, p. 169: Domincan Republic. Kncuesta Nacional de Fecundidad ~ fnforme Generel, table 3.4.6C, p. 311

e Data are not available in the report.
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Table 8 Mean Number of Children Desired by Currently Married Women, by Number of Living Children (Including Any Current Pregnancy) and Level

of Education
Level of Republic of Colombia Dominican
Education/ Fiji Korea Malaysia Nepal Pakistan Thailand Republic
Living B B
Children X N X N X N ¥ N X N g Ry ¥ A x N
No Education:
0 2.6 31 3 20 4.1 75 35 958 4.0 501 28 27 24 20 6.4 7
1 2.6 62 33 29 1.0 125 3.6 964 1.0 572 3.0 51 3.3 40 3.7 15
2 2.9 78 34 66 4.1 187 3.6 906 4.1 550 3.6 65 33 79 4.0 14
3 3.4 85 3.2 123 4.4 250 3.9 837 4.2 561 3.8 89 4.4 71 3.7 19
4 4.2 92 3.7 213 1.7 240 4.4 665 4.3 496 4.n 86 4.5 56 5.6 16
5 ot more 6.2 39 4.1 514 5.1 1.064 5.1 898 4.7 1.349 4. 261 6.0 294 6.6 55
Total 4.8 739 38 965 4.7 1.941 4.0 4,218 43 4,029 3.1 579 4.9 5605 5.4 126
Primary:
0 2.7 35 IR 86 3.7 150 3.1 57 3.3 41 3.0 138 2.6 59 3.4 115
1 2.9 148 2.7 304 3.7 389 31 52 3.4 62 2.8 438 2.7 238 3.5 211
2 3.0 173 2.9 434 3.9 1466 32 42 3.6 51 31 476 3.2 270 3.8 221
3 3.6 225 3.2 545 4.2 492 3.6 35 3.7 43 3.6 408 .6 263 4.4 208
4 4.2 193 3.4 542 4.6 410 43 20 3.8 32 4.1 317 4.2 220 4.9 168
5 or more 6.1 604 3.8 625 4.8 948 4.9 23 4.0 80 4.6 750 §.5 582 6.1 538
Total 4.5 1,428 3.3 2,336 4.3 2,855 3.5 229 3.7 300 3.7 2,524 4.1 1,062 4.8 1,461
Primary and Beyond
2.5 202 2.3 98 3.1 69 . e 3.4 29 2.9 34 2.7 56 3.9 24
1 2.7 404 2.4 351 3.3 224 ces - 3.z 3 2.7 78 2.7 139 33 ~3
2 3.0 356 2.6 433 3.4 218 3.0 31 31 67 31 141 3.7 41
3 3.5 3N 3.0 342 39 118 i een 3.0 28 2.9 32 3.6 100 3.9 35
4 4.1 238 3.2 169 3.9 51 N cee 3.5 16 34 28 4.1 48 49 14
5 or more 5.9 304 3.3 98 4.3 59 ee - 35 43 4.7 20 4.6 95 5.8 20
Total 3.6 1.802 2.7 1.491 3.6 739 2.89 18 3.2 186 3.1 259 34 579 4.0 177

Sources: World | entility Surves . Fiji Fertility Survey 1974, Principal Reporr, wble G, 26. p. 378: The Republic of Korea National Fertility Survey 1974, First Country Report,
table 3.3.7A, p. T 330; Maluysian Fertility and Femily Survey 1974, First Country Reporr, table 3.4.6A, p. A 250; Nepal Fertility Survey 1976, Lirst Reporr, table 3.4.6A. p. 164
Pakistan Fertilicy Survey. First Reporr, tsble 3.4.6. Pp. A-NACCALLS: The Survey of Fertdity in Thailand Country Report, vol. 11, table 3.4.5A, p. 267: Encucsta Nacional Jde
Fecundidad de Colombia 1976, Resultedos Generales, table 3.3.6A, p. 171: Dominican Republic, Encuesta Nacional de Fecundidad - Informe General, table 3.4.6A. p. 307.

L. Data are not available in the report.
a Figures for the total are not shown because trequencies are less than 20 observations.



of women want no more children, and high proportions report knowledge of some
method of contraception. This, however, does not coincide with the low proportions of
current contreaceptive use as shown in table 5. It is possible that the desire for no
additional children is high and that the practice o family planning is low if, for example,
the wife’s desire is not equal to her husband’s. again, there appears to be a large gap
between expressed desires and behaviour.

In the WEFS questionnaire, fertility preferences were also probed with another question.
All currently marricd women were asked the question: ‘If you could choose exactly the
number of children to have in your whole life, how many children would that be? The
results to this question, according to number of living children, wife’s level of education
and urban-rural residence, are given in tables 6-8. In cvery country desired family size
increases with number of living children. In part, this might reflect a decline in family size
preferences, and to some extent it might reflect a bias that achieved fertility influences
desired family size. If younger women, who are in the early stages of the reproductive
career, express a desired family size which is less than that expressed by women at the
end of their reproductive careers, this could be supporting evidence that fertility norms
are declining. llowever, it could also be the case that women with large families may
rationalize unwanted fertility. Inquiry to estimate the impact of rationalization of stated
desired family size has been limited. However, using data from Thailand, Knodel and
Prachuabmoh'® suggest that if rationalization of the existing number of children is a
factor influencing the choice of the desired number, then the probability of giving a
particular number as the desired family size should be greater for women with that
particular number of living chiliren than for women with either more or less than that
number. The authors calculate and compare these two sets of probabilities and conclude
that the differences in probabilitics by parity are not large. Only among women with four
or more children is there some substantial difference. Yet even for tliese women, the
authors believe that rationalization cannot account for more than one fourth of their
responses. Knodel and Prachuabmoh suggest that rationalization has an even weaker
effect on the family size desires of women with higher parities * . . . perhaps it is more
difficult for women who exceed their “true” preference by a large number of children to
rationalize their entire current family size than for women who have only one or two
more than they might otherwise want’.'* As can be seen from table 6, with the exception
of the Republic of Korea, women with 0-4 living children consistently report an average
desired family size which exceeds achieved family size.

Desired family size for all currently married women (table 6) ranges from a low of 3.2
in the Republic of Korea to 4.8 in the Dominizan Republic. In [Fiji, Malaysia, Nepal,
Pakistan, Colombia and the Dominican Republic, currently married women desire an
average of 4 or more children.

When desired family size by number of living children and background variables is
presented praphically (see figure below) it becomes apparent that, except for the

13 ], Knodel and V, Prachuabmoh, ‘Desired Family Size in Thailand: Are the Responses Meaning-
tul', Demography, Vol. 10, No. 4, pp. 619-637.
14 Ihid., pp. 629-630.
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Republic of Korea and Thailand, there are few categories of women for whont achieved
fertility has surpassed fertility desires. The diagonal indicates the state where actual
family size equals desired family size; women above the diagonal have not reached desired
parity, women below have surpassed that level. In the Republic of Korea, where the
fertility decline has been most pronounced, desired family size is also lowest regardless of
number of living children, Fertility has shown little decline in Pakistan and Nepa! and, in
these ceuntries, desired tamily size is high and ditferences associa. d with number of
living children are small. In other words, women who are beginning their reproductive
carcers in Nepal and Pakistan desire almost as many children as women who have already
has five or more. A similar, but less pronounced pattern exists in Malaysia, where the
crude birth rate has declined by 26 per cent since 1963,

One pattern that exists for all countries, regardless of the average desired family size, is
that the fertility preferences of childless wonien or those with one living child ~+2 almost
identical. With the exception of Nepal and Pakistan, larger differences in fertility
preferences begin to emerge for women who have two, three and four living children., This
is another indication that fertility preferences are altered as women proceed through their
reproductive careers.

Even though a higher proportion ot rural than urban woman report not wanting mor 2
children, from table 7 it can be seen that the number of children desired by rural wonien
still exceeds that desired by urban women. Also, in every country except Thatland there
is an inverse relation between family size and level of education (table 8).

In addition to information from the direct question on the desire for more children, it
is possible to measure the desired to cease child bearing indirectly by using the question on
total number of children desired. A comparison of these two neasires reveals large
differences, especially among women in the early stages of their reproductive careers. The
resulls of responses to this question classified by number of living children for the
Republic of Korea are presented in table 9. From the first country reports, it was possible
to present the following analysis for the Republic of Korea only. The women along the
diagonal have had exactly the number of children they desire, the women below the
diagonal have had more children than they desire and those above tne diagonal have not
yet reached their desired number. Presumably the women along and below the diagonal
are those who do not want more children: they are the women who have had ‘exactly the
number of children desired” and ‘more than the number of children desired’. When
measured this way, the proportion of all women who do not want more children in the
Republic of Korea is 61 per cent rather than 772 per cent. The difference in the two
measures ot the desire to cease childbearing is most pronounced for women with 0-3
living children. For women who have two living children, the proportion not wanting any
more, measured this way, is 38 per cent compared with 66 per cent. In contrast to the
unusually high proportion of zero-parity women who want no move children (12.5 per
cent), as caleulated from table 9, less than | per cent of these women have exactly the
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number of children they desire and 99.4 per cent have had fewer.

In developing countries, women who do not want more children constitute an
important group. Presumably, they may be candidates for family planning services.
Precisely because it is such a significant group, it becomes important to identify this
group accurately. From the above discussion it 1s clear that further investigation into the
meaning of fertility preferences from survey responses is necessary. There is ambiguity
concerning who the women are who want no more children; and more importantly, what
the relationship is between a stated desire to cease childbearing and future behaviour,
There had been insufficient attention focused on the issue of why women who may
express a desire Lo cease childbearing are not candidates for family planning services. Such
crucial determinants of future childbearing as husbands® attitudes, extended family or
peer pressure have yet to be assessed and included in the equation. Also, as noted carlier
there have been no attempts to measure the intensity of fertility preferences and hence
there will continue to exist a gap between express desire and behaviour.,

Table 9 Frequeney Distribution of Cureently Married Women According to Totad Number of
Children Desited by Number of Living Chilfren, Republic of Korea

Total number o Children Desired

Number of Proportion of

Living 0 / 2 J - A f 7 St Women Wanting No Total

children More Children
0 2 26 9 137 () I U | 0 0.6 353
1 2 22 308 291 47 27 2 0 0 34 699
2 2 10 38379 109 47 3 0 i RLAY 869
3 4 8 195 502 178 75 7 2 | 72.8 972
4 0 2 130 36 325 75 11 7 3 8Y.7 895
N 2 4 67 238 130 16l 12 2 4 97.1 620
6 0 2 20 102 128 71023 S 6 96.9 355
7 2 0 13 47 I8 51 2 2 | 99.4 156
8+ 1 0 4 19 19 29 3 1 6 97.6 82

Source: World Vertitity Survey: The Republic of Korea National Fertility Survey 1974, iirst
Country Repore, table 33,38, p, T 334,
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AN OVERVIEW OF MULTIVARIATE TECHNIQUES IN
THE ANALYSIS OF SURVEY DATA

K. Srinivasan*

A. INTRODUCTION

Multivariate analysis is the branch of statistics concerned with analysing multiple
measurements that have bren made on one or several samples of individuals. Specifically
it has come to be regarded as applicable to a situation involving two or more predictor
variables with one or more dependent variables. For example, in the World Fertility
Survey, information has been collected on different characteristics of households and
individual couples along with data on the fertility of the couples. It may be noted that
fertility of any woman depends on a number of factors, such as her fecundability, age at
marriage, marital duration, contraceptive practice, incidence of foetal loss, lactation
period, sex and survivorship of children already born. A multivariate analysis can be
applied in order to find out the contribution of different socio-econornic characteristics
on the fertility of a woman (say, defined as children ever born) after taking account of
biological variables. The simultaneous consideration of several predictor variables (also
mentioned in the literature as independent variables) for which data are available in their
relationships to a dependent variable is an important aspect of any multivariate analysis.

Sometimes it is desired to know how well all the variables taken together explain the
variation in the dependent variable. The criterion used is how closely a known function of
the predictor variables could predict the dependend variable. At other times, interest may
lic in examining the effect of a prediclor variable, separately, Lo study low it relates to
the dependent variable cither considering or ncglecting the effects of other predictor
variables. A criterion used generally is its contribution to reduction in the unexplained
variance or ‘error’. Leading from this one may wish to exclude from a given set of
predictor varjables, irrelevant variables or variables which have very little effect on the
dependent variable. Sometimes the researcher’s concern may be the question of deriving
optimuni predictive relations. Knowing that some variables do influence a dependent
variable, the issue may be raised as to what type of functional form would best predict
the dependent variable, Incidentally, it may also be of interest to know whether the
ability to predict under any analysis scheme is significantly better than chance. Tests of
significance (/, ) are the usual criteria. Thus some of the major questions at which
multivariate analytic techniques are directed are the following,

Given information on a set ‘%’ predictor varjables (say socio-cconomic and biological
variables) x,, x,... Xp and a dependent variable (say cumulative fertility) Y on ‘A"

individuals:

* Director, International Institute for Population Studies, Bombay,

100



a) How well do the ‘p’ predictor variables predict fertility? What proportion of the
variation of °y” can be explained by a knowledge of the ‘p’ variables?

b) What is the ‘best’ functional Jorm of the predictor variables to estimate the
dependent variable?

¢) Are there ‘irrelevant’ or ‘redundant’ variables among the predictor variables which
can be safely omitted without altering the predictive capability of the remaining
variables?

d).Are there any predictable ‘path’ or *paths’ of influence among the predictor variables
leading to the dependent variable?

¢) What is the effect of each variable on the dependent variable after either ignoring
the other predictor variables or controlling their effect?

f) Are there any underlying tactors ot causation discernible in the set of predictor
variables?

Answers to such questions, though not always fully satisfactory, can be obtained by
multivariate analysis.

The choice of technique is to a large extent determined by the scale of nieasurement of
the available data. For example, assuming that data are available in three types of scale
— ‘nominal’ scale (yes or no categories, sex and religion of the respondent): ‘ordinal’ scale
(education of the respondent classified as Primary, Secondary, Iigh); and ‘interval’ scale
(continuous variables, such as age) — many combinations of data based on scale of
measurement are possible and each combination has its own appropriate statistical
methods of analysis. Censidering that in any one sitaation all predictor variables are all
measured in one scale (which is not likely to be the case in an actual survey), the
following nine combinations of data are possible,

Scale of Measureiment of Dependent Variable

Nominal Ordinal Interval
Scale of Nominal I I 111
Measureinent of Ordinal 1A% \Y% VI
Predictor Variables Interval VII VIII IX

The multivariate techniques developed originally and refined gradually over time are for
data measured on a continuous scale for the dependent and predictor variables
(category IX above), and in the past few years extended and adapted to the cases of
dependent vatiables measured on a continuous scale and the predictor variables measured
on a nominal or ordinal scale (categories 1II and VI above). A major problem in the
handling of data on a nominal or ordinal scale is the interaction effects ameng the
predictor variables. By ‘interaction”’ between t . variables, X, X, is meant that the effect
of x; on the dependent variable v, depends on t.. level of x: for example, the effect of
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‘religion’ on fertility may depend on the level ot education, and in such a case it is said
that there is an i.iteraction between religion and education. This problem of interaction is
one of the most difficult to handle in any multivariate analysis and is also usually
encountered in the anaiysis of survey data.

B. METHODS OF ANALYSIS

In any situation where a multivariate problem is encountered, the method of analysis
should proceed from simple to complex in an orderly manner. The simple methods
include computation of the mean (and, if needed, variances) of the dependent variable in
a series of twn-way tabulations, classified by each of the predictor variables. Does the
mean number of children born differ by religion, education of women etc.? Usually such
simple two-way iabulations of dat: give good insight into the interrelationships among
variables, whicli can later be tested by more rigorous statistical techniques. A unique
advantage of such analysis is that it can be done irrespective of the scale of measurement
of data and in many cases applications of more refined statistical techiniques call for
assumptions of the nature of the underlying distribution of variables and interactions
among variables which can hardly be tested.

Thus, construction and study of the data in a series of two-way tables is an essential
prer2quisite before proceeding with any complex multivariate analytic techniques.

For example, for a subsample of 135 womer. from a fertility survey conduected in Goa
in 1970, rive variables were of interest: number of children ever born (v); age of mother at
the time of survey (v,): duration of married life in years (x,); level of education (v;); and
religion (v,). While the dependent variable and the first two predictor variables are in
interval scale (or can be assumed continuous), education is given codes on an ordinal scale
and religion is coded on a nominal scale. In order to study the effect of education of
fertility, first a one-way cross-tabulation of mean fertility by education is prepared. This
table reveals that the mean number of children ever born (») for illiterates is 3.69; for
literates below Standatd 11, 3.15; for Standards 1V to X, 3.26; and for women with
education at matriculation level and abeve, 2.04. Thus women of matriculation standard
and above have clearly lower fertility than other educe*ion groups. Can this be due to the
possibility that such educated women are relatively younger than other women because
women’s education is a recent phenomenon: or because their marital duation is less than
other groups because edricated women marry later.

Again preliminary analysis reveals that women with matriculation and above qualifi-
cations have a mean age of 31.85, compared with a mean age of 30 for other groups of
women; giso they have a mean duration of marriage of 10.60, compared with 12.8 for
otk r groups. Thus it does not appear that the lower fertility of these groups can be
explained by these factors.




However, the sample considered is small, the total being 135 women, 28 of whom had
an attainment of matriculation level and above. In order to exclude the possibility of
differences being attributable to chance factors, and to assess the joint effects of
regressors on the dependent variable, more complex nultivariate analyses such as analysis
of variance and multiple regression are required.

In any such detailed statistical analysis, the analyst is as much interested in p(p + 1)/2
different co-variances, among the (p + 1) variates, i.e. the ‘p’ predictor variables and the
one dependent variable, as much as he or she is interested in (p + /) means and the
(p + 1) variances. In fact, the three types of statistics, namely, means, variances and
co-variances, are the basic parameters of the multivariate normal distribution assumed by
most multivariate techniques. In various text books on multivariate analysis the following
multivariate analysis techiniques have been listed.

a) Multiple regression analysis;

b) Path analysis;

¢) Analysis of variance (ANOVA);
d) Factor analysis;

e) Cluster analysis

A short description of each method is given in the sections below. Details can be found in
standard statistical text books, some of which are also referred to in each section.!

MULTIPLE REGRESSION ANALYSIS

As before, given measurements on a set x,, x,... xp, of predictor variables and one
dependent variable, y, all in interval scale for a grovp of N individuals, the problem of
multiple regression is to construct a linear fusiction.

y=ath xy thyx,+o. . b
having the property that the sum of squared errors
=00 =0 a-byxy-bixa ... -bp .\'I,)2

is as small as possible for the data on hand. More specifically, the problem is to determine
valuesofa, by b,. .. b, by using the least square method.

Historically, multiple regression analysis arose in the biological and behavioural sciences
around the turn of the century in the study of the natural co-variation of observed
characteristics of samples of subjects. Somewhat later, analysis of variance and analysis of
co-variance grew out of the analysis of agronomic data produced by the controlled
variation of tlie treatment conditions in manipulative experiments.

I .For example, a briet overview o these techniques and their application to survey data can be had
from Overall and Klett (1972), Harris (1975) and Kendall (1976).
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In a regression model it is assumed that there is a random error terin in the
measuremeni of the dependent variable » for each individuai, that they have mean zero
and are uncorrelated with the variables. It is also required that the predictor variables
themselves be uncorrelated with each other. In real situations, especially in fertility
analysis, this is not the case. For example, when education and income are taken as
predictors, it is found that these two variables are themselves intercorrelated. Further, as
pointed out several times by Kendall (1976) in demegraphic analysis, it is required to
regress y on a set ot variables vy, v, .. X where some of the x’s are in ‘nominal® or
‘ordinal’ scale. This problem has been solved partially by the use of dummy variables
through niultiple classification analysis (MCA) [Andrews er al. (1973)]. In fact it is
desirable to explore the relations among the s before entering on a regression analysis.
An examination of the individual correlations between pairs of variables may not be
sufficient but is an essential first step. One of the best methods is to compute the
co-variance or correlation matrix of the predictors 1nd to determine the constants known
as latent roots or eigen values of this matrix. Any zero cigen value will imply a linear
relation among some of the ¥’s and therefore a redundancy among them. A small cigen
value indicates multicollinearity among the x’s and warns that the » - coefficients or the
estimations of §’s cannot be considered 1o be individually reliable. However, even in such
a case the proportion of variance explained in the dependent wariable is measured by the
square of the multiple correlation coefficient, R

PATH ANALYSIS

Path analysis is also a standardized multiple regression analysis (using a standardized
form of dependent and predictor variables, with mean zero and unit variance) in which a
chain of relationships among the variables, arranged in an orderly manner, is examined
through a series of regression equations. Fundamental to such an anlysis is a path diagram
wherein the variables are arranged from left to right in such a manner that any variable is
influenced only by one or more of the variables appearing on its left and not by any of
the variables on its right. ‘The extreme variable appearing on the right will be the
dependent variable. Spe cification of a path diagram calls for a pood deal of understanding
of the substantive ficll of investigation and a conceptual model underlying the nature of
interrelationship among variables. The scheme of analysis provides for estimation of
direct and indirect ctforts between any two variables, or net and joint effects, which
might not be possible simple correlation analysis. The path ccefficient from variable v, to
Xj, denoted by Pji» is nothing but the regression coefficient of x; on x;, using a linear
regression of all v's supposed to be influencing x; and when all variables are used in
standard forms. The path coefficients are independent of the units of measurenient, and
j; measures the direct effect of v, on ;. The set of variables considered here may not be
exhaustive to describe the complete cause-effect system. However, it may be made a
closed system by introducing a dummy variable "X, at cach stage, so as to account for
the influence of unidentified variables, representing all other causcs not included in the
system. The dummy variable may be dropped if we are interested in the components of
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R? only, at each stage. [t may be mentioned that for most of the analysis in multiple
regression or path analysis, what is basically needed is variance co-variance or correlation
matrix.

As an illustration of path diagram, the illustration given by Kendall and O’Muirchear-
taigh (1977) is reproduced using the Fiji Fertility Survey Data. Let v = number of
children ever born; x|, = age in years; x5 = education in years; and x3 = age at marriage.

The empirical evidence suggests that x,, x; and x; are all related to fertility. The link
between x,; and x, expresses the fact that the younger the age cohort, the higher the
proportion educated. The link from x, to x; will hold if age at marriage has changed over
time. The link between x, and x; would suggest that education delays marriage either
directly or by changin, the alternatives available to the woman. The path model can be
algebraically described by the following equations:

Y =Ly x oy P x Al Xy F Py X

. —_ ) . . .
X3= Pyx g TPy +Py, N,

X

1)21 X + I)g‘. Xy

By applying the principle of least square for cach of the three regression equations, the
path coefficients (,;,l-’s) can be estimated, and the values thus estimated from the Fiji
Fertility Survey are given in the diagram.

Xy
0.95
X2 Fw
7
-032 - -0.05
: 0.71
7 4038
+ 0.62
X e y

105



The predictive model y is as

¥y = 0.62x; -0.05x, -0.28 x4
Py = direct effect of age = 0.62
Py Py = indirect effect of age through education = 0.02
Po; Py = indirect effect of age working through age at marriage = -0.03.
Po3 P33 Py = indirect effect of age working thrcugh education, in turn working titrough

age at marriage = 0.03

The four cffects add up to ro, = 0.64,

For a detailed descussion of path analysis, see Duncan (1966), Blalock, Jr. (1967),
Wright (1960) and Kendali and O’Muircheartaigh (1977).

ANALYSIS OF VARIANCE

Analysis of variance, as a statistical technique, was originaly developed in the analysis
and interpretation of data compiled from agricultural experiments. Randomness of the
cbservations and replication of experiments were considered essential in the application
of the techniques. However, in recent years the technique is also being extensively used in
disciplines in which experimental designs are not possible, such as social sciences. For
examnple, in the analysis of human fertility, rescarchers rely more heavily on data of a
non-experimental nature, observations made under dJifferent conditions as they occur,
and the basic assumption of randomness and replicability are not fully met in this case.
Even then the method is applied since the underlying principles are central to some of the
logic of methods like correlation and regression analysis. The assumptions made in the
analysis of variance are: (a) the populations from which the samples are drawn are
normally distributed (or at least similar in distribution); (b) the samples are randomly
drawn; (c) the observations in each sataple are independent (hence the test is not
appropriate for paired observations; and (d) common variance exists among the
populations from which the samples are drawn (this is also called homoscedasticity). For
some models of analysis of variance, the first assumption may be violated if the samples
are large, and also the fourth assumption, if the nmaber of cases in cach sample is the
same. But in general, if the assumptions are not clearly met, the ANOVA test will yield
false results. As mentioned in the section A above, the purpose of the analysis is to
partition the variance of the dependent variable into component units attributable to
each of the influencing variables. Details can be obtained from Harris (1975) and other
standard works by Anderson (1958).
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FACTOR ANALYSIS

It has been mentioned carlier that it is difficult to sort out the contribution of each
predictor variable under conditions of multicollinearity, where the predictor variables are
highly correlated among themselves. Analysis of variance is a method which is more
appropriate to data from experimental designs, especially when there are two or more
than two nominal scale variables with the dependent variable in the interval scale. In the
analysis of variance it is also possible to test for the exastence of interaction between
variables.

When there is interaction or multicollinearity, factor analysis can be used in order to
find out whether a number of predictor variables together can be considered as a measure
of an underlying common factor, the factor being a specified lincar combination of some
variables. All the ‘p” predictor variables can be reduced to a smaller number (say k) of
“factors’ (Z’s) which are independent among themselves and hence the regression equation
of v on Z’s instead of \'s becomes more meaningful and the regression cocfficients more
reliable. Factor analysis begins with the correlation matrix of the predictor variables and
attempts to explore the possibility that the phenomenon being studied could be
expressed in terms of a smaller number of underlying factors.

Thns the method of factor analysis involves deriving new factor variates as linear
transformations of the original correlated predictive variables (\\’s). Rather than deriving
the desired transformation from direct analysis of the originz! variables, it is compu-
tationally more cfficient tn derive the factor matrix as a simple transformation of the
matrix of intercorrelations among the original variables. Factors are conceived as primary
dimensions of individual differences. Desirable properties of a good factor <olution
(transformation) include (a) parsimony; (b) orthogonalny, or at least approximate
independence; and (¢) conceptual meaningful. 2ss. Those objectives are sought by
judicious choice of the transformation matrices.

There are several methods of extracting factors. The basic model of factor analysis may
be written as

2 - L2 2 2 2 2
YioTap Xy hapxy T ap, Xp ta;vita;e;

That is, the variance associated with any particular observation x;; is composed of
variance common to some of the other variables in the matrix, plus variance unique to the
varticular variable, plus error variance. The basic problem of factor analysis is to deter-
mine the coefficients a;y, a;2, a;y, of the common factors in the variance.

There are several methods of factor analysis discussed in literature. These include the
diagoral method, the centroid method, principal axes factor analysis, orthogonal-powered
vector factor anaiysis [for details, see Overall and Kleet (1972)].
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Factors so obtained can be used for regression analysis. The contribution of each factor
towards variation in the explained variible can casily be obtained,

CLUSTIER ANALYSIS

Cluster analysis may be used to determine which of the oredictor variables can be
clustered into groups, such that the variables within cacl. cluster have maximum inter-
correlatics and variables between two different clusters liave mininnun intercorrelations.,
When the variables are not correlated among themselves, each variable is a cluster unto
itself and also a factor by the factor analysis. Therc are various methods of cluster
analysis, but the method that seems most useful is called Tyron’s coefficient of belonging,
or the B-coefficient method. Since the objective is to find the variables that form groups
with maximum intercorrelation, the first group is formed with the two variables that
correlate highest. This group is then added to the variable that correlates the highest with
each of the first two, and then a fourth, and so on, until a point is reached where the
ncwest variabie added is not more highly correlated with the variables in the group than
with the remaining variables. This means that it does not belong to that group any more
but belongs to the group of other variables, This is what the B-coefficient measures. & is
defined as

B=100(0)
£

where G is the sum of correlations in a group, ng is the number of variables in the group,
T is the sum of the correlation of the variables in the group with all the remaining
variables, and n the number of remaining variables (np).

Cluster analysis, however, does not provide a method of uniquely detormining the
minimum number of factors tha; express a correlation matrix unless the variables are
factorily pure. But it can help demonstrate which variables could be grouped on the basis
of communality measured in terms of high correlations.

C. SUMMARY AND CONCLUSION

There have been, during the past three decades, remarkable developments in statistical
methods to deal with the anaiysis and interpretation of data arising out of multiple
observations on individuals chosen at random from a population. Each of these multi-
variate techniques, as they are called, has underlying it a host of assumptions mostly
regarding the nature of distribution of the characteristics in the population, correlations
among the variables, interaction with regard to their effects on a particular variable
designated as the dependent variable, and causal mechanisms underlying the interrelation-
ships. The assumptions vary not only by the method but also by the procedure of
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collection of data, by scientific experimentation, or observation of phenomena as they
occurred naturally, such as in sample surveys of population with regard to social,
economic and demographic variables, and also the scale of measurement of the variables.
All the analytic methods developed are relatively more valid for data collected through
experimental designs where the principles of randomization and replication fundamental
to most of the analytic methods could be preserved. The limitations in the generaliza-
bility of the findings obtained from these methods to data collected from sample surveys,
in social sciences, should be kept ecrstantly in mind and towards this purpose the other
lectures on specific methods deserve careful attention.
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MULTIPLE CLASSIFICATION ANALYSIS AND ITS APPLICATION
TO THE 1974 FIJI FERTILITY SURVEY

N. Ogawa*

A. INTRODUCTION

There is no doubt that human behaviour is of great complexity with numerous unknown
causal links, In most cases, it involves a simultancous reaction of an almost infinite num-
ber of variables. In oiher cases, it induces a causal chain of a set of many variables. Obvi-
ously, the present statc of knowledge of social sciences is still far from the stage where it
can account for the complex variations in human behaviour in any satisfactory and accu-
ratc manner. In contemporary social sciences, therefore, much effort is being directed to-
ward the clarification and, if possible, quantification of the complex causal links of the
variables operating in the phenomenon in question.

In order to facilitate such exploratory research, social scientists are conducting in their
own disciplines a number of modern sample surveys. These scientifically-designed surveys
generate a vast amount of data for a wide range of variables. The collected data, used for
multipurposes, ranges from mere reporting of descriptive statistics to more sophisticated
statistical analyses. Existing social science theory provides only a crude indication of
probable relationships of variables. This prevents analysts, first, from deducing specific
hypotheses fromn theory, and, second, from testing their validity on the basis of the data
gathered. For these veasons, analvsts most frequently work back and forth between
theory and data. A close examination of data may reveal observable regularities, which
suggest & new behavioural pattern to be used for simplifying or ‘mproving existing concep-
tual frameworks, These empirical regularities can be further extended, first, to the induc-
tion fo theoretical models, and then to deductive model-testing, In the inductive process,
relationships observed within the data may lend themselves to forming a set of proposi-
tions, consequently leading to the formulation of specific fuactional hypotheses relating
to a specific aspect of a social system. Then in the model-testing phase, these newly-
formed hypotheses are tested and verified in other data sets and their relationships within
a social system are statistically estimated. Repeated verification of the validity of these
hypntheses leads to the construction of more formal predictive models and subsequently
suggesi a new behavioural pattern to be used for simplifying or improving existing concep-
tional mechanism of the social system, and essentially the major objective of many con-
temporary research activities is to estimate statistically the linkages in the social system.

B. PROBLEMS RELATED TO SURVIEY DATA ANALYSIS
The statistical estimation is usually a two-step process: the selection of variab'es signifi-

* At time of writing, the author was @ member of the ESCAP secretariat. From January 1980 his
address will be: the Population Research Institute of Nikon University, Tokyo, Japan,
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cantly related to the hypotheses in question and the specification of functional relation-
ships of the appropriate variabies. Not many theories suggest a definite set of variables
with well-specified functional relationships. Because of this drawback, it is not an easy
task to choose one correct form.

In order to facilitate the following discussion, a sample survey model is expressed in a
simple functional notation:

Y =X, X, o, LX) +e,

Where 1) VY denotes a dependent variable which is either dichotomous or continous or
equal interval,

2) Xy, Xa.... X, arc a set of predictors which are as weak as nominal scales,
and

3) ¢ represents a stochastic (error or disturbance) term. Given this functional
specification, analysts attempt io compute coefficients of the predictors
which give the minimum value of the stochastic error term, thus maximizing
the predictabilitv of the estimated function.

It is important to note that the inclusion of a stochastic error term is rationalized by
three types of consideration. First, it represents the effect of all of the exluded variables,
It is virtually impossible to gather all the necessary data for an infinite number of factors
responsible for variations in Y. Sccondly, it capturce :npredictable, random elements in
human behaviour. It can be assumed that the random variable is conveniently grouped
into a set of the above-mentioned excludes variables, aithough an additional term for
randoniness can be technically incorporated. Thirdly, a disturbance term is included to
allow for all measurement errors. In order to avoid possible complications of analysis, it is
common practice to assume that the stochastic disturbance term has constant variance
with the mean equal to zero; and the various values of the disturbance term are indepen-
dent of each other. Given these constraints, if the function is incorrectly specified, dis-
turbance terms are excessively large or not random.

In the above, from the standpoint of research designs, we have discussed the problem of
functional form in the analysis of data in g2neral. Let us now consider technical difti-
culties relating to functional forms in terms of data gathered in modern surveys such as
the World Fertility Survey. As noted ecarlier, the primary objective of such large-scale
surveys lies in analyses of social situations in which numerous variables are interrelated in
a complex manner. Such intricate interactive links in human behaviour necessitate multi-
variate techniques. In sample survey models, however, an analysis of the joint effect of
X; upon Y by multivariate techniques encounters several vexing problems (Morgan and
Sonquist, 1963).
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One of the most common problems facing the analyst is that many of the data used as
predictors arc classifications rather than genuinely continuous variables with normal dis-
tributions. Even in the -ase of coniinous variables, if their effects are non-linear, class
intervals may be more appropriate,

Sccondly, large-scale survey data tend to contain measurement crrors in all the variables
included in the function. Multivariate techniques do not usually deal with the measure-
ment probiem in any explicit sense. For instance, no exploration into the size and distri-
bution of the errors is attempted in multivariate techniques.

Thirdly, modern sample surveys are, by and large, well designed on a scientific basis.
Complex sampling is conducted by the use of clustering and stratification techniques,
which violate the assumption of simple random sampling underlying conventional signifi-
cance lests. Strictly speaking, these complex samples prevent the analyst from applying
conventional significance tests to collected data, although such tests can still be useful if
the significance levels are not interpreted too literally.

The fourth difficulty in multivariate techniques in the analysis of survey data centres
around the problem of intercorrelations among predictors. Apparently, the principal
objective of multivariate techniques is the evaluation of the relative importance of pre-
dictors simultancously affecting cach other. Technically, this objective is fulfilled by
assessing one strategic variable while holding all others constant, However, higher degree
of intercorrelations make such assessments more difficult. It should also be noted that in
multivariate analyss, classificatory data is more likuy to present @ more serious multi-
collenearity problem than continuous variables.

The fifth point, somewhat more troublesome than the problems discussed so far, is
related to the problems of interaction effects. A salient example of interaction is provided
by the variables related to family lite<cycle, namely, age, marital status, age of children,
ete. (Kish and Lansing, 1957). In spite of their importance, interaction effects are one of
the most ncglected aspects of data analysis. Unfortunately, in most current survey
research data analyses, the analyst applies an additive cast squares procedures to his data
set, assuming no interaction effect. This statistical assumption con.-ibutes to a great
reduction in computational complexity .,

The sixth and last problem, associated with chains of causation, has increasingly con-
cerned analysts in the recent past. The question of logical prioritivs arises when variables
are considered on a simultancous basis in data analysis. In practice, the analyst cither
restricts his aralysis to one level or conducts a sequential analysis,

At present, there are several relatively efficient multivariate techniques developed,
These techniques include analysis of variance, factor analysis, multiple regression, path
analysis and multiple classification analysis. However, it is important tot note that each of
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these techniques has its own limitations, thus being at a different level of efficiency in its
analysis precedures. In fact, none of these techniaues can perfectly deal with all of the
above-mentioned statistical difficulties in the analysis of survey data. Among these multi-
variate techniques, we will discuss in detail the basic feature of multiple classification
analysis and its usefulness and limitations in the following few sections.

C. MULTIPLE CLASSIFICATION ANALYSIS: ITS BASIC FORMULATION AND
PROPERTIES

Multiple classification analysis (MCA) techniques were originally developed by Yates
(1934) and elaborated by Anderson and Bancroft (1952). In 1963, the computerized
MCA programme was prepared by a group of researchers at the Survey Research Center
of the University of Michigan. Since then, the MCA programme has been widely used in
social scicnce research,

MCA techniques are applicable to one dependent variable and two or more predictor
(or independent) variables. The dependent variable should be cither an interval scale or
a dichotomous classification. The latter case is equivalent to a form of two-group dis-
criminant function analysis. Morcover, because observed values of a dependent variable
affect the means and variance, both of which are required for the computation of other
statistics, they should not be unduly skewed. If a collected deta set for the dependent
variable shows such irregularities, transformations by its square root or logarithm sliould
be attemipted. If the dependent variable is dichotomous in nature, other statistical pro-
cedures including a logistic analysis are also recommended.

Predictor variables being as weak as nominal measurements, is one of the most distin-
guished advantages of MCA. Most of the multivariate methods require predictors stronger
han nominal variables. Furthermore, MCA deals not only with linear but also non-linear
relationships among predictors and the dependent variables.

Technically, the MCA prediction model can be described as having the overall mean as
its constant term and main cffects, or a series of additive coefficients for the category.
The additivity assumption implies that differences according to one predictor are the
same for all values of the other predictors included in the model, The model can be
expressed by the following equation:

Yo o Vbt bi vt ek

where Yyt = score of a particular individual who falls into i-th category of predictor
A, j-th category of predictor B, ctc,

y

]

grand mean of V',
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a; = added effect of i-th category of predictor 4 (= difference between ¥
and the mean of its cat-
egory of predictor A),

b; = added effect of j-th category of predictor # (= ditfcrence between ¥

and the mean of j-th cat-
egory of predictor i),

The coefficients for a certain predictor estinated by solving the normal equation
syster. are called adjusted or net effects of the predictor. These effects measure those of
the predictor alone after taking into account the effects of all other predictors. Should
there be no intercorrelation among predictors, the unadjusted or gross effects would be
identical with the adjusted or net effects.

Besides the adjusted and unadjusted effects, we will now consider other computed
statistics, which reveal the closencss of the relationship between the predictors and the
dependent variable. For instance, the eta () coefficient is a correltion ratio, which
shows how well a given predictor can explain the variation in the dependznt vaaable,
while the eta® (1)? coefficient indicates the proportion of the variation ¢xplained by the
predictor alone. These statistics arc applicable to the unadjusted means. On the other
hand, the beta () coefficient measures, on the basis of the adjusted means, the ubflity of
a given predictor to account for variations in the dependent variable. The beta cozfficient
is often compared to the partial correlation coefficient in multiple regression analysis.
Although these two indicesare not, in general, equal to cach other, the relative magnitudes
of the betas for different predictors will, in most cases, be comparable to the correspond-
ing partial correlation coefficient (Morgan, 1971). Similarly, the heta® (8)* cocfficient
shows what proportion of the variation is explained by the predictor, after taking into
account the proportion explained by other predictors. The interpretation of beta and
beta? requires greater caution, because they refer to the adjusted means which allow for
intercorrelations among the predictors. Both beta and beta? coefficients are frequently
regarded as summary statistics indicating the relative importance of cach predictor. In
recent years, however, there have bzen numerous views against the use of these statistics
for this particular purpose. Because the beta? coefficient is expressed in terms of the
weighted sum of squares of the adjusted deviations to the standard deviation of the de-
pendent variable, it cannot be interpreted as the proportion of variance exploined, unless
the predictors are totally uncorrelated with each other. Often cnough, a total of the beta?
coefficients for the various predictors exceeds a unity. In order to avoid contusion, there-
fore, some research analysts use different statistics. An example is the pereentage of the
variance in the dependent variable explained by a certain predictor, net of other predictors
(Blau and Duncan, 1967; Palmore ¢t al., 1975).

‘R? unadjusted is the actual proportio.. of variance in the dependent variable
explained by using the obtained coefficients in an additive model applied to the
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data cases actually used in that analysis. R? adjusted (generally the more useful of
the two statistics) is an estimate of how much variance the same predictors would
explain if used in an additive model applied to a different but comparable set of
data cases - c.g. the population from which the sample actually analysed was
drawn. (Andrews er al., 1973:27).

In a largescale survey data analysis, R* adjusted and K2 non-gdjusted are nearly the
same. Computationally, &2 adjusted is derived from &> unadjusted by applying the adjust-
ment factor (,10), which is determined by the number of cases (N), categories (€) and

predictors (”): R? adjusted = 7 - (J-R? unadjusted) (AD), where

e N1
’ N+P-C-]

A close examin: ‘ion of this formula reveals that MCA requires a considerable large
number of data cases. More specifically, the importance of this requirement is further
enhanced in view of the fact that for meaningful statistical inferences for cach predictor,
each category must have considerable data cases to obtain a reasonably stable estimate of
means,

D. RELATIONS OF MCA AND OTIER RELATED STATISTICAL TECHNIQUES

This section discusses relations between MCA and its alternatives, by drawing parallels
with a few other statistical procedures. A brief comparison of statistical techniques as
alternatives to MCA should provide one with a better grasp of the MCA technique.

Survey data can be analysed by numerous methods. One of the most traditional ap-
proaches is to form cross-classifications of the data, Although cross<lassifications are use-
ful in identifying pronounced relationships among variables, the depth of their analyses is
severely limited. However, the limits of cross-classification are partially removed by the
method of standardization.

Standardization, which is a convenient way of summarizing and interpreting aggregated
cross-classificd data, has been long used in demographic analysis to eliminate effects of
compositional variables. When standardization is applicd to a demographic analysis, an
appropriate standard population needs to be selected. The choice of the standard popula-
tion, however, is subject to certain arbitrary cor .aeration (Pullum, 1977). In any case,
no matter what distribution is chosen as a base fo: standardizing caclt category of a pre-
dictor, standardized mean values are considered free from most of the total cffect of a
control variable. In this context, nonstandardized and standardized means are highly
comparable to unadjusted and adjusted means in MCA in the sensc that both statistical
techniques control the effect of predictors. For this reason, standardization is ‘quite
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analogous to MCA, and when appropriate, should give very nearly the same conclusion’
(Pullum, 1977:49). Nevertheless, it is clear that the standardized quantities should not be
overemphasized because they would be substantially different if other standard popula-
tions were used. As compared with standardization, MCA is a more sophisticated tech-
nique with controls simultancously a number of variables within the framework of an
additive model fitted by the method of least squares. Hence, standardization may be
considered as a supplementary technique for cross-classification analysis when analytic
recources required for a more refined analysis are limited.

It is important to note that standardized mean values are not completely free from the
total effect of the control variable. Its compositional effect is observed not only in the
between-category sum of squares but also in the within<cafegory sum of squares. Standard-
ization dealing only with the between-category effect excludes the within-category effect
from its analysis. This statistival limitation, however, is also applicable to the MCA tech-
nique. Furthermore, similar to MCA, standardization contributes to tle reduction of the
variability of the mean values in all the categories of the control variable, unless the
control variable acts as a “suppressor’, The degree of such variability indicates the im-
portance of the control variable.

Another point to be stressed relates to the limitation of additivity. Both standardization
and MCA assume an additive structure or a s'ructure where higher order interactions
among the variables are ignored. When non-addivity is present in the data,all the standard-
ized values are biased, consequently nullifying the validity of the standardization tech-
nique,

As mentioned carlier, MCA is considered to be as an extension of standardization
because the observed means can be adjusted by fitting additive models. Other examples of
these models include analysis of variance and the ‘dummy variable’ in regression analysis,
First, let us consider analysis of variance. It is a well-kiown fact that in a two-way analysis
of variance, factor effects are orthogonal (or non~<orrelated) if cach cell of cross-c' esifi-
cations of both factors has the sane number of observations. If the frequencies in cach
cell are not equal but are proportional to the marginal frequencies of the factors, main
effects are still orthogonal, but both interaction effeets and main effects tend to be inter-
dependent with e-.ch other. When cases in cach cell are not proportional to the marginal
frequencies of the factors, the analysis of variance becomes somewhat coniplex; the com-
ponent sums of squares do not add to the total sum of squarss because the main effects
are usually intercorrelated with each other and the interaction effects are not indepen-
dent of the main effects. However, whatever frequencies cach cell of the factors may
lave, in the classic two-way experimental approach, the total sum of squarcs can be
divided into three parts: (1) sum of squares owing to sdditive effects of the two factors;
(2) sum of squares cwing (o the interaction effects; and (3) sum of squares owing to
errors. Bascd upon the three sums of squares, significance tests are applied to the data.

iy



It should be noted, however, that significance tests do not provide specific information
about the pattern of effects. When examining the pattern of effects, a general statistical
model for the two-way analysis of variance can be specified as follows:

Yk =Y +a; + b +zji + €ijk

where zjj denotes the effect of interaction between i-th category of factor A and j-th
category of factor B.

Essentially, if there is no interaction between the two factors, the term zj; vanishes, and
consequently this two-way analysis of variance becomes an additive model. In fact, it is
within this additive inodel that the MCA method applies. Therefore, MCA is a special case
of the analysis of variance and can be used as a method of displaying results of the ana-
lysis of variance where significant interaction effects are absent. Obviously, the analysis of
variance has an advantage over MCA in dealing with data sets where interaction is
expected.

In addiuon to the additive analysis of variance, MCA can be compared with another
statistical technique which performs equally well, called the ‘dummy variable’ in re-
gression analysis. In ordinary regression computations, a dummy variable either takes
zero, or if the observation falls on a particular class of a certain characteristic, the value
one. The estimated regression coefficients of the dummy varizbles correspond to
deviations from the means of the omitted reference class., Similarly, the coefficients com-
puted by MCA techniques represent deviations from the grand mean. Although the
numerical results produced by both MCA and dummy variable regression techniques are
identical after simple mathematical operations, the use of MCA sceenus to be more prefer-
able for ;. cposes of exposition. Furthermore. in handling a data set, MCA necessitates
‘no conversion of the basic data, no creation on card or input tape of a dummy variable,
Each class of each predicting characteristic becomes, in essence, a dummy variable. Most
regression programmes would require a separate recording to create the variables.’
(Andrews et al., 1973:50). It should be stressed, however, that MCA may have some
operational advantages although no theoretical virtues of the multivariate regression
analysis vith dummy variables,

A simple numerical example may further clarify the relations of MCA and its alter-
natives, For such illustrative purposes, table I contains computational results of standard-
ization, dummy regression and MCA, based upon the 1974 Fiji Fertility Survey data. The
variables uses are the number of children ever born as the dependent variable, and both
duration of marriage and childhood types of place of residence as predictors.
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Table ! Numerical Ilustration of Relations of MCA and Its Alternatives

a) Standardization*

Duration of Marriage (Years)

Residence Standardized Net
Childhood 0-4 5-9 10-14 15-19 20-25 25+ All Value Effect
Urban 0.95 2.50 3.32 4.65 4.98 6.29 3.17

(180) (119) (106) (82) (63) (73) (623) 3.47 0.35
Rural 0.95 2.59 3.92 5.11 5.80 7.07 3.93 387 0.05

(846) (799) (711 (623) (534) (589) (4102) ’ o
All 0.95 2.58 3.84 5.05 5.71 6.98 3.83 389

(1026) (918) 817) (705) (597) (662) (4725) ’

Standardized Value 0.95 2.58 3.84 5.05 5.69 6.97 3.82
Net Effect -2.87 -1.24 0.02 1.23 1.87 3.15

* Mean number of children ever born by duration of marriage and childhood type of place of residence. Base frequencies are given in

parentheses.



Table 1. (Continued)

b) Dumimy Regression

Proportion Dummy
of Regression
Variables Sample Coefficients Py dij - Eljjd i
(") (dip) .

Duration of
Marriage -3.15

0- 4 years 0.22 -6.01 -2.86

5- 9years 0.19 4.40 -1.25
10 - 14 years 0.17 -3.13 0.02
15 - 19 years 0.15 -1.93 1.22
20 - 24 years 0.13 -1.28 1.88
25 4+ years 0.14 0 3.15
Residence in
Childhood -0.05
Urban 0.13 -0.36 -0.31
Rural 0.87 0 0.05
c)MCA

MCA Cocefficients** Mcans by MCA

Variables Unadjusted Adjusted Unadjusted Adjusted
Duration of
Marriage

0- 4years -2.88 -2.86 0.93 0.97

5 - 9years -1.25 -1.25 2.58 2.58
10 - 14 years 0.02 0.02 3.84 3.81
15-19 years 1.23 1.22 5.05 5.05
20 - 24 years 1.88 1.88 5.71 5.66
25 4+  years 3.16 3.15 6.98 6.98
Residence in
Childhood
Urban -0.66 -0.31 3.17 3.52
Rural 0.10 0.05 3.93 3.88

** Grand mean = 3.83
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As for standardization, it is logical that the nonstandardized means are identical with
MCA unadjusted means. On the other hand. 1n the absence of serious interaction effects
the standardized means are not exactly identical but highly comparable to adjusted means
obtained by MCA. Furthermore, the coefficients computed by MCA can be converted to
those computed by dummy regression, by using the following relationship:

myj = ‘Iij - /,\.: /’,',’ (/,'l‘

where mj = MCA coefficient for j-th category of predictor i,
dij = dummy regression coetficient for j-th category of variable s,
P’ii = proportion of observed cases in j-th category of predictor i

It is clear from these numerical results that MCA is parallel with standardization and is
identical with dummy variable re- ression analysis.

E. LIMITATIONS OF MULTIPLLE CLASSIFICATION ANALYSIS

Similar to other widely used statistical methods, the noted advantages of MCA
techniques are partially depreciated by a few limitations in their use. As noted previously,
an analysis by MCA techniques requires a substantial number of observations for
obtaining reliable estimates ol means. Moreover, there are two severe problems in
connexion with intercorrelation. Iirst, excessively close intercorrelation among predictors
causes serious difficulties in computing the values for their coefficients. Although
catepories variables may explain more of total variance than a lincar regression using
continuous variables, categoried variables are more likely to overlap too closely with each
other. (A more detailed discussion on this multicollinearity problem is available in the
annex.) Scecond, unless predictors are statistically independent of cach other, the total
of sums of squares for gress effects would be cither more or less than, but not equal to,
the sum of squares for the additive model. Because of *positive” or ‘negative” overlap there
is no unique answer to the question of how much variation 1s explained by a particular
predicior when predictors are intercorrelated (Blau and Duncan, 1967: 133).

Besided these weaknesses, the use of MCA techniques has been seriously contended
with regard to the relevance of its additivity assumption. in general, the formulation of
models is to be parsimonious; the structure of models is to be as simple as it is consistent
with minimum variance of the error terms. To achieve this goal, the analyst applies long-
known assertions that additivity jis a good initial approximation ot reality, lHowever,
aceording to Rlalock (1965), although additive models approximate reality well in many
cases, common-sense judgements often call tor non-udditive models as an alternative,
Referring to various likely sources of interaction, Sonquist (1970) insists that ‘additivity
does not scem to be the rule in real life. An examination of much recent sociological
research reveals that in fact interaction terms appear with such frequency that one is led
to suspect that simple additivity may actually be the exception.” (Sonquist, 1970:30),




Theoretically, if the additive assumption is applicable to the data with interaction
effects present, this statistical model commits the specification error, thus producing
biased estimates of coefficients. Often enough, the presence of interaction effects makes
tite concept of main effects void, Furthermore, because the exclusion of interaction terms
from the model specification leads to large error terms which are scattered randomly,
careful examination of residuals helps the analyst to identify such patterns.

Although MCA assumes that the effects of the category variables are additive, it is
possible to incorporate interactions into the analysis by defining composite variables. To
inplement this, considerable rior knowledge is needed; one must acquire detailed
information such as what portion of data cases is subject to interaction effects and wiiat
functional form should be applied to capture such effects accurately. In reality, however,
it is extremely difficult to obtain such information. Even if one could identify interaction
effects and incorporate composite variables, the number of distinct category effects
would be as many as the product of the categories. Therefore, an inclusion of composite
variables in MCA might lead to insufficient data cases for cach category of the composite
variable. In view of this drawback, one may tend to accept an additive model as a
sufficiently proper analytic framework for the data, although it is not totally correct,

In search of a more proper solution to the problem of niodel specification, the
automatic interaction detection technique (AID) was developed by Mnrgan and Sonquist
(1970). Basically, this technique is a step-wise application of oneway analysis of variance;
it partitions the sample into a series of non-overlapping subgroups, the means of which
account for the variation in the dependent variable more than any other subgroup. The
computational results are shown by a treclike pattern. Repeated experiments essentially
indicatc that additivity in the data results in a symmetric tree structure, while interaction
effects form an asymmetric tree structure.

It is important to note, however, that ihe AID analysis, primarily designed for locating
interacting variables, shows its limitations in its reported information about models when
additivity applics. Beause it fails to deal with intercorrelated predictors as precisely and
efficiently as MCA techniques, MCA becomes a judicious choice for additive models.
AID, on the other hand, should be used to obtain information on functional forms
applicable to the data and locate interaction terms to be included in subscquent analyses
by MCA. If AID cannot detect any interaction terms, then it provides a cogent basis for
introducing additivity assumptions into analysis. Hence, both MCA and AID can be
jointly utilized, being supplementary to each other in survey data researcii.

In the above, we have discussed (a) a variety of the statistical problems arising from
analyses of the data generataa by contemporary surveys, (b) the basic features of MCA
techniques, (c) MCA and its alternative techniques and (d) both advantages and dis-
advantages of application of MCA to survey data, In the sections that follow, we will
actually apply MCA techniques to the data collected in the Fiji Fertility Survey, a salient
example of present-day research surveys.
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F. FIJIFERTILITY SURVEY, 1974: BACKGROUND

In 1674, the Fiji Fertility Survey (FFS) was conducted as the first survey completed in
conjunction with the World Fertility Survey programme. FFS covered, on a random-
sampling basis, more than 5,000 households corresponding to 95 per cent of the
population of Fiji. After gathering information on the composition of each household
and other houschold-related matters, survey interviewers carried out an intensive
interview with a total of 4928 ever-married women aged 15 to 49, I'he term ‘ever-
marricd’ refers to both legal and consensual marriages.

Geographicaliy, Fiji is located in tlie Pacific Ocean, comprising over 300 islands
scattered across 164,600 squire miles, Nearly two thirds of the population resides in rural
areas while the vemaining third resides in uran or peri-urban arcas including the largest
urban centre, Suva, which is the capital city of Fiji.

The ethnic compaesition of Fiji is clearly divided into two major groups: the Fiiians
(242,000 or 44 per cent of the total) and the Indians (281,000 or 51 per cent of the
total). It is important to note that Indians were brought to Fiji between 1879 and 1916,
as indentured labourers in the agricultural sector. Since then, the population of Indians
has grown rapidly and even exceeded that of Fijians, Accordingly, an analysis of past
fertility trends in IFiji requires adequate knowledge of the historical background and
sociocconomic and cultural characteristics of both ethnic groups.

Records of the birth registrations, although approximately 10 per cent of births are
presumably unreported, shows that Fiji’s crude birth rate dropped substantially from 40
per thousand in the 1950s to 28 per thousand in 1973, This dramatic decline in fertility is
attributable principally to rapid fertility reduction of the Indians in the last two decades
or so. The Fijians also registered a considerable decline in the crude birth rate, although
their fertility level sinee the 19505 had already been at a relatively low level. In line with
Fiji’s rapid fertility reduction, many development-related factors have indicated improve-
ments. For example, in the last 20 years, Fiji’s educational coverage has been expanding
at a remarkable rate. Children in the primary scliool age span are almost universally
enrolled. At higher educational levels, enrolment rates have increased distinctively.
Interestingly enough, Fiji's cconomy is complex, ranging from subsistence agriculture to
rapidly growing non-agricultural sectors, However, more than half of the labour force is
engaged in non-agricultural production.

In the next section, a few selected FFS findings with regard to the birth cohort fertility
and the set of factors influencing it will be highlighted in order to formulate a
theoretical framework tor the use of MCA techniques.
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G.  CUMULATIVE COHORT FERTILITY, AGE AT MARRIAGE AND CONTRA-
CEPTIVE USE

To facilitate the discussion below, three tvpes of variables are considered: dependent,
intermediate and background variables. The figure below illustrates a theoretical relation-
ship for the three types of variables. In the present analysis, the mean number of children
ever born to ever-married wonien is selected as a dependent variable. The following three
intermediate variables are selected: age at first meiriage, marital instability and the use of
contraception. The background variables selected include types of place of resiaence in a
woman'’s childhood, religion, ethnicity, cducational attainment and labour foree
participation.

Theoretical Links Antong Selected Variables

Explanatory variables Intermediate variables Dependent variable
Type of Place of =N Age at Fatry into Number of Children
Residence in Child- Marital Union Iver Bom
hood

Marital Instability
Religion

Use of Contra-
Ithnicity ception

lducation

Labour Force
Participation

Let us first discuss a few important FFS findings with regard to the relationship
between the dependent variable and the intermediate variables. The mean number of
children ever born to ever-manied women, which is typical of the cohort fertility
measurement, differs significantly among the ethnic groups, as shown in table 2. Both
Fijians and Indians have a comparable fertility pattern in younger age groups, 15-24,
However, in higher age groups, Indians have a considerably higher mean number of
children ever born than Iijians. More importantly, its difference grows positively with
age. This reflects differences in age at marriage between these two cthnic groups, In
younger age groups, both Indians and IFijians have entered into marital union at relatively
high age. In contrast, among older age groups, Indian women have married ecarlier and
Fijian women relatively later. Interestingly enough, when the mean number of children
ever born is computed, controlling age at marriage, the fertility differentials by ethnicity
are substantially reduced. Therefore, the higher marital fertility of Indiauns is significantly
attributable to a divergence in nuptiality patterns.




Table 2 Mean Number of Children Ever Born to All Ev. married Women by Current Age

Current Age All Races Fijians Indians
15-19 0.5 0.5 0.5
20-24 1.5 1.4 1.5
25-29 2.7 2.4 2.9
30-34 4.2 4.0 44
35-39 5.2 4.9 5.5
40-44 6.2 5.9 6.4
45-49 6.6 5.8 7.4

Source: Adapted from E1, Viji Fertility Survey, 1974, Principal Report,

It should also be emphasized that contraception, after introduction of the nationai
family planning prograzame in 1962, has been widely practised, thus further reducing
Fiji’s fertility Hence, together with delayed marriage, this factor contributes to
depressing the fertility level in Fiii. In fact, there might be an off-setting mechanism in
operation between these two factors: the use of coatraception might induce earlier
marriage and vice versa. In this sense, age at marriage might have become somewhat less
important as a determinant of fertility. Again, the level of use of contraceptives exhibits a
sharp difference betwaen the two racial groups; 74 per cent of Indian women had used at
least one method of contraception at some time in their lives while 59 per cent of Fijians
had done so.

In addition to the rising age at marriage and to tke wide use of contraceptives, several
other factors have contributed to the downward fertility trend.! Marital instability, for
example, differs noticeably among the two cthnic groups; Fijians have considerably
higher rates of marital dissolution. Fifteen per cent of first marriages have ended in
divorce or separation, and 4 per cent in widowhood. Indians have much lower rates in
these vital events: 6 per cent and 3 per cent respectively. It should be noted that among
Fijian womnen remarriage is more commonly practised.

In the above, we have briefly reviewed a few important findings to the analysis of the
relationship between cohort fertility and the above-mentioned intermediate variables.
Conceivably, these intermediate variables are directly influenced by a set of background
variables. However, in the analysis of fertility differentials in the FFS Principal Report,
these background variables are mainly linked to cohort fertility, by passing the
intermediate variables. Even though we are not directly interested in relationships
between the dependent variable and the background variables, it may be profitable to
review concisely the findings related to them for reference.

Among Fijians, no consistent differences in fertility is observed with respect to

1 Other factors influencing Fiji's fertility are breast-feeding and sexual abstinence, which show large
ethnic and age variations. However, the data has been collected only from women with at least one
recent live birth. For this reason, these variables are excluded from computation, The median duration

of lactation is 10.4 months for Fijians and 5.2 months for Indians. The median duration of sexual
abstinence following the burth of o child is 10.5 months for Fijians and 3.0 for Indjans,




women’s educational levels and religion, The residential classification explains, to a mine:
extent, variations in fertility.

Among Indians, in contrast, fertility differentials are more clearly marked. There is an
inverse correlation between the mean number of births and educational attainment. More-
over, fertility differentials by urban-rural residence are more distinguished than those
among Fijians, especially for the most recent marriage cohort. As for religion, among the
more recent cohorts, Hindu and Moslem fertility differentials are less pronounced. How-
ever, for the earlicr cohorts, the mean parity of Moslems exhibits a considerably different
pattern. By and large, among Indians, types of place or residence and education seem to
be key determinants of marital fertility.

H. STATISTICAL RESULTS

The FFS Principal Report has documented that cumulative eohort fertility has been
affected Ly intermediate variables, principally age at first marriage, as well as by back-
ground variables. However, it remains to be examined how strongly age at first marriage
has really influenced fertility and how important it is in explaining variations in
cumulative cohort fertility, in relation to the other intermediate variables. These
questions are dealt with in part one of the analysis. Then, after measuring the degree of
importance of age at marriage as an intermediate variable in the over-all explanation of
fertility, the identification of important background variables in accounting for the
rising age at marriage is to be attempted. Is ethnicity such a Righly significant variable, as
stressed in the Principal Report? tow much has education contributed to delayed
marriage? Does a woman’s childhood residence affect her reproductive behaviour? These
questions will be considered in part two of the analysis. MCA techniques are applied to
the IFI'S data in both parts.

In part uic of the analysis, MCA tochniques have been utilized with the number of
children ever born to all ever-married women as the dependent variable. Fach of the three
predictors has the {ollowing classifications:

a) Age at first marriage (less than 15 years old, 15-17 years old, 18-19 years old, 20-21
years old, and 22 years old and over);

b) Contraceptive use (one or more modern methods used, no modern but one or more
traditional methods used, and no methods at all used);

c) Marital instability (one marriage, and two or more marriazes).

Age at first marriage has been categorized in such a way that ecach classification has a
coimnparable number of observations. Marital instability has been measured only in two
groups primarily because of insufficient observations for multiple marriages. Although
there are a few other intermediate variables to be possibly considered in part one of the
analysis, they have been excluded owing to the lack of appropriate data,
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Part two of the analysis drav:* upon MCA techniques with age at first marriage as the
dependent variable. The six predictors includ-1 are as follows:

a) Ethnicity (Fijians and Indians);

b) Age group (25-34 years old, 3544 years old, and 4549 years old);

¢) Childhood type of place of residence (urban and rural);

d) Educational attainment (no education, lower primary, upper primary and secondary
or higher);

¢) Work status before first marriage (employed and unemployed);

f) Religion (Methodist, Catholic, Hindu, Islam and others).

Out of a total of 4,528 ever-married women interviewed, part one of the analysis has
selected 4,725 cases, upon the exclusion of all ethnic groups other than Fijians and
Indians, and observations with ‘not stated’. For part two of the analysis, however, the
data needs to be adjusted in order to equalize exposure to the risk of marraige in all age
groups to be compared. For this purpose, all respondents currently aged 24 or less as well
as all those reporting a first marriage over the age of 24 have been excluded from part two
of the analysis. Consequently, a total of 3,410 married women have been selected for part
two of the analysis.

The results of part onc of tne analysis are shown in tables 3 and 4. Table 3 illustrates
the relationship between the number of children ever born to ever-married women and
the three selected intermediate variables, controlling for age. In table 3, it should be
noted that for all age groups age at first marriage contributes to a larger number of
children ever born, as expected. Interestingly enough, the difference between unadjusted
and adjusted nieans is negligible. However, the adjusted means vary considerably among
the five classifications within this variable. For the age group 15-24, for instance, the
difference between those who married before 15 years of age and those who married after
22 years of age, is almost two children ever born. In higher age groups, the difference
becomes more conspicuous.
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Table 3 Relation Between Number of Children Ever Born to All Ever-married Women
and Three Intermediate Variables, Controlling for Age

Number of Mecan Number of Children
Variable Casces Ever Bogp__
Unadjusted Adjusted

(1) Age Group 15-24
Age at First Marriage (n°=0.15; 8= 0.12)

Less than 15 52 2.5 24
15-17 415 1.5 1.5
18-19 399 1.1 1.1
20-21 178 0.8 0.8
22 and over 52 0.3 0.5
Contraceptive Use (n°=0.14;>=0.11)
Modem Methods 514 1.7 1.6
Tradition Methods 104 1.1 1.2
No Methods 478 0.8 0.
Marital Instability (n* < 0.01;$2 < 0.01)
One Marriage 1.057 1.3 1.2
Two Marriages 39 1.3 1.3
R*=0.26
R? Adjusted = 0,25
Grand Mean = 1.3
Number of Cases - 1,096
(2) Age Group 25 - 34
Age at First Marriage (n?=0.19;82=0.17)
Less Than 15 232 4.7 4.7
15-17 585 4.1 4.7
18-19 464 3.5 35
20-21 309 2.8 2.8
22 and over 342 1.9 2.1
Contraceptive Use (n?=0.12; 2= 0.08)
Modern Methods 1,259 3.9 3.8
Traditional Methods 196 3.2 34
No Methods 4717 2.3 24
Marital Instability (n* < 0.01;3% < 0.01)
One Marriage 1,790 3.5 3.5
Two Marriages 142 3.1 3.0

R*=0.28

R? Adjusted = 0.28
Grand Mean= 3.4
Number of Cases = 1,932
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Table 3 (Continued)

Number of Mean Number of Children
Variabie Cases Ever Born
Unadjusted Adjusted

(3) Age Group 35 -44
Age at First Marriage (n® = 0.09; %= 0.09)

Less Than 15 269 6.8 6.8
15-17 379 6.2 6.0
18-19 253 54 54
20-21 168 5.2 5.2
22 and over 217 4.1 4.2
Contraceptive Use (n*=0.13;5%2=0.11)
Modern Methods 748 6.5 6.4
Traditional Methods 149 5.5 5.7
No Methods 389 4.2 4.3
Marital Instability (4= 0.03; B4=0.02)
Onc Marriage 1,146 5.8 5.8
Two Marriages 140 4.3 4.6

R*=0.24

R? Adjusted = 0.23
Grand Mean= 5.7
Number of Cases = 1,286

(4) Age Group 45 -49
Age at First Marriage (n? = 0.08; = 0.09)

Less Than 15 99 7.7 7.7
15-17 127 7.3 7.3
18-19 59 6.8 6.8
20-21 60 5.5 55
22 and over 74 5.0 4.9
Contraceptive Use (n2= 0.14; 2=0.14)
Modern Methods 163 8.2 8.1
Traditional Methods St 7.0 7.2
No Methods 202 5.3 5.3
Marital Instability (n*= 0.03; 2= 0.03)
One Marriage 373 6.9 6.9
Two Marriages 46 5.1 4.8

R¥*=0.26

R? Adjusted = 0.24
Grand Mean = 6.6
Number of Cases= 419
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By and large, marital instability is a weak predictor. Among young age groups, it seems
to generate little impact upon the number of children ever born, However, in higher age
groups, as ¢ priori expected, marital instability scems to effect negatively the number of
children cver born to a noticeable extent.

Contraceptive use is usually associated with fertility in a negative direction. However,
the computed results show that in all age groups, contriaceptive use is positively related to
the number of children cver born. This apparent paradox requires careful explanation.
Although family planning has been widely accepted by married women in Fiji as a tool
for achieving their preferences, the two-child family is endorsed only by minorities and
most married couples prefer a relatively large family size. Presumably, marricd women
who have used contraceptives before are basically more reproductive than those who have
never used them. The former, therefore, either need to space their births, or have already
achieved their desired family size and plan to avert further births. By contrast, women
who have never used contraceptives are those who are subfecund or less fertile than those
who have used contraceptives. In fact, this result agrees with some of the earlicr findings
(Rele and Patankar, 1969). In the initial stage of family limitation, contraceptive uses are
more likely to have higher average fertility in relation to their age group because they are
the women who have already had too many children. The correct causational direction,
therefore, is not from the use of contraceptives to cumulative fertility, but the reverse.
It appears that unless the desired family size becomes substantially smaller and contra-
ceptives are used for family limitation purposes, the use of contraceptives will not be
inversely related to cumulative fertility,

Moreover, it should be mentioned that the difference in the mean number of children
ever born between contraceptive users and non-contraceptive users increases for higher
age groups. This may partly reflect the fact that because efficient contraception is of only
recent introduction, it cannot have effvcted the carly fertility of older age groups. It is
also important to note that modern contraceptive users show a greater number of
children ever born than traditional contraceptive users. This is perhaps due to the fact
that ever-married women tend to use more efficient contraceptive methods as they
approach or exceed their desired family size.

Caution should be exercised with regard to the measurement of this predictor.
Although it is intended to represent a genceral concept of contraceptive use, it specifies
neither the intensity and effectiveness of contraceptives, nor the childbearing period in
which they have been used. For this reason, the results of this predictor should be inter-
preted with qualifications.

Although both cumulative fertility and contraceptive use are closely interdependent,
in the present study the effect of the former upon the latter is more dominant than the
effect considered in the above regression analysis. For this reason, a similar regression was
attempted with the use of contraceptives excluded from a list of the predictors. Table 4
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exhibits the resulte, which are basically the same as those of the earlier reg:ession
equation. The two predictors show unanimously that there is little pronounced difference
between unadjusted and adjusted means, This is an indication that the predictors are not
closely intercorrelated. The squared correlation ratios (n?) for the predictors indicate
that, in all age groups, age at first marriage is associated more with cumulative fertility
than marital instability is. On the other hand, marital instability is closely carrelated with
cumulative fertility in higher age groups, although its over-all association is relatively
weak.

These computed results have been derived from performing MCA runs with the data set
combining both ethnic groups. Scparating the data into the two ethnic groups, we have
obtained the results illustrated in table §. Obviously, Indian cumulative fertility is
domiaantly influenced by age at first marriage. The difference between ‘less than 15° and
22 and over’ is 3.6 children ever born. On the other hand, for Fijians at first marriage, it
is less influential and marital instability contributes to lower cnmulative fertility. Again,
this appears Lo be a minor predictor in the equation.

One may presume from tables 4 and 5 that age at first marriage is the principal
determinant of high cumulative fertility in young and middle age groups and among
Indians. This conclusion is in full agreement with findings of the FFS Principal Report,
and has been further substantiated in the analysis of another MCA run with both age and
cthnicity controlled. llowever, the results of this regression are now shown here primarily
because of their over-all similarity with the findings in tables 4 and §S.

In part one of 1he analysis, it was found that age at first marriage is an essential factor
effecting cumulative fertility in  Fiji. Now, let us undertake part two of the analysis,
examining the determinants of age at first marriage. MCA runs have been conducted with
respect to the six background variables as predictors, and age at first marriage as the
dependent variable, Table 6 nresents several results which are worth remarking. First of
all, it is repeatedly indicated in the Principal Report that ethnicity is a major determinant
of age at first marriage. This is consistent with a considerable difference in the unadjusted
mean age at first marriage for both ethnic groups. However, after multivariate statistical
adjustment, this difference has virtually vanished. Secondly, as the squared correlation
ratios indicate, education, work status before first marriage and religion have relatively
high associations with age at first marriage. LEducation, in particular, is the factor most
closely related to age at first marriage. There is an almost three-year differential between
the highest and lowest groups by education. Work status before first marriage and religion
have 0.6 year and 1.2 year differentials, respectively, between the highest and lowest
groups. The other predictors have practically no pronounced difference within their own
classifications.
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Table 4 Relation Between Number of Children Ever Born to All Ever-married Women
and Two Intermediate Variables, Controlling For Age

Number of Mean Number of Children
Variable Cases Ever Born
Unadjusted Adjusted

(1) Age Group 15-24

Age at First Marriage (n2=0.15;82=0.15)

Less than 15 52 2.5 2.5
15-17 415 1.5 1.6
18-19 399 1.1 1.1
20-21 178 0.8 0.8
22 and over 52 0.3 0.3

Marital Instability (% < 0.01;4? < 0.01)
One Marriage 1,059 1.3 1.3
Two Marriages 39 1.3 1.1

R*=0.15

R? Adjusted = 0.15

Grand Mean = 1.3

Number of Cases = 1,096

(2) Age Group 25 - 34

Age at First Marriage (n%=0.19; 8= 0.20)
Less than 15 232 4.7 4.7
15-17 585 4.1 4.1
18 -19 464 3.5 35
20-21 309 2.8 2.8
22 and over 342 1.9 1.9

Marital Instability (n? < 0.01;82< 0.01)
One Marriage 1,790 3.5 35
Two Marriages 142 3.0 2.8

R*=0.20

R? Adjusted = 0.20
Grand Mcan = 3.4
Number of Cases = 1,932
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Table 4 (Continued)

Number of Mean Number of Children
Variable Cases Ever Born
Unadjusted Adjusted

(3) Age Group 35 - 44

Age at First Marriage (n° = 0.10; %= 0.10)

Less than 15 269 6.8 6.8
15-17 379 6.2 6.2
18-19 253 54 5.4
20-21 168 5.2 5.2
22 and over 217 4.1 4.1
Marital Instability (7° = 0.03; %= 0.03)
One Marriage 1,146 5.8 5.8
Two Marriages 140 4.3 4.3
R*=0.12

R? Adjusted = 0.12
Grand Mean == 5.7
Number of Caies = 1,286

(4) Age Group 45 -49

Age «* First Marriage (7%= 0.08; 32 = 0.09)

Less Than 15 99 7.7 7.7
15-17 127 7.3 7.4
18-19 59 6.8 6.8
20-21 60 5.5 5.5
22 and over 74 5.0 4.9
Marital Instability (n° = 0.03; 8> = 0.04)
One Marriage 373 6.9 6.9
Two Marriages 46 4.9 4.7
R'=0.12

R* Adjusted = 0.11
Grand Mean = 6.6
Number ot Cases = 419
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Table 5 Relation Between Number of Children Ever Born to All Ever-married Women
and Two Intermediate Variables, Controlling for Ethnicity

Number of Mean Number of Children
Variable Cases Ever Born
Unadjusted Adjusted

(1) Fijians

Age at First Marriage (n?=0.03; 8% = 0.03)

Less than 15 129 4.6 4.7
15-17 479 4.2 4.2
18-19 573 3.6 3.6
20-21 405 3.5 3.5
22 and over 459 3.0 3.0
Marital Instability (n* < 0.01;8*< 0.01)
One Marriage 1,780 3.7 3.7
Two Marriages 265 34 3.2
R*=0.03

R? Adjusted = 0.03

Grand Mean = 3.6

Number of Cases = 2,045
(2) Indians

Age at First Marriage (n¢=0.17; 8= 0.18)

Less than 15 523 6.1 6.1
15-17 1,027 4.2 4.2
18-19 602 3.0 2.9
20-21 310 2.6 2.6
22 and over 226 2.4 2.4
Marital Instability (n* < 0.01;2< 0.01)
One Marriage 2,586 3.9 4.0
Two Marriages 102 4.2 3.6
R*=0.17

R? Adjusted = 0.17
Grand Mean = 4.0
Number of Cases= 2,688
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Altho gh both ecthnicity and age have been dealt with as predictors in the above
analysis, they can also be treatea as control varicbles. Table 7 indicates the effect of the
five predictors, controlling for ethnicity. In both ethnic groups, educational attainment
affects considerably age at first marriage, although its effect is more substantial among
Indians than among Fijians, There is a differential of 2.2 years among Fijians and 3.4
years among Indians. Work status before first marriage is also influential on age at first
marriage. However, its relative impact on age at marriage is rather limited. Moreover, it is
clear that among Indians age is a relatively important explanatory variable, with a
differential of 0.7 ycars between the highest and lowest age groups. In contrast, age shows
little difference among Fijians. These results account for the insignificance of age in table
6. It is also noted that the proportion of the variance explained is only 4 per cent among
Fijians but 17 per cent among Indians.

Table 8 illustrates the relationships between age at first marriage and the five selected
predictors controlling for age. Similar to other cases, the adjusted means indicate that
educational attainment contributes to delayed marriage in all age groups. Moreover, at
ages 3544 and 4549, cthnic background shows a substantial difference in age at first
marriage. Work status considerably affects age at first marriage in age groups 25-34 and
3544, Keligion also is an important factor in explaining the variation in age at marriage in
age groups 25-34 and 4549,

A similar regression was run with the same dependent variable, controlling for both
etbnicity and age simultaneously. Although the results are not shown here, it ca: be
briefly summarized that in every age group, for cacli ethnic group, education is very
powerful in accounting for the variation in age at first marriage. Female labour force
participation is an important predictor for age group 45-49. By and large, the selected
predictors explain the variance in age at marriage more efficiently among Indians than
among Fijians.

In both part one and part two of the analysis, we have identified a few important
variables in explaining the variance of cach dependent variable. Nevertheless, the relative
importance of cach predictor remains to be discussed. Consequently, the following two
indices have been computed for this purpose: the squared beta-coefficient, and the
perceniage of variance explained by each of the predictors net of the others. The squared
beta~coefficient for cach predictor is listed in each table, while the percentage of variance
explained is included in tables 9 and 10. A brief comparison of these tables shows that
thie results derived from both squared beta<oefficients and the percentage or variance
explaincd by each predictor net of thie others are entirely comparable. In particular,
accorruing to table 9, at ages 15-24 and 25-34 the effect of first marriage net of the other
predictors upon cumulative fertility is far more donunant than that of marital instability.
At cther ages, differences in the effect of age at first marriage and marital instability are
less pronounced. Furthermore, in both ethnic groups the effect of age at first marriage
upon cumulative fertility is, again, the most crucial factor. However, Indian fertility is
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considerably more sensitive to age at first marriage than Fijian’s. As for part two of the
analysis, table 10 shows that not only does education explain the sreatest amount of
variance alone, it also explains the largest percentage of the variance net of the other
predictors upon cumulative fertility is far moje dominant than that of marital instability.
At other ages, differences in the effect of ape at first marriage and narital instability are
less pronounced. Furthermore, in both ethaie groups the effect of ape at first nurrige
upon cumulative fertility is, again. the most crucial factor, However, Indian fertility is
considerably more sensitive to age at first marriage than Fijtan’s, As for part two of the
analysis, table 10 shows that not only does education explain the greatest amount of
variance alone, it also explains the largest pereortage of the variance net of the other
variables. Religion and work status before first marriage are also important but to a
considerable lesser extent,

L INCORPORATION OF INTERACTION EFFECTS

The above statistical results have been obtained from the MCA additive models. As dis-
cussed carlier, MCA is a useful stutistical method on the following two grounds: (a) it can
handle independent variab es on an interval seale. an ordinal, or even a nominal scale; and
(b) it can handle non-linear relationships such as the effect of education upon fertility.
Nevertheless, these advartages of MCA are often Iamdicapped by jts assumption of addi-
tivity. In some cases, the - elusion of interaction effects from analysis nullifies the vali-
dity of MCA results. When uiteraction effects are indentitied, they can be included in
MCA by combining predictors.

In order to detect interaction effects, we have applied analysis of variance techniques to
both part one and part two of the analyses. For part one of the analysis, no significant
interaction effect was found. For part two of the analysis, however, we have discovered
significant three-way interactions among age, ethnicity and education. This implies that
part two of the analysis based on the additive linear models have suffered from a specifi-
cation error, Therefore, we have performed another MCA run with the three predictor
variables, together with a 2d=category composite variable based on age, ethnicity and edu-
cation,

Table 11 presents its computational results. We should note that work status before
marriage has become less important while religion is still a significant predictor. On the
other hand, childhood type of place of residence is the least influential in both old and
new regression runs.

More importantly, there is a differential of 3.3 years between Indians at ages 45-39 with
no education and those at ages 3544 with ‘second or higher” education., In seaeral, those
who have higher Ievels of education tend to marry at higher ages while those who have
lower levels of education marry at younger ages. In addition, table 11 shows that Indians
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Table 6 Relation Between Age at First Marriage and Selected Variables

Number of Mean Age at First
Variable Cases Marriage
Unadjusted Adiusted

Ethnicity (n*=0.12;8>< 0.01)

Fijians 1,466 18.8 17.8

Indians 1,944 16.6 17.4
Age (n*=0.01;62<0.01)

25-34 1,822 17.9 17.7

35-44 1,198 17.2 17.3

45-49 390 17.1 17.5
Childhood Type of Place of Residence (n? < 0.01; 82 < 0.01)

Urban 420 18.1 17.8

Rural 2,990 17.5 17.5
Education (n*=0.15;4%=0.07)

No Education 801 15.7 16.4

Lower Primary 1,361 17.5 17.4

Upper Primary 981 18.5 18.1

Second or Higher 267 20.0 19.5
Work Status Before First Marriage (n° = 0.09;8%=0.01)

Employed 939 19.1 18.0

Unemployed 2471 17.0 17.4
Religion (n*= 0.12;2=0.02)

Methodis! 1,158 18.8 18.1

Catholic 241 18.7 18.1

Hindu 1,584 16.6 17.2

Islam 271 16.2 16.9

Others 156 18.0 17.5
R1=0.21

R? Adjusted = 0.21
Grand Mean=17.5
Number of Cases = 3,410
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Table 7 Relation Between Age at First Marriage and Selected Variables, Controlling
for Ethnicity

Number of Mean Age at First
Variable Cases Marriage
Unadjusted Adjusted

(1) Fijians

Age Group (22 < 0.01;8%<0.01)

25-34 744 18.8 18.7

35-44 521 18.7 18.8

45 -49 171 18.8 19.0
Childhood Type of Place of Residence (7° < 0.01; 8% < 0.01)

Urban 125 18.7 18.4

Rural 1,341 18.8 18.8
Education (%= 0.02; 2= 0.02)

No Education 36 17.6 17.7

Lower Primary 661 18.5 18.5

Upper Primary 630 18.9 18.9

Second or Higher 139 20.0 19.9
Work Status Before First Marriage (n°= 0.01; %= 0.01)

Employed 811 19.1 19.0

Unemployed 655 18.4 18.5
Religion (2 < 0.01; p2<0.01)

Methodist 1,129 18.9 18.9

Catholic 223 18.7 18.8

Hindu * * *

Islam * * *

Others 109 18.3 18.2
R*=0.04

R? Adjusted = 0.03

Grand Mean = 18.8

Number of Cases = 1,466

* Number of Cases Less Than 20.
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Table 7 (Continued)

Number of Mean Number oi Children
Variable Cases Ever Born
Unadjusted Adjusted
(2) Indians
Age Group (n° < 0.01;82=0.01)
25-34 1,048 17.2 16.9
35-44 677 16.0 16.2
45 -49 219 15,7 16.3
Childhood Residence (n* < 0.01;3*<0.01)
Urban 295 179 17.0
Rural 1,649 16.4 16.5
Education (n?= 0.15; 8*= 0.09)
No Education 765 15.6 15.8
Lower Primary 700 16.5 16.5
Upper Primary 351 17.7 17.5
Second or Higher 128 20.0 19.2
Work Status Before First Marriage (n% = 0.04; £>=0.01)
Employed 128 18.9 17.6
Unemployed 1,816 16.4 16.5
Religion (n2< 0.01;5%<0.01)
Methodist 29 18.5 17.2
Catholic * * *
Hindu 1,580 16.6 16.6
Islam 270 16.2 16.4
Others 47 174 17.1
R*=0.17

R? Adjusted = 0.17

Grand Mes= = 16.6

Number of Cases = 1.944

* Number of Cases Less Than 20.
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Table 8 Relation Between Age at First Marriage and Selected Variables, Controlling Age

Number of Mean Number of Children
Variable Cases Ever Born
Unadjusted Adjusted

(1) Age Group 25-34
Ethnicity (p®=0.07; 2 < 0.01)

Fijians 774 18.8 17.6

Indians 1,048 17.2 18.1
Childhood Residence (n®= 0.01; 4% < 0.01)

Urban 236 18.7 18.2

Rural 1,586 17.8 17.8
Education (p*=0.15; 2= 0.08)

No Education 285 15.9 16.4

Lower Primary 657 17.4 17.6

Upper Primary 666 18.5 18.3

Second or Higher 214 19.9 19.5
Work Status Before First Marriage (n* = 0.09; 8*= 0.02)

Employed 506 194 18.6

Unemployed 1,316 17.3 17.6
Religion (n°= 0.09; $*=0.04)

Methodist 607 19.0 18.6

Catholic 128 16.8 18.0

Iiindu 855 17.2 174

Islam 144 16.8 17.2

Others 88 18.1 17.8
R*=0.19

R? Adjusted = 0.19
Grand Mean=17.9
Number of Cases = 1,822
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Table 8 (Continued)

Number of Mean Age at First
Variable Cases Marriage
Unadjusted Adjusted
(2) Age Group 35 -44

Ethnicity (n2=0.17;8%= 0.09)

Fijians 521 18.7 18.1

Indians 677 16.0 16.4
Childhood Residence (n* < 0.01; 82 < 0.01)

Urban 145 17.6 17.4

Rural 1,053 17.1 17.1
Education (n* = 0.14; 8% = 0.05)

No Education 354 15.6 16.5

Lower Primary 534 174 17.1

Upper Primary 260 18.3 17.7

Second o Higher 50 204 19.8
Work Status Before First Marriage (n% = 0.14; 62 =0.05)

Employed 326 18.8 17.5

Unemployed 872 16.6 17.0
Religion (%= 0.09: 2 < 0.01)

Methodist 402 18.7 17.4

Catholic 92 184 17.3

Hindu 550 16.0 17.1

Islam ‘ 99 15.5 16.7

Others 56 18.0 16.9
R*=10.22

R? Adjusted = 0.22
Grand Mean=17.2
Number of Cases = 1,198

141



Table 8 (Continued)

Mean Age at First

Variable Numberof Cases  Marriage
Unadjusted Adjusted
(3) Age group 45 - 49
Ethnicity (n?= 0.21;8%= 0.07)
Fijians 171 18.8 8.1
Indians 219 15.7 16.3
Childhood Residence (2 < 0.01;32<0.01)
Urban 39 16.6 16.9
Rural 351 17.1 17.1
Education (n2=0.15;8%= 0.03)
No Education 162 15.5 16.4
Lower Primary 170 18.0 17.5
Upper Primary 55 18.5 17.6
Second or Higher * * *
Work Status betore First Marriage (n% = 0.06;8 < 0.01)
Employed 107 18.4 16.7
Unemployed 283 16.6 17.2
Religion (n?=0.20; 02 = 0.02)
Methodist 150 18.6 17.4
Catholic 21 19.2 18.1
Hindu 179 15.7 16.6
Islam 28 15.7 16.7
Others * * *
R*=0.24

R* Adjusted = 0.22
Grand Mean = 17,1
Number of Cases = 390
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Table 9 Relative Importance of Predictors for Part One Analysis

Percentage of Variance Explained by

Age at First Marriage
Net of Other

Marital Instability
Net of Other

Variables Variables

(1 Age Controlled

14 -24 14.9 0.1

25-34 19.8 0.7

35-44 9.9 2.8

45-49 8.9 3.6
(2) Ethnicity Controlled

Fijians 3.3

Indians 17.4

Table 10 Relative Importance of Predictors for Part Two Analysis

Percentage of Variance Explained by

Each Predictor Net
of the Other

Each Predictor

Variables Alone
Religion 0.2 12.3
Ethinicity * 11.6
Age * 1.3
Education 4.7 15.3
Childhiood residence * 0.4
Work status 0.5 8.7

* Less than 0.1.
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Table 11 Relation Betwecen Age at First Marriage and Selected Variables, Including
Composite Variable

Number ot Mean Age at First Marriage
Variable Cases Unadjusted  Adjusted

Childhood Residence

(n*<0.001;82<0.01)
Urban 420 18.1 17.7
Rural 2,990 17.5 17.5

Work Status before Marriage
(n*= 0.09;8%<0.01)

Employed 939 19.1 18.0
Unemployed 2471 17.0 17.4
Religion (n?= 0.12; %= 0.02)
Methodist 1,158 18.8 18.1
Catholic 241 18.7 18.0
Hindu 1,584 16.6 17.2
Islam 271 16.2 17.0
Others 156 18.0 174

Ethnicity, Age and Education Index
(n*= 0.22;82=0.11)

Fijians, 25-34, No Education * * *
Fijians, 25-34, Lower Primary 242 18.3 17.7
Fijians, 25-34, Upper Primary 412 19.0 18.3
Fijians, 25-34, Sccond or Higher 108 19.9 19.1
Fijirns, 3544, No Cducation * * *
Fijians, 3544, Lower Prunzry 308 18.4 17.8
Fijians, 3544, Upper Primary 173 18.9 18.2
Fijians, 3544, Second or Higher 28 20.5 19.7
Fijians, 4549, No Education * * *
Fijians, 4549, Lower Primary 111 19.2 18.5
Fijians, 4549, Upper Primary 45 18.3 17.6
Fijians, 4549, Second or Higher * * *
Indians, 3544, No Education 342 15.5 16.0
Indians, 3544, Lower Primary 226 16.0 16.5
Indians, 3544, Upper Primary 87 17.0 17.4
Indians, 35-44, Second or Higher 20.3 20.2
Indians, 4549, No Education 150 15.4 15.9
Indians, 4549, Lower Primary 59 15.8 16.3
Indians, 4549, Upper Primary * * *
Indians, 4549, Second or Higher * * *
R?*=0.23

R? Adjusted = 0.22 * Number of Cases less than 20.

Grand Mean=17.5
Number of Cases= 3,410
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http:0.09;02<0.01

are more heterogeneous in educational attainment than Fijians. This is indicated by the
number of cases falling into each category of the composite variable. As discussed in the
Fiji Principal Report, historically, Fijians have been much better educated than Indians.
In the past two decades, however, an increasing number of Indians have been cducated as
a result of the rapid expansion of Fiji’s cducational system. In other words, although
educational effects are rather striking in old age groups between these two ethnic groups,
in young age groups the two cthnic groups have become more homogeneous in educa-
tional levels. Moreover, in the ‘lower primary’ education category, Fijians at ages 25-34
have married 0.3 year higher than their Indian counterparts. For the ‘upper primary’
education category, there is virtually no differential between them. Interestingly enough,
in the ‘second or higher' category, Indians have married one year higher than Fijians,
Marital patterns similar to these found for the age group 25-34 hold for the age group
35-44. Each ecthnic group, therefore, has been exposed to different levels of education
over time. For the above reasons, these three variables constitute interaction effect.

1. CONCLUDING REMARKS

In this study, we have found support for the argument that, in Fiji, delayed marriage
contributes to reduction of cumulative fertility. This argument holds true particularly for
both young and middle age groups and among Indians. Marital instability, accounting for
only a modest proportion of the variance in cumulative fertility solely in high age groups,
has produced no conspicuous difference in cumulative fertility between the two ethnic
groups.

We have also found that age at first mariage is closely correlated with the three expla-
natory variables, i.e. education, religion and work status before marriage. In particular,
education interacts with age and ethnicity. This composite variable seenis to be the most
dominant factor affecting age at first marriage in Fiji.
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APPENDIX

Because an elaboration of the mathematical procedure for solving the normal equations
is available elsewhere (Anderson and Bancroft, 1952), only a brief sketch of the pro-
cedure is nevessary. In the case of two predictors, the following constraints are required
in order to make the general constant (m) equal to ¥:

(1) ! J
L ng;i=0, X njbi=0,
i=/ ;=1

Given thesc constraints, an attempt is made to determine »1, ¢; and bj, utilizing

Yy =ng (n +a; + b))

where )",-,- stands for an cstimated value of Yy for the (ij) subclass with nj; entries.
Furthermore, since Yy; - Y;; = ¢, the following equation, V, can be formulated:

I J I J
V=X X c,2/ =X X [Yi-np(m + gi + 1)/-)]2
=1 1j=1 =1 j=1

We, then, take derivatives of I” with respect to m, ¢; and bj, and set each of them equal to
zero. By rearranging, we have .

/ J
m:  nm + b)) nja; + b3 "./_b/, = @
i= =1
J
ai:  npm +  njap X ngby = A
i=1 B
!
bi:  nm + L nja; + b = B
i=1

where 4; and B; are classificatory totals, while ¢ is the grand total. By utilizing (1), we
have

m=Gm=y,

Obviously, the two-predictor case can be casily extended to cases with more predictors.
As used in the MCA computerized programme developed by the Survey Research Center,
the normal equations are solved by the iterative procedure called the sweep-out method
(Anderson and Bancroft, 1952). An alternative is, of course, to use a matrix inversion
technique which is usually applied to computer programmes for multiple regression
analysis. No matter which method is used, a problem might arise if categories too closely
overlap each other. In the case of the inverse matrix method, the data matrix is singular,
which in trun makes an inversion of the matrix impossible. If the iterative techniques
were to be employed, it would never converge,
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REGRESSION ANALYSIS
S. Mukerji*

Measurement of association between two or more variables is of considerable interest
in Demographic Research. For example, it may be wished to know if fertility depends on
education, income, occupation and other such determinants, in addition to the usual
demographic factors such as age at marriage, variations in natural fertility with age and
prevalence of contraception. Regression analysis has been found to be of great use in
drawing such inferences,

A. SIMPLE AND MULTIPLE REGRESSION EQUATIONS

A simple regression equation has two variables — one called the dependent variable,
usually denoted by (1), and the other called the independent variable, usually denoted by
the symbol (V). If the number of independent variables is more than one, the the re-
gression equation is called a multiple regression equation. in symbolic form, simple and
multiple regression equations can be written as:

Y=a+pX¥+e N
Y= A '*' /)’] .\’| + A’)z.\’z +..... -+ ”I""I) + ¢ .. (2

The parameters -f and #iare determined by the principle of least squares (PLS).
n
In PLS, the residual sum of squares (RSS) X (; is minimized with respect to the para-
i/
meters o and f3;, where n is the number of observations on } and \;. If the residuals are
independently distributed with zero mean and the same variance, then the least squares
estimates of 1 and #; are the best linear unbiased estimators of the parameters. If it is
further assumed that the residuals follow normal distribution: then the so-called ‘7 statis-
tics can be used for the test of significance of estimated regression coefficients. For detals
on derivation of the regression coefficients and tests of significance for the coefficient
and RSS, sce Kendall and Stuart (1967).

If the correlation between observed values of the dependent variable and its estumate
from the regression equation is high, the equation is + 1d to have a good fit., ’_\2_\' in the
case of a simple regression equation and I\’f.”\-l_\- ..... v, in the case of a multiple re-
gression equation measure the proportion of variability” in the dependent variable ex-
plained by the regression equation. This squared correlation coefficient is called the
coefficient of determination, Qbviously, a high value of cocefficient of determination will
indicate a good fit. Relation between the multiple correlation coefficient and partial
correlation coefficients is:

* Professor, International Institute for Population Studies, Bombay,
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1 'R)z' XN, LN, = "}'.\',) ( "}'.\'2..\', yu "A‘\z'.\',..\‘l.\',) e "}'..\',.\',. S Xp. ,)

e (3)
Here Ry ¢ v, cexp denotes the multiple correlation coefficient when the variables
NNy vy are included in the regression equation and FYXRX Xy s vx. indicates

the correlation between the dependent variable and the variable g, given that x,,

X2 xy.p are already included. Thus, if (r'p,\-,\,_,\-l,\-2 . -\'k-l)z is high then only xj
should be included in the regression equation. This procedure is uscful in deciding
whether a new variable should b included in the regression equation. 1t is also obvious
that if vy is strongly correlated with one of the variables x,, v, . ... x4.; already included
in the regression equation, then this test procedure will indicate that inclusion of xy will
not lead to substantial improvement in the multiple correlation coefficient. However, in
social rescarch total dependence on partial and multiple correlation coefficients for the
sclection of variables may not be advisable. The objective of the regression model and
data availability should be given proper weight.

B. MICRO- AND MACRO-LEVEL ANALYSIS

Available literature on the application of regression analysis in demography is extensive.
The studies can be broadly classified into two groups, namely, micro-level studics and
macro-level studies. In micro-level studies the effort is to examine the fertility behaviour
of women at family or houschold level in relation to such socio-cconomic factors as
religion, cducation, occupation, rural-urban residence, age at marriage, family income,
ete. Sample surveys usually supply the basic data; some areal characteristics can also be
taken from other sources, Some of the factors, for example, religion and rural-aurban resi-
dence, are not variables in the sense in which v; is defined in the regression models. In
such cases dummy variable regression equations may be used to analyse variance and co-
variance into their components. Suppose from the survey data is available on the number
of children born (1), and years of schooling ..Y') for two religion groups — Christians and
others — in rural and urban areas of the couatry. Three dummy variables can be de..ned
s follows:

Dy =1 for Christians, 0 for others
1~ =1 for rural, 0 for urban
D3 =1 for rural Christians and urban others, 0 {or others.

Using the data on } and .Y we can construct three regression equations:
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Y=4+ B]I)|+I))2[)2+I))JI)3+L' ...(4)
Y=+ B+ Boly + By +B,X + ¢ . (5)
Y= Al + Bll)l + I)’zl): + I));I)"g + B.;.\' + If_q(l)].\’) + I)’(,(I):\’) + B'l(l)‘\) + [N (6)

A comparison of the regression coefficients in (4) and (5) will show the effect of years
of schooling on the number of children born, From (6), /" test for B, = 0 = Bs will show
the effect of religion: I test for 270 = B, will show the effect of rural-urban residence,
and /7 test for By= 0 = B, will show the interaction effect. For further details, see
Maddala (1977).

From the survey data, regression cugations can be constructed for separate socio-
economic groups and under certain assumptions all the groups can be combined into a
single regression equation. For example, suppose fertility and other related data are
available for two hroad income groups. Two regression equations are construeted for the
two groups and then a third regression cquation combining the two groups; RSS is
calculated in each case. The sum of the group RSS gives the unrestricted sum of squares,
and the RSS from the pooled data gives the restricted sum of squares, as it assumes that
the regression cocfficients for the two groups are the same. The following can now be
calculated:

F= (S - SOMAIS df ) (D

Where Sy and Sy are the restricted and unrestricted RSS respectively, df, denotes the
number of restrictions on the regression coefficients and dfyis the degree of freedom on
which the unrestricted RSS is based. If in (7) I s significant, it indicates that the factors
affect fertility differently in the two groups. In this case pooling of the data should be
avoided.

An important advantage of using survey data is that the distribution aspect of the
independent variables can be taken into consideration. Suppose, for example, tiat the
model includes female education as one of the independent variables. Now, if the
proportion of females in the 1549 age group who are literate is included as the variable
measuring education, some valuable information which the survey data normally provide
is ignored. It is casy to visualize two populations with the same level or proportion
literate but having quite different levels of formal education. In this case effect of
education on, say, fertility will also be substantially different and, therefore, use of a
summary measure such as proportion literate will be wrong. An index of the form
Elt’}/l‘lt’i can be used in the place of proportion literate. Here summation is taken
over-all literacy groups and Wi denotes the number of women in the i group, It the data
has been tabulated by age of women and number of vears of formal education it may be
advisable to use that information rather than proportion literate. The same logic applics
for income, consumption expenditure and a number of other so-called independent
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variables in the regression equation. This advantage is usually not available in macro-
level analysis. The summary items such as proportion educated, number of doctors,
nurses or dispensaries per 1,000 population, etc., do not take into consideration the
distribution aspects which may hold the key as far as effect of the variable on the
dependent variable is concerned.

Micro-level information is of great use in determining the structure of the variables,
However, there are certain tfactors which are available at arcal level only; in some cases a
micro-level equivalent may not even exist. Studies by Hermalin (1975), Srikantan (1977)
and Mauldin and Berelson (1978) are examples for excellent use of regression models in
the analysis of fertility change using data at macro level. Judicious mixture of both
approaches is likely to give the best result,

C. DIFFICULTIES IN [IHE APPLICATION OF REGRESSION MODELS IN
DEMOGRAPITY

Prediction and policy decisions are two important uses of a regression model. In
prediction, the effort is to find the estimate of the dependent variable given the values of
the independent variables, The method of least squares is suitable for this purpose as it
estimates the best conditional expectation of Y for given values of X;. In policy decision-
making, the regression coefficients are important. These coefficients measure the
direction and amount of change in the dependent variable {or changes in individual X;. In
a regression model, it is assumed that the independent variables are not strongly
correlated among themselves. This assumption is usually invalid in demographic research
and the likely result will be that the estimated regression equation may be good for the
purpose of prediction but individual regression coefficients may not be reliable. This is
usually called tbhe problem of multicollinearity, and to minimize the effect o1 multi-
collinearity the best course is to seleet the variables carefully, Klein (1962) has given a
rule of thumb for assessing the importance of multicollinearity. According to this rule,
if R?v..\- xa- e - - Xk I less than R, other x's, then multicollinearity is a problem. There
are sophisticated estimation procedures which will reduce the error owing to multi-
collinearity but additonal information is necessary for their application.

Errors ot observation in the independent variables will result in biased estimation of the
regression  coefticients, Similarly, if there is simultancous relationship between the
dependent and the independent variables or if some important independent variable is not
included in the model, the result will be that functions of the regression coefficients will
be estimated rather than their true values in the population. Goldberger (1973) has
illusirated the type of errors that may enter owing to violation of the basic conditions
which a regression model assumes. It was mentioned carlier that the principle of least
squares will yield best linear unbiased estimators (BLUE) if residuals have zero mean,
they are uncorrelated among themselves and with the independent variables, and also
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have the same variance. Unfortunately, in socjal research such conditions are not always
satisfied. A typical problem is that 0, is positively correlated with X7 In this case the
expected value of the estimated variance is likely to be smalles than the true varianee so
the confidence interval for the regression coefficient will be shortened. Thus, we are
likely to infer that the independent variable has significant effect when, in fact, in the
population the relationship is poor. On the hypothesis o7 = 0214 BY) Prais and
Houthakker (1955) have suggested that (Y/e+bx) should be regressed on (L /uthy) and
(.\'/u+h.\')itcrulivcly, till a stable value of *u” and 5" is reached,

Another problem with the residual errors may be that the errors are autocorrelated
mstead of being independent. This problem is more important in the analysis of time
series data, Survey data being crosssectional, the problem may ot arise. However, if
lagged correlation analysis is attempted it will be advisable 1o test the residual for the
presence of autocorielation. Durbin and Watson (1950) have given a test procedure for
the detection of autocorrelation in the residuals, If autocorrelation is present it vill he
advisable to make appropriute variate transformation which will make the residuals
independent,

Formal conditions which the variables and residuals  should satisty  for correct
application of & regression model are rarely satisfied by the demographic and socio-
cconomic variables. A fair amount of research has been done on the effect of violations
of conditions on the estimated regression cquations. After examining various aspects,
Bohranstedt and Carter (1971} reached the conclusion that a regression model is fairly
robust unless the departures from standard assumptions are serious.,

Almost all medium-size computer systems have package programmes for regression
analysis. So the actual computational work has been simplified a lot, However, it s
advisable and instructive to tabulate the data in simple contingency tables before going
in for a large-scale regression model,
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LINEAR MODELS AND PATH ANALYSIS

R.J.A. Little*

A. LINEAR MODELS: BASIC CONCEPTS**
PRELIMINARIES

The statistical methods considered here concern the relationship between a response
variable Y, and a sei of regressor variables X1, ... X More specifically, they concern the
way in which the mean of ¥ varies over different sets of values of the regressor variables.

The response variable ¥ is assumed to be an interval scale variable (for example, parity)
or a dichotomous variable (for example, current use of contraception): in the latter case
we can conveniently define the two values of the dichotomy as one and zero, and then
the mean of Y for any subgroup is simply the proportion of cases with ¥ equal to one.
Multichotomous responses with ¢ categories can be treated by forming a set of ¢-f
dichotoi ous response variables which take value | for one category and zero otherwise.
The siuvgle category not characterized by such a dichotomy is called the reference
category.

The regressor variables Xy . . ., X may be interval-scaled or categorical. For example,
the demographic control marital duration may be a single interval scaled variable, years
since first marriage, or a categorical variable formed by the sct of five-year marriage
groups. The variable education may be an interval variable such as years of education, or
a categorical variable defining levels of education (e.g. no education, primary, secondary,
uni rsity). These variables are ordinal in nature, that is the values can be ordered
according to a scale; other categorical variables such as religion have no such ordering,
that is, are nominal in nature.

The traditional demographic method for assessing the relationship of ¥ to a set of
regressors is to convert all the regressors into categorical variables, and then to cross-
tabulate the mean of Y for each cell formed by joint levels of the categories. Cross-
tabulation is an indispensable way of investigating the character of the data. Nevertheless,
the limitations of tabulation with more than, say, two regressors are well known,
particularly for observational studies where the sample sizes do not distribute evenly over
the cells. A variety of ‘statistical’ methods provide alternative ways of forming summaries
of the data, including direct standardization, analysis of variance, multiple classification
analysis, analysis of covariance and multiple regression.

In discussing these techniques, the following concepts recur frequently, and since
they are very important it is worth while distinguishing carefully between them:

* The author is a staff member of the World Fertility Survey,

** In the interests of completeness, the paper as a whole includes some material not presented at the
Workshop.
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association, independence, interaction, additivity and linearity.
Association

Association and independence refer to the joint distribution of the regressor variables
Xi.... X, and thus have nothing to do with the response variable Y. Two regressors
Xy and X, are associated if the distribution of one variable (say X.) changes according
to the value of the other variable (V). Two variables are independent if there is no
assoctation between them.

For two interval-scaled regressors, such as years of education and vears since first
marriage, the correlation is a measure of association. If these variables have the bivariate
normal distribution, then the correlation in a sense captures all the association between
the variables,! but in other cases other measures may be necessary. For categorical
variables, there is no single recognized measure of association, and again this reflects the
fact that often there is more than one dimension of associiation involved.

In experimental studies, where the regressor variables are subject to control by the
experimenter, values of the regressors are often deliberately  chosen to acaieve
independence between them, which in this context is called orthogonality. This greatly
simplifies the analysis of the results. However, in observational data independence is
rarely the case, and indeed the associations between the regressors are themselves aspects
of the data which have to be taken into account in any analysis. For example, in WES
data, positive associations between education and age at marriage and between education
and age are common, and reflect the fact that educated women tend to marry later, and
also are younger because of historical increases in educational levels. Not all our variables
are associated, however. For example, often the age composition of women by region is
not markedly different; this implies that the variables age and region can be considered
approximate y independent.,

In this paper we are not directly concerned with the measurement of association
between regressors, since we wish to measure the relationship of regressors to the re-
sponse. However, the presence of association becomes very important when we attempt
to quantify the effect of any single variable Xj (or more generally, subsets of variables)
on the response. We shall see that unless regressors are orthogonal, such an allocation is
impossible without a path analytical model.

Interaction

The term interaction, which is often confused with association, concerns the relation-
ship between the regressor variables and the response (or, more formally, the conditional
distribution of Y given X'\, ..., Xy). Twe variables, Xy and X5, interact in their effect on
a response if the effect of one variable on ¥ with the other variable fixed varies according
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to the value of the other variable. Two variables are additive in their effect on ¥ if there is
no interaction.

Categorical regressors

For a categorical variable, the ‘effect’ on Y can be taken as meaning the differences be-
tween the means of ) between the categories.’ For example, suppose that X, is the
variable level of education, with levels None, Primary and Secondary, that X', is the demo-
graphic control years since first marriage, and that ¥ is current parity. For any given value
of marital duration, we can calculate the mean parity for cach educational level among
women with that marital duration. The differences between these means represent the
‘effect’ of education specific to that marital duration. The variables education and marital
duration are additive in their effeet on parity if the differences between education means
are the same for all levels of marital duration. A little thougnt will convince the reader
that such a situation is unlikely if educational differences in parity exist, since these are
likely to increase with marital duration. Thus we are led to expect a form of interaction
for these regressors and response.

It is useful to express these ideas in symbols. In the above exanple, let ');/-k be the mean
parity for marriage duration group j and education group £, and assume that no sampling
of the population is involved. Then the effects of education and marriage duration are
additive if and only if ¥;; can be written in the form

Yie =+ oy By forall jund &, (1.1
where g represents the mean parity for the population, a; represents the deviation of the
mean parity of marriage duration group j from the mean, and By represents the deviation
of the mean parity of education group & from the mean. To see that this model reflects
the assuraption of additivity, take two educational levels & = 7 and & = 2. For marriage
duration level /, the difference in the mean parities between these levels is )"/l - )'/-2. From
(1.1), this can be written

Y/'l - Y/z =(uta+6)-(ut o+ By) = By -6,
and this difference is the same for all values of /, as required.

The incorporation of interactions into (1.1) is achieved by adding a term with the
double subscript (jk), viz

Yie =t o+ By + 655 jorall jund k. (1.2
In that case the difference between education groups | and 2 for marriage duration j is

2 More generally, differences in the distribution of ¥ between the categories.
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and this difference depends on the level of j. These ideas readily extend to more than two
TeEIressors,

Additivity

The concept of additivity underlies techiniques for controlling categorical regressor
variables such as direct standardization and multiple classification analysis. The tech-
niques aim at assessing the effect of one regressor on Y with a set of other regressors con-
trolled, or held fixed. For example, in the example given above we may wish to estimate
the effects of education on parity, controlling marital duration. Since these effects can
always be written as deviations from an overall mean parity, this cxercise is formally
identical to estimating the quantities a; B, in the additive model (1.7). These estimates
are simply the deviations ir standardized means from the over-all mean in direct standard-
ization, or the adjusted effects of multiple classification analysis. As regards the estima-
tion of the effect of education, the techniques differ only in the degree of statistical
efficiency.

The validity of multiple classification analysis can be assessed within the framework of
analysis of variance. Indeed, (1.1) and (1.2) are particular cases of models for analysis of
variance. An analysis of variance table can be constructed which expresses the contri-
bution of the following factors to variation between the group means:

a) Main effects of duration;
b) Main effects of education, controlling duration;
¢) Interactions between duration and education, controlling (a) and (b).

Then the sim of squares for (¢) can be used to evaluate the validity of the additive model,
and the sum of squares for (b) to evaluate the statistical significance of the effects of
cducation, controlling duration.

Interval-scaled Regressors

We have noted thal standardization and multiple classification analysis are based on an
additive model for the effect of categorical regressors on the response, If we have interval-
scaled regressors X'y . ..,.X; and wish to take into account their ordinal nature, we can cal-
culate the multiple linear regression of X, . . . on Y, using individual level data.

For example, suppose that the response is again parity, X'y is the interval variable years
since first marriage and X, is the interval variable education in years. Then a multiple
regression of ¥ on X'j and X, is in a sense analogous to the multiple classification analysis
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of Y on the corresponding categorical predictors. The model underlying the regression
expresses the mean of Y for each value of Xy and X, as

E(Y)=p+BX + BaXy, (1.3)

where ; and f, are slopes or regression coefficient, and (assuming Y, and X, are
measured about their means), u is again the overall mean parity.

A comparison of (1.1) and (1.3) reveals the similarities and differences between the two
approaches. Firstly, note that (1.3), like (1.1) assumes that the effects of X, and X, are
additive, For, given X'y, f§ represents the effect of X, on Y as the increase in the mean of
Y when X, is increased by one unit, and this effect is assumed to be the same for all
values of X). Thus additivity is common to both models.

Clearly the methods differ in the way in which the effect of each regressor is. measured.
For multiple classification analysis, the effect of a variable is represented oy a set of
deviations of categery means from an overall mean; in regression, the eifect is repre-
sen’*d by a single number representing the average slope of the variable on the response.
In effect, the regression model abstracts a particular component of the deviations of
multiple classification analysis, namely, a component of average trends in the mean of ¥
across the ordered categories. The extent to which this component captures all the effect
of a regressor depends on whether the relationship with the respoase is a straight line, or
is curvilinear. In the latter case, polynominal terms can be adued to augment the picture,

We have noted that the usual regression model (1.3) expresses additivity between the
regressors, However, just as interaction terms can be incorporated in the additive analysis
of variance model (1.1), they can be included in the regression model as well, The
simplest form of interaction is to form a joint variable X' .\, by multiplying the individual
values of Xy and X, and incorporating this product variable in the regression. This leads
to the model

E(Y)=u' +B.X, + BN, + (X X)), (1.4)

where the paraineter & measures a specific type of interaction between the regressors,
namely, the average change in the slope on one variable per urit increase of the other
variable. Again, extensions to more than two regressors are straighc-forward.

Mixed Interval-scaled And Categorical Regressors

The most common situation encountered in WFS data is a mixture of intervalscaled
regressors (such as age, age at marriage, income) and categorical regressors, which may be
ordinal (such as educational level) or nominal (such as region or religion). Thus there is a
need for methods which handle all types of variable. This leads to analysis of covariance
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models. To use the well-worn example of previous sections, suppose that Y is parity, X, is
the interval-scaled variable years since first marriage and X, is the categorical variable level
of education. Then analysis of covariance is based on the hybrid model

E(Y)=u+a X+ B, (1.5)

where £(Y) is the mean parity for a respondent in educational group & and years since
first marriage X,. Again this is an additive model, and again interaction terms can oe in-
cluded, this time by replacing the single regression coefficient a by a different coefficient
oy for each educational level &.

Analysis of covariance can be viewed asan ¢xtension of the analysis of variance models
for categorical regressors or of the regression models for intervalscaled regressors. Some
analysis of variance programmes, such as the ANOVA (analysis of variance) programme in
SPSS (statistical package for the social sciences), allow interval-scaled covariates to be in-
cluded and thus become programmes for analysis of covariance. However, analysis of
covariance can also be carried out using a multiple linear regression programme. This
requires some recoding of the categorical variables but is more flexible, since interactions
between the interval-scaled and categorical regressors can be calculated.

The recoding of categorical variables for regression is quite well known, and we include
only . brief outline here. Dichotomous variables are included in the regression in the
usual way, and tbeir regression coefficients measure differences in the mican response
between the two categories. Variables with more than two, say, k categories are treated
by calculating &-/ dummy or indicator variables and including these in the regression. For
example, in the example just given the variable education has & = 3 levels, no education,
primary education and secondary education. One of these is chosen as the reference cate-
gory, say no education, and then dichotomous indicator variables are defined to identify
observations in the other categories. In this case two variables are required:

1, Primary education,
0, Otherwise

X _ 1, Secondary education,
2 = .
2 0, Otherwise

Clearly cach cducation category can be indentified by the joint levels of X5 and X . No
education corresponds to X, = Xy = 0, primary education to Xu=1 Xp=0 and
secondary education to X5, = 0, X2 = [

The model for the regression of Y on Xy, Xap and Xy is

IZ‘( Y) = BO + ﬁp\’] + ﬁul\,gl + Bzz."z:. (] .6)
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The coefficients o, B2r and Ba, in this equation have a particular interpretation. For a
given level of X', fo + 81y represents the mean parity when ¥,y = vy, = 0, that is, for
respondents with no education; fo + .\, 4 B21 represents the mean parity when vy, =4,
X2 = 4, that is, for respondents with primary edu ation; linally, o + By + Bas re-
presents the mean parity when XN =0, Xy = 1, that 1s, for respondents with secondary
education. Thus the cocfficients of the dummy variables in the regression measure dif-
ferences in the mean response between their respective categories and the reference
category.

The generalization to regressors with more than three categorics, and to regressions with
more regressor variables, is straightforward, Nole, however, that interactions can be in-
cluded by defining product variables such as 4,45, and X Va2, as outlined in the section
on interval-scaled regressors.

Linearity

The term linearity is used (o describe two aspects of the relationship between a mean
response and a set of regressors, namely, linearity with respect to the parameters and
lincarity with respect to the variables. It is important to distinguish between these

concepts carefully.

Consider the following models relating the mean of ¥ to two regressors 'y and Xy

E(Y) = Bo+ BN, +B.\5 (1.6)
ECYY = o+ BN+ BaXy + B2V .V, + BV 3V, (1.7)
E(Y) = fo+ B, + Biv, (1.8)
E(Y) = BoX Biv,b: (1.9)

Models (1.6) and (1.7) are linear in the parameters, since the parameters o, B, and B,
appear linearly. Model (1.8) is linear in Bo but non-linear in By, since the coefficient of .\'y
is ﬁf, Model (1.9) is lincar in Bo but non-linear in By and B,, which appear as exponents.
On the other hand, models (1.6) and (1.8) are linear in the variables ') and X, whereas
models (1.7) and (1.9) are non-linear in the variables since they include non-linear func-
tions of 'y and \,.

All the models considered in previous sections are linear in the paranictsrIn practice
this property relates to the scale in which differences in the mean response are measured;
specifically, differences are measured im the raw scale in which the response is measured,
rather than some other scale such as the square root or the logarithm.
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The concept of additivity is specific to the scale in which differences are measured, and
is thus related to linearity. When we considered additivity in the section on interaction,
we were in fact defining additivity on a linear scale. It is possible for variables to be non-
additive on the lincar scale but additive on some other scale. For example, consider once
again the cffects of marital duration and education on parity, We have scen that it is un-
realistic to suppose that differences in miean parity by educational level are the same for
all levels of marital duration. However, it may be reasonabie to suppose that ratios (or
percentage differences) in mean parity between cducational levels are the same for all
marital durations. Since the logarithms of ratios are the differences of logarithms this cor-
responds to additivity on the logarithimic scale, This leads to multiplicative or log-linear
additive models such as (1.9), which are discussed in WFS Technical Bulletin No. 5 (Little,
1973).

Lincarity with respect to a variable X refers to th~ assumption that the relationship
between X and the response is lincar, that is, that tie means of Y for cach value of X lie
on a straight line. In cases where the relationship is non-linear, linearity may be achieved
by a transformation of the regressor variable. If this does not remove the curvilinearity,
then polynominal terms (Y2 X3, ...) may be introduced into the regression model or,
alternatively, the values of the regressor variable may be grouped into categories and
treated as a categorical regressor.

B.  PATH ANALYSIS: GENERAL PRINCIPLES

In section A we outlined some statistical techniques for assessing the joint effects of a
set or regressors on a response, based on linear models. Path analysis is not a statistical
technique like regression or MCA., I 1s an interpretational technique for determining
appropriate sets of regressors and predictors in a statistical analysis, and for unc2rstanding
the output from the statistical analysis. In section C we consider a special form of ana-
lyses for multivariate normal data, which entails some further arithme: - cal operations on
the coefficients from multiple regressions. However in this section we consider path ana-
lysis in a broader context, as a method of formalizing intuitive ideas about which effects
of variables have substantive meaning.

ASSESSING THE EFFECT OF INDIVIDUAL VARIABLES
We again consider the relationship between a set of regressor variables Xy, ... X and a
response are additive on some scale, that is, that there are no interactions. In section C we

shall consider the case where significant interactions are present.

We have noted that the effect of a categorical variable on the response can be repre-
sented as deviations betweer the category means and the overall mean of Y; the effect of
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an interval-scaled variable in a multiple regression is represented by its regression
coefficient. In either case, it is well known that the magnitude of this effect in general
depends on which other regressor variables are controlled by inclusion in the analysis. In
the simple example of the previous section, the effect of education on parity is usually
reduced when marital duration is controlled. More generally, the effect of a variable X,
on Y changes when another variable ', is controlled if Xy and X, are associated and the
effect of X'y on ¥ controliing X', is not zcro.

In practice we may have a large number of potential regressor variables which are
associated and have an effect on the response. Suppose we wish to assess the effect of
each individual variable. The question is, which other regressor variables should be con-
trolled when the effect of any given variable is calculated?

One obvious solution is to calculate the marginal effect of each regressor, without con-
trolling any other variables, That is, consider the efieet of A; by simply regressing or
cross-classitfying Y by ;. This turns out to be unsatisfactory, for sound substantive
reasons, For example, consider the effects of education and age on parity, and suppose
that education is negatively associated with both parity and age. If the relationship
between education and parity disappears when age is controlled, then the relationship is a
spurious consequence of the different age comnosition of the educational groups. In such
situations the substantive effect of educadon would correctly be assessed after control-
ling age, and not from the unadjusted means.

An alternative procedure, often encountered in applications of multiple regression, is to
assess the effect of each variable wih all other variables controlled. In the context of
multiple regression, this corresponds to calculating the regression equation with all
regressor variables included, and interpreting the regression coefficient of cach variable as
the effect of that variable. This also proves unsatisfactory, particularly when there is a
high association between the regressors, For example, suppose we include the variables
respondent’s level of education and husband’s level of education as regressors on parity. If
these variables are highly associated, their Joint effects may easily prove statistically in-
significant even though when taken separately their effects are significantly large. In
general, the magnitude of effects diminishes as positively associated predictors are
introduced, and this can lead to very misleading conclusions. [Sce, for example, Gordon
(1968)].

The fact is that without some additional information independent of the data, there is
no unique way of representing the effect of a variabie on a response, Any effect is specific
to the set of other variables controlled in the analysis. Path analysis, in its general form,
can be seen as an attempt to attribute causal interpretations to certain of these control-
specific effects. Also, it leads to one particular effect, the total effect of the variable,
which has the clearest substantive interpretation, and this may be considered a partial
answer to the problem of which variables to control in an analysis.
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The key concept of path analysis is the determination of a causal ordering between a set
of variables. In a general sense this leads to a set of rules concerning which variables
should be controlled in any analysis. For the specific application to multivariate normal
data, it determines the order in which a set of regressions should be carried out. We now
discuss these ideas in more detail,

THE CAUSAL ORDERING AND TOTAL EFFECTS
We suppose that the regressor and response variables can be placed in a causal ordering
‘\’l""\'z_’ .\’3"...—) )’, (2.1)

such that changes in the values ot any variable can affect a variable later in the chain, but
do no affect variables carlier in the chain. Two points require special emphasis here:

a) The causal ordering cannot be decided by an empirical analysis of the data, but must
be based on prior theoretical knowledge of the population;

k) The specification of a cavsal ordering in effect rules out the possibility of circular
causation between variables, where one variable both affects and is affected by another
variable in the series. In the examples, we shall proceed under the assumption that at least
a predominant direction of causal ordering can be establishied. In cases where this is not
possible the interpretation of the data is much more difficult, and more complex ana-
lytical techniques than those discussed in section A are required to disentangle relation-
ships between the variables. See, for example, the non-recursive models discussed by
Hood and Koopmaus (1953). In this paper we saall illustrate situations where circular
causation does exist, but we shall not provide a quaititative analysis for these cases.

Two general rules of path analysis stem from this causal ordering:

Rule 1. The response variable, ), must be the last variable in the causal chain. In other
words, variables causally posterior to the response should not be controlled,

Rule 2. In assessing the effect of any regressor variable X on a response, Y, all variables
causally prior to X should be controlled.

To clarify thes: rules, consider a particular regressor variable X. We can represent the
position of X in the causal chain as follows:

Xp=X->X,— 7,
where X, are the set of regressor variables prior to X, X, are the set of regressor variables

posterior to X, and the response Y is by rule ! the last variable in the chain. Then rule 2
states that the variables X, should be controlled when calculating the effect of X on Y.
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Rule 2 does not specify whether the regressor variables posterior to X', \',, should be
controlled. If none of these are controlled, the resulting effect of V is called the total
effect. The total effect of a variable X on a response Y is the effect caleulated with all
regressor variables causally prior to .\ controlled and all regressor variables causally
posterior to .\ not controlled.

We shall see that total effect of a variable is the effect with the clearest substantive
interpretation. In section C we shall discuss the decomposition of the total effect into
direct effects with certain posterior variables X, controlled, and indirect effects, acting
through changes in the posterior variables X ,. lHowever, here we shall concentrate on the
total effects themselves, The point of these rules and definition may be clarified with the
help of some examples.

EXAMPLIES

Example 1 X, = Respondent’s age, .V, = Cducation, .V'5 = Age at marriage, ¥ = Parity,
One plausible causal ordering is

Age ~ Education = Age at marriage — Parity

Age is a cohort marker and fully exogenous to the other variables. To the extent that
children are born after marriage, the response variable Parity does not affect the respon-
dent’s history up to marriage and hencee can be considered causally posterior to education
prior to age at marriage is less certain, and in some populations might reflect a pre-
dominant dircction of causation. Although in some cases a respondent may terminate her
education to get married, for the most part education has the effect of delaying age at
marriage, and this is reflected in the chosen direction of causation between these variables,

According to the definition, the total effect of education on parity is net of age but not
net of age at marriage. We shall have more to say about this later,

Example 2 \'; = Marital duration, \', = Education, Y = Parity. Here the predominant
causal ordering is

Duration - Education - Parity.
However the causal relationship between duration and education is not clear, because
marriage duration includes components of age and age at marriage which, according to
the previous example, are respectively prior and posterior to education, The total effect

of education of parity in this system is obtained by controlling marital duration.

Example 3 X, = Age, X, = Are at marriage, X3 = Current use of contraception, X', =
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Parity. Consider two causal orderings, with (a) Y = X, i.e. parity, as response and b)) Y=
Y,, i.c. contraceptive use, as response:

a) Mge - Age at marriage — Contraceptive use - Parity;
b) Ay — Age at marriage — Parity — Contraceptive use.

The causal ordering between contraceptive use and parity in (a) seems plausible, as one
expects that contraceptive use affects the number of live births a woman has, However, in
practice the predominant causal ordering is more likely to be (b), particularly in countries
where family planning is of recent origin. That is, women with high parities are¢ more
likely to use contraception, and consequently parity is a major determinant of contra-
ceptive use may have an inhibiting effect on parity, this effect is smaller in the initial
stages of a family planning programme. We shall see the consequences of this circularity
in the next section.

Example 4 X, = Age, Y, = Age at marriage, X3 = Education, ¥y = Desired family size,
Y = Parity. Here the causal ordering

Age = Education == Age at marriage = Desired lFamily Size -+ Parity

seems plausible. However, in a real population the relationship between the last two
variables is complicated to the extent that women tend to rationalize their stated desired
family size on the basis of how many children they in fact have had. Thus, again, circular
causation is a possibility which obscures the interpretation of the data.

INTERPRETATION OF THI TOTAL EFFECT

Tdeally, we should like to interpret the effect of a variable as the effect on the response
in the given population of changing the distribution of the regressor variable by a given
amount. The reason why the total effect corresponds to this interpretation is that a
change in the regressor will not change causally prior variables; hence these should be held
fixed. However, it will change causally posterior variables which will in turn cause the
response to change. Thus causally posterior variables should not be controlled. We are left
with the total effect as the one with operational value.

Consider example 1. The total effect of education on parity is calculated controlling the
prior variable age, but not controlling the posterior variable age at marriage. This
recognizes that a change in educational level will not change the age structure of the
existing population, but affects age-specific parity both by increasing age at marriage, and
hence decreasing marital exposure, and by (possibly) decreasing marital fertility, con-
trolling age and age at marriage.

The total effect may scem to be the answer to the policy-maker’s dreams, a way of
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assessing the effect of changing variables in the system. However, this predictive causal
interpretation has serious limitations:

a} It is retrospective and not predictive, We attempt to explain the system of variables
as they stand, and there is no guarantee that causal relationships will continue to apply
when the system changes. A dvmamic interpretation of the system is impossible without a
time series of surveys;

b} In practice, it is impossible 1o control all causally posterior variables, since we only
measure a finite number of variables n any study. This is not quite as damaging as it
sounds, since in practice we only need to control common causes, that is, prior variables
which are related both to the regressor under consideration and to the response, Con-
trolling other variables will not change the effect of the regressor, as noted earlier, and
hence these variables can be ignored. Nevertheless there is always the danger of onitting
common causes;

¢) In practice, it is inpossible to avoid circular causation between variables, perticularly
variables which have not been measured.

And to these conceptual problems the practical difficulty that interactions are always
present to complicate the interpretation of effects, and the principals of path analysis
would seem to have a rather limited application. Nevertheless, the problems presented
above do not simply restrict the validity of path analysis: they are fundamental problems
concerning the nature of the data collected trom a cross-sectional sarvey. Hence they
have to be recognized and lived with, whatever type of analysis is attempted, Also, if the
two simple rules of path analysis given here are recognized and applied by rescarchers in
the de~ign of questionnaires and the analysis of data, many clementary mistakes would be
avoide!, both in the interpretation of cross<classifications and in more sophisticated
statistical unalysis. For this reason these rules are immensely valuable,

To continue example 3, a rescarcher assesses the effect of contraceptive use by fertility
by comparing the mean parity of women who are not currently using. He or she correctly
controls age and age at marriage when carrying out this comparison, The effect found is
the total effect of contraceptive use in the causal ordering

Age = Age at marriage ~~ Contraceptive use - Parity,

However, as noted above, this causal ordering is higltly suspect since in miny populations
the relationship between contraceptive use and parity s cireular, contradicting rule 1. If
the rescarcher finds that, contrary to expectations, parity is higher among contraceptive
users than among users, he or she may see the problem. However, if the results are
reversed the difference may be happily attributed in mean parities to the effectiveness of
contraception, whereas in fact no such inference is justified, since cireular causation may
well be present.,
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C. PATH ANALYSIS FOR A COVARIANCE MATRIX
PATH DECOMPOSITION OF TOTAL FEFECTS

In section B we introduced the total effect of a variable on a response, based on a causal
ordering for a set of variables. In this section we discuss a particular situation where a use-
ful decomposition of the total effects of variables is possible. A rather basic account of
the method is given here - for a more detailed account see WES Technical Bullerin No. 2,
Kendall and O'Muircheartaigh (1977),

To simplify the notation, suppose that we have three regressor variables X Yaand vy,
and one response variable ¥V, which we shall also denote by Y. Suppose that all these
variables are either interval-scaled or dichotomies, and that they follow the causal
ordering

R LT WU O
We carry out the tollowing regressions:

a) Yoon Xy
b) Yyon X aad Xy
¢) Yyon X, Xyand X,

Observe that these regressions treat Xy, Xy and .Y, in turn as response, and that they
follow the rules of path analysis discussed in section B. That is, in all cases variables
causally prior to the response are controlled, and variables causally posterior are not
controlled,

It we assume that all the regressions are additive and lincar, we obtain the following
estimated regressions equations:

/1‘(.\’2) = h:“ -+ I)21 .\'| (3.1)
l',.(‘\"\) = /).m + /)“ .\’] + ”_;2 ‘\"_s (3.2)
END = byt by X+ b XY+ by s (3.3)

According to the definition of the previous chapter three of the regression coefficients
are estimates of total effects:

by = total effect of V) on Xy,

b = total effect of Xy on X,
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ba3 = total effect of Xjon Xa.

These and the other regression coefficients are entered in a path diagram, as follows:

‘0!1‘\ o4
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2 \
\ b
l\ 9
X ’41\,\(
1 . / 4
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»o
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37 *3

Then the other total effects of the variables in the system can be constructed as w1
in table 1. Consider, for example, the total effect of X on X;. This can be calculated
from the regression coefficients as byt babay. the two components of this sum, b3, and
basbay, represent two aspects of the effect of X,on X;.

Table 1 Path Decomposition of All Effects in Four-variable Path Analysis

‘\,l on .\'2 - [72|
Xyon XVy=by,
4\’], net ,\’2 = b‘]]

/\'1 tllrollgh 1\’2 = ’)32b2|

Response: X, total effect of

Response: X3  totaleffect of
direct effect of
indirect effect of
total effect of

Response: X, total effect of

direct effect of

indirect effect of

Xyon X3=by + bypb,y,
XNyon X =byy
Noonet Yy=by,

/"2 thl"()ugh /\’3 = b43b32

total effect of X,

on .\’4 = [)42 + [)431)32
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direct effect of Xy, net X,and X, =bgy

indirect effect of X through X3, net Xy =bgs3by,
indirect effect of Xy through X, net Xy = bgahy
indirect etfect of X through s and Xy = bgabaaba

Total effect of Xy on Xy=byy + by3bsy + byabay + bazbaabay

by is the direct effect of .Yy, controlling (or net of) Xa, and bagba, is the indirect effect
of X, on X, caused by the combination of X' affecting X, and X, affecting X ;. Similarly,
the total effect of .Yy on .V, splits into two components, and the total effect of X', on X,
splits into one direct effect and three indirect effects.

Decompositions such as table 1 are very easily constructed directly from the path
diggram. To obtain the decomposition of the total effect between any two variables,
simply trace out all possible paths between those variables which follow the directions of
the arrows; the magnitude of each path is calculated by multiplying together the
coefficients associated with each link.

If the variables in the system are standardized by substracting of means and dividing by
standard deviations, the resulting standardized coetficients in the path diagram are called
path coefficients. The analyst can choose whether or not to standardize the variable
before caleulating the regressions. There are arguments in favour of both approaches [see,
for example, Kendall and O’Muircheartaigh (1977)). However, the difference is basically
superficial, and the proportionate contribution of each direct and indirect effect to the
total ffect is the same in both cases.

In both cases it is possible to test the statistical significance of individual coefficients,
and to set paths which are not significant to zero. Diagrams with many variables can be
simplified by omitting arrows corresponding to non-significant paths.

An example

We illustrate this by a decomposition of trends in cohort marital fertility for data from
the Fiji Fertility Survey. The regressor variables are

X, = Current age, X, = Age at first marriage

The predictor variable Y is a sequence of variables
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BMO-4, BM5-9, BM10-14, BM15-19, BM20-24,

where BMj-k is the number of births occurring between the J-th and A-th years of marriage,
restricted to women married at least & years. The causal ordering is

Age — Age at marriage —~ Marital fertility,

and the path diagram for the marital fertility measures BMj-k is

Age at marriage
MY v A

Agc > BMj-k
31

In the diagram, age is a form of cohort marker and the total effect of Age on BMj-&
represents the linear component of trends in marital fertility. This total effect can be
decomposed into two components, b, the direct trend . nearital fertility net of age at
marriage, and b3,b4, the indirect trend in marital fertility attributable to trends in age at
marriage. The relative proportion of these factors is of substantive interest, as it indicates
to what extent trends in cohort marital fertility can be atiributed to changes in the mean
age at marriage,

This model was applied separately to indigenous Fijians and Fiji nationals Indian race
using data from the 1974 Fiji Fertility Survey. For Fijians, there is no evidence of trends
in age at marriage, that is, b3, = 0. Hence the indirect effect babyy is also zero. For
Indians, the following path diagrams were obtained:

(a) (b)
\ Age at Age at
Q e marriage |
/ marriage 0, A A 2
\\/‘ \Q \d’
/
Age BMO4 Age BMS-9
-008 027

3 For further details, see Little (1978),
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(©) (d)

Age at Age at
marriage | a Marriage
..\Q'\ / & Y \Qf\/ \‘/
> /N 9
/ / '
Age BM10-14 Age BM15-19
057 080
(e)
Age at
A marriage |
Q <7,
W \‘0\\1
Age BM20-24

.061

The coefficients in these diagrams are not standardized, and have the corresponding
interpretation. For example, the coefficicnt of age at marriage on age is estimated from
the whole sample as -.10 for all cohorts, and represents a decline of one year in the mean
age at marriage for every 10-year increase in age or, in other words, a historical increase in
age at marriage of .1 years per year.® The other coefficients represent estimated changes
in mean parity over five-year periods per year of age or age at marriage,

From the diagram the total effect of age, or, in other words, the total trend, for each
fertility measure can be constructed as follows:

Fertility Mcasure

Effect BMO-4 BM5-9  BMI10-14 BMIS-19 BM20-24 Sum
Trend Net of Age at
Marriage -.008 627 .057 .080 .061 232
Trend Through Age at
Marriage -.002 .005 .007 .012 .010 .032
Total Trend -010 .032 .064 .092 .071 264

The first line of the table consists of the coefficients of age on the fertility measures,
and the second line is calculated by multiplying the coefficients of the indirect path, The
conclusion is that only 13 per cent (=.032/.264) of the decline in marital cohort fertility
can be attributed to the historical increase in age at marriage.

4 It should be neted that this coelticient cannot be caleulated from an ever-marricd sample by a
simple regression of age at marriage with age, because of truncation effects; the method used to obtain
this approximate figure is described in Little (1978b).
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ASSUMPITIONS

The path analysis of the previous section requires only the covariance matrix of the set
of variables included, and it might be described as a ‘guided tour through a covariance
matrix” (if standardized coefficients are chosen, replace ‘covariance matrix’ by
‘correlation matrix’).

This implies that (a) all associations between variables can be described by correlations,
and (b) there are no interactions in the effects of regressor variables on a response. Note
that (b) applies to all the regressions in the system and not just to the final one. Add to
this the extrancous assumption introduced by the non-circular causal ordering of the
variables, and it becomes clear that the path analysis assumptions are highly restrictive. In
this section we discuss briefly extensions of the basic method to situations where these
assumptions are not satisfied.

CATEGORICAL VARIABLES

A dichotomous variable can be included as a variable in the path analysis in the usual
way. However, when it is a response variable the problems associated with multiple linear
regression on a dichotomous response arise. If the proportions taking one value generally
lie between 0.2 and 0.8 then the lincarity assumption for parameters and variables may be
reasonable; in other cases non-inear models may be more realistic, although if these are
fitted the simple puth analytical decomposition of the total effect no longer applies.”

Multichotomous variables with categories can be included by defining a set of k-7
dummy variables as described in pages 148-153 on regression analysis/Mukerji, These
duanmy variables are treated as a block in the path analysis, and this lcads to a
generalization of the decomposition given in Section C. To illustrate this, let .V, = Marital
duration, X, = Education level (None, Primary or Secondary) and X, = Paritv, Then Y,is
represented by the pair of dichotomous variables

Xy = 1, Primary cducation;
0, Otherwise
Xa2 = 1, Sccondary education;

0, Otherwise,
The path regressions consist of
(a) regress X, on Xy : coefficient I)(;l);
regress X, on X,  coefficient h(;",);

5 Tor a discussion of non-linear models for proportions based on the logit transformation, see WFS
Technical Bulletin No, S, Little (1978).
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(b) regress Xyon X, X5y and Xy, : coefficiants by, b()) N

Note that X,; and X,; are treated separately when responses but as a pair when
regressors. The path diagram is

X,

v

where by is a row vector with two elements (b() (3 and by, is a column vector with

20 0
b

with two elements b(azz) The total effect of X'y and X can then be written as the sum
33

of direct effect net of X, by; and the indirect effect through X,,

1 1 2 2
b(sz) b(2l) + b(az) + b(zx)’,

which is the vector product of b,y with ba,.

It is possible to extend this path analytical decomposition to more than one multi-
chotomous variable. Paths between two multichotomous variables become matrices, and
the product of paths is achieved by matrix multiplication. Although this is an elegant
theoretical extension,® the problems of presenting such diagrams clearly and interpreting
them correctly may outweigh the advantages of this generalized approach in practice.

INTERACTIONS

A certain degree of interaction is nearly always present, and any analysis of the data
should include some description of the major interacions present. The extent to which
interactions should be incorporated in the path diagram, and the method of presentation,
is the subject of another paper, and can only be considered briefly here. Two possible
strategies are the following.

a) Disaggregation

Interaction, with categorical variables can be studied by repecating the path analysis
separately for the subgroup in each category. The interactions appear in the form of

6 The generalization can be shown to be equivalent to the decomposition of effects from standard-
ization, given in WFS Technical Bulletin No. 3, Pullum (1977).
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different path coefficients for the diffcrent groups. For example, the path analysis of
trends in cohort marital fertility given in pages 127-130 was carried out separately for Fijians
and Indians, in effect a disaggregation with respect to the variable race, Disaggregation
is particularly natural in this case as these races are known to have many distinguished
characteristics, It was noted carlier that Indians experienced a historical increase in mean
age at marriage, whercas the mean age at marriage of Fijians has remained relatively
stable. This would be evident from the ditferent patk coefficients of important inter-
action effects, that between age and race on age at marriage, which would not be evident
from a path analysis on the complete data.

Interactions with interval-level variables can also be investigated by forming categories
by grouping and then repeating the path analysis for cach group separately. A common
instance of this approach is the practice of repeating certain analyses separately for each
birth or marriage cohort.

Disaggregation is conceptually simple and theoretically attractive. The main limitations
concern the degree of disaggregation that is practically feasible for the given sample size,
and the fact that formal statistical tests of the interactions are not immediately available,

b) Inclusion of interaction terwis in the regressions

A more selective way of including specific interactions which are thougiit to be present
is to include them in the regressions, using the methods indicated in Section A. The
statistical significance of included interactions can be assessed. The interactions with
categorical variables can then be presented by disaggregation so that path coefficients
corresponding to interactions are different between groups, and other coefficients are
equal between groups. Interactions with intervalscaled variables pose a more difficult
presentational problem, which can only be approached with a certain amount of trial
and error.

NON-RECURSIVE MODELS

Path mod=ls with a strict causal ordering and no circular causation are called recursive
models, We have already given in section B examples where the interpretation of the data
is highly problematical because of circular causation between the observed variables. In
this section we give an example of a sitn. tion where circularity is produced by an un-

observed variable.

Suppose that X, = Age, X, = Education, X; = Knowledge of family planning outlet,
X4 = Current usce of efficient contraception.” One possible causal ordering is

Age = Education -+ Knowledge of outlet - Current use.

7 This example arises from a study of family planning availubility reported in Rodriguez (1978).

174



If we can assume that most efficient con' :aceptives are obtained from a family planning
outlet, then the indicated ordering of knowledge of outlet and current use seems
plausible. This model leads to the total effect of knowledge of outlet on current use as
the differential in current use between those who know and those who do not know an
outlet, controlling education and age. This differential is likely to be large, because
women who know no outlet have no access to the major source of contraception. The
logical conclusion is that raising the level of knowledge of an outlet will produce a
correspondingly large effect on contraceptive use,

However, this conclusion is quite unjustified, and stems from the excessive naivety of
the causal model. The key variable missing from this study is a measure of a non-user’s
attitude towards contraceptive use, which might be measured by a vauriable like desire to
use contraception. This variable has a clearly circular causal relationship with knowledge
of outlet. Thus we are led to a model such as

Education

/ ,K;
L
— N T \\’

Desire to use contraception Contraceptive use

Knowledge of outlet

With a two-way arrow between desire to use contraception and knowledge of outlet.
In fact, this model is itself inadequate, as it fails to reflect an important interaction,
namely, that the relationship between knowledge of outlet and contraceptive usec is
presumably different for those who wish to use contraception and those who do not.
Nevertheless, the model illustrates the danger of omitting important variables from the
path model.

The problems of interpreting data where circular causations between the variables are
present are severe. Tle monography by Hood and Koopmans (1953), mentioned above,
extends the use of the so-called instrumental variable approach to the estimation of
simultancous equation systems. Extensions of this to cases where some variables are not
observed have been produced by Joreskog (1973)8 and Wold (1977). The extent to which
these approaches can be applied to WFS data has yet to be established. For the present
we can say that simple methods based on cross-tabulation or regression should only be
applied after a careful evaluation of the possible causal relationships existing between the
variables under study. Path analysis provides a useful framework for this work,

8 Sce also Joreskog and van Thillo (1972).
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